IMPLEMENTATION OF FORWARD AND REVERSE
MODE AUTOMATIC DIFFERENTIATION FOR
GNU OCTAVE APPLICATIONS

A thesis presented to

the faculty of

the Russ College of Engineering and Technology of Ohio University

In partial fulfillment

of the requirements for the degree

Master of Science

Yixiu Kang

March 2003
This thesis entitled

IMPLEMENTATION OF FORWARD AND REVERSE

MODE AUTOMATIC DIFFERENTIATION FOR

GNU OCTAVE APPLICATIONS

BY

YIXIU KANG

has been approved for

the School of Electrical Engineering and Computer Science

and the Russ College of Engineering and Technology by

David W. Juedes

Associate Professor of Electrical Engineering and Computer Science

Dennis Irwin

Dean, Russ College of Engineering and Technology
Implementation of Forward and Reverse Mode Automatic Differentiation for GNU Octave Applications (71pp.)

Director of Thesis: David W. Juedes

In this work, we present two C/C++ implementations of general purpose automatic differentiation (AD) for GNU Octave applications: FAD for forward mode AD and LogAD for reverse mode AD with bisection checkpointing. Both FAD and LogAD accept functions written in the GNU Octave language and work in the Octave environment via dynamically linked functions. FAD evaluates the product of the Jacobian of the input function and an arbitrary vector in time and space that are proportional to the time and space used by the original function. LogAD evaluates the product of an arbitrary vector and the Jacobian of the input function via a checkpointing approach first proposed by Griewank in 1992.

Approved: David W. Juedes

Associate Professor of EECS
Acknowledgments

I want to acknowledge those whose help and support made this thesis possible. My sincere thanks go to my thesis advisor Dr. David W. Juedes for his guidance and helps. My thanks also go to Dr. Wen-Jia R. Chen for being the college representative on my thesis committee, and Dr. Mehmet Celenk and Dr. Cynthia R. Marling for being on my thesis committee.
# Contents

Abstract 3

Acknowledgments 4

List of Tables 8

List of Figures 10

1 Introduction 12

1.1 Introduction .................................................. 13

1.2 A little bit history of FAD and LogAD .......................... 14

1.3 Organization of this thesis ....................................... 15

2 Automatic differentiation 16

2.1 Fundamentals of forward and reverse AD ...................... 16

2.2 A simple example for forward and reverse AD ................. 20

2.3 Proposed work of this thesis .................................. 23
3 General forward mode automatic differentiation 25

3.1 Algorithm ................................................. 25

3.2 Implementation ........................................... 26

3.3 Two simple examples ................................. 27
    3.3.1 Example 1 ........................................ 28
    3.3.2 Example 2 ........................................ 29

4 General reverse mode automatic differentiation 30

4.1 Algorithm ................................................. 30

4.2 Implementation ........................................... 31
    4.2.1 A brief review of LogAD v.2 ...................... 31
    4.2.2 LogAD v.2.1 ....................................... 33

4.3 Two simple examples ................................. 34
    4.3.1 Example 1 ........................................ 34
    4.3.2 Example 2 ........................................ 35

5 Software performance 37

5.1 Helmholtz energy function ......................... 38
    5.1.1 Performance of FAD v.1 ......................... 38
    5.1.2 Performance of LogAD v.2.1 .................... 41

5.2 Power function ........................................... 46
    5.2.1 Performance of FAD v.1 ......................... 46
5.2.2 Performance of LogAD v.2.1 ........................................ 47
5.3 Matrix multiplication .................................................... 52
  5.3.1 Performance of FAD v.1 .......................................... 53
  5.3.2 Performance of LogAD v.2.1 .................................... 55

6 Conclusions ............................................................... 59

Bibliography ............................................................... 61

A A brief guide to use FAD/LogAD .................................. 68
List of Tables

2.1 General evaluation procedure for a function. . . . . . . . . . . . . . 17
2.2 Tangent recursion for general evaluation procedure. . . . . . . . . . 18
2.3 Incremental adjoint recursion evaluation procedure. . . . . . . . . . 19
2.4 Forward propagation of tangents of the function. . . . . . . . . . . . 21
2.5 Reverse propagation of gradients of the function. . . . . . . . . . . . 22

5.1 Time costs by running FAD for Helmholtz function. . . . . . . . . . 40
5.2 Computation sizes by running LogAD for Helmholtz function. . . . 42
5.3 Time costs and check points used by running LogAD for Helmholtz
   function with 60001036 bytes size tape. . . . . . . . . . . . . . . . . 42
5.4 Time costs and check points used by running LogAD for Helmholtz
   function with 1M size tape. . . . . . . . . . . . . . . . . . . . . . . . 42
5.5 Time costs by running FAD for power function. . . . . . . . . . . . 47
5.6 Computation sizes by running LogAD for power function. . . . . . 49
5.7 Time costs and check points used by running LogAD for the power
function, where $T_{\text{logad}}$ is measured in clock ticks. 49

5.8 Time costs by running FAD for matrix multiplication function, where
time is measured in clock ticks. 53

5.9 Computation size by running LogAD for matrix multiplication func-
tion. 55

5.10 Time costs and check points used by running LogAD for matrix
multiplication function with 10M size tape. 56

5.11 Time costs and check points used by running LogAD for matrix
multiplication function with 1M size tape. 57
List of Figures

3.1 File simple_example1.m in Octave language. .......................... 28
3.2 Results of the computation for example 1. ............................. 28
3.3 File simple_example2.m in Octave language. ............................. 29
3.4 Results of the computation for example 2. ............................. 29

4.1 Results of the computation for example 1. ............................. 35
4.2 Results of the computation for example 2. ............................. 36

5.1 File helm.m in Octave language. ................................. 39
5.2 Time costs versus the number of independent variables \( n \). ...... 40
5.3 The ratio \( T_{fad}/T \) versus number of independent variables \( n \). . . . 41
5.4 Time costs versus the number of independent variables \( n \). ...... 43
5.5 Time ratio \( T_{logad}/T \) versus the number of independent variables \( n \). 44
5.6 The ratio \( T_{logad}/(T \log_2 T) \) versus number of independent variables \( n \). 44
5.7 The computation size versus time cost for evaluation the original
function. ........................................................................... 45
5.8 File power.m in Octave language. .......................... 46
5.9 Time costs versus the number of multiplications $n$. ............. 48
5.10 The ratio $T_{fad}/T$ versus number of multiplications $n$. .......... 48
5.11 Time costs versus the number of multiplications $n$. .............. 50
5.12 Time ratio $T_{logad}/T$ versus the number of multiplications $n$. . . . 50
5.13 The ratio $T_{logad}/(T \log_2 T)$ versus number of multiplications $n$. . . 51
5.14 The ratio $T_{logad}/T^2$ versus the number of multiplications $n$. . . . 52
5.15 The ratio $T_{logad}/T^2$ versus the number of multiplications $n$. . . . 53
5.16 Time costs versus the number of matrix multiplications $n$. ............ 54
5.17 The ratio $T_{fad}/T$ versus number of matrix multiplications $n$. ........ 55
5.18 Time costs versus the number of matrix multiplications $n$. ............ 57
5.19 The ratio $T_{logad}/T$ versus the number of matrix multiplications $n$. . 58
5.20 The ratio $T_{logad}/(T \log_2 T)$ versus number of matrix multiplications $n$. 58
Chapter 1

Introduction

The mathematical description of any system with continuous changes in one or more of its properties involves either differentiation or integration. The differentiation of a function is a fundamental problem in scientific and engineering world. Modern computer made it possible to lend the complex computation work to computer with high automation, efficiency, and precision. The application of the chain rule to obtain derivatives performed automatically and accurately by computers, automatic differentiation (AD), started to play a significant role in solving scientific and engineering problems, such as weather forecasting [6, 10], fluid dynamics [11, 7, 23], beam physics [3], and neural networks [29, 18, 4], during the last few decades. In this work, we present two C/C++ implementations of automatic differentiation (AD), FAD for forward mode AD and LogAD for reverse mode AD with bisection checkpointing, for GNU Octave applications.
1.1 Introduction

The forward mode AD was introduced around late 1950s and early 1960s by Beta Korolev, Sukkikh, and Frolova [2], and Wengert [33], with further investigations by Wilkins [35], Kedem [20], and Rall [26]. The forward mode AD involves the decomposition of a given function written in a programming language, such as C or FORTRAN, into a series of elementary functional steps, and automatic evaluation and differentiation of the elementary functions through the same forward sequence.

The efficient evaluation of all partial derivatives of a single dependent variable with respect to many independent variables, reverse mode AD, was independently discovered by Werbos [34], Linnainmaa [22], Speelpenning [30], and Baur and Strassen [1]. The checkpointing of the computation to improve space complexity was discussed by Volin and Ostrovskii [32] and Griewank [13].

The general purpose AD tools usually implement one or more preprocessors to translate the codes of a function in a programming language into codes in the same or another language to differentiate the function automatically. The first powerful general purpose AD tool might be GRESS [24] developed at Oak Ridge National Laboratory in the 1980s. Some early AD software implementations were listed and classified by Juedes in [17]. More software have been developed since then, just to name a few, which include ADIFOR [5], Odyssée [28], ADOL-C [15], PADRE2
So far, we know of two AD tools can be called from Matlab. The first one is GRAD, which is a C language implementation of forward mode AD in Matlab reported by Rich and Hill in 1992 [27], and the second one is ADMIT, which was reported by Coleman and Verma in 2000 [8]. ADMIT is a Matlab interface built on top of ADOL-C, which also includes the graph-coloring algorithms to compute sparse Jacobian and Hessian. The implementation of ADOL-C involves operating system interventions through Unix forks and pipes, which is what we are avoiding in this work.


1.2 A little bit history of FAD and LogAD

FAD and LogAD are C/C++ AD software tools developed in Prof. David W. Juedes’s group at Ohio University. The first version of LogAD was developed by Richard Heller [16], which is a compiler that accepts functions in a subset of C language, and generate C code that implements reverse mode AD with Griewank’s bisection checkpointing algorithm [13] without using operating system intervention. The second version of LogAD, LogAD v.2, was developed by Alexei Stovboun [31]. Unlike the former version, LogAD v.2 accepts functions written in GNU Oc-
tave language, which is compatible to the language used by Matlab, and works in
the Octave environment by calling dynamically linked function gdiff to evaluate
the gradient of scalar functions. The primary contribution of this work is the de-
velopment of LogAD v.2.1, which implemented the general computation of vector-
Jacobian products in the reverse mode of AD, and FAD v.1, which implemented
general purpose computation of Jacobian-vector products in the forward mode of
AD. LogAD v.2.1 is the improvement and further development of LogAD v.2 to a
working version with more functionalities. To make it a more complete AD tool,
we also implemented FAD v.1 for forward mode AD in this thesis. FAD and Lo-
gAD could be an additional tool in Matlab/Octave’s toolkit for engineers to solve
engineering problems.

1.3 Organization of this thesis

The thesis is organized as follows: in Chapter 2, mathematical fundamentals
of AD will be briefly introduced; in Chapter 3, the implementation details of the
general forward mode AD, FAD, will be given; in Chapter 4, the implementation
details of general reverse mode AD, LogAD, will be given; in Chapter 5, some
eamples are provided for both LogAD and FAD to test the software performance;
in Chapter 6, we summarize the test results for FAD and LogAD.
Chapter 2

Automatic differentiation

Automatic differentiation is a chain rule based technique for evaluating the derivatives analytically without any truncation errors with respect to input variables of functions defined by a high-level language computer program. The automatic differentiation algorithms fall into two major categories, forward mode and reverse mode. In this section, we will review the fundamentals of the forward and reverse automatic differentiation, following the concepts in [14].

2.1 Fundamentals of forward and reverse AD

Consider a differentiable function:

\[ F : \mathbb{R}^k \rightarrow \mathbb{R}^d \]  

(2.1)
with independent variables \((x_1, x_2, \cdots, x_k)\) and dependent variables \((y_1, y_2, \cdots, y_d)\):

\[
\begin{pmatrix}
  y_1 \\
  y_2 \\
  \vdots \\
  y_d
\end{pmatrix} =
\begin{pmatrix}
  f_1(x_1, x_2, \cdots, x_k) \\
  f_2(x_1, x_2, \cdots, x_k) \\
  \vdots \\
  f_d(x_1, x_2, \cdots, x_k)
\end{pmatrix}
\]  

(2.2)

The Jacobian of \(F\)

\[
F' = \begin{pmatrix}
\frac{\partial y_1}{\partial x_j} & \frac{\partial y_1}{\partial x_j} & \cdots & \frac{\partial y_1}{\partial x_j} \\
\frac{\partial y_2}{\partial x_j} & \frac{\partial y_2}{\partial x_j} & \cdots & \frac{\partial y_2}{\partial x_j} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial y_d}{\partial x_j} & \frac{\partial y_d}{\partial x_j} & \cdots & \frac{\partial y_d}{\partial x_j}
\end{pmatrix}_{d \times k}
\]  

(2.3)

is a \(d \times k\) matrix of first-order partial derivatives.

A program evaluating the function \(F\) can be viewed as a sequence of continuously differentiable elemental functions \(v_i = \Phi_i(v_j)_{j<i}\) with \(j<i\), where \(v\) is a set of ordered variables such that \(v_j\) is computed before \(v_i\). The ordered variables can be partitioned into three vectors evaluated sequentially as listed in Table 2.1.

<table>
<thead>
<tr>
<th>(v_{i-k})</th>
<th>(v_i)</th>
<th>(y_{d-i})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_i) \quad {i = 1 \cdots k} \quad \text{(independent)}</td>
<td>\Phi_i(v_j)_{j&lt;i} \quad {i = 1 \cdots l} \quad \text{(intermediate)}</td>
<td>v_{l-i} \quad {i = d-1 \cdots 0} \quad \text{(dependent)}</td>
</tr>
</tbody>
</table>

Table 2.1: General evaluation procedure for a function.
In this section we calculate first derivative vectors, called tangents and gradients, in the forward and reverse modes of AD, respectively. In general, the numerical values of derivative vectors obtained by AD depend on certain seed directions and weight functions rather than representing derivatives of particular dependent variables \( y_i \) with respect to particular independent variables \( x_j \) which we call Cartesian derivatives. In other words we obtain directional derivatives of scalar functions that are defined as weighted averages of vector function \( F \).

The forward propagation of tangents can be viewed as differentiating each single elemental functions in the same order as the functions are evaluated. Let \( \hat{x} \) be the selected direction vector, according to the chain rule we have

\[
\hat{y} = F'(x)\hat{x}
\]

(2.4)

The tangent evaluation procedure Table 2.2 can be obtained by simply differentiation Table 2.1, where \( u_i = (v_j)_{j<i} \) is the argument vector on which \( \phi_i \) depends.

Let the time to evaluate the original function \( F \) be \( T \), the matrix-vector product

| \( v_{i-k} \) | \( \equiv \) | \( x_i \) | \( 1 \leq i \leq k \) |
| \hline | \( \hat{v}_{i-k} \) | \( \equiv \) | \( \hat{x}_i \) |
| \hline | \( v_i \) | \( \equiv \) | \( \phi_i(v_j)_{j<i} \) | \( 1 \leq i \leq l \) |
| \hline | \( \hat{v}_i \) | \( \equiv \) | \( \sum_{j<i} \frac{\partial}{\partial v_j} \phi_i(u_j)\hat{v}_j \) |
| \hline | \( y_{d-i} \) | \( \equiv \) | \( v_{l-i} \) | \( d > i \geq 0 \) |
| \hline | \( \hat{y}_{d-i} \) | \( \equiv \) | \( \hat{v}_{l-i} \) |

Table 2.2: Tangent recursion for general evaluation procedure.
\( \dot{y} = F'(x) \dot{x} \) calculated by employing the evaluation procedure Table 2.2 can clearly be done in time proportional to \( T \). One may want to calculate \( p \) tangents simultaneously in several directions \( \dot{x} \) from the same base point \( x \), the cost of evaluating derivatives by propagating them forward through the evaluation procedure will increase linearly with \( p \).

The reverse propagation of gradients (or adjoints) evaluates the vector-matrix product

\[
\vec{x} \equiv \vec{y}F'(x)
\]

(2.5)

where \( \vec{y} \) is a fixed row vector. The reverse mode of AD is in some sense a backward application of the chain rule. The evaluation of the vector-matrix product can be rewritten as the adjoint evaluation procedure listed in Table 2.3. As is apparent in

\[
\begin{array}{ll}
\bar{v}_i & \equiv 0 \\
v_{i-k} & \equiv x_i \quad 1 \leq i \leq k \\
v_i & \equiv \phi_i(v_j)_{j<i} \quad 1 \leq i \leq l \\
y_{d-i} & \equiv v_{l-i} \quad d > i \geq 0 \\
\end{array}
\]

\[
\begin{array}{ll}
\bar{\bar{v}}_{l-i} & \equiv \vec{y}_{d-i} \\
\bar{v}_j & \equiv \bar{v}_i \frac{\partial}{\partial v_j} \phi_i(u_i) \quad i < j \quad l > i \geq 1 \\
\bar{x}_i & \equiv \bar{v}_{l-k} \\
\end{array}
\]

Table 2.3: Incremental adjoint recursion evaluation procedure.

Table 2.3, the calculation of the adjoint vector \( \bar{x} = \vec{y}F'(x) \) proceeds in two stages: a forward sweep up to the single line and a return sweep below it. Throughout the thesis we will refer to the combination of a forward sweep and a subsequent return
sweep as a reverse sweep. The cost for evaluating the adjoint is proportional to the cost to evaluate the function. When $q$ gradients is evaluated simultaneously, the total cost will increase linearly with $q$. Therefore, AD not only can benefit from a small number of independent variables by performing forward propagation, but also can benefit from a small number of dependent variables by performing reverse propagation.

In reverse mode AD, in order to perform the return sweep, the forward sweep must be recorded. Therefore, the memory needed to record the computation is proportional to the run time of the program, which could be prohibitively expensive. A partial solution to the memory problem of the reverse mode AD was proposed by Griewank [13], which achieves logarithmic growth of temporal and spatial complexity in reverse AD by checkpointing the computation at appropriate points.

### 2.2 A simple example for forward and reverse AD

Let us consider the function $F : \mathbb{R}^2 \to \mathbb{R}^2$ with independent variables $x = (x_1, x_2)$ and dependent variables

$$y_1 = x_1 \cos(x_2) \quad \text{and} \quad y_2 = x_1 \sin(x_2)$$

(2.6)
The Jacobian of the function

\[
F' = \begin{pmatrix}
\frac{\partial y_1}{\partial x_1} & \frac{\partial y_1}{\partial x_2} \\
\frac{\partial y_2}{\partial x_1} & \frac{\partial y_2}{\partial x_2}
\end{pmatrix} = \begin{pmatrix}
cos(x_2) & -x_1 \sin(x_2) \\
sin(x_2) & x_1 \cos(x_2)
\end{pmatrix}
\] (2.7)

Let the direction vector be \( \dot{x} = \begin{pmatrix} \dot{x}_1 \\ \dot{x}_2 \end{pmatrix} \), then

\[
\dot{y} = F'(x) \dot{x} = \begin{pmatrix}
\dot{x}_1 \cos(x_2) - \dot{x}_2 x_1 \sin(x_2) \\
\dot{x}_1 \sin(x_2) + \dot{x}_2 x_1 \cos(x_2)
\end{pmatrix}
\] (2.8)

The procedure for the forward propagation of tangents is listed in Table 2.4. Let

<table>
<thead>
<tr>
<th>(v_{-1})</th>
<th>(v_0)</th>
<th>(v_1)</th>
<th>(v_2)</th>
<th>(v_3)</th>
<th>(v_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_1)</td>
<td>(x_2)</td>
<td>(\cos(v_0))</td>
<td>(\sin(v_0))</td>
<td>(v_{-1} \cdot v_1)</td>
<td>(v_{-1} \cdot v_2)</td>
</tr>
<tr>
<td>(\dot{x}_1)</td>
<td>(\dot{x}_2)</td>
<td>(-\sin(v_0) v_0)</td>
<td>(\cos(v_0) v_0)</td>
<td>(\dot{v}<em>1 \cdot v_1 + v</em>{-1} \cdot \dot{v}_1)</td>
<td>(\dot{v}<em>4 \cdot v_2 + v</em>{-1} \cdot \dot{v}_2)</td>
</tr>
</tbody>
</table>

Table 2.4: Forward propagation of tangents of the function.

\(x_1 = 5, x_2 = \pi/4, \dot{x}_1 = 1, \) and \(\dot{x}_2 = 1,\) by following the evaluation procedure Table 2.4 we will obtain that \(y_1 = 3.53553, \dot{y}_1 = -2.82842, y_2 = 3.53553, \) and \(\dot{y}_2 = 4.24264.\)
Now let the adjoint vector be $\bar{y} = (\bar{y}_1 \quad \bar{y}_2)$, then

$$\bar{x} = \bar{y}F'(x) = \begin{pmatrix} \bar{y}_1 \cos(x_2) + \bar{y}_2 \sin(x_2) & -\bar{y}_1 x_1 \sin(x_2) + \bar{y}_2 x_1 \cos(x_2) \end{pmatrix}$$ (2.9)

The reverse propagation of the adjoints is listed in Table 2.5, with $\bar{v}_i = 0$ for $i = 1, \ldots, 4$ being initialized before the evaluation. Let $x_1 = 5$, $x_2 = \pi/4$, $\bar{y}_1 = 1$, and $\bar{y}_2 = 1$, by following the evaluation procedure Table 2.5 we will obtain that $y_1 = 3.53553$, $\bar{x}_1 = 1.41421$, $y_2 = 3.53553$, and $\bar{x}_2 = 0.00000$.

<table>
<thead>
<tr>
<th>$\bar{v}_{-1}$</th>
<th>$\bar{x}_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{v}_0$</td>
<td>$\bar{x}_2$</td>
</tr>
<tr>
<td>$\bar{v}_1$</td>
<td>$\cos(\bar{v}_0)$</td>
</tr>
<tr>
<td>$\bar{v}_2$</td>
<td>$\sin(\bar{v}_0)$</td>
</tr>
<tr>
<td>$\bar{v}_3$</td>
<td>$\bar{v}_{-1} \times \bar{v}_1$</td>
</tr>
<tr>
<td>$\bar{v}_4$</td>
<td>$\bar{v}_{-1} \times \bar{v}_2$</td>
</tr>
<tr>
<td>$\bar{v}_5$</td>
<td>$\bar{y}_1$</td>
</tr>
<tr>
<td>$\bar{v}_6$</td>
<td>$\bar{y}_2 \times \bar{v}_2$</td>
</tr>
<tr>
<td>$\bar{v}_7$</td>
<td>$\bar{y}<em>1 \times \bar{v}</em>{-1}$</td>
</tr>
<tr>
<td>$\bar{v}_8$</td>
<td>$\bar{y}_1 \times \bar{v}_1$</td>
</tr>
<tr>
<td>$\bar{v}_9$</td>
<td>$\bar{y}<em>2 \times \bar{v}</em>{-1}$</td>
</tr>
<tr>
<td>$\bar{v}_{10}$</td>
<td>$\bar{y}_2 \times \bar{v}_1$</td>
</tr>
<tr>
<td>$\bar{v}_{11}$</td>
<td>$\bar{v}_0 \times \cos(\bar{v}_0)$</td>
</tr>
<tr>
<td>$\bar{v}_{12}$</td>
<td>$\bar{v}_0 \times -\bar{y}_1 \times \sin(\bar{v}_0)$</td>
</tr>
<tr>
<td>$\bar{x}_2$</td>
<td>$\bar{v}_0$</td>
</tr>
<tr>
<td>$\bar{x}_{-1}$</td>
<td>$\bar{v}_{-1}$</td>
</tr>
</tbody>
</table>

Table 2.5: Reverse propagation of gradients of the function.
2.3 Proposed work of this thesis

In this thesis, we implement the forward mode AD (FAD v.1) which evaluate the product of Jacobian and an arbitrary vector with a cost proportional to the cost of evaluating the original function, and the reverse mode AD (LogAD v.2.1) which evaluate the product of an arbitrary vector and Jacobian with bi-section checkpointing algorithm [13].

FAD v.1 implements general forward mode AD procedure listed in Table 2.2, which evaluate the value of a function, either a scalar or a matrix, and the product of the Jacobian of the function and an arbitrary vector. The temporal and spatial complexity of the algorithm are proportional to that of the evaluating the value of the function only.

LogAD v.2.1 implements general reverse mode AD procedure listed in Table 2.3 with bisection checkpointing algorithms by revising and expanding the function of LogAD v.2 [31], which developed to evaluate partial derivatives for scalar functions only, to evaluate the product of an arbitrary vector and the Jacobian of a function, which can be either a scalar or a matrix function. The checkpointing algorithm implemented the bi-section checkpointing algorithm proposed by Griewank [13] so that the large size computations can be performed when space is limited.

In this work, the following differentiable elementary functions are implemented for both forward and reverse mode automatic differentiation:
- \( v = c; \)
- \( v = -u; \)
- \( v = u \pm w; \)
- \( v = u \times w; \)
- \( v = u \div w; \)
- \( v = \sin(u), \ v = \cos(u); \)
- \( v = \log(u), \ v = \log(10)u; \)
- \( v = \exp(u); \)
- \( v = u^w. \)

Where \( u, v, \) and \( w \) are variables (scalar or matrix), and \( c \) is a constant.

Both FAD and LogAD accept algorithms written in a subset of Octave/Matlab language, and can be called in Octave environment by calling dynamically linked functions fdiff and gdiff.
Chapter 3

General forward mode automatic differentiation

3.1 Algorithm

The general forward mode automatic differentiation in this work implements the algorithm listed in Table 2.3, which evaluates the input function and the product of its Jacobian and an arbitrary vector. The spatial and temporal complexity of the general forward mode automatic differentiation is proportional to the spatial and temporal complexity of the original algorithm for evaluating the input function only.
3.2 Implementation

The input functions to FAD v.1 are functions in GNU Octave language, which is compatible with the language used in Matlab by MathWorks, Inc.

FAD v.1 implemented the following functions:

1. FAD compiler, fadc, which decomposes a function written in Octave language into elemental operations, and translates the code into a fragment of C++ code. It implements two Octave data types, real scalar and real matrix, and accepts a subset of Octave language constructs:
   - expressions and index expressions;
   - `if - elseif - else` statements;
   - `for` loops;
   - `while` loops;
   - function calls.

2. FAD linker, fadl, which generates a special shared library, `<fname>.fso`, that contains the function to be differentiated.

3. FAD shared library, fad.so, which provides the execution environment for the compiled Octave function.

The FAD v.1 is integrated into the octave environment and can be invoked by calling dynamically linked function fdiff. Prior to call fdiff for function `<fname>`,
the Octave function need to be compiled and linked by FAD compiler and FAD linker. There are two FAD run time parameters need to be set through Octave variables before calling fdiff:

- FAD_STACK_SIZE (in slots): the size of FAD execution stack;
- FAD_ARG_BUF_SIZE (in slots): the size of FAD argument buffer.

The prototype of the fdiff function is:

```c
fdiff ("<fname>", <a>, <v>, <x1>, <x2>, ...)
```

where the first argument is the name of the function to be differentiated, the second argument is the active status, the third argument is the direction vector for the independent variables, and the rest arguments are the independent variables. If the active status evaluates to be TRUE, both the function and the tangent will be evaluated, otherwise only the function will be evaluated. When the active status is TRUE, the return values of fdiff are the values of the input function, either scalar or matrix, and the product of the Jacobian of the function and the direction vector; when the active status is FALSE, the return value is the value of the function only.

### 3.3 Two simple examples

In this section we will examine two simple examples for the forward mode automatic differentiation.
3.3.1 Example 1

In this section, a simple example, which evaluates the example in Chapter 2, will be given. Figure 3.1 lists the Octave program for the problem. Let \( x \) =

```octave
# simple_example1.m
function [y1, y2] = simple_example1 (x)
    y1 = x(1) * cos(x(2));
    y2 = x(1) * sin(x(2));
endfunction
```

Figure 3.1: File simple_example1.m in Octave language.

(5.00000 0.78540). The computation can be done by running the dynamically linked function `fdiff` in Octave environment:

```octave
[a, b, c, d] = fdiff("simple_example1", 1, [1, 1], x)
```

The output of this computation is listed in figure 3.2.

```
a = 3.5355
b = 3.5355
c = -2.8284
d = 4.2426
```

Figure 3.2: Results of the computation for example 1.
3.3.2 Example 2

In this section, a simple example, which evaluates the product of matrices, will be given. Figure 3.3 lists the Octave program for the problem. Let \( x = \text{ones}(2) \),

\[
\begin{align*}
# \text{simple_example2} \\
\text{function result} &= \text{simple_example2 (matrix, n)} \\
\text{result} &= 1; \\
\text{for} \ i = 1:n \\
\text{result} &= \text{result} \times \text{matrix}; \\
\text{end} \\
\text{end}
\end{align*}
\]

Figure 3.3: File simple_example2.m in Octave language.

which is a 2 by 2 matrix filled with 1s. The computation can be done by running the dynamically linked function fdiff in Octave environment:

\[
[a, b] = \text{fdiff("simple_example2", 1, x, x, 4)}
\]

The output of this computation is shown in Figure 3.4.

\[
a = \\
\begin{bmatrix}
8 & 8 \\
8 & 8 \\
\end{bmatrix}
\]

\[
b = \\
\begin{bmatrix}
32 & 32 \\
32 & 32 \\
\end{bmatrix}
\]

Figure 3.4: Results of the computation for example 2.
Chapter 4

General reverse mode automatic differentiation

4.1 Algorithm

The general reverse mode AD in this work implements the algorithm listed in Table 2.2. In general, the space complexity of the general reverse mode AD is proportional to the time complexity of the original algorithm. To break this dependency so that LogAD can be used for large scale applications, LogAD also implemented Griewank’s algorithm [13], reverse mode with bisection checkpointing. If implemented efficiently, reverse AD with bisection checkpointing algorithm can compute the gradient of the function with temporal and spatial complexity that are proportional to the logarithm of the time complexity of the original problem. Assume the
time and space costs of the original algorithm are $T$ and $S$ respectively, then the temporal complexity and spatial complexity for reverse mode AD with bisection checkpointing will be $O(T \log_2 T)$ and $O(S \log_2 T)$ respectively. In this work, for the purpose of a simpler implementation, some functions, such as index assignment for elements of a matrix, do not achieve the logarithmic temporal and spatial time complexity.

4.2 Implementation

LogAD v.2.1 is a revising and expanding of LogAD v.2, which is the work of Stovboun’s master’s degree thesis [31].

4.2.1 A brief review of LogAD v.2

In LogAD v.2, the reverse mode with bisection checkpointing algorithm was implemented to calculate the value and the gradient of a single input scalar function. The input functions to LogAD v.2 are functions in GNU Octave language, which is compatible with the language used in Matlab by MathWorks, Inc.

The LogAD v.2 was intended to implement the following functions:

1. LogAD compiler, logadc, which decomposes a function written in Octave language into elemental operations, inserts checkpointing algorithms, and translates the code into a fragment of C++ code. It implements two Oc-
tave data types, real scalar and real matrix, and accepts a subset of Octave language constructs:

- expressions and index expressions;
- \texttt{if - elseif - else} statements;
- \texttt{for} loops;
- \texttt{while} loops;
- function calls.

2. LogAD linker, logadl, which generates a special shared library, <\texttt{fname}>.lso, that contains the function to be differentiated.

3. LogAD shared library, logad.so, which provides the execution environment for the compiled Octave function.

The LogAD v.2 is integrated into the octave environment and can be invoked by calling dynamically linked function gdiff. Prior to call gdiff for function <\texttt{fname}>, the Octave function need to be compiled and linked by LogAD compiler and LogAD linker. There are three LogAD run time parameters need to be set through Octave variables before calling gdiff:

- \texttt{LOGAD_TAPE_SIZE} (in bytes): LogAD tape size for recording the computation;
- \texttt{LOGAD_STACK_SIZE} (in slots): the size of LogAD execution stack;
• LOGAD_ARG_BUF_SIZE (in slots): size of LogAD argument buffer.

The prototype of the gdiff function is:

```plaintext
gdiff("<fname>", <x1>, <a1>, <x2>, <a2>, ...)
```

where the first argument is the name of the function to be differentiated, and the next pairs of the arguments are the independent variables and their active states. If the active status of an independent variable is evaluated to be TRUE, the partial derivative with respect to the variable will be calculated, otherwise it will not be calculated. The function returns the value and the gradient of the function with respect to the active independent variables.

### 4.2.2 LogAD v.2.1

In this work, LogAD v.2 is improved and expanded to calculate the value of the input function, either a scalar function or a matrix function, and the product of the Jacobian of the function and an arbitrary vector. The evaluation procedure is listed in Table 2.3. The changes to LogAD v.2 include:

- Fix errors of LogAD v.2 functions, to name a few, which include getting index assignment and several other functions to work and produce correct results.

- Change the original idea of recording integers on the tape as bytes which caused segmentation faults for large computations.
• Change the data type for computation size related numbers so that LogAD can work for larger computation sizes.

• LogAD v.2 accepts and evaluates scalar function(s) only; LogAD v.2.1 accepts and evaluates both scalar and matrix functions;

• LogAD v.2 internally initialize the adjoint(s) for the scalar function(s) to be 1; LogAD v.2.1 accepts user provided initialization adjoint values.

the prototype of the gdiff function in LogAD v.2.1 is:

\[
gdiff("<fname>", <v>, <x1>, <a1>, <x2>, <a2>, ...)
\]

where the second argument is the initial adjoint value(s), and the rest arguments share the same meaning as that of the former version.

4.3 Two simple examples

In this section we will reexamine the two simple examples we examined in Chapter 3 for the reverse mode automatic differentiation.

4.3.1 Example 1

In this section, the first example in Chapter 3 will be reexamined for reverse mode AD. Let \( x = (5.00000 \ 0.78540) \). The computation can be done by running the dynamically linked function gdiff in Octave environment:
[a, b, c] = gdiff("simple_example1", [1, 1], x, 1)

The output of this computation is listed in figure 4.1.

\[
\begin{align*}
a &= 3.5355 \\
b &= 3.5355 \\
c &= \\
1.4142e+00 & 4.4409e-16
\end{align*}
\]

Figure 4.1: Results of the computation for example 1.

### 4.3.2 Example 2

In this section, the second example in Chapter 3 will be reexamined for reverse mode AD. Let \( x = \text{ones}(2) \), which is a 2 by 2 matrix with all elements being 1. The computation can be done by running the dynamically linked function gdiff in Octave environment:

\[
[a, b] = \text{gdiff("simple_example2", x, x, 1, 4, 0)}
\]

The output of this computation is listed in figure 4.2. Notice that though both forward mode AD and reverse mode AD reached same numerical values for \( b \), they carried completely different mathematical origins.
Figure 4.2: Results of the computation for example 2.

\[ a = \\
\begin{array}{ll}
8 & 8 \\
8 & 8 \\
\end{array} \\
\]

\[ b = \\
\begin{array}{ll}
32 & 32 \\
32 & 32 \\
\end{array} \\
\]
Chapter 5

Software performance

In this chapter we test the performance of FAD v.1 and LogAD v.2.1 by running three examples with different input sizes and computation lengths. The tests were performed on a 500 MHz Intel Pentium III processor with 192M of RAM. The operating system was the Red Hat Linux 7.0. The Octave 2.0.16 environment was used.

The three examples are the following functions: the first function is a Helmholtz energy function, which has multiple independent variables and one dependent variable; the second function is to calculate 1 to \( n \)th power of a scalar, which has one independent variable and multiple dependent variables; and the third function is to calculate \( n \)th power of an input matrix, which has multiple independent variables and multiple dependent variables.
5.1 Helmholtz energy function

In [12], Griewank gave some performance statistics on the Helmholtz function of a mixed fluid:

\[
 f(x) = RT \sum_{i=1}^{n} \log \left( \frac{x_i}{1 - b^T x} \right) - \frac{x^T A x}{\sqrt{8} b^T x} \log \left( \frac{1 + (1 + \sqrt{2}) b^T x}{1 + (1 - \sqrt{2}) b^T x} \right) \tag{5.1}
\]

where \( R \) is the universal gas constant and:

\[
 0 \leq x, \ b \in \mathbb{R}^n, \quad A = A^T \in \mathbb{R}^{n \times n}.
\]

In this section, we will test FAD and LogAD by using this example. Figure 5.1 lists the Octave program for the problem, where \( RT \) is set to be 1, \( A \) is chosen to be the identity matrix, and \( b \) is chosen to be \( x \) for simplicity. Notice that \( x^T x \) is calculated twice to get the computation longer.

5.1.1 Performance of FAD v.1

The tests were performed for the cases with \( n = 1000 - 100000, \ x = ones(1, n) \), and \( x = 0.001 \times ones(1, n) \), where \( ones(1, n) \) is a matrix of 1 by \( n \) elements that are all 1s. The performance of FAD is listed in Table 5.1, where \( T_{fad} \) is the time costs to evaluate the function and the tangent, which is the summation of all partial derivatives \( \sum_{i=1}^{n} (\partial y/\partial x_i) \) in this case, and \( T \) is the time to evaluate the function only.
Figure 5.1: File helm.m in Octave language.

```octave
# helm.m
function result = helm(x, n)
RT = 1;
A = 1;

bTx = 0;
for i=1:n
    bTx = bTx + x(i) * x(i);
end

xTAx = 0;
for i=1:n
    xTAx = xTAx + x(i) * x(i);
end

result = 0;
for i=1:n
    result = result + x(i) * log(x(i)/(1-bTx));
end

result = RT * result;
temp = xTAx/2.8284271/bTx;
temp = temp * log((1+(1+1.4142136)*bTx)/(1+(1-1.4142136)*bTx));
result = result - temp;
end
```

The experiments were run several times for each \( n \), and the average time is used for better statistics.

Figure 5.2 plotted the time costs versus the number of independent variables \( n \), and Figure 5.3 plotted the ratio \( T_{fad}/T \) versus number of independent variables \( n \). Figure 5.3 shows that for relatively large \( ns \), the ratio \( T_{fad}/T \) is approximately a constant, \( 1.25 \pm 0.04 \) as shown in Figure 5.3 as a horizontal line, which implies
<table>
<thead>
<tr>
<th>n</th>
<th>1000</th>
<th>5000</th>
<th>10000</th>
<th>20000</th>
<th>30000</th>
<th>40000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{fad}$ (clock ticks)</td>
<td>2.0</td>
<td>9.6</td>
<td>19.5</td>
<td>37.4</td>
<td>52.0</td>
<td>76.8</td>
</tr>
<tr>
<td>$T$ (clock ticks)</td>
<td>1.7</td>
<td>7.6</td>
<td>15.7</td>
<td>28.8</td>
<td>42.5</td>
<td>60.0</td>
</tr>
<tr>
<td>n</td>
<td>50000</td>
<td>60000</td>
<td>70000</td>
<td>80000</td>
<td>90000</td>
<td>100000</td>
</tr>
<tr>
<td>$T_{fad}$ (clock ticks)</td>
<td>94.3</td>
<td>114.0</td>
<td>138.0</td>
<td>155.0</td>
<td>176.3</td>
<td>195.4</td>
</tr>
<tr>
<td>$T$ (clock ticks)</td>
<td>73.3</td>
<td>94.0</td>
<td>110.0</td>
<td>121.2</td>
<td>138.7</td>
<td>154.0</td>
</tr>
</tbody>
</table>

Table 5.2: Time costs by running FAD for Helmholtz function.

![Figure 5.2: Time costs versus the number of independent variables $n$.](image-url)
that the FAD time cost to evaluate the Helmholtz function and the product of the Jacobian and a vector is approximately proportional to the time cost to evaluate the function only.

5.1.2 Performance of LogAD v.2.1

The tests were performed for the cases with $n = 1000 - 100000$, $\bar{y} = 1$, and $x = 0.001 \times \text{ones}(1, n)$. Table 5.2 lists the computation sizes at different number of independent variables $n$. Two tape sizes used were: 60001036 bytes, which is the computation size of the largest computation tested, and 1Mb. The performances of LogAD are listed in Table 5.3 for 60001036 bytes tape size, and in Table 5.4 for 1M tape size, where $T_{logad}$ is the time costs to evaluate the function and the gradient.

Figure 5.3: The ratio $T_{fad}/T$ versus number of independent variables $n$. 
<table>
<thead>
<tr>
<th>n</th>
<th>Computation size</th>
<th>1000</th>
<th>5000</th>
<th>10000</th>
<th>20000</th>
<th>30000</th>
<th>40000</th>
<th>50000</th>
<th>60000</th>
<th>70000</th>
<th>80000</th>
<th>90000</th>
<th>100000</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.2: Computation sizes by running LogAD for Helmholtz function.

<table>
<thead>
<tr>
<th>n</th>
<th>$T_{logad}$ (clock ticks)</th>
<th>1000</th>
<th>5000</th>
<th>10000</th>
<th>20000</th>
<th>30000</th>
<th>40000</th>
<th>50000</th>
<th>60000</th>
<th>70000</th>
<th>80000</th>
<th>90000</th>
<th>100000</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>6.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5000</td>
<td>33.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10000</td>
<td>69.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20000</td>
<td>135.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>202.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40000</td>
<td>271.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CP</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5.3: Time costs and check points used by running LogAD for Helmholtz function with 60001036 bytes size tape.

<table>
<thead>
<tr>
<th>n</th>
<th>$T_{logad}$ (clock ticks)</th>
<th>1000</th>
<th>5000</th>
<th>10000</th>
<th>20000</th>
<th>30000</th>
<th>40000</th>
<th>50000</th>
<th>60000</th>
<th>70000</th>
<th>80000</th>
<th>90000</th>
<th>100000</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>7.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5000</td>
<td>44.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10000</td>
<td>100.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20000</td>
<td>225.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>373.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40000</td>
<td>499.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CP</td>
<td>1</td>
<td>4</td>
<td>8</td>
<td>16</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
</tr>
</tbody>
</table>

Table 5.4: Time costs and check points used by running LogAD for Helmholtz function with 1M size tape.
which is the partial derivatives \( \partial y/\partial x_1, \partial y/\partial x_2, \ldots, \partial y/\partial x_n \) in this case, and CP is the number of check points used by running LogAD. The experiments were run several times for each \( n \), and the average time is used for better statistics.

Figure 5.4 plotted the time costs versus the number of independent variables \( n \), and Figure 5.5 plotted the ratio \( T_{\text{logad}}/T \) versus the number of independent variables.

![Figure 5.4: Time costs versus the number of independent variables \( n \).](image)

\( n \), where \( T \) is the time cost to evaluate the input function only which was evaluated at previous section by FAD, and Figure 5.6 plotted the ratio \( T_{\text{logad}}/(T \log_2 T) \) versus number of independent variables \( n \). Figure 5.4 and Figure 5.5 show that for relatively large tape size, i.e. 60001036 bytes tape size, the the ratio \( T_{\text{logad}}/T \) is approximately a constant, \( 4.42 \pm 0.22 \). When the computation size is checked, we can see that the tape size is large enough to record all the computation at once for all
Figure 5.5: Time ratio $T_{logad}/T$ versus the number of independent variables $n$.

Figure 5.6: The ratio $T_{logad}/(T \log_2 T)$ versus number of independent variables $n$. 

tested \( ns \), therefore no checkpointing is needed. For this case, the space used is the computation size, which is approximately proportional to the time \( T \) as shown in Figure 5.7. These results indicate that when enough space is available, LogAD has

![Figure 5.7: The computation size versus time cost for evaluation the original function.](image)

a time complexity and a space complexity which is proportional to the time complexity and space complexity, respectively, of the original algorithm for evaluating function only for this example. The time increment as a function of the input size for tape size 1M, when checkpointing is needed, is more rapid than a linear relation. Figure 5.6 shows that the ratio \( T_{\logad}/(T \log_2 T) \) decreases when the number of independent variables \( n \) increases, therefore the LogAD has a better performance than logarithmic increment for temporal complexity for this example, which is due
to, in this case, that the available space is larger than the $S \log_2 T$.

## 5.2 Power function

In this section, we will evaluate 1 to $n$th power of a scalar variable $x$:

$$y = (y_1, y_2, \cdots, y_n) \quad \text{where } y_i = x^i, \ i = 1, 2, \cdots, n$$  \hspace{1cm} (5.2)

Figure 5.8 lists the Octave program for the problem, where $z$ is the initialization values for $y$.

```octave
# power.m
function y = power (x, z, n)
    y = z;
    y(1) = x;
    for i = 2:n
        y(i) = y(i-1) * x;
    end
endfunction
```

Figure 5.8: File power.m in Octave language.

### 5.2.1 Performance of FAD v.1

The tests were performed for the cases with $n = 5000 - 100000$, $x = 1$, $\dot{x} = 1$, and $z = \text{ones}(1, n)$, where \text{ones}(1, n) is a matrix of 1 by $n$ elements that are all 1s. The performance of FAD is listed in Table 5.5, where $T_{fad}$ is the time costs
Table 5.5: Time costs by running FAD for power function.

<table>
<thead>
<tr>
<th>n</th>
<th>5000</th>
<th>10000</th>
<th>20000</th>
<th>30000</th>
<th>40000</th>
<th>50000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{fad}$ (clock ticks)</td>
<td>2.7</td>
<td>5.1</td>
<td>10.5</td>
<td>14.1</td>
<td>20.5</td>
<td>26.0</td>
</tr>
<tr>
<td>$T$ (clock ticks)</td>
<td>2.0</td>
<td>4.2</td>
<td>8.0</td>
<td>11.1</td>
<td>15.9</td>
<td>19.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>n</th>
<th>60000</th>
<th>70000</th>
<th>80000</th>
<th>90000</th>
<th>100000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{fad}$ (clock ticks)</td>
<td>30.2</td>
<td>40.0</td>
<td>43.2</td>
<td>48.5</td>
<td>54.0</td>
</tr>
<tr>
<td>$T$ (clock ticks)</td>
<td>23.8</td>
<td>30.4</td>
<td>33.0</td>
<td>37.2</td>
<td>41.4</td>
</tr>
</tbody>
</table>

to evaluate the function and the tangent, which is the derivatives of the function $(\partial y_1/\partial x, \partial y_2/\partial x, \ldots, \partial y_n/\partial x)$ in this case, and $T$ is the time to evaluate the function only. The experiments were run several times for each $n$, and the average time is used for better statistics.

Figure 5.9 plotted the time costs versus the number of multiplications $n$, and Figure 5.10 plotted the ratio $T_{fad}/T$ versus number of multiplications $n$. Figure 5.10 shows that for relatively large $n$s, the ratio $T_{fad}/T$ is approximately a constant, $1.30 \pm 0.04$, which implies that the FAD time cost to evaluate the power function and the product of the Jacobian and a vector is approximately proportional to the time cost to evaluate the function only.

### 5.2.2 Performance of LogAD v.2.1

The tests were performed for the cases with $n = 5000 - 100000$, $x = 1$, $\mathbf{y} = \text{ones}(1,n)$, and $z = \text{ones}(1,n)$. Table 5.6 lists the computation sizes at different number of multiplications $n$. The size of the tape used was 10M. The performance
Figure 5.9: Time costs versus the number of multiplications $n$.

Figure 5.10: The ratio $T_{fad}/T$ versus number of multiplications $n$. 
Table 5.6: Computation sizes by running LogAD for power function.

<table>
<thead>
<tr>
<th>n</th>
<th>5000</th>
<th>10000</th>
<th>20000</th>
<th>30000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comput. size</td>
<td>200800044</td>
<td>801600044</td>
<td>3203200044</td>
<td>7204800044</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>n</th>
<th>40000</th>
<th>50000</th>
<th>60000</th>
<th>70000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comput. size</td>
<td>12806400044</td>
<td>20008000044</td>
<td>28809600044</td>
<td>39211200044</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>n</th>
<th>80000</th>
<th>90000</th>
<th>100000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comput. size</td>
<td>51212800044</td>
<td>64814400044</td>
<td>80016000044</td>
</tr>
</tbody>
</table>

Table 5.7: Time costs and check points used by running LogAD for the power function, where $T_{\text{logad}}$ is measured in clock ticks.

<table>
<thead>
<tr>
<th>n</th>
<th>5000</th>
<th>10000</th>
<th>20000</th>
<th>30000</th>
<th>40000</th>
<th>50000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{\text{logad}}$</td>
<td>329.0</td>
<td>1334.3</td>
<td>5207.8</td>
<td>13458.0</td>
<td>25925.0</td>
<td>41822.5</td>
</tr>
<tr>
<td>CP</td>
<td>32</td>
<td>128</td>
<td>512</td>
<td>1024</td>
<td>2048</td>
<td>2897</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>n</th>
<th>60000</th>
<th>70000</th>
<th>80000</th>
<th>90000</th>
<th>100000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{\text{logad}}$</td>
<td>60948.0</td>
<td>81822.0</td>
<td>108477.5</td>
<td>137302.5</td>
<td>168719.0</td>
</tr>
<tr>
<td>CP</td>
<td>4096</td>
<td>4465</td>
<td>8192</td>
<td>8192</td>
<td>9889</td>
</tr>
</tbody>
</table>

The experiments were run several times for each $n$, and the average time is used for better statistics.

Figure 5.11 plotted the time costs versus the number of multiplications $n$, Figure 5.12 plotted the time ratio $T_{\text{logad}}/T$ versus number of multiplications $n$, where $T$ is the time cost to evaluate the input function only which was evaluated at previous section by FAD, Figure 5.13 plotted the ratio $T_{\text{logad}}/(T \log_2 T)$ versus number of multiplications $n$. 

...
Figure 5.11: Time costs versus the number of multiplications $n$.

Figure 5.12: Time ratio $T_{logad}/T$ versus the number of multiplications $n$. 
multiplications \( n \), and Figure 5.14 plotted the ratio \( T_{logad}/T^2 \) versus number of multiplications \( n \). The above figures show that the time costs as a function of the number of multiplications \( n \) increases more rapidly than a linear relation and a logarithmic relation. Figure 5.14 shows that the ratio \( T_{logad}/T^2 \) is approximately a constant, \( 96 \pm 12 \). Therefore the performance of LogAD for this example is worse than logarithmic increment but close to \( T^2 \) for temporal complexity. When the ratio of computation size to \( T^2 \) as a function of \( n \) is checked, which is plotted in Figure 5.15, we found that the implementation of LogAD, which is due to the implementation of indexed assignment, for this example has a time complexity which is approximately proportional to \( T^2 \). Therefore the more rapid time increment than logarithmic relation is not due to the checkpointing algorithm, but the implementa-
Figure 5.14: The ratio $T_{logad}/T^2$ versus the number of multiplications $n$.

5.3 Matrix multiplication

In this section, we will evaluate the $n$th power of a matrix $x$:

$$y = \prod_{i=1}^{n} x$$  \hspace{1cm} (5.3)

The Octave program for the problem is listed in Figure 3.3 in Chapter 3.
5.3.1 Performance of FAD v.1

The tests were performed for the cases with \( n = 1000 - 1000000 \), \( x \) being a 9 by 9 identity matrix, and \( \dot{x} = \text{ones}(9) \), where \( \text{ones}(9) \) is a 9 by 9 matrix with all elements being 1. The performance of FAD is listed in Table 5.8, where \( T_{fad} \) is

<table>
<thead>
<tr>
<th>( n )</th>
<th>1000</th>
<th>10000</th>
<th>50000</th>
<th>100000</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_{fad} )</td>
<td>8.6</td>
<td>86.5</td>
<td>434.2</td>
<td>872.0</td>
</tr>
<tr>
<td>( T )</td>
<td>3.8</td>
<td>35.3</td>
<td>174.5</td>
<td>349.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( n )</th>
<th>250000</th>
<th>500000</th>
<th>750000</th>
<th>1000000</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_{fad} )</td>
<td>2162.3</td>
<td>4345.3</td>
<td>6509.0</td>
<td>8644.0</td>
</tr>
<tr>
<td>( T )</td>
<td>870.0</td>
<td>1746.8</td>
<td>2610.8</td>
<td>3462.3</td>
</tr>
</tbody>
</table>

Table 5.8: Time costs by running FAD for matrix multiplication function, where time is measured in clock ticks.

Figure 5.15: The ratio \( T_{logad}/T^2 \) versus the number of multiplications \( n \).
the time costs to evaluate the function and the tangent, and $T$ is the time costs to evaluate the function only. The experiments were run several times for each $n$, and the average time is used for better statistics.

Figure 5.16 plotted the time costs versus the number of matrix multiplications $n$, and Figure 5.17 plotted the ratio $T_{fad}/T$ versus number of matrix multiplications $n$. Figure 5.16: Time costs versus the number of matrix multiplications $n$.

$n$. Figure 5.17 shows that for relatively large $ns$, the ratio $T_{fad}/T$ is approximately a constant, $2.489 \pm 0.003$, which implies that the FAD time cost to evaluate the matrix multiplication function and the product of the Jacobian and a vector is approximately proportional to the time cost to evaluate the function only.
5.3.2 Performance of LogAD v.2.1

The tests were performed for the cases with \( n = 1000 \rightarrow 1000000, \ y = \text{ones}(9) \), and \( x \) being the 9 by 9 identity matrix, where \( \text{ones}(9) \) is a 9 by 9 matrix with all elements being 1. Table 5.9 lists the computation sizes at different number of matrix multiplications \( n \). Two tape sizes used were: 10M and 1M. The performances of

<table>
<thead>
<tr>
<th>( n )</th>
<th>1000</th>
<th>10000</th>
<th>50000</th>
<th>100000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comput. size</td>
<td>1368152</td>
<td>13680152</td>
<td>68400152</td>
<td>136800152</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( n )</th>
<th>250000</th>
<th>500000</th>
<th>750000</th>
<th>1000000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comput. size</td>
<td>342000152</td>
<td>684000152</td>
<td>1026000152</td>
<td>1368000152</td>
</tr>
</tbody>
</table>

Table 5.9: Computation size by running LogAD for matrix multiplication function.
LogAD are listed in Table 5.10 for 10M tape size, and in Table 5.11 for 1M tape size, where $T_{\text{logad}}$ is the time costs to evaluate the function and the gradients, and

<table>
<thead>
<tr>
<th>n</th>
<th>1000</th>
<th>10000</th>
<th>50000</th>
<th>100000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{\text{logad}}$ (clock ticks)</td>
<td>18.4</td>
<td>204.5</td>
<td>1220.3</td>
<td>2628.0</td>
</tr>
<tr>
<td>CP</td>
<td>1</td>
<td>2</td>
<td>8</td>
<td>16</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>n</th>
<th>250000</th>
<th>500000</th>
<th>750000</th>
<th>1000000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{\text{logad}}$ (clock ticks)</td>
<td>7521.5</td>
<td>15983.5</td>
<td>23927.5</td>
<td>34424.0</td>
</tr>
<tr>
<td>CP</td>
<td>64</td>
<td>128</td>
<td>128</td>
<td>256</td>
</tr>
</tbody>
</table>

Table 5.10: Time costs and check points used by running LogAD for matrix multiplication function with 10M size tape.

CP is the number of check points used by running LogAD. The experiments were run several times for each $n$, and the average time is used for better statistics.

Figure 5.18 plotted the time costs versus the number of independent variables $n$, Figure 5.19 plotted the ratio $T_{\text{logad}} / T$ versus the number of independent variables $n$, where $T$ is the time cost to evaluate the input function only which was evaluated at previous section by FAD, and Figure 5.20 plotted the ratio $T_{\text{logad}} / (T \log_2 T)$ versus number of matrix multiplications $n$. The above figures show that the time increment for both tape sizes are more rapid than linear relation and close to logarithmic relation for large input sizes.
Table 5.11: Time costs and check points used by running LogAD for matrix multiplication function with 1M size tape.

<table>
<thead>
<tr>
<th>n</th>
<th>1000</th>
<th>10000</th>
<th>50000</th>
<th>100000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{\text{logad}}$ (clock ticks)</td>
<td>20.5</td>
<td>260.0</td>
<td>1579.8</td>
<td>3344.8</td>
</tr>
<tr>
<td>CP</td>
<td>2</td>
<td>16</td>
<td>128</td>
<td>256</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>n</th>
<th>250000</th>
<th>500000</th>
<th>750000</th>
<th>1000000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{\text{logad}}$ (clock ticks)</td>
<td>8844.5</td>
<td>18668.5</td>
<td>29327.5</td>
<td>39171.5</td>
</tr>
<tr>
<td>CP</td>
<td>512</td>
<td>1024</td>
<td>2048</td>
<td>2048</td>
</tr>
</tbody>
</table>

Figure 5.18: Time costs versus the number of matrix multiplications $n$. 
Figure 5.19: The ratio $T_{logad}/T$ versus the number of matrix multiplications $n$.

Figure 5.20: The ratio $T_{logad}/(T \log_2 T)$ versus number of matrix multiplications $n$. 
Chapter 6

Conclusions

In this work, we have implemented the general forward mode AD and general reverse mode AD with bisection checkpointing for GNU Octave applications.

The implementation of general forward mode AD, FAD, evaluates the product of the Jacobian of a function and an arbitrary vector. When the function is a set of the scalar functions with one common independent variable, by setting all the elements of the vector to be 1, the result is the derivatives of the scalar functions with respect to the common independent variable (such as the power function in Chapter 5). The test results in Chapter 5 showed that the FAD temporal complexity is proportional to the time complexity of the original algorithm for evaluating the input function only. Therefore, when only one independent variable is presented, the derivatives of a number of functions respect to the only independent variable can be evaluated with a cost which is proportional to that of the cost for evaluating
the original functions.

The implementation of the general reverse mode AD, LogAD, evaluates the product of an arbitrary vector and the Jacobian of a function. For a scalar function with multiple independent variables, by setting all the elements of the vector to be 1, the program returns the gradient of the function (such as the Helmholtz energy function in Chapter 5). When no space limit is presented, the test results in Chapter 5 showed that the LogAD temporal complexity could be proportional to that of the original function (such as running LogAD for the Helmholtz function with large tape size). When the space is limited, LogAD can also perform the task by checkpointing the computation with the price of longer computation time.
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Appendix A

A brief guide to use FAD/LogAD

System requirement:

Linux/Unix operating system, GNU make, GNU C++ compiler, GNU Octave, and other necessary utilities.

Step 1: Compile and install the FAD/LogAD

1. Edit 'config.mk'

2. Make the package as follows:

   - Install:          gmake install
                        gmake install INSTALLDIR=<DIR>

   - Uninstall:        gmake uninstall
gmake uninstall INSTALLDIR=<DIR>

- Just compile: gmake
gmake debug

- Clean: gmake clean
gmake cleanall

3. Copy fdiff.oct/gdiff.oct from the directory src/engine into the directory where Octave looks for dynamically linked functions, or you can specify the path to search for function files using command line options -p or --path when start Octave.

Step 2: Compile the functions in Octave language, the .m files, and link the function

1. Compile each related <fname>.m files: fadc/logadc <fname>.m
2. Link the function: fadl/logadl <fname>

Step 3: Run the dynamically linked function fdiff/gdiff in Octave environment

1. Start Octave
2. Set FAD/LogAD run time parameters:

   FAD_STACK_SIZE = <value1>

   FAD_ARG_BUF_SIZE = <value2>

   or

   LOGAD_TAPE_SIZE = <value1>

   LOGAD_STACK_SIZE = <value2>

   LOGAD_ARG_BUF_SIZE = <value3>

3. Call the dynamically linked function fdiff/gdiff with the following format:

   [r1, r2, ...] = fdiff("<fname>", <a>, <v>, <x1>, <x2>, ...)

   or

   [r1, r2, ...] = gdiff("<fname>", <v>, <x1>, <a1>, <x2>, <a2>, ...)

---

**Example: Helmholtz energy function**

In this section, I will list the steps to test Helmholtz energy function which was given in Chapter 5 Figure 5.1.

1. Install FAD/LogAD and copy fdiff.oct/gdiff.oct from the directory `src/engine` into the directory where Octave looks for dynamically linked functions.

2. Compile and link files:

   fade/logadc helm.m

   (do this for all dependency .m files if there is any)
fadl/logadl helm

3. Start Octave and do the following in Octave environment

Run FAD:

FAD_ARG_BUF_SIZE = 100;
FAD_STACK_SIZE = 100;
[a, b] = fdiff("helm", 1, [1, 1], 0.001*[1, 1], 2)

Run LogAD:

LOGAD_TAPE_SIZE = 1000;
LOGAD_ARG_BUF_SIZE = 100;
LOGAD_STACK_SIZE = 100;
[a, b] = gdiff("helm", 1, 0.001*[1, 1], 1, 2, 0)

Note:

By the time this thesis has been written, FAD/LogAD has been tested only on a computer running Red Hat Linux 7.0, with GNU make version 3.79.1, GNU gcc version 2.96, and GNU Octave version 2.0.16.