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ABSTRACT

DESIGN AND DEVELOPMENT OF SCANNING EDDY CURRENT FORCE MICROSCOPY FOR CHARACTERIZATION OF ELECTRICAL, MAGNETIC AND FERROELECTRIC PROPERTIES WITH NANOMETER RESOLUTION

Name: Nalladega, Vijayaraghava
University of Dayton

Advisor: Dr. Shamachary Sathish

This dissertation describes the design and development of a new high-resolution electrical conductivity imaging technique combining the basic principles of eddy currents and atomic force microscopy (AFM). An electromagnetic coil is used to generate eddy currents in an electrically conducting material. The eddy currents induced in the sample are detected and measured with a magnetic tip attached to the AFM cantilever. The interaction of eddy currents with the magnetic tip-cantilever is theoretically modeled. The model is then used to estimate the eddy current forces generated in a typical metallic material placed in induced current field. The magnitude of the eddy current force is directly proportional to the electrical conductivity of the sample. The theoretical eddy current forces are used to design a magnetic tip-cantilever system with appropriate magnetic field and spring constant to facilitate the
development of a high-resolution, high sensitivity electrical conductivity imaging technique.

The technique is used to experimentally measure eddy current forces in metals of different conductivities and compared with theoretical and finite element models. The experimental results show that the technique is capable of measuring pN range eddy current forces. The experimental eddy current forces are used to determine the electrical resistivity of a thin copper wire and the experimental value agrees with the bulk resistivity of copper reported in literature. The imaging capabilities of the new technique are demonstrated by imaging the electrical conductivity variations in a composite sample and a dual-phase titanium alloy in lift mode AFM. The results indicate that this technique can be used to detect very small variations in electrical conductivity. The spatial resolution of the technique is determined to be about 25 nm by imaging carbon nanofibers reinforced in polymer matrix. Since AFM is extensively used to characterize nanomaterials, the newly developed technique is used to characterize metallic nanoparticles. The results showed for the first time that it is possible to image helicons in nanometallic particles at low electromagnetic frequencies using an AFM. The theoretical analysis of the helicons in nanostructured materials is presented using the concept of effective mass of electrons.

The primary objective of the research work reported in this dissertation is to develop a high-resolution electrical conductivity imaging system. However, the interaction of induced currents with different materials gives rise to different
interaction forces. If an appropriate probe and an imaging mode are used, different material properties can be characterized using the same experimental setup. Therefore, in this study, magneto-acoustic, magnetic and dielectric properties of materials placed in induced current fields are studied. The modifications necessary to image these properties are discussed in detail. The advantages, limitations and applications of the new methodology are discussed.
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CHAPTER 1
INTRODUCTION

1.1. Motivation

Electrical conductivity is one of the fundamental physical properties of materials. Electrical conductivity provides information about the composition, microstructure, and heat treatment of metals and alloys. Therefore, measurement of electrical conductivity is important in many fields of engineering and science. Various techniques are available to measure the electrical conductivity.

Two-point probe [1] and four-point probe techniques [2,3] are the most popular and commonly used techniques to measure electrical resistivity. The general principle of these techniques is to pass known voltage or current between the probes, which are in contact with the specimen, and measuring the resistance across the probes. If the dimensions of the specimen are known, the resistance can be used to determine the electrical resistivity of the specimen. This simple methodology is extensively used for measuring electrical resistivity of conductors. They provide a direct and absolute measurement of the electrical conductivity. The four-point probe methods have been extensively used to characterize electrical conductivity of semi-conductors, thin films, conducting
polymer composites etc. The point probe methods are useful when the electrical conductivity of the sample is homogeneous in a volume that is large compared to the spacing of the probes. In two-point probe method, contact resistance between the probe and the sample leads to measurement errors. In the four-point probe method the contact resistance is avoided. In general, for accurate measurements of the electrical resistivity, the probe methods require good ohmic contact of the probe with the specimen surface. This requirement can sometimes involve costly sample preparation methods, especially in semiconductor materials. Usually, resistivity measurements on a contaminated surface lead to erroneous results. Therefore, the point probe methods require samples free of contamination. Also, if the electrical conductivity is not homogeneous within the volume between the electrode spacing, these methods will not be able to detect the inhomogeneity. Finally, these techniques provide an average value of the resistivity over the sample surface.

If a conducting material is placed in an AC magnetic field, currents will be generated inside the material by the principle of electromagnetic induction. Therefore, direct physical electrical contact is not required to generate electrical currents in conductors. The electromagnetic induction mechanism is one of the most frequently used non-contact methods to measure electrical properties [4]. Since the currents are induced in the material, there is no need of contact between the probe and the specimen. Therefore, problems associated with contact in the point-probe methods can be avoided. The induced currents are also known as eddy currents. Hence these methods are also known as eddy
current methods. Generally, in eddy current methods of conductivity measurements, the sample is placed in a time-varying magnetic field generated by an inductive coil. Currents are generated in the sample due to induction. The density of the generated eddy currents is dependent on different factors including the electrical conductivity of the sample. Therefore by analyzing the flow of eddy currents, one can measure the resistivity of the material.

It is well known that the presence of a defect in a material modifies the electrical conductivity around the defect. Consequently, the flow of induced currents also gets modified. This fact has been exploited to develop nondestructive evaluation (NDE) method based on eddy currents [5]. By monitoring the changes in the flow of eddy currents, it is possible to detect defects in the materials. The presence of a defect changes the characteristic loading conditions of the coil. Thus by monitoring the changes in the coil characteristics the material can be evaluate for the presence of any flaws. This simple methodology is extensively used in the NDE of materials in different industries, most notably, in the NDE of aircraft structures. Various configurations of probe coils can be used in the eddy current testing. By attaching the coil probe to a XY scanner, the eddy current method can be converted into an imaging system. The coil probe is raster-scanned across the sample surface and the changes in the flow of eddy currents are used to construct an image of the electrical conductivity.

Eddy current methods have considerable advantages over the point probe methods. The primary advantage is that these methods are completely non-
contact in nature. Hence surface contamination is not a problem. The second advantage is that these methods are sensitive to small variations in electrical conductivity. Since the currents generated by the coil are confined to a region defined by the size of the coil, they can be used to characterize local changes in the electrical conductivity within that small region. The consequence of this is that small cracks and defects can be detected. However if the defects are smaller than the size of the coil, they are difficult to detect using this method. Therefore, the resolution in eddy current methods is limited by the size of the coil used.

The point-probe methods and the eddy current methods are sufficient for the measurement of electrical conductivity of bulk materials on macroscale. However, there has been an enormous growth of nanoscience and nanotechnology in the last decade, primarily due to the availability of new methods for synthesizing nanomaterials, as well as tools for characterization and manipulation. The physical properties of materials become size-dependent in the nanometer regime [6]. It is well known that nanostructured materials exhibit dramatically different physical and material properties when compared to bulk states [7-10]. Considerable research work is focused on the development of low-dimension nanostructured materials, due to their potential application as building blocks for nanocircuits, nanodevices etc. One of the key technologies is microelectronics where as a consequence of the decreasing scale of many devices, high resolution characterization methods have become a fundamental importance for further development in this area. Another discipline, where progress is directly related to the availability of powerful microscopy methods, is
the development of new and functional materials. The latter strongly relies on the characterization of materials at various and increasing levels of resolution. Structure, microstructure, and defect geometry as well as chemical composition and spatial distribution are important parameters that determine the behavior of materials and practical applications. Moreover, with the continuous reduction in the size of the devices, the defects in these devices are also approaching the size of the devices themselves. Therefore it is important to characterize the properties of nanostructured materials at the scales which they operate, i.e. at micro- and nanoscales. The development of atomic force microscopy (AFM) [11] has provided a path to the possibility of imaging materials with unprecedented spatial resolution and led to the further development of many techniques based on atomic force microscopy to image material properties on local scales.

The AFM measures very small forces (less than 1 nN) present between the tip and a sample surface. These small forces are measured by measuring the motion of a very flexible cantilever while the tip is scanned across the sample surface. In addition to the topography imaging, AFM has been modified to image the elastic, thermal, magnetic, and electrical properties of materials. Various techniques are available to characterize electrical properties of materials with nanometer scale resolution. Electrostatic force microscopy [12], conducting atomic force microscopy [13], tunneling AFM [14], scanning capacitance microscopy [15], surface potential imaging [16] are some of the widely used AFM based techniques to image electrical properties of materials. The general working principle of these techniques is similar to that of point probe techniques. In these
techniques, a bias voltage is applied between a conductive tip and the sample. The tip is brought into contact with the sample and scanned across the sample surface. The resulting electric interactions are measured. Based on the type of interaction measured, different electrical properties can be imaged. To obtain an image, measurements are performed at each location by moving the tip from one discrete location to the next across the sample. Hence, these techniques are quite time consuming. Since a bias voltage needs to be applied, the tips need to be conductive. Therefore, special conducting tips have to be used.

The ability to detect and measure nanonewtons forces by using microfabricated sensors with scanning probe methods has enabled the development of eddy current microscopy with resolution superior to that of conventional eddy current techniques. Hoffmann et al. [17] developed an AFM based eddy current microscopy with improvement in spatial resolution. They used the eddy currents generated by the oscillating magnetic probes to image the local electrical conductivity variations. Although high resolution images were acquired, the eddy current forces generated by a typical magnetic tip used in the AFM are very weak and hence the technique is not expected to be very sensitive to small variations in electrical conductivity. An improvement in the sensitivity was achieved by using a permanent magnetic particle with a diameter of 650 nm as a tip attached to a silicon cantilever of AFM [18]. With a huge increase in the magnetic stray field of the tip, an increased sensitivity to local variations in conductivity was observed. However, the spatial resolution was limited by the increased diameter of the probe. In both the cases, stiffer cantilevers with a
spring constant of about 2 N/m were used. Therefore small variations in electrical conductivity would be difficult to detect using the stiffer cantilevers.

This dissertation describes the development and demonstration of a new scanning probe method to characterize electrical properties of materials. This new technique is called Scanning Eddy Current Force Microscopy (SECFM). It combines the principles of eddy currents and atomic force microscopy to achieve high spatial resolution and high sensitivity to local variations in electrical conductivity. To achieve the goal of high sensitivity and high spatial resolution, the eddy current forces are first theoretically analyzed for a typical metallic material and the sensitivity of the cantilever needed for the measurement of those forces is determined. Using these analyses, an appropriate cantilever with suitable spring constant is designed. A small electromagnetic coil is placed under the sample and excited with an oscillating AC signal. By using a coil to generate the eddy currents, the eddy current fields in the sample can be independently adjusted. The time-varying magnetic field generated by the excitation of the coil induces electric currents the sample. The induced currents generate a secondary magnetic field opposing the primary field. The magnetic interactions due to the secondary magnetic field deflect the magnetic tip-cantilever, which is positioned at a distance of few nm from the sample surface. The resulting eddy current forces are calculated using Hooke’s law, \( F = k \Delta z \), where \( k \) is the spring constant of the cantilever and \( \Delta z \) is the deflection of the cantilever. The amount of deflection of the cantilever is directly proportional to the eddy current forces, which in turn depend on the conductivity of the material. The deflection of the
cantilever due to eddy current forces is analyzed by electronic instrumentation and the surface topography and electrical conductivity images of the sample are obtained simultaneously.

The new methodology is similar to that of a conventional eddy current testing technique. In a conventional eddy current testing, a driver coil generates eddy currents in the material and a pickup coil detects them. In the new methodology, a coil generates the eddy currents in the material but a magnetic probe is used to detect the eddy currents. The magnetic probe in this case performs the function of the pick up coil. While in conventional method, the impedance changes in the coil are measured, in the new method, changes in the eddy current forces are measured. One big difference, though, is in the spatial resolution. In the conventional method, the spatial resolution is determined by the size of the coil, since a coil is being used to detect the currents. However, in this case, the detection of the eddy currents is performed by a sharp tip attached to a flexible cantilever. Therefore, the resolution (spatial and force) in this case would be dictated by the size of the tip and the flexibility of the cantilever. The coil is used only for the generation of the induced currents in the sample.

The eddy currents were experimentally measured for different metals and are compared with the results calculated from theoretical model. A finite element model of the interactions between the magnetic tip and the eddy currents in the sample was developed and the eddy current forces are computed. The results from the finite element model are compared with both theoretical and experimental results. The forces between the magnetic tip and the sample are
measured as a function of the separation distance between the tip and the sample. The eddy current forces are also used to quantitatively measure the electrical resistivity of thin metallic wires.

To demonstrate the imaging capabilities of the new methodology, the technique was first applied to characterize the electrical conductivity of bulk conducting materials. A 7μm diameter carbon fiber reinforced in polymer matrix was used to image the electrical conductivity of the composite. The contrast in the images is explained based on large electrical conductivity difference between the conducting carbon fiber and the insulating polymer matrix. The technique is then applied to characterize electrical conductivity variations in polycrystalline, dual-phase titanium alloy. The experimental eddy current forces are also used to calibrate the electrical conductivity imaging of different metals.

The technique was then applied to characterize the electrical conductivity of nanostructured materials. The images of nanofibers of carbon reinforced in polymer thin film were obtained. The contrast in this case is also the electrical conductivity variations between conducting carbon fibers and the insulating polymer. The images were used to study the distribution and dispersion of the nanofibers in the polymer matrix. The technique was then used to image metallic nanoparticles. The images showed individual nanoparticles with quite different contrast within a single nanoparticle. Whereas the contrast observed in bulk conducting materials and nanocomposite thin film can be attributed to the variations in the electrical conductivity between two different phases, the same explanation does not hold good in the case of nanoparticles. It is well known that
the electron mean free path lengths in nanoparticles approaches the actual dimensions of the nanoparticles. In this case, the electromagnetic properties of the nanoparticles are quite different from those in the bulk states. Moreover, the periodic arrangement of nanoparticles is thought to exhibit different properties and finds many novel applications. Therefore, the results obtained on nanoparticles are analyzed in view of the different properties exhibited by nanoparticles.

Even though the primary objective of this study is to develop a technique to characterize electrical properties, the same technique can also be used to study the local variations in magnetic and ferroelectric properties of materials. Generally, in AFM, in order to image magnetic properties, a ferromagnetic probe is attached to a stiff cantilever and is oscillated few nanometers above the magnetic sample [19]. The resulting magneto-static interactions between the tip and the sample are measured along with surface topography. However, if the stray field of the magnetic tip is too high, then the magnetization of sample will be changed during scanning [20]. This will be a problem for soft magnetic materials. Therefore, in this study, the magnetic properties are studied using a non-magnetic probe. Thus, problems relating to the stray field of the magnetic tip will be avoided. Moreover, by using a flexible cantilever, it is possible to detect small changes in local magnetic properties with high sensitivity.

Similarly, to study ferroelectric properties using AFM, a bias voltage is applied between a conducting tip and the ferroelectric sample and the resulting interactions are used to obtain the information about ferroelectric domains,
piezoelectric properties, and dielectric behavior [21]. However, in this study, eddy currents are used to characterize the ferroelectric samples. Instead of using a conductive tip, a magnetic tip is used. In this configuration, bias voltage between the sample and the tip is not required. Again, since a flexible cantilever is used, small variations in local ferroelectric properties can be imaged with high sensitivity.

The new technique combines the localized nature and high sensitivity of eddy currents and high spatial resolution and the versatility of AFM. This technique has many advantages over the conventional AFM based electrical and magnetic property imaging techniques or conventional eddy current methods. Since induced currents are used in this method, no bias voltage is required to be applied between the sample and the tip and the instrument can be operated in a non-contact mode. Since bias voltage is not applied in this technique, conductive tips are not required for imaging the electrical properties. Regular magnetic tip-cantilevers can be used. Unlike conventional AFM methods, where a stiffer cantilever is used, this methodology, instead, uses flexible cantilevers. By employing softer cantilevers, the cantilever’s ability to detect small variations in the forces due to eddy currents is greatly enhanced, thus allowing the detection small variations in electrical conductivity. By using a separate electromagnetic coil to generate eddy currents in the samples, eddy current amplitudes can be independently adjusted for different materials based on electrical conductivity of the sample. Since conventional eddy current techniques can be operated at multiple frequencies, the newly developed technique can also be used at multiple
frequencies. Thus, the dependence of frequency on the contrast observed in eddy current images can be studied. Since the detection of the eddy currents is accomplished by a magnetic probe, the spatial resolution of the technique is dependent on the size of the probe. The technique is shown to have a spatial resolution of about 20-30 nm. The technique can be used on both bulk conducting materials as well as nanostructured materials. Moreover, the same technique can also be used to characterize properties of ferromagnetic and ferroelectric materials with minimum modifications. Quantitative characterization of electrical resistivity is possible. Since an AFM is capable of measuring twisting of the cantilever due to horizontal forces exerted on it, this technique can also be used to measure the torsional effects of the eddy current forces. The torsional eddy current forces are expected to be sensitive to the presence of a flaw parallel to the probe coil or to the probe scan direction and also to grain boundaries. One major advantage of the scanning eddy current force microscope is that the same instrument can be used to image electrical, magnetic, electromagnetic acoustic and ferroelectric properties. The only difference is that different probes need to be used for a particular property in different imaging modes. Therefore, the new instrument offers ease of use and versatility in a single instrument.

The unifying theme in this dissertation is the application of atomic force microscopy to detect and measure various probe-sample interactions to image different material properties using a single instrumental setup. The possible applications of the new technique are discussed in detail. In particular the application to nano NDE is discussed in view of extensive applications of eddy
current NDE. Also, the possibility of the using this technique for sensing applications is also explored. The applicability of the technique for the characterization of electric, magnetic and dielectric properties of materials on micro- and nanoscales is discussed. Finally, suggestions for the future research work are presented.

1.2. Dissertation Overview

The rest of the dissertation is organized as follows. In chapter 2, a review of the methods to characterize electrical and magnetic properties on multiple length scales is presented. A brief review of the DC two-point and four-point probe methods is presented. It is followed then by the description of electromagnetic induction principles. Measurement of electrical resistivity based on induction methods is discussed. The point-probe and induction methods are compared and the advantages and limitations of each are discussed. The microscale measurements of electrical properties by AFM and its related techniques are described in detail. The advantages and limitations of these techniques are discussed. In chapter 3, the principle of scanning probe microscopy is presented. A detailed description of the design and instrumentation of the AFM along with different imaging modes relevant to the present research work is presented. The importance of probe-sample interactions and how they can be exploited to image material properties is explained in the context of the
development of the new methodology. In chapter 4, the theory of eddy currents is presented. The electromagnetic field equations relevant to the present work are provided. The field equations are used to develop a theoretical model to determine the eddy current forces between the magnetic probe and the magnetic fields generated by eddy currents. Based on the theoretical calculations, the design and selection of the cantilever-tip system and coil is discussed. The chapter ends with a detailed description of the external modifications made to the conventional AFM to develop electrical conductivity imaging system. The next four chapters describe the application of the new methodology to characterize different materials on both bulk and nano scales. Chapter 5 discusses the characterization of electrical properties of bulk metals. Eddy current forces on different metallic materials are measured experimentally and compared with theoretical and finite element simulation results. The eddy current forces are then used to quantitatively determine electrical resistivity of selected metals. The qualitative imaging of electrical conductivity is also presented. In Chapter 6, the applications of the technique to nanomaterials are presented. Chapter 7 discusses the generation and detection of acoustic waves using electromagnetic waves using the newly developed technique. Chapters 8 and 9 discuss respectively the characterization of magnetic and ferroelectric properties. The summary and conclusions of the work is presented in Chapter 10. Suggestions for future work are discussed in chapter 11.
CHAPTER 2

MEASUREMENT OF ELECTRICAL AND MAGNETIC PROPERTIES AT MULTIPLE LENGTH SCALES

2.1. Introduction

This chapter reviews some of the methods for measuring electrical and magnetic properties on macro- and microscales. DC measurement techniques like two-probe and four-probe methods are described along with the advantages and limitations of these techniques. A brief theory of the induced currents is then introduced. The non-contact measurement of electrical and magnetic properties of materials using eddy current methods is described. Microscale characterization of electrical and magnetic properties using scanning probe methods is discussed. Finally, high-resolution eddy current microscopy techniques are discussed.
2.2. Electrical Conductivity

In simple monovalent metals, such as sodium, potassium, silver etc., the valence electrons of the constituent atoms are able to move through the crystal almost freely. These valence electrons are termed conduction electrons to distinguish them from electrons in the filled shells of the ion cores. If the conduction electrons moved through the crystal as perfectly free agents, without hindrance, under an applied electric field $E$, they would flow through the solid with infinite velocity. The electrical resistivity would then be zero. Actually, however, the motion of conduction electrons is not completely free. The collision of the conduction electrons with the ion cores (or atoms) of the metallic atoms cannot be disregarded. If there were to be no disturbing influences inside a metal lattice, infinite conductivity would result. However, such disturbances are invariably present and they can be very diverse and numerous. They impede the flow of electrons, scattering them and giving rise to a resistance called electrical resistance.

The conducting electrons are scattered by collision with the ion cores-the motion of the electrons is like that of the molecules of a gas, which are well known to exhibit Brownian motion. In the absence of an applied field, the average velocity of the conduction electrons moving at random across any plane is zero. With an electric field $E$ applied to the system, the electrons have an acceleration $\frac{eE}{m}$ during the time between collisions, where $m$ is the mass of electron, and $e$, its charge. If the mean time of flight between collisions, that is, the mean free
time, is denoted by $2\tau$, the mean velocity under the influence of the field, $<v_E>$, is given by

$$<v_E> = \left(\frac{eE}{m} \times 2\tau\right)/2$$  \hspace{1cm} (2.1)$$

where $e$ and $m$ are the charge and mass of the electron respectively. The order of magnitude for $\tau$ for ordinary metals is about $10^{-14}$ sec. The average velocity of conduction electrons moving with thermal velocities is zero. Therefore the average velocity of electrons in the electric field $<v>$ is

$$<v> = <v_{\text{thermal}}} + <v_E> = (0 + 2\pi eE/m)/2 = \pi eE/m$$  \hspace{1cm} (2.2)$$

When the number of electrons per unit volume is $N$, the electric current density $J$ is given by

$$J = Ne<v> = Ne^2 \pi E/m$$  \hspace{1cm} (2.3)$$

Usually, $\tau$ is independent of $E$. On the basis of above equation, therefore, the current is directly proportional to the electric field. The electrical conductivity $\sigma$ is then defined by the following relation

$$J = \sigma E$$  \hspace{1cm} (2.4)$$

The above equation is the well-known Ohm's law. Therefore,

$$\sigma = \frac{Ne^2\pi}{m} = Ne\mu$$  \hspace{1cm} (2.5)$$

where $\mu = e\tau/m$ is called the electron mobility which is an indication of the frequency of the scattering events and is also the drift velocity per unit electric field. Ohm's law can also be expressed as

$$V = IR$$  \hspace{1cm} (2.6)$$
where \( V \) is the applied voltage and \( I \) is the current and \( R \) is known as electrical resistance. The reciprocal of electrical conductivity is called electrical resistivity. Resistivity, \( \rho \) is independent of specimen geometry and is given by the expression

\[
r = \frac{RA}{l}
\]

(2.7)

where \( A \) is the cross sectional area perpendicular to the direction of current, and \( l \) is the distance between two points at which the voltage is measured.

Electrical conductivity is one of the fundamental physical properties of the materials. The ability to conduct electricity is the basis of classification of materials into conductors and insulators. Electrical conductivity not only informs about how well a metal conducts electrical currents but also provides information about its composition, microstructure, mechanical properties, heat treatment of metals and alloys etc. Measurements of electrical conductivity are useful in metal sorting, alloy identification, detection of flaws, thermal damage in aircraft structures, and quality assurance in the manufacture, maintenance or repair of airplanes. Electrical conductivity plays an important role in technical applications. Knowledge of the resistivity of the material can have many immediate theoretical and practical consequences. For example, it controls the flow of melts under the influence of electromagnetic force in the process of refining or growing semiconductor crystals, and it is a sensitive measure of concentration fluctuation in a critically mixed liquid alloy near the critical point in the homogeneous liquid phase. Another application of the electrical resistivity would be to detect the
purity of the metal. Electrical resistivity can also be used in the detection of the presence or absence of ordered lattice structure in alloys.

2.3. Macroscale Measurement of Electrical and Magnetic Properties

In general, the electrical conductivity measurement methods can be divided into two groups: direct current (DC) and alternating current (AC) methods. In DC methods, conductivity is determined by measuring the resistance of the conductor and dimensions. Once the resistance and dimensions are known, resistivity can be measured by using Eq. (2.7). The resistance is usually determined by a voltage-current method. A known current is sent into the sample and voltage is measured by electrode contacts. The resistance is then calculated using Ohm's law. DC methods can only be applied to materials of particular shape like rods or bars. DC methods require good contact between the material and electrode. In general, the surface of a metal is covered by a thin oxide layer. For a correct DC measurement this thin layer has to be penetrated. This problem can be eliminated by utilizing AC measurement technique. Eddy current method is the most commonly used AC technique to measure electrical conductivity. One advantage of the eddy current methods is that they can be used to measure magnetic properties also in addition to the electrical properties. In the following sections, a brief description of the DC and AC methods is presented.
2.3.1. Two-point Probe Technique

The simplest DC method to measure electrical conductivity is the two-point probe method. In the two-point probe method [1], a voltage source applies a voltage $V$ across the bar of a material causing a current $I$ to flow through the bar. Alternatively, a current source could force current through the sample bar, while a voltmeter in parallel with the current source measures the voltage induced across the bar. A schematic of the two-point probe technique is shown in Figure 1. The resistivity can be obtained by measuring the resistance and physical dimensions of the sample bar. This method is called two-point technique, since wires are attached to the material at two points. The amount of current $I$ that flows through the bar is measured by the ammeter, which is connected in series with the sample bar and voltage source. The voltage drop across the ammeter should be negligible. The resistance $R$ of the bar is measured using Ohm's law. The two-point resistivity of the material is then given by

$$\rho = \frac{Rwh}{l}$$

(2.8)
Figure 2.1. Schematic of a two-point probe method [1]

The attainable accuracy using two-point probe method depends on the accuracy of the deflecting instruments, ammeter and voltmeter. The measurement of resistivity using two-point method is not always reliable. Two-point probe methods are easier to implement, because only two probes are needed for the measurement, but the interpretation of the measured data is more difficult. In the two-point probe method, each contact serves as a current and voltage probe. The total resistance then consists of the probe resistance, contact resistance and the resistance of the sample. Therefore, it is impossible to accurately determine the resistance of the sample with this arrangement. Another problem is modulation of the sample resistivity due to the applied current. This is often a possibility for semi-conducting materials. The two-point probe method requires a good ohmic contact between the probe and the sample for accurate measurement. Moreover, if the sample is contaminated, the measurement will be erroneous. For low resistance metals, these problems reduce the sensitivity of
the technique. In general, using the two-point probe technique, a resistance of less than 50 kΩ cannot be measured.

2.3.2. Four-point Probe Technique

The four-point probe technique [2,3] overcomes many of the problems of the two-point probe technique. The probes are generally arranged in-line with equal probe spacing, but other probe configurations are possible. A current source forces a constant current through the ends of the sample bar. A separate ammeter measures the amount of current I passing through the bar. A voltmeter simultaneously measures the voltage V produced across the inner part of the bar. Alternatively, a voltage source could apply a voltage across the outer contacts, while an ammeter in series with this voltmeter measures the current flowing through the sample bar. The current path is identical to that of two-point probe configuration. However, the voltage is now measured with two additional contacts. Although the voltage path contains the probe resistance and the contact resistance as well, the current flowing through the voltage path is very low due to the high input impedance of the voltmeter. Hence voltage drops across the probe and contact resistances are very small and can be neglected and hence the measured voltage is essentially the voltage drop across the sample.
Figure 2 shows the four-point probe measurement technique on a rectangular bar of material of thickness $w$ and width $D$. The four-point resistivity $[22,23]$ in $\Omega m$, of the bar is then given by

$$\rho = \frac{\pi}{\ln 2} w \left( \frac{V}{I} \right) F_1 F_2$$

(2.9)

where $V$ is the voltage measured by the voltmeter (in volts), $I$ is the current measured by the ammeter (in amperes), $F_1$ and $F_2$ are geometric correction factors for the rectangular specimen. The correction factor $F_1$ depends on the specimen thickness $w$ and the spacing between the voltmeter contacts, $s$. The correction factor $F_2$ depends on the specimen length $A$ and width $D$.

![Figure 2.2. Schematic of a four-point probe technique](image)

The four-point probe method has been extensively used to characterize electrical properties of metals [24], semiconductors [2,3,25,26], thin films [27-29], conducting polymer composites [30,31] etc under various temperatures and
vacuum conditions. By using separate electrodes for current injection and for the determination of the electric potential, the contact resistance between the metal electrodes and the material will not show up in the measured results. Because the contact resistance can be large and can strongly depend on the condition and materials of the electrodes, it is easier to interpret the data measured by the four-point probe technique than results obtained by two-point probe technique. The four-point probe method is an absolute measurement without a need for calibrated standard.

Although the four-point probe technique is simple to perform, it is sometimes difficult to analyze the experimental data. The difficulties arise mainly from geometrical considerations, with correction factors being necessary for non-infinite specimens. The probe samples a relatively large volume of the sample, thus preventing high-resolution measurements. In general, the resolution in four-point probe method depends on the spacing between the electrodes. The average spacing between the electrodes in conventional four point probe methods is between 0.5 to 1.5 mm. The spacing varies for different sample diameter and thickness. The four-point probe method is useful when the electrical conductivity of the sample is homogeneous in a volume that is large compared to the spacing of the probes, but it is ineffective in the presence of homogeneity over smaller spacing. For systems that exhibit short-range conductivity variations, the electrode spacing has to be reduced. However, the positioning of the electrodes becomes more difficult with the decrease of electrode spacing and increases the likelihood of positional errors in
measurements. As with two-point probe method, good ohmic contact and contamination-free samples are required for accurate measurements in four-point probe method. Finally, four point probe techniques provide average values of the electrical resistivity of the bulk material.

2.3.3. Electromagnetic Induction Methods

DC methods provide an accurate and direct way of measuring the electrical resistivity with high precision. However, they suffer from the thermoelectric and drift effects which introduce errors and are troublesome to eliminate. Also, AC methods are preferred to DC methods for resistance measurements when very small heat dissipation in the specimens is desirable or when the actual specimen resistance itself is extremely small. Alternating current potential drop (ACPD) technique [32] is a four-point probe technique with alternating currents passed through the probes. The principle of this technique is similar to that of DC four-point probe method except that AC currents are passed through the sample in ACPD technique. An advantage of the ACPD technique is that a lower measurement current can be applied in order to achieve a given sensitivity [33]. This reduces the risk of heating of the sample and any associated changes in the electrical conductivity. The ACPD technique suffers from the same disadvantages as the DC four-point probe technique. The dominant factor limiting the range of accurate and reproducible measurements of electrical
resistivity is the ability to establish proper electrical contact to the material in two point and four-point probe techniques. Surface preparation and subsequent contamination affect the electrical properties of a contact. Thus, a contactless technique of measuring electrical resistivity would eliminate these problems and also possesses many inherent advantages. The non-contact methods of AC measurement techniques use eddy currents to measure the electrical conductivity. The techniques are based on the principle of electromagnetic induction.

2.3.3.1. Eddy currents

Hans Christian Oersted discovered that a current-carrying conductor produces a magnetic field around it. This discovery provided the link between the phenomena of electricity and magnetism which had been previously regarded as unrelated. After Oersted discovered the magnetic effects of currents, many experiments were devised to detect the inverse effect, i.e. the flow of electric current due to a magnetic field, without success, mainly because a steady current flow was looked for. In 1831 Faraday found that a transient flow of current occurred in a close circuit when the magnetic flux though the circuit was changed. This is known as electromagnetic induction.

The process of generating current in a conductor by placing the conductor in a changing magnetic field is called induction. This is called induction because there is no physical connection between the conductor and the source of the magnetic field. The current is said to be induced in the conductor by the magnetic
field. When current is induced in a conductor, the induced current often flows in small circles that are strongest at the surface and penetrate a short distance into the material. These current flow patterns resemble eddies in a stream. Because of this presumed resemblance, the electrical currents are named eddy currents. Eddy currents are created when a moving conductor experiences changes in the magnetic field generated by a stationary object, as well as when a stationary conductor encounters a varying magnetic field. The generation of eddy currents in a conductor due to the excitation of a coil near it is shown schematically in Figure 2.3.

![Figure 2.3. Generation of eddy currents in a conductor](image)

Eddy currents are closed loops of induced current circulating in planes perpendicular to the magnetic flux. Eddy currents concentrate near the surface adjacent to an excitation source of the field and their strength decreases with distance from the source. Eddy current density decreases exponentially with depth. This phenomenon is known as the skin effect. The skin effect arises when
the eddy currents flowing in the test object at any depth produce magnetic fields which oppose the primary field, thus reducing the net magnetic flux and causing a decrease in current flow as the depth increases. Alternatively, eddy currents near the surface can be viewed as shielding the primary magnetic field, thereby weakening the magnetic field at greater depths and reducing induced currents. The depth that eddy currents penetrate into a material is affected by the frequency of the excitation current and the electrical conductivity and magnetic permeability of the specimen. The depth, at which eddy current density has decreased to 1/e, or about 37% of the surface density, is called the standard depth of penetration. The depth of penetration of eddy currents inside a conductor is mathematically given by the expression

$$\delta = \sqrt{\frac{2}{\omega \sigma \mu}}$$

(2.10)

where $\omega$ is the frequency of the excitation, $\sigma$ is the conductivity of the conductor and $\mu$ is the permeability of the conductor. It can be seen from the above equation that depth of penetration decreases with increasing frequency and conductivity and magnetic permeability. The effect of skin effect in a conductor at is shown in Figure 2.4. At very high frequencies, eddy currents only penetrate a small distance into the surface of the conductor.
In eddy current methods, an electric field is induced in the conductor by a time-varying magnetic field source. By detecting the flow of the resulting eddy currents in the sample, the electrical resistivity can be determined. Various techniques to determine the flow of eddy currents can be used: a) measuring the change in the Q of a radio frequency solenoid [34]; b) measuring the change in terminal impedance of a coil [35] and c) measuring the change of phase of the secondary voltage of a transformer [36,37]. The most common method of detecting the eddy current flow in the conductor is the measurement of impedance changes in the coil. When the coil is excited by an AC signal, an oscillating magnetic field is generated around the coil. The time-varying magnetic field induces eddy currents in the conductor. The eddy currents in the conductor produce a magnetic field opposing the primary magnetic field. The opposing magnetic field produces changes in the impedance of the coil. Analysis of the electrical impedance of the coil provides information about the electrical conductivity of the metal. In the eddy current method of measuring electrical
conductivity, skin effect has to be taken into consideration. The skin effect limits the penetration depth of the eddy currents into the material. Since the penetration depth of the eddy current fields rapidly decreases with increasing frequency, care must be taken in selecting the frequency of the excitation of the magnetic field. Usually radio frequencies (100 kHz) are used to generate eddy currents in the samples to avoid skin effect problems.

2.3.3.2. Measurement of electrical properties using eddy currents

Over the past few decades, eddy current methods have been extensively used to measure the electrical properties of the materials. Zimmerman [35] developed a method in which the resistance and inductance of a coil are first measured by a suitable AC inductance bridge such as a Maxwell bridge. The specimen is then introduced into the field of the coil. The resistance and the inductance of the coil change due to the eddy currents induced in the specimen. The change in the impedance is measured from which the conductivity is measured. For specimens of simple geometry, relations have been obtained theoretically from which the electrical resistivity can be calculated. Audio frequencies must be used in order to ensure that the currents flow through the entire volume of the conductor and are not just limited to regions near the surface. A more convenient approach with wider applications has been developed by Bean et al. [38]. The methodology involves applying a current to a coil within which the specimen is placed for a time long enough to cause eddy current flow in the specimen, and then stop the current. As the flux emerges, the
voltage across a small pickup coil is observed on an oscilloscope, which is later used to calculate resistivity. Absolute resistivities can be calculated for specimens of regular cross-section. In 1961 Ogawa [39] reported a method for non-contact measurement of electrical conductivity and dielectric constants. A sample is placed in a rotating electric field, which exerts a torque on the sample. The torque is measured by the torsion of the thread which supports the sample. Later Khotkevich and Zabara [40] and Chaberski [41] also reported similar rotating magnetic field methods to characterize electrical resistivity of a spherical and cylindrical specimen. The resistivity is determined by measuring the moment of the forces acting on the sample due to induced eddy currents when placed in a rotating field. Hendrickson and Philbrook [42] developed an extremely sensitive method by adopting an alternating rotation. They enhanced the sensitivity by tuning the frequency of the alternating rotation to the resonant frequency of the mechanical system. These methods are based on a rotating electrical or magnetic field and hence the electrical or magnetic properties which can be measured are an average over different direction in a certain plane of the sample. A review of the many interesting contactless measurement techniques can be found in the paper written by Delaney and Pippard [43]. They reported five different methods for characterizing conductivity (resistivity), with or without a steady applied magnetic field. They are:

(i) Low frequency AC induction, where the sample modifies the inductance of a coil

(ii) Decay of eddy currents after a small, applied field is suddenly removed
(iii) Hard helicons

(iv) Soft helicons and

(v) Torque on a sample in a rotating magnetic field

In the decay method, the resistivity is calculated from the decay of a transient induced in the sample by switching a small DC magnetic field on or off. In the AC method, the resistivity is calculated from the apparent susceptibility in an alternating field of constant frequency. Wejgaard and Tomar [44] suggested a simplified version of the AC method based on a phase angle measurement. In their method, they have used a phasemeter, a coil system and an electronic compensation circuit in addition to a standard oscillator and oscilloscope. Rajotte [45] developed a methodology to derive electrical conductivity from the measurement of the voltage induced in a magnetic probe at the surface of a metallic specimen. The specimen is subjected to an AC magnetic field by means of an inductive coil. One limitation of this technique is that the frequency of the excitation should be high enough such that the skin depth is not more than one-fifth of the sample thickness. Crowley and Rabson [46] developed a contactless electrical resistivity measurement system using induced currents in the sample. A primary coil is separated axially from a secondary coil and a sample is inserted between them. The voltage induced in the secondary coil is measured and related to the electrical resistivity by means of an equation relating the induced voltage to geometry of the coil, sample, frequency and resistivity. Flanders and Shtrikman [47] used a rotating sample magnetometer to do contactless conductivity measurements. In their method, the sample, in the shape of a rod,
rotates about an axis perpendicular to the magnetic field. The conductivity is measured through the voltage induced in coils by the sample in the magnetic field. Kraftmakher [48] determined the effective magnetic susceptibility of a cylindrical conductor in an axial ac magnetic field. The effective magnetic susceptibility of a conductor is an important parameter in determining electrical resistivity. The magnetic susceptibility depends on eddy currents in a sample and has no relation to usual magnetic properties. It depends on the frequency of the ac magnetic field, electrical resistivity and the shape of the sample. Pellicer-Porres et al. [49] measured susceptibility of metallic cylinders by studying the forces associated with the eddy currents. By relating the forces and susceptibility they determined conductivity of the cylinders. Iniguez et al. [50] measured conductivity of metallic tubes by measuring the screening of the magnetic field within the tube positioned inside a solenoid excited at low frequency. The low frequency was chosen so as to neglect the skin effect.

Eddy currents are also used to determine the electrical resistivity of highly anisotropic materials. Neighbor [51] extended the eddy current method of measuring electrical resistivity to anisotropic materials. Zeller et al. [52] used eddy currents to characterize electrical resistivity in anisotropic materials. Isono and Kotani [53] proposed a non-contact method which makes use of conversion of the energy of a mechanical vibration into Joule heat when an electrical conductor is forced to vibrate in a magnetic field. Using this method, electrical conductivity along any direction can be measured. This is useful if electrical conductivity of highly anisotropic samples needs to be measured. For
measurements of low resistivity of very pure samples, voltage decay at very long time is required. Therefore, in order to measure low resistivity of very pure samples, Riherd and Schreiber [54] proposed a modification to the conventional eddy current technique, such that shorter observation times are sufficient for accurate measurement of electrical resistivity of very pure metals.

The traditional method of measuring electrical resistivity of semiconductors is the four-probe method described previously. This technique is suitable for relatively low resistivity material but exhibits certain difficulties with high resistivity samples. The origin of the difficulties lies in the blocking nature of the metal-semiconductor pressure contacts used in the technique. Relatively higher pressures are applied on the contacts in order to minimize electrical problems and this can produce structural damage in the semiconductor sample. To avoid these problems non-contact resistivity measurement methods using eddy currents have been developed. Miyamoto and Nishizawa [55] used capacitive coupling to probe bulk charge carriers in semiconductors. Capacitive coupling eliminates the need for an ohmic contact, since at high frequencies, the capacitance offers a low impedance path for probing the resistivity of the bulk material. In another approach, Miller et al. [56] used inductive coupling to measure the electrical conductivity of semiconductor sample. In this method, the semiconductor sample is coupled to an amplitude-stabilized marginal oscillator. The sample absorbs power in the alternating magnetic field, which is proportional to the electrical conductivity. The magnitude of the power absorption is used to determine the conductivity. The inductive coupling has also been used to study
the minority carrier and majority carrier properties of semiconductors [57]. Wheeler *et al.* [58] used radio frequency AC signal to measure the bulk resistivity of II-VI compound semiconductors. They employed reflection measurements from a vector network analyzer to extract the resistivity of a semiconductor wafer.

**2.3.3.3. Measurement of magnetic properties using eddy currents**

Eddy current methods are used not only for electrical resistivity measurements, but also can be used to characterize magnetic properties of materials. Chaberski [41] measured the magnetic permeability of a ferromagnetic material by measuring the torque experienced by the sample when placed in rotating magnetic field. The measured torque is a function of the magnetic permeability. The magnetic susceptibility is then calculated using the torque and other factors such as the strength of the magnetic field, frequency of the field, sample geometry and density of the sample. Following a similar approach, Hendrickson and Philbrook [42] used eddy currents measure the magnetic susceptibility. The method consists of measuring the torque on a sample suspended in a uniform rotating magnetic field. The torque of the sample is measured as a function of the magnetic field plotted. The ratio of the angular deflection to the square of the magnetic field is proportional to the magnetic susceptibility. Using this technique magnetic susceptibility as low as $10^{-12}$ was measured. Tsukada and Kiwa [59] developed a magnetic property imaging system for detecting and analyzing three-dimensional magnetic field components. By analyzing the vector component maps the differences in
magnetic properties such as permeability, and residual magnetism were
differentiated.

2.3.3.4. Eddy current NDE

One of the important applications of eddy currents is in the nondestructive
evaluation of materials [5]. In eddy current inspection, a coil is located as near as possible to the material being tested and is excited by an AC signal at a given frequency. The time-varying currents induce a magnetic field near the coil and they in turn induce eddy currents in the material. The induced eddy currents produce a secondary magnetic field opposing the primary magnetic field of the coil. It is well known that the presence of defects, discontinuities modify the flow of currents in the material. If the coil or probe is scanned over a defect in the material, the impedance of the coil is modified. Thus, by monitoring the impedance changes in the coil, the presence of a defect in the material is detected.

The main components of an eddy current testing system are: ac magnetic field source, probe to detect the eddy current flux density in the conductor and electronics to convert the resulting signals into an interpretable form. In its simplest form, the eddy current probe consists of a single coil. In most cases, the source and the probe are the same. Figure 2.5 shows a typical arrangement of eddy current test probe and test material. The probe coil is placed adjacent to the flat surface of an electrically conductive material. The coil winding consists of several turns of wire, usually copper, wrapped around a circular coil. The turns of
the coil lie parallel to the surface of the test material. The axis of the coil is perpendicular to the surface of the test material. The associated magnetic field $H$ induces the flow of electric currents, i.e. eddy currents, which follow circular paths in planes perpendicular to the direction of $H$. The coil and the metal sample form the primary and the secondary components of a transformer respectively, and the impedance of the coil is consequently affected by the behavior of the eddy currents. Neglecting its ohmic resistance, the impedance, at a frequency $\omega$ is purely inductive and has a value $Z_0 = j\omega L_0$, when completely removed from the test object and any other electrical conducting material. When the coil is located in the testing position, the value of the impedance changes at the same frequency to $Z = R + j\omega L$. This results in the change of the characteristic impedance of the test coil. The inductance changes from $L_0$ to $L$, and a resistive component $R$ is introduced. The corresponding phase changes in the relevant electrical and magnetic vectors, $B$, $H$ and $J$ are responsible for introducing the component $R$ of the impedance. The impedance of the coil, and particularly the change in the impedance, is represented on an impedance plane which simultaneously shows the reactance and resistance of the coil. This is usually represented on the screen of an oscilloscope by displaying the real and imaginary parts of the impedance. The eddy current density around a defect would be different around the defect when compared to the current density without defect. The presence of a defect will interrupt or reduce the eddy current flow, thus decreasing the loading on the coil and increasing its effective
impedance. Thus, it is possible to detect defects in the material using eddy current testing.

Figure 2.5. Schematic of eddy current inspection by a surface coil

The most important feature in eddy current testing is the way in which the eddy currents are induced and detected in the sample. This is dependent on the design of the probe, which can contain either one or more coils. A coil consists of a length of a cylindrical tube or rod, called a former. The former provides sufficient rigidity in the coil. The wire is usually made from copper to avoid magnetic hysteresis effects. The coil is usually embedded at the end of a rigid cylinder in which the coil itself is protected from damage, usually by a polymeric filler, which keeps the coil rigid. Eddy current probes are available in wide variety of sizes and shapes. The simplest type of probe is the single-coil probe which is most commonly used probe. These probes are also referred to as absolute probes. In some cases, a probe consisting of two coils is also used. In this configuration, the coils are arranged in a transformer fashion. The primary coil
induces eddy currents in the test object and the secondary coils acts as a detector. These probes enhance the signal-to-noise ratio and are very useful when detecting internal defects. These probes are also known as driver/pickup probes. The advantage of these probes is that the driver and pickup coils can be optimized separately. Two types of probes can be used: through-transmission probe and reflection probe.

The eddy current probes can be used in different configurations depending on the size and shape of the test material. Some of the commonly used configurations of the probe in eddy current testing are surface probes, encircling probes, and bobbin probes. Figure 2.5 shows the generation of eddy currents using a surface probe near the test material. This coil configuration is also known as pancake coil. It is useful in detecting flaws that are oriented perpendicular to the test surface. Encircling probes are usually used to inspect cylindrical shaped specimens. In this configuration, the coil is wound around the test specimen. These probes are commonly used to inspect solid bars. Bobbin probes are used to inspect hollow tubes and pipes.

Eddy current inspection is widely used in the nondestructive evaluation of materials in different industries. They are most often used in the testing of turbine blades and bolt holes in aircraft [60,61], nuclear reactor cooling tubes [62,63] and underwater structures and pipelines [64-67]. The eddy current method is also extensively used as a means of sizing surface cracks in welds. The simplest way to detect defects is to scan the test object with a single-coil probe and to look for abrupt changes in output signals resulting from sharp discontinuities in structure.
The presence of a small surface crack gives rise to a greater change in amplitude than in phase. For large surface cracks, however, an increase in size produces more change in phase than in amplitude. However, the maximum crack depth which can be measured with eddy currents is limited by the penetration depth. Various types of probes are used to detect cracks and other flaws depending on the sample geometry, material type and the type of flaw in the material [68].

In addition to the detection of defects in materials, eddy current inspection methods can be used for various other applications. Some of them include measuring electrical conductivity, determining magnetic permeability, evaluating dimensions etc. The measurement of electrical conductivity of a non-ferromagnetic metal is fairly straightforward both for obtaining absolute values for homogeneous materials and relative values for objects containing structural variations, e.g. localized heat treatment. The principle of measuring conductivity is based on the impedance variations with electrical conductivity at a fixed frequency with constant lift-off. The meter is calibrated using samples having known values of the electrical conductivity and the conductivity of the test material is given in terms of the conductivity of the standard in MSm\(^{-1}\) or %IACS. The eddy currents generated in the material depend on the structure and properties of material. Therefore, eddy current techniques can be used to determine material properties indirectly. The electrical conductivity can be related to heat treatment, grain size, alloy composition, and strength of the material.
Magnetic permeabilities are normally measured by using purely magnetic methods but the eddy current method can also be used to measure the magnetic permeability. In eddy current testing, the magnetic permeability of the material in the vicinity of the coil is affected by the strength of the exciting current. The magnetic permeability of ferromagnetic metals in the form of thin wedges can be measured by measuring the depth of penetration [69]. The standard sample with known conductivity and a ferromagnetic test sample are scanned from the thin edge with the same surface probe excited at the same input level and frequency. The output signals are observed during scanning. The measured penetration depths are related to the magnetic permeability.

Eddy current techniques are also used for the determination of various dimensions of the samples. They include cross sectional dimensions of cylindrical tubes and rods, thicknesses of thin metal plates and foils and of metallic coatings on metallic and non-metallic substrates and thicknesses of non-metallic coatings on metallic substrates. Dimensions of cylindrical tubes and rods are measured with either encircling probes or internal axial coils [70]. An important application of measurement of cross sectional dimensions of tubes is the detection and assessment of both external and internal corrosion. The thickness of a metal plate or foil on a non-metallic substrate is measured either with through-transmission method or with a surface-scanning reflection probe. The thickness of a thin layer of metal on a metallic substrate is measured using a single coil probe or a reflection probe. The requirement in this case is that the two metals have widely differing electrical conductivities. Thicknesses of non-
metallic coatings on metallic substrates are determined from the effect of lift-off on impedance. This method is widely used to measure thicknesses of paint and plastic coatings.

Eddy current testing system can be automated using scanning systems to improve the quality of the measurements. The automation involves using of a computer to locate and monitor the positions of the probes and to process the data collected by the probes. The operator variables such as wobble of the probe are greatly reduced due to automated scanning system.

2.3.3.5. Eddy current imaging

Conventional eddy current testing provides qualitative information regarding the presence or absence of cracks. However, the eddy current signal also contains quantitative information about the size and shape of the flaw in the material [71]. Therefore, imaging would provide quantitative information about the flaw in the material and also is a convenient way of presenting the eddy current signals in a form that can be interpreted visually. This technique is called eddy current imaging [72]. A two-dimensional eddy current image of the test surface can be obtained by attaching the probe coil to a computer controlled XY scanner and raster scanning the probe across the surface. The data is displayed as the plot of signal strength or phase angle shift as a function of position, similar to ultrasonic C–scans. Some of the first eddy current images were reported by McCary et al. [73]. They used a probe with a mean diameter of 5mm, a standard eddy current instrument, XY scanner and a microcomputer to collect the data and
control the scanning. Since then, eddy current imaging has been used extensively for the characterization of electrical and magnetic properties of materials [74-76]. Blodgett and Nagy [74] studied anisotropic grain noise in noncubic polycrystalline titanium alloys using eddy current imaging. Two-dimensional mapping of magnetic field fluctuations caused by local induced current flow disturbances due to the presence of any cracks or structural damage is obtained by scanning probe or scanning sample stage [77-79]. Tsukada and Kiwa [80] developed a magnetic property imaging system for detecting and analyzing three-dimensional magnetic field components. Time sequential normal and tangential maps of the magnetic field distribution were obtained. The spatial resolution in eddy current imaging is determined by the size of the coil being used. In conventional eddy current imaging systems, coil sizes range from few hundred microns to several mm depending on the size of the sample being tested. Therefore, the best spatial resolution one can obtain using eddy current imaging is of the order of few hundred microns.

There are many advantages of induction methods over conventional DC or AC four probe methods. The primary advantage is that it is completely non-contact technique; therefore, contact resistance is not a problem. Also, careful surface preparation is not necessary. Since no wires need to be attached to the sample, there is no possibility of contamination. The eddy current methods allow resistivity measurements on samples of various sizes and complex shapes. Also, eddy current methods are sensitive to small changes in the electrical and magnetic properties due to the localized nature of the eddy currents. Thus, these
methods can be used to detect very small variations in electrical conductivity [46,81]. Consequently, eddy current methods are sensitive to small cracks and defects. However, eddy current testing has some limitations too. Eddy current testing method is limited to electrically conductive materials or materials with electrically conductive components such as carbon fiber reinforced composites. The eddy current methods are essentially comparison methods and do not always give resistivity information directly. Therefore, standards for calibration have to be developed to measure the resistivity of a test material in terms of a standard. Also, flaws such as delaminations that lie parallel to the probe coil and probe scan direction are undetectable. The major limitation in eddy current testing and imaging is the spatial resolution of the technique. In eddy current imaging, if a flaw is much larger than the size of the eddy current probe, the eddy current image of the flaw will be well defined by the unprocessed data. However, if the flaw is smaller than the probe size, then the image would show the probe fields rather than fields of the flaw. Thus, the spatial resolution of eddy current imaging system depends on the size of the coils being used [74-75]. In a conventional eddy current testing, the coil diameter is in the range of few hundreds of microns. Thus, the resolution is of the order of hundreds of microns. The depth of penetration of the eddy currents is limited by the skin effect. Therefore, detection of subsurface flaws in very thick samples is not possible.
2.4. Microscale Electrical and Magnetic Property Measurement Techniques

The DC techniques like two-point probe and four-point probe techniques provide an easy and direct way of measuring electrical conductivity. However, these techniques provide an average conductivity value of the bulk material. The AC techniques, on the other hand, provide non-contact, local measurements of electrical conductivity, but the spatial resolution is hundreds of microns. While these techniques may be sufficient for bulk materials, they are not enough for the characterization of material properties on micro- and nanoscales. Therefore, new techniques were developed to characterize material properties on micro- and nanoscales. Some of these techniques are described below.

2.4.1. Eddy Current Microscopy

It was mentioned previously that the spatial resolution in eddy current imaging system depends on the size of the probe and is low if compared with standard microscopy. In most cases, the transverse dimensions of many flaws are equal to or smaller than the dimensions of manufacturable probes. Therefore, in order to detect smaller cracks, the resolution needs to be improved. One way of achieving high resolution is to employ smaller coils for imaging. The ability to detect and measure ultrasmall forces using mechanical oscillators has enabled the further development of eddy current microscopy techniques with better
spatial resolution than the conventional eddy current techniques. Palmer et al. [82] developed a scanning eddy current dynamometer to probe thin metallic films. The dynamometer was based on the measurement of force generated by a magnetic tip oscillating in close proximity to a conducting thin film attached to a mechanical oscillator. They have used the technique to detect cracks as large as 100 µm. A scanning magnetic flux microscope based on a superconducting quantum interference device (SQUID) to image eddy currents in patterned thin films was developed by Black et al. [83]. In their method, a small SQUID was used directly as a magnetic sensor. The SQUID was operated close to the sample surface and both the sample and the SQUID was place in liquid nitrogen. Using this technique they were able to image magnetic fields with a spatial resolution of 60 µm. The advantage of this technique is that it can be extended to imaging samples at room temperatures also. Karpen et al. [84] reported an eddy current microscopy imaging system capable of resolving defects with a 50 µm spatial resolution. Cleland and Roukes [85] developed a nanometer-scale mechanical electrometer to detect charge in semiconductor samples. Marchand et al. [86] developed giant magneto-resistance (GMR) based eddy current probes for high-resolution eddy current imaging. Using the GMR eddy current probes, they were able to detect flaws as small as 50 µm. The lateral variations in electrical resistivity of semi-conducting GaAs substrates were measured using contactless capacitive mapping technique [87]. The technique is also capable of imaging mesoscopic fluctuations in resistivity with a spatial resolution of less than 100 µm. Later, Green et al. [88] developed a high-resolution noncontact scanning
impedance imaging capable of achieving a spatial resolution of about 30 μm. Myungsik Kim et al. [89] developed a near-field scanning millimeter-wave microscope (NSMM) for surface imaging of electrical properties with spatial resolution better than 1 μm. The probe used in their experiments is a standard waveguide resonator coupled to a conventional metallic tip and operated at a frequency of 60 GHz. They observed millimeter-wave near-field images of patterned metal Cr films and YBa$_2$Cu$_3$O$_y$ thin films with a spatial resolution better than 1 μm. They also mapped the sheet resistance and electrical properties of surfaces by measuring the amplitude of transmission power and the resonant frequency shift of the resonator while scanning the surface.

2.4.2. Scanning Tunneling Microscopy

Any tool to successfully characterize a nanoscale system requires the capability of direct imaging coupled with a nanometer scale characterization capability. High resolution microscopic techniques, such as scanning electron microscopy (SEM), transmission electron microscopy (TEM), scanning tunneling microscopy (STM) and atomic force microscopy (AFM) can be used to obtain direct images of the material surface at the nanometer scale. Other surface analytical techniques, such as X-ray photoemission spectroscopy (XPS), ultraviolet photoemission spectroscopy (UPS), X-ray diffraction and low-energy electron diffraction (LEED) can only provide spatially averaged information.
Among these techniques, however, only STM, AFM, and STM-based spectroscopic techniques can provide a proper experimental tool for both imaging and characterization. These techniques have the characteristic that their resolution is not determined by the wavelength that is used for the interaction as in conventional microscopy but rather by the size of the interacting probe scanned over the sample surface. Thus the resolution that is achieved using these techniques is far superior to the wavelengths involved.

The invention of scanning tunneling microscope (STM) by Binnig et al. [90] in 1982 opened up the possibility of imaging material surfaces with spatial resolution much superior to the conventional microscopy techniques. The STM is the first instrument capable of directly obtaining three-dimensional images of solid surfaces with atomic resolution. STM utilizes tunneling current between a sharp conducting probe and the surface to construct an image of surface topography. In the STM, a fine metallic tip is brought within a nanometer from a conducting surface while a voltage is applied between them. At such a small separation distance, electrons from the tip can tunnel from the atom at the very end of the tip to the nearest atom on the sample surface and generate a current. This current is compared with a reference current and the error signal so generated is applied to a z-piezo, which moves the tip up or down in order to maintain a constant tunnel current as the tip is raster-scanned across the sample to record an image. Binnig et al. [90,91] used the electron tunneling in vacuum to develop scanning tunneling microscope. The lateral scanning allows a lateral
resolution of less than 1 nm and a vertical resolution of less than 0.1 nm, which is sufficient to define the position of single atoms.

Different applications of the STM in wide variety of research fields ranging from material science to biology can be widely found in literature [92-96]. While the STM was primarily developed as a method for topographic imaging of surfaces, several extensions of the STM have been developed to measure electrical and optical properties. One modification of the STM is the scanning tunneling potentiometer [97]. In this method, a bridge method is used to measure the spatial variations in potential across the sample as the tip is controlled and scanned to track the surface topography. An ac voltage is applied between the tip and the sample which generates an ac tunnel current. The amplitude of this current is then used to control the tip-sample spacing. This technique is useful for measuring nanoscale potential variations in micro and nanoscale devices such as Schottky barriers, $pn$ junctions and heterostructures. Spin-polarized electron tunneling from a ferromagnetic sample to a nonmagnetic STM tip can be observed using spin-polarized scanning tunneling microscopy (SP-STM) [98]. This technique offers the capability of measuring magnetization at the atomic scale. The study of buried interfaces which are located far below the surface can be done by modifying the STM into a ballistic electron emission microscope (BEEM) [99,100]. Metal-semiconductor interfaces have been widely studied by this technique since its invention. BEEM is a three terminal device where the STM tip acts as an electron emitter. An STM tip is positioned close to the surface of a metal-semiconductor heterojunction. Electron tunneling from the tip to the
metal base electrode leads to injection of ballistic electrons into the base electrode which is typically about 100 Å thick. Since the injected ballistic electrons typically have attenuation lengths greater than 100 Å, they may propagate through the metal layer and thus allowing probing of the subsurface metal-semiconductor interface. By varying the voltage between tip and base, the energy distribution of the hot carriers can be controlled, and a spectroscopy of interface carrier transport may be performed. The BEEM method allows characterization of interface properties with nanometer spatial resolution and enables an energy spectroscopy of carrier transport. The technique is very sensitive to the carrier scattering at metal-semiconductor interfaces at high resolution. STM was also used to characterize the electronic properties of metallic nanoclusters deposited on semiconductor materials [101]. The STM is also used to implement four-point probe technique with nanoscale resolution [102].

2.4.3. Atomic Force Microscopy

Even though STM is capable of achieving atomic resolution, it can only be used on electrical conductors. This limitation has led to the invention of atomic force microscope (AFM) by Binnig and his co-workers [11] in 1986. The principle of AFM is similar to that of STM except that the tunneling tip is replaced by a force sensor. Since no electron tunneling is involved, AFM can be used on wide
range of materials including insulators. The details of AFM instrumentation and a detailed working principle of the AFM will be discussed in the next chapter. However, for the sake of continuity, a brief description of the principle of AFM is provided here. A sharp probe attached a flexible cantilever beam is raster scanned across the sample surface. The force interaction between the sample and the probe, as the probe approaches the sample surface causes the cantilever to deflect. These deflections are sensed by an optical detection mechanism. A topographic map of the sample surface is obtained by keeping the force constant while scanning the tip relative to the sample. A lateral resolution of about 0.2 nm and a vertical resolution of less than 0.1 nm have been achieved with AFM. Since the invention of AFM, it has evolved into one of the most powerful experimental tools for surface characterization of materials with nanometer scale resolution.

Although the initial applications focused on near-atomic resolution surface topography measurements, the AFM has also been used extensively to measure surface physical properties. Several new microscopic techniques, based on AFM have been developed to measure properties such as elastic modulus, magnetic, electrical and thermal properties in the nanometer regime. The families of instruments based on STM and AFM are commonly known as scanning probe microscopes (SPM). Some examples of scanning probe microscopes are ultrasonic force microscopy [103] for local elastic stiffness mapping, magnetic force microscopy [104] for magnetic property imaging, scanning Kelvin probe microscopy [105] for surface potential imaging, scanning thermal microscopy
for local thermal conductivity mapping, electrostatic force microscopy [12] for electrical property mapping, scanning near-field optical microscopy [107] for optical properties. All scanning probe instruments are based on the same principle, i.e., scanning a local probe in near-field across the surface of a sample. While scanning is well established in microscopy, consequent near-field operation is a relatively novel approach in microscopy. The instruments differ only in the selective detection of different sample-probe interactions among the many kinds of interactions between the probe and the sample surface. This is accomplished by employing an appropriate probe for the particular tip-sample interaction. For example, if an electrical potential difference is externally applied, electrostatic interactions can be probed by using a conductive probe. Similarly, if a magnetic probe is used to scan a ferromagnetic sample, magnetostatic interactions can be probed. All scanning probe techniques are usually operated in the near-field regime of the interaction. The near-field imaging capability of AFM was exploited by many researchers to develop high-resolution material property imaging techniques based on AFM. The unique combination of nanoscale resolution, previously the domain of electron microscopy and broad applicability has led to the proliferation of SPM into virtually all areas of nanometer-scale science and technology.
2.4.3.1. Characterization of electric and dielectric properties using AFM

The general principle of characterizing electrical properties using AFM is to apply a bias voltage between a conducting tip and the sample surface and measuring the resulting electrical interactions at each point while scanning the surface. Some of the interactions are electrostatic forces, electric currents, resistance and capacitance. Various techniques are developed based on the measuring these interactions to study the electrical and dielectric properties of materials. Some of these techniques are briefly described here.

2.4.3.1.1. Electrostatic force microscopy

Electrostatic force microscopy (EFM) is an analytical AFM based technique capable of mapping the local electrical properties of materials by monitoring the attractive and repulsive interactions between a sharp conductive tip and the sample. In this technique, a bias voltage is applied between the sample and the conducting tip while the tip scans the surface. The resulting electrostatic forces and its local variations change the oscillation amplitude and phase of the AFM cantilever which are detected to create EFM images. Usually, stiffer single crystal silicon cantilevers are used. EFM can be used on metals, insulators, and ferroelectric materials. Martin et al. [12] modified an AFM to perform electrostatic force imaging and potentiometry of conductors and insulators. They measured tip-sample capacitance by applying an ac voltage at a frequency greater than the resonant frequency of the tip, and detecting the changes in the oscillations of the cantilever due to local variations in capacitance. Stern et al. [108] used an AFM to both deposit and image localized charge on
insulating surfaces with high lateral resolution. In their technique, a nickel tip
 electrochemically etched to a cantilever is mounted on a piezoelectric bimorph
 and oscillated at its resonant frequency. The changes in the resonance during
 scanning are detected by a lock-in amplifier and an optical interferometer. A bias
 voltage was applied between the tip and the sample to charge the sample
 surface. Using this methodology, they characterized samples of PMMA, single
 crystal sapphire, freshly cleaved mica and fused quartz. Later, Terris et al. [109]
 reported development of an electrostatic force microscopy with a lateral
 resolution of 0.2 µm. In their technique, an ac bias voltage was applied between
 the tip and an electrode behind the sample. The ac voltage induces an oscillating
 charge on the electrode. An equal and opposite charge is induced on the tip. The
 electrostatic force is then calculated by treating the tip-surface force as due to
 point charges and the tip-electrode force as from a capacitor. A sample of PMMA
 was characterized using this technique. Electrostatic force imaging using a two-
 pass scanning is also reported in literature [110,111]. In this method, the
 measurements are taken in two passes of the scan. In the first pass, the
 topography is obtained by intermittent contact of the tip with the sample surface.
 The tip is then lifted to a predetermined height and a bias voltage is applied
 between the tip and the sample. The image is obtained at a constant separation
 between the biased tip and the sample surface. Variations in phase or frequency
 shifts are then detected and processed to obtain electrostatic gradient images.
 The EFM is used in electrical failure analysis, detection of trapped charges,
quantifying potential difference between metals and semiconductors, testing electrical continuity, and performing electrical read/write.

A related technique to characterize surface potential of a sample is the surface potential imaging technique [16]. Surface potential imaging maps the electrostatic potential on the sample surface with or without a voltage applied to the sample. As the tip travels above the sample surface in lift mode, the tip and the cantilever experience a force wherever the potential on the surface is different from the potential of the tip. The force is nullified by varying the voltage of the tip so that the tip is at the same potential as the region of the sample surface underneath it. The voltage applied to the tip in nullifying the force is plotted versus the in-plane coordinates, creating the surface potential image.

2.4.3.1.2. Conducting AFM and tunneling AFM

Conducting AFM (c-AFM)) [14,112,113] is a current sensing technique for the electrical characterization of conductivity variations in medium resistive samples. It can be used in either imaging or spectroscopic mode. In imaging mode, images of the electrical current are obtained, while in spectroscopy mode current-voltage or current-force spectra can be obtained. A DC bias voltage is applied between the sample and the conductive tip as the tip is scanned across the sample surface in contact mode. A feedback loop keeps the deflection of the cantilever constant and the local height of the sample is measured. A low noise current amplifier senses the resulting current (Fowler-Nordheim tunneling current) passing through the sample as a topography image is obtained simultaneously. The observed current can be used as a measure of the local
conductivity or electrical integrity of the sample. Using this technique current as low as 100 pA can be measured at a lateral resolution of about 10 nm. Olbrich et al. [112] demonstrated the applicability of c-AFM for the quantitative electrical characterization of thin SiO₂ films with thickness range of 3-40 nm on a nanometer scale length. The local oxide thickness was obtained with an accuracy of ±0.3 nm. Oh and Nemanich [113] measured current-voltage characteristics of individual submicron islands of TiSi₂ less than 1 µm on Si(100) surfaces and imaged the variations in electrical conductivity among the islands. The technique can be applied to conductive polymers and other materials with limited or highly non-uniform conductivity. Conducting-AFM has been also used to explore variety of aspects of electrical properties such as surface conductivity [114], two-dimensional dopant profiling [115], nanopatterning [116], imaging and probing of InAs quantum dots [117]. The electrical characteristics of nanoscale structures were studied using c-AFM [118]. Other applications include identification of leakage paths, mapping of contaminants and different components in composite materials.

Tunneling AFM (TUNA) [14,112,119] is a technique similar to c-AFM, which is used to measure ultra-low currents on low-conductive samples. In this method, a DC bias voltage is applied between the sample and the conductive tip as the tip is scanned across the sample surface in contact mode. TUNA can map ultra-low currents in the range of 100 fA to 100pA at a lateral resolution of better than 10 nm. The TUNA method is extensively applied for the study of thin dielectric films used as gate oxide in field effect transistors. TUNA was used to
study variations in dielectric film thickness used in gate oxide layer, image defects in SiO$_2$ gate oxide thin film, study leakage current in ferroelectric films [120].

2.4.3.1.3. Scanning capacitance microscopy

Scanning capacitance microscopy (SCM) [15,121,122] is an AFM based technique, which detects the capacitance between the tip and the sample. This technique is primarily used to characterize 2-D carrier profiling and failure analysis of semiconductor devices. This technique is also used to characterize the properties of ferroelectrics. In the SCM, the sample (or the metallic tip) is covered with a thin dielectric layer, so that the tip-sample contact forms a metal-insulator-semiconductor (MIS) capacitor, whose capacitance-voltage behavior is determined by the local carrier concentration of the semiconductor sample. An AC bias voltage is applied between the tip and the sample. This generates capacitance variations, which are monitored using a GHz resonant capacitance sensor. This method is sensitive to variations smaller than attofarads capacitance. The capacitance variation is a measure for the local carrier concentration density and type (n- or p-type) and therefore is useful in high resolution two dimensional carrier profiling of semiconductor devices. Unlike EFM, which is operated in intermittent contact mode, SCM is usually operated in contact mode with a conductive tip. Topography and the capacitance images are obtained simultaneously. SCM provides information with a spatial resolution of about 10-20 nm [120].
2.4.3.1.4. Scanning spreading resistance microscopy

Scanning spreading resistance microscopy (SSRM) [120,122] is yet another AFM based technique to characterize variations in electrical resistance in the sample. SSRM provides two-dimensional information on the electrical conductivity or resistivity of the sample under study. An electrically conductive probe is used to measure local resistivity of the sample. When the probe is scanned over regions with different resistivity values, the electrical resistance formed by the probe-sample contact will vary proportionally. When the applied force exceeds a certain threshold force, the measured resistance is dominated by the spreading resistance. This technique can be equally applied for both conductors and semiconductors. A spatial resolution of 10-35 nm has been reported using this technique (123,124). SSRM images often complement images obtained by SCM, as SCM gives no signal on dielectrics and metals, whereas SSRM shows a big contrast between the two.

2.4.3.1.5. Scanning micro four-point probe techniques

Four-point probe technique has played an important role in understanding the electrical properties of solid state bulk materials and films for many decades. A conventional four-point probe used in four-point probe techniques is a macroprobe because the distance between the probes is usually 1 mm. Moreover, the macroprobes are inconvenient in many cases because of their size and the large contact forces exerted on the samples, while the in-plane electrodes cannot be repositioned. The four-point probe is particularly suited for systems with long-range conductivity variations compared to the electrode
spacing. The conventional four-point probe measurement in macroscale has limited sensitivity in nanoscale due to the comparatively large spacing between the four probes. For systems that show variations in electrical conductivity on microscale, it is preferable to reduce the electrode spacing below the characteristic scale of the variations. There is an interest in miniaturization of the four-point probes to obtain higher surface sensitivity, an increased spatial resolution and less damage to the sample. Several attempts have been made to reduce the electrode spacing in the four-point probe methods. Recently, Petersen et al. [125] fabricated micro four-point probes using silicon-based microfabrication technology to obtain higher spatial resolution. Electrode spacings of 8 and 20 \( \mu \text{m} \) were used in their experiments. Later Petersen et al. [126] used photolithography to fabricate micro four-point probes with an electrode spacing of about 1.1 \( \mu \text{m} \). Bøggild et al. [127] later also used photolithographic techniques to fabricate four-point probes consisting of four soft and flexible metallized SiO\(_2\) probes microcantilevers with an electrode spacing of 1.5 \( \mu \text{m} \) and a combination of conventional microlithography and electron beam deposition to fabricate four-point probes with electrode spacing of about 200 nm. Keller et al. [128] developed a micro four-point probe method to measure resistivity of fragile materials such as conducting polymers. The electrode spacing in this technique is between 10-20 \( \mu \text{m} \). The above techniques provide electrical measurements at a given region with micro-scale resolution. However, the probes in these techniques are difficult to use for scanning because of problems in manipulating the force between the probe and the sample surface due to their structure and
rigidity. By combining the micro four-point probes with AFM, it is possible to image the electrical conductivity along with surface topography. Ju et al. [129] combined the principles of four-point probe technique and standard AFM to develop microscopic four-point probe technique. In their technique, an AFM probe was fabricated into four parallel electrodes isolated from each other separated by a distance of 1.0 µm. This instrument is capable of measuring both surface topography and local electrical conductivity simultaneously. Later, following a similar approach, Yoshimoto et al. [130] developed AFM based four-point probe technique by using PtIr-coated carbon nanotube tips with an electrode spacing of about 30 nm. Using this technique they were able to measure sample resistance as small as 2Ω, which is much smaller than the contact resistance. Nagase and his co-workers [131] reported a four-point probe AFM technique capable of imaging with sub-100 nm resolution. In their technique, two Pt electrodes with a nanogap was fabricated using focused ion beam milling and integrated on a Si cantilever with Al electrodes. The minimum gap between the electrodes is about 20 nm.

2.4.3.1.6. Piezoresponse force microscopy

Piezoresponse force microscopy (PFM) is an AFM based technique to characterize the properties of ferroelectric materials [132,133]. In contrast to X-ray techniques, which are limited to averaged analysis of domain structure, PFM yields spatially resolved information on domain size, correlations, domain behavior near the inhomogeneities and grain boundaries. PFM can be used for imaging static domain structure in thin film, single crystals and polycrystalline
materials, selective poling of specified regions on ferroelectric surface. PFM is a modification of traditional AFM based on the detection of local vibrations of a cantilever induced by a probing AC signal applied between the conductive tip of an AFM and the bottom electrode of a ferroelectric sample. This method has been extensively used to characterize ferroelectric properties and piezoelectric measurements [134-136].

2.4.3.2. Characterization of magnetic properties using AFM

Shortly after the invention of atomic force microscope it was recognized that detection of magnetostatic interactions at a local scale was possible by using a ferromagnetic tip attached to the cantilever of an AFM. This resulted in a new scanning probe microscope known as magnetic force microscope (MFM). A ferromagnetic sample is then scanned using the magnetic probe. The near-field magnetostatic interaction for a typical probe-sample configuration is fairly strong and largely independent of surface contamination. In MFM, the imaging relies on the magnetostatic interactions between a magnetic tip and the ferromagnetic sample [104]. An image of the magnetic domains is constructed by measuring the long-range magnetic forces between the magnetic tip and the sample.

Martin and Wickramasinghe [19] were the first to build MFM based on the principles of AFM. A 25 μm diameter iron wire was used as the cantilever and the magnetic tip. The tip was formed by tapering the wire down and etching the end to form a 50 nm radius. The deflection and consequently the magnetic force were measured using an optical interferometer. They reported a spatial resolution of
100 nm - a substantial improvement over any magnetic imaging technique available at that time. After the first MFM was developed, it started to become a widely used method in magnetic materials research and in the development of magnetic devices. One of the most important applications of the MFM is in the magnetic recording industry [137-138]. The data storage industry currently utilizes MFM extensively to measure the magnetization distribution in magnetic recording media and heads in an effort to pack more data into a recording system [139,140]. Other applications in which MFM is useful are disk-failure analysis, characterization of local variations in the sensitivity of recording heads etc. MFM has also been used for the analysis of magnetic microstructures [141], observation of magnetization reversal processes [142], magnetic wires [143], magnetic dots [144], and also subsurface probing of current-carrying strips buried under insulating thin film. The MFM can also be used to image electrical properties. Hoffmann et al. [17] used MFM to map the electrical conductivity variations in Al$_2$O$_3$-TiC sample. The vibrating cantilever in MFM generates eddy currents in the conducting sample. The opposing magnetic field generated by the primary magnetic field dissipates the vibration of the cantilever. By monitoring the reduction in the amplitude of the cantilever, a map of the local electrical conductivity variations is obtained. They have also used the same setup to image the magnetic properties without a magnetic tip.

The MFM has poor resolution, about 25 nm, compared to the AFM or the STM. The reason for this is that a larger volume of the tip interacts with the larger volume in the sample. The positive aspect of this long-range interaction is that
MFM is not very sensitive to surface contamination, and can even be used to study buried structures.

2.5. Summary

This chapter reviewed various measurement techniques to characterize electrical conductivity of materials on both bulk and micro- and nanoscales. While the two-point and four-point probe methods provide a direct and easy way of measuring electrical conductivity, they are not suitable for nanoscale measurements due to the electrode spacing. The electromagnetic induction methods provide localized measurement of conductivity with sensitivity to small crack detection. However, the spatial resolution of the induction methods is in micron range.

The characterization of properties on micro- and nanoscales is very important to the emerging fields of nanoscience and nanotechnology. These fields have wide range applications in different fields of materials, biology, sciences etc. Even though there is a lot of progress in the development of these materials, often there is a lack of techniques that have high resolution and sensitivity to local variations in the material properties. The invention of AFM has led to the development of numerous techniques based on AFM to characterize material properties. However, different modification needs to be done to the AFM in order to characterize these properties. For example, a bias voltage between a
conductive tip and the sample needs to be applied in order to map the electrical properties. For magnetic interactions, the sample is scanned with a vibrating ferromagnetic tip. Also, the cantilevers generally used for electrical property measurement by AFM are stiffer than conventional contact mode AFM cantilevers. Thus, these cantilevers may not be sensitive to small variations in the electrical conductivity of the sample. Eddy current methods are known to be sensitive to local variations in electrical properties of materials. Therefore, in this research work, the high spatial resolution of AFM and the high sensitivity of eddy current method are combined to develop a new methodology which can be used to characterize electrical conductivity variations in materials (bulk and nanomaterials) on micro- and nanoscales. The advantage of using induced currents in this methodology is that they can be used to characterize magnetic and dielectric properties as well. In order to characterize these properties a suitable probe is employed.
CHAPTER 3
SCANNING PROBE MICROSCOPY (SPM)

3.1. Introduction

This chapter gives an overview of the scanning probe microscopy techniques relevant to the present research work. The first technique that was developed in the SPM family is scanning tunneling microscopy. A brief introduction to the principle of STM and its applications is first presented. The tip-sample interaction forces in STM are discussed and are shown how these forces are exploited to develop the atomic force microscopy. A detailed description of the working principles of AFM along with the instrumentation used in this work is provided. Then, different imaging modes of AFM are discussed with the emphasis on those modes which will be used in the current research work. An account of the different interaction forces between various probes and sample surfaces in AFM is given. Finally, it is shown how these interaction forces can be used to build different AFM related techniques to image material properties on nanoscale.
3.2. Principle of Scanning Tunneling Microscopy

Giaever [145] proposed the principle of electron tunneling, which occurs if a potential difference is applied between two metals separated by a small distance. If the separation distance is small enough, a current will flow because of the ability of electrons to penetrate a potential barrier. To be able to measure the tunneling current, the separation distance between two metals must be no more than 10 nm. Binnig et al. [90,91] successfully combined electron tunneling in vacuum and scanning capability to build a scanning tunneling microscope. The vacuum provides the ideal barrier for tunneling and also dampens the external vibrations. The very high vertical resolution is obtained because the tunneling current varies exponentially as a function of distance between the probe and the metal surface. Typically, tunneling current decreases by a factor of 2 with an increase in separation distance by 0.2 nm.

A schematic of the STM is shown in Figure 3.1. The principle of the STM is straightforward. A sharp metallic tip is brought within 1 nm of a conducting surface while a voltage is applied between them. The gap separation between the tip and sample is so small that electrons from the tip can tunnel from the atom at the very end of the nearest atom on the sample surface and generate a current. This tunneling current is extremely sensitive to the gap, i.e., to the height of tip above the surface. The position of the tip in three dimensions is accurately controlled by piezoelectric drivers. The tip is scanned over a surface in the two lateral dimensions at a distance of 0.3-1 nm, while a feedback circuit constantly
adjusts the tip height, to keep the current constant. The STM can be operated in two modes: constant current or constant height. In the constant current mode, the tunneling current is compared with a reference current and the error signal generated is applied to a gap control z-piezo which moves the tip up or down in order to maintain a constant tunnel current as the tip is raster scanned across the sample surface to obtain an image. In the constant height mode, the tip is scanned across the surface at constant height and constant voltage while the current is monitored. The constant current mode is generally used for atomic scale images. In contrast to other electron microscopes and surface analytical techniques using electrons, STM can be operated in air and in liquids as well as in vacuum because there are no free electrons involved in the STM experiment. To achieve atomic resolution, vibration isolating is required. The stability can only be achieved by the combination of an effective vibration isolation system and a rigid design of the STM instrument. Since the technique requires current to flow between the sample and the tip, it cannot be used to characterize electrically insulating materials.
Figure 3.1. Schematic of a scanning tunneling microscope

The tunneling tip is the most crucial component of the STM. The geometry and the chemical identity of the tip influence both topographic and spectroscopic measurements. The best images are obtained when tunneling is limited to a single metallic atom at the end of the tip. STM cantilevers with sharp tips are typically fabricated from metal wires of tungsten, platinum-iridium, or gold and sharpened by grinding, field emission/evaporator, or electrochemical polishing/etching [146]. Electrochemical etching method has been widely used to manufacture STM tips.

An important aspect of STM measurements is the tip-sample interaction effects. Even though electron tunneling is used for topography measurements in STM, there will be other inter-atomic forces active between the tip and the sample. The role of atomic forces in tunneling, [147], has proven essential for the interpretation of STM images. At tip-sample separations of 10 Å and more, the
force interaction between the tip and sample surface is dominated by long-range van der Waals forces. At small tip-sample separations of only few Angstroms, the overlap of the wave functions of tip and sample surface is significant and short-range quantum-mechanical exchange-correlation forces become dominant which decay exponentially with increasing distance. The importance of force interactions in STM was first considered when STM was used to image graphite [148]. Giant corrugation amplitudes of up to several Angstroms were measured, which could not be explained by tunneling theory. Direct measurements of the force between the tip and the graphite sample while scanning in STM revealed the presence of high repulsive forces. Durig et al. [149] investigated short-range interatomic forces between metallic tips and samples during STM experiments by using a flexible cantilever beam as a sample holder. The forces were measured by measuring the static deflection of the cantilever beam. Later, Salmeron et al. [150] reported the effect of compressive and shear forces between the tip and sample surface in STM. They found that at typical gap resistances in STM, these forces have significant effects. While the additional influence of forces might not be desired for investigation of tunneling phenomena, these forces can be used to improved the quality of the STM images [149,151,152]
3.3. Atomic Force Microscopy

It was discussed in the previous section that a variety of interatomic forces act between the tip and the sample during the operation of a STM. The strength of these forces depends on the tip-sample separation. These interatomic forces between the probe and sample at small separation distances have been exploited to develop another type of scanning probe microscopy, called atomic force microscopy (AFM). Before the invention of the AFM, the forces of interaction between two bodies held at a distance were measured by a surface force apparatus [153]. The forces are measured between crossed cylinders of molecularly smooth mica sheets which were made to approach one another by using mechanical reduction mechanisms and piezoelectric transducers. The force can be measured by measuring the deflection $\Delta z$ of a spring, on which one of the mica sheets is mounted and using Hooke’s law $F = c \cdot \Delta z$, where $c$ is the spring constant of the spring. The separation between the two mica surfaces is measured by means of an optical technique using multiple beam interference fringes. The surface force apparatus allowed study of forces for a wide range of separations. A force resolution of the order of $10^{-8}$ N is usually obtained. Surface profilometer was developed as a valuable means to study the surface roughness of materials including bulk insulators [154]. A topographic map is obtained by raster scanning a sample relative to a stylus tip. However, unlike STM, the stylus is in mechanical contact with the samples during scanning. The nominal radius of the stylus is about 1 $\mu$m, which is relatively large compared to STM tips. The
lateral resolution, therefore, is limited by the radius of the stylus. AFM can be regarded as a hybrid between a surface force apparatus (SFA) and a surface profilometer, but with much higher force and lateral resolutions.

3.3.1. Principle of AFM

Figure 3.2 shows the schematic diagram of a commercial AFM. The design of the AFM is similar to that of the STM except the sensor. The AFM uses a piezoelectric scanner to scan either the tip or the sample. The most commonly used scanner is a piezoelectric tube scanner. Piezoelectric tube scanners allow accurate, sub-angstrom positioning of the tip or sample in three dimensions. The scanner system comes in two designs. One is where the scanner is installed in the AFM head unit and the second one is where the scanner is attached below the sample stage. Depending on the scanner location, either the sample or the probe head will be raster scanned during imaging. Most of the commercial AFMs nowadays are designed with the scanner in the AFM head unit that holds the probe. The probe consists of a sharp tip attached to the end of a flexible cantilever which is connected to the scanner. The piezoelectric scanning system motion is controlled via the computer software in order to precisely position the sample for a scan. Piezo material allows precise control of the motion of the tip in the X, Y, and Z directions across the sample. During scanning, a laser light is focused on the back of the cantilever. The back face of the cantilever is coated with a thin layer of gold to enhance reflectivity. When the tip is brought into
contact with the sample surface, the tip experiences force due to intermolecular interaction between the tip and the sample. The force acting on the tip causes the cantilever to deflect. The deflection of the cantilever during scanning shifts the position of the laser spot which is reflected off the back of the cantilever. Usually, a four-quadrant position sensitive photo-diode detector is used to detect the position of the laser due to the deflection of the cantilever. The voltage difference between the top and bottom photodiodes provides the signal which is a sensitive measure of the cantilever vertical deflection. Surface topography is measured by laterally scanning the sample under the tip while simultaneously measuring separation dependent force between the tip and the surface. The interaction force between the tip and the sample is measured according to Hooke’s law, \( F = k\Delta z \), where \( k \) is the cantilever spring constant and \( \Delta z \) is the vertical displacement of the cantilever. To obtain topography information, the interaction force, \( F \) can be either recorded directly or used as a parameter for a feedback electronics system which maintains the force at a constant set value.

The lateral resolution of an AFM and related techniques depend on the diameter of the probe. Various commercial probes are available with a nominal probe diameter of 10-20 nm. By manufacturing a smaller, sharper tip, the resolution of the AFM can be improved.

Images from the AFM need to be processed. An ideal AFM is a noise free device that images a sample with perfect tips of known shape and has a perfectly linear scanning piezo. In reality, however, scanning devices are affected by distortions and these distortions must be corrected for. The distortions can be
linear and nonlinear. Linear distortions mainly result from imperfections in the machining of the piezo translators causing cross talk between the Z-piezo to the X- and Y-piezos, and vice versa. Nonlinear distortions mainly result because of the presence of a hysteresis loop in piezoelectric ceramics. In addition, electronic noise may be present in the system. The noise is removed by digital filtering in real space or in the spatial frequency domain.

Figure 3.2. A schematic diagram illustrating the working principle of AFM

AFM probes the sample and makes measurements in three dimensions, x, y, and z, thus enabling the presentation of three-dimensional images of a sample surface. AFMs require neither a vacuum environment nor any special sample preparation, and they can be used in either an ambient or liquid environment. With these advantages AFM has significantly impacted the fields of materials
3.3.2. Design and Instrumentation of AFM

Criteria for the design and instrumentation of AFM follow in many respects those for the STM, particularly concerning vibration isolation, positioning devices, scanning units, electronic feedback system and computer automation. The only components that are different in AFM are the force sensor and the cantilever deflection detection mechanism.

3.3.2.1. Force sensor

The performance of AFM and the quality of AFM images greatly depend on the instrument available and the probes used. The central element of a force microscope and its major instrumental difference from a scanning tunneling microscope is the spring which senses the force between the tip and the sample. For sensing normal tip-sample forces, the force sensor should be rigid in two axes and relatively soft in the third axis. This property is fulfilled with a cantilever beam, and therefore the cantilever geometry is typically used for force detectors. To achieve high sensitivity, a reasonably large deflection for a given force is desired. Therefore, the cantilever should be as soft as possible, i.e. the spring constant should be small enough to allow detection of small forces. On the other hand, a high resonant frequency is necessary in order to minimize sensitivity to
mechanical vibrations while scanning. In addition, a high resonant frequency of
the cantilever allows for reasonably high scan speeds.

The force measuring cantilever in the AFM is a mechanical resonator. The
resonances can be excited either by the surroundings or by the rapid movement
of the tip. To avoid problems due to building or air induced oscillations, it is
important to optimize the design of AFM for high resonant frequencies. The
fundamental natural frequency, \( \omega_0 \), of any spring is

\[
\omega_0 = \frac{1}{2\pi} \sqrt{\frac{k}{m_{\text{eff}}}}
\]

where \( k \) is the spring constant in the normal direction and \( m_{\text{eff}} \) is the effective
mass. The spring constant \( k \) of a cantilever with uniform cross section is given by

\[
k = \frac{3EI}{L^3}
\]

where \( E \) is the Young's modulus of the material, \( L \) is the length of the beam and \( I \)
is the moment of inertia of the cross section. For a rectangular cross section with
a width \( b \) and a height \( h \), the moment of inertia is given by

\[
I = \frac{bh^3}{12}
\]

combining the above three equations,

\[
\omega_0 = \sqrt{\frac{Ebh^3}{4L^3m_{\text{eff}}}}
\]

The effective mass can be calculated using Raleigh's method. For the case of a
uniform beam with a constant cross section and length \( L \) the effective mass is
given by [155]
\[ m_{\text{eff}} = \frac{9}{20} m \]  

Substituting the above equation in the equation for \( \omega_0 \) and noting that \( m = \rho L b h \), where \( \rho \) is the mass density,

\[ \omega_0 = \left( \frac{\sqrt{5}}{3} \sqrt{\frac{E}{\rho}} \right) \frac{h}{L^2} \]  

It is evident from the above equation that by choosing a material with a high ratio of \( E/\rho \), the natural frequency can be increased. Alternatively, by optimizing the ratio \( h/L^2 \), the resonant frequency can be increased. Therefore, for a large value of \( \omega_0 \) and for a small spring constant, the mass and therefore the geometrical dimensions of the force sensor have to be as small as possible. This consideration leads directly to the idea of using microfabrication techniques for the production of cantilever beams.

Initial cantilevers have been cut by hand from thin metal foils or formed from fine wires. Tips for these cantilevers were prepared by attaching diamond fragments to the ends of the cantilevers by hand, or by electrochemical etching. Most commercial AFM cantilevers used today are microfabricated from silicon dioxide, silicon nitride or pure silicon using photolithographic techniques [155]. A variety of silicon and silicon nitride cantilevers are commercially available with micron-scale dimensions, spring constants ranging from 0.01 to 100 N/m, and resonant frequencies ranging from 5 kHz to over 300 kHz. The two most popular cantilevers are V-shaped and rectangular cantilevers [155]. The tip is usually pyramidal in shape and made of silicon or silicon nitride. The tip of the AFM
should be sharp in order to achieve high lateral resolution. In general, the lateral resolution of AFM depends on the sharpness of the tip.

3.3.2.2. Cantilever deflection measurement

The cantilever deflection measurement technique in AFM should have the following requirements: i) high sensitivity at the sub-Angstrom level and ii) the measurement technique should have negligible influence on the cantilever deflection itself and should not cause imaging artifacts. Several different techniques to detect the cantilever deflection have been used. These techniques are tunneling [156], capacitance [157] and optical interferometry [158] methods.

In the original design of AFM by Binnig et al. [11], the cantilever deflection was measured using tunneling detector. However, the most common cantilever deflection detection system used in many commercially available AFM systems is the laser beam detection method [159]. For the AFM using the optical lever method a photodiode segmented into four closely spaced devices detects the orientation of the end of the cantilever. Initially, the light ray is set to hit the photodiodes in the middle of the two sub-diodes. Any deflection of the cantilever will cause an imbalance of the number of photons reaching the two halves. Hence the electrical currents in the photodiodes will be unbalanced. The difference signal is further amplified and is the input signal to the feedback loop. The output signal is proportional to the change in intensity on the segments. If the laser light beam moves between the upper and lower pairs of segments the
vertical deflection of the cantilever can be deduced from a proper treatment of all individual photocurrents:

$$\Delta I_{\text{vertical}} = (I_{\text{upper left}} + I_{\text{upper right}}) - (I_{\text{lower left}} + I_{\text{lower right}})$$ (3.7)

The deflection can be measured to within 0.02 nm, so for typical cantilever spring constant of 10 N/m a force as low as 0.2 nN can be detected.

The scanning of a sample with an AFM can twist the microfabricated cantilever because of lateral forces and affect the images. When the tip is subjected to lateral forces, it will twist the cantilever and the light beam reflected from the end of the cantilever will be deflected perpendicular to the ordinary deflection direction. The twisting results in a horizontal deflection of the laser spot on the surface of the photodetector:

$$\Delta I_{\text{horizontal}} = (I_{\text{upper left}} + I_{\text{lower left}}) - (I_{\text{upper right}} + I_{\text{lower right}})$$ (3.8)

For many investigations this influence of lateral forces is unwanted. The design of triangular cantilevers stems from the desire, to minimize the torsion effects. However, lateral forces open up a new dimension in force measurements. The lateral forces are used in lateral force microscopy [159] to study the frictional properties of materials. Beam deflection detection method offers the advantage of being capable of detecting simultaneously both lateral and vertical forces.
3.3.2.3. Scanner

AFM uses a piezo-electric scanner to scan the tip across the surface. An electric field applied across a piezoelectric material causes a change in the crystal structure, with expansion in some directions and contraction in others. Scanning probe microscopes use the transverse piezoelectric effect, where the applied electric field $E$ is perpendicular to the expansion/contraction direction. The most commonly used scanner is a tube scanner. They are widely used in AFM due to their simplicity and their compactness. The scanner is constructed by combining independently operated piezo electrodes for $X$, $Y$ and $Z$ into a single tube, forming a scanner which manipulates samples and probes with extreme precision in 3 dimensions. The outer electrode is segmented into four equal sectors of 90 degrees. Opposite sectors are driven by signals of the same
magnitude, but opposite sign. The inner electrode is normally driven by z signal. AFM systems can have the scanners installed in the AFM head or below the sample stage. Depending on the scanner location, either the sample or the probe head will be raster scanned during the imaging.

**3.3.2.4. Feedback mechanism**

A feedback control system is used in the AFM to keep the cantilever deflection constant. By measuring the difference signal in the photodiode quadrants, the amount of deflection can be correlated with a height. The feedback mechanism employed in the system enable the piezo-electric scanners to maintain the tip at a constant force (to obtain height information), or constant height (to obtain force information) above the sample surface. In constant force mode, as the tip is raster-scanned across the surface, the piezo will adjust the tip-sample separation so that a constant deflection set point is maintained. If there is surface asperity in the path of the tip as it scans the surface, the cantilever deflection will increase and the feedback electronics will move the z height of the scanner to the make the cantilever deflection back to the present point.
3.4. Probe-Sample Interactions in AFM

If two solids are in close proximity to each other a manifold of interactions manifesting themselves in forces can result. Some of these forces are van der Waals force, ion-ion core repulsion, capillary forces, adhesion, friction, etc. The diversity of the AFM stems from its basic operating principle - detecting the force between a sharp tip and the surface. The tip-sample force has long- and short-range contributions, which can be classified by their range and strength. Any separation of forces into categories will be arbitrary since all forces result from atomic and electronic interactions. However, the forces are usually classified according to the length scales on which they are significant. They are: (i) macroscopic forces that have a range of at least several nanometers, but are generally chemically independent and (ii) microscopic forces that are significant only at ranges of less than 1 nm, but much more sensitive to chemical identity of the atom under the tip. The AFM allows probing of a variety of attractive as well as repulsive forces, including van der Waals forces, ion-ion repulsion forces, electrostatic and magnetic forces, capillary forces, adhesion and frictional forces to mention a few.
3.4.1. Macroscopic Forces

It was mentioned above that AFM can measure variety of long-range macroscopic forces acting between the tip and the sample surface. Some of these macroscopic interaction forces between the AFM probe and the surface, like Van der Waals force and capillary forces are described briefly here.

3.4.1.1. Van der Waals force

The Van der Waals (VDW) force represents the electromagnetic interaction of fluctuating dipoles in the atoms of the tip and the surface. For two electrically neutral and non-magnetic bodies at relatively large separations, typically of the order of 1 nm or more, VDW forces usually dominate the interaction force between them. The VDW interactions lead to a negative interaction potential and thus to attractive forces. Therefore, small interactions between individual atoms of macroscopic tip and sample sum up to a resulting force on the order of several nanonewtons. Although this force is small by macroscopic standards, it exceeds the short-range chemical forces and usually dominates the probe-sample interaction. The VDW force does not vary much as a function of atomic species in comparison to chemical forces, and therefore acts as a long-range macroscopic force.

Assuming that the potential $V(r)$ between two atoms separated by a distance $r$ is known, then the force between them is defined by the gradient of that potential given by
\[ f(r) = -\nabla V(r) \]  
(3.9)

For the VDW interaction the potential is given by

\[ V(r) = -\frac{C_6}{r^6} \]  
(3.10)

where \(C_6\) is the interaction constant as defined by London [160] and is specific to the identity of the interacting atoms. The van der Waals forces usually increase in magnitude if the probe approaches the sample surface. If the outermost atom of the probe starts to penetrate the sample surface, short-range repulsive forces are introduced. Upon further approach of the probe into the sample, more and more interatomic interactions lead to a continuously increasing repulsion, while the overall long-range probe-sample interaction remains attractive in nature.

### 3.4.1.2. Capillary forces

Experiments performed using AFM must also consider the role of atmospheric humidity in the probe-sample interactions. In ambient conditions capillary forces can also be present. The presence of liquid water layers on the tip and/or the sample surface can introduce some discontinuous behavior in their interaction. At short-range distances, the liquid layers will *jump into contact*, forming a bridge of large meniscus radius between them. The meniscus causes huge attractive forces usually dominating all interactions. Moreover, the overall loading force exerted by the probe on the sample in presence of capillary force is greatly increased. This limits the resolution in contact mode and sometimes even leads to damage of the sample surface. The capillary forces can be avoided in two ways. The first one is to operate the AFM in ultra high vacuum conditions.
This reduces the adsorption of contaminants to a minimum. The second solution is to immerse both cantilever and sample in a suitable liquid [161].

Figure 3.4 shows a schematic of a sharp tip close to a sample surface. Long-range forces originate in the full volume and surface of the tip. They are shown by arrows in Figure 3.4. In addition to the above forces, other long-range forces like electrostatic and magnetostatic interactions may also occur if suitable environmental conditions are chosen or if external manipulations are undertaken in a suitable way. A detailed analysis of electrostatic and magnetostatic interactions in AFM will be discussed in a later section of this chapter.

![Figure 3.4. A schematic view of an AFM tip in close proximity to sample surface](image)

**3.4.2. Microscopic Forces**

Chemical forces rarely dominate the total force in SPM, yet they remain the most crucial interactions for understanding experimental images. The chemical forces define the atomic structure of the tip and surface and are responsible for atomic displacements when the tip is in proximity to the surface. The nature of chemical bonds that form in and between, the tip and surface are
intrinsically linked to the chemical forces. In AFM, they distinguish atomic identities and therefore are responsible for atomic resolution in images. Chemical short-range forces act when the orbitals of the tip and sample overlap, shown by crescents in Figure 3.4.

Figure 3.5 shows the interaction potential between probe and sample in AFM if the separation between them is successively decreased. As the tip approaches the sample surface, the cantilever follows the attractive force, where the probe is pulled toward the surface. Upon further approaching the probe to the sample more and more interatomic interactions lead to a continuously increasing repulsion, and the force increases steeply, while the overall long-range probe-sample interaction is still attractive. Thus the net interaction potential exhibits first a point of inflection, then an absolute minimum, followed by a situation where the repulsive short-range interactions just balance the attractive long-range interactions, and finally a regime where ultimately the repulsive interactions dominate the attractive interactions. In this regime the probe seriously penetrates the sample, first leading to elastic and finally to inelastic deformations. The potential energy between the tip and the sample causes a z component of the tip-sample force and a tip-sample spring constant. Depending on the mode of operation, the AFM uses the force or some entity derived from the force as the imaging signal.
3.5. Modes of Operation in AFM

AFM is operated primarily in two imaging modes: static and dynamic modes. The static mode is also referred to as repulsive mode or contact mode. As the name suggests, in this mode, the tip is always in contact with the sample surface. In the dynamic mode of operation, also referred to as attractive force imaging or noncontact mode, the tip is brought close to the sample surface within a few nm, and the cantilever is deliberately vibrated. In the two modes, surface topography is measured by laterally scanning the tip across the sample while simultaneously measuring the separation dependent force or force gradient between the tip and the surface. A brief description of the imaging modes of AFM is presented below.
3.5.1. Static Mode: Contact AFM

In the static mode of operation, the force translates into a deflection of the cantilever. The noise level of the force measurement is then given by the cantilever’s spring constant $k$ times the noise level of the deflection measurement. Because the deflection of the cantilever should be significantly larger than the deformation of the tip and sample, the cantilever should be much softer than the bonds between the bulk atoms in the tip and sample. Inter-atomic forces in solids are in a range of 10 N/m to about 100 N/m. Thus, typical values for $k$ in the static mode are 0.01-5 N/m. In this respect, a small value for $k$ increases the force sensitivity. Typically, V-shaped $\text{Si}_3\text{N}_4$ cantilevers with integrated pyramidal tips made of plasma enhanced chemical vapor deposition are used for contact mode imaging. Silicon nitride cantilevers are less expensive than other cantilevers. They are rugged and can be used for imaging in all environments. In the static mode, a sharp tip at the end of a cantilever is brought in contact with a sample surface. During initial contact, the atoms at the end of the tip experience a very weak repulsive force due to electronic orbital overlap with the atoms in the sample surface. With an AFM operated in the contact mode, topographic images with a vertical resolution of less than 0.1 nm (as low as 0.01 nm) and a lateral resolution of about 0.2 nm have been obtained [155]. With 0.01 nm displacement sensitivity, 10 nN to 1 pN forces are measurable [155].

The contact mode AFM can be operated in two modes: constant force and constant height. In constant force mode, a feedback control system is used in the
AFM to keep the cantilever deflection constant, i.e. a constant force is maintained throughout the scanning. As the tip is raster-scanned across the surface, the piezo will adjust the tip-sample separation so that a constant deflection set point is maintained. If there is surface asperity in the path of the tip as it scans the surface, the cantilever deflection will increase and the feedback electronics will move the z height of the scanner to the make the cantilever deflection back to the preset point. The system electronics uses a feedback loop to maintain a constant deflection by adjusting the Z height as the sample is scanned in X and Y directions. The topography of the surface is imaged by correlating the X and Y scan position of the probe with the Z height of the scanner. The very first AFM observations have all been performed using constant force mode [11]. Many of the routine AFM investigations are frequently carried out in constant force mode. Since the feedback action is ultimately limited by the response time of the feedback circuit, the scan speed in the constant force mode is limited.

In many cases, where only the nanoscale topography of the sample surface is of interest, constant height mode is used. The constant height mode is used to obtain force information. This mode is achieved by limiting the feedback response to relatively low frequencies and by recording higher-frequency deflections as a function of probe position. In this mode the cantilever deflection and consequently force is allowed to change during scanning, while keeping the height constant. Since the cantilever deflection varies during the scanning, this mode is also called variable deflection mode. Compared with the constant force mode, significantly higher scan speeds can be achieved in the constant height
mode. However, AFM measurements in the constant height mode are more difficult to interpret since they are not equiforce surfaces. For small scanning areas the variation of the forces is usually negligible and the measurements can be interpreted similarly to the constant force mode.

It is helpful to discuss the formation of topography image in contact mode using the interaction potential between the sample and probe shown in Figure 3.5. The feedback set point for an operation in the constant force or constant height mode is chosen within the regime of overall repulsive interaction. This means that the probe exerts a certain force on the sample surface. In order to keep this force constant during the scanning of the surface, the probe has to follow the nanoscale corrugation of the sample surface. Thus, it is possible to obtain nanoscale resolution images of surfaces are using AFM. Since the tip is always in contact with the sample surface during scanning, lateral forces will also be acting on the cantilever due to the friction between the tip and sample. Excessive lateral forces may be a problem for soft samples such as polymers and biological samples. In ambient environments, a layer of water vapor is usually formed on the sample surface. This leads to the formation of capillary forces resulting in jump to contact. This usually limits the spatial resolution achieved by contact mode AFM. Moreover, if the capillary forces are large enough, the sample surface may be damaged.
3.5.2. Dynamic Mode: Non-contact AFM

In the dynamic operation modes, the cantilever is deliberately vibrated. The dynamic mode of operation of the AFM is also known as non-contact mode or attractive force imaging. Non-contact mode AFM was introduced to use in situations where the tip contact may affect the sample surface in a subtle way. There are two basic methods of dynamic operation: amplitude modulation (AM) and frequency modulation (FM) operation. In AM-AFM [163], the cantilever is vibrated at a fixed frequency. Rectangular cantilevers with a spring constant in the range of 2-10 N/m are typically used for dynamic mode imaging. The stiffness of these cantilevers is high when compared to the stiffness of the contact mode AFM cantilevers. When the tip approaches the sample, elastic and inelastic interactions cause a change in both the amplitude and phase of the cantilever. These changes are used as the feedback signal. While the AM mode was initially used in a noncontact mode, it was later implemented at closer distances in ambient conditions involving repulsive tip-sample interactions. The change in amplitude in AM mode of AFM is not instantaneous with a change in tip-sample interaction but depends on the quality factor of the cantilever. Generally, the AM mode is slow with high Q-factor cantilevers. But high Q-factors are favorable for the reduction of noise. This limitation of AM-AFM has led to the development of FM-AFM. Albrecht et al. [164] combined high Q-factor and high speed by introducing the frequency modulation (FM) mode. Using the FM mode, the resolution improved dramatically and atomic resolution was obtained by reducing...
the tip-sample distance and working in vacuum [165]. In FM-AFM, the cantilever with a resonant frequency $f_0$ and spring constant $k$ is subjected to controlled positive feedback such that it oscillates with constant amplitude. In this method, the tip is brought close, but not in contact with the sample surface. The cantilever is then vibrated either in amplitude modulation mode or frequency modulation mode. The weak van der Waals attractive forces between the tip and surface are detected by the tip. Since the attractive forces from the sample are substantially weaker than the forces used by contact mode, the tip must be given a small oscillation so that the AC detection methods can be used to detect the small forces between the tip and the sample by measuring the change in amplitude, phase or frequency of the oscillating cantilever in response to force gradients from the sample. In the dynamic mode the force gradient is obtained by vibrating the cantilever and measuring the shift of resonant frequency of the cantilever. To obtain the topography of the surface, the interaction force (in this case, the attractive van der Waals forces) is either recorded directly or used as a control parameter for a feedback circuit that maintains the force derivative at a constant value. Although in this technique there is no damage to the sample, it is slow and is difficult to use, and hence is rarely used outside research environments.

3.5.3. Tapping Mode AFM

If the amplitude modulation (AM) AFM is operated in such a way the external excitation frequency is much lower than the resonant frequency, it
results in a quasi-static measurement. Consequently, this mode then can be viewed as a hybrid between the static and dynamic AFM. This mode of operation of the AFM is called intermittent contact AFM or tapping mode AFM. In the contact mode AFM, huge lateral forces are being applied to the tip during scanning and resulting in the wear of the tip and damage to samples. To minimize the effects of friction and the lateral forces on the topography measurements and to avoid damage to samples, tapping mode AFM is used [166,167]. Tapping mode AFM is used to image samples that are very soft or easily damaged or contaminated by continuous contact with tip, e.g. biological samples or soft polymers. In this mode of AFM, the cantilever/tip assembly is vibrated at the resonance frequency of the cantilever (usually 50-500 KHz) using a sinusoidal wave by a piezo mounted above it. The piezo motion causes the cantilever to oscillate with high amplitude when the tip is not in contact with the surface. The oscillating tip is then moved toward the surface until it begins to lightly tap the surface. During scanning, the vertically oscillating tip alternately contacts the surface and lifts off the surface. A feedback loop keeps the average normal force constant.

As the cantilever begins to intermittently contact the surface, the cantilever oscillation is necessarily reduced due to energy loss caused by the tip contacting the surface. As the cantilever begins to intermittently contact the surface, the resonant characteristics of the cantilever are changed. The reduction in oscillation amplitude is used to identify and measure surface features. Rectangular silicon single crystal cantilever with integrated pyramidal tips are
generally used in tapping mode applications. The tip and cantilever are an integrated assembly of single crystal silicon produced by etching techniques. These probes are much stiffer than the silicon nitride cantilevers used in contact mode AFM. Tapping mode inherently prevents the tip from sticking to the surface and causing damage to the sample during scanning. Unlike contact and noncontact modes, it has sufficient oscillation amplitude to overcome the tip-sample adhesion forces. There are no shear forces since the applied force is always vertical.

In addition to the above described modes, AFM can also be operated in lift mode. Lift mode is not an analytical mode, but a measurement approach that allows the imaging of relatively weak but long-range interactions while minimizing the influence of topography. Lift mode can be used in both static and dynamic imaging modes. Measurements are taken in two passes across each scan line; each pass consists of one trace and one retrace. In the first pass, topographical data is taken in tapping mode on one trace and retrace. The tip is then raised to the lift scan height and a second trace and retrace is performed while maintaining a constant separation between the tip and the local surface topography. Long range interactions are detected during this second pass. Using lift mode, topographical features are virtually absent from the image with the long-range forces.
3.6. Force-Distance Curves in AFM

To determine the optimum settings for the cantilever tip-material interaction in topographic measurements, it is often useful to directly record the force on the cantilever as the probe tip is brought close to the surface of the sample and then pulled away. This gives information about the long-range attractive or repulsive forces between the tip and the sample surface, elucidating local chemical and mechanical properties like adhesion and elasticity. Force curve [168] is a plot of the force between the tip and the sample as their distance is changed. This is the most important feature in an atomic force microscope. Many of the features in the images as well as modification of AFM to image other physical properties other than topography depend upon the understanding of the various probe sample interactions. Optimizing the force acting on the tip becomes essential to obtain good quality images. The force applied should not be so low that the tip gets retracted from the surface and also should not be too high that the tip indents the surface. An optimum force has to be applied by the tip on the surface. This optimum force can be identified by obtaining force curves.

A typical experimental force curve obtained by an AFM is shown in Figure 3.6. Force curves typically show the deflection of the free end of the cantilever as the fixed end of the cantilever is brought vertically towards and then away from the sample surface. Experimentally, this is done by applying a triangle wave voltage pattern to the electrodes for the z-axis scanner. This causes the scanner to expand and then contract in the vertical direction, generating relative motion
between the cantilever and sample. The deflection of the free end of the cantilever is measured and plotted at many points as the z-axis scanner extends the cantilever towards the surface and then retracts it again. By controlling the amplitude and frequency of the triangle wave voltage pattern, the distance and the speed the AFM cantilever tip travels during the force measurement can be varied.

Some of the important features along a typical force curve are shown schematically in the Figure 3.6. The beginnings of the cantilever’s travel (A) not in contact with the surface. In this region if the cantilever feels a long-range attractive (or repulsive) force it will deflect downwards (or upwards) before making contact with the surface. As the tip is brought very close to the surface, it may jump into contact (B) if it feels sufficient attractive force from the sample. Once the tip is in contact with the surface, cantilever deflection will increase (C) as the fixed end of the cantilever is brought closer to the sample. If the cantilever is sufficiently stiff, the probe tip may indent into the surface at this point. In this case, the slope or shape of the contact part of the force curve (C) can provide information about the elasticity of the sample surface.

After loading the cantilever to a desired force value, the process is reversed. As the cantilever is withdrawn, adhesion or bonds formed during contact with the surface may cause the cantilever to adhere to the sample (D) some distance past the initial contact pint on the approach curve (B). A key measurement of the AFM force curve is the point (E) at which the adhesion is broken and the cantilever comes free from the surface. This can be used to
measure the rupture force required to break the bond or strength of adhesive forces.

One of the first uses of force measurements was to improve the quality of the AFM images by monitoring and minimizing the attractive forces between the tip and surface. Large adhesive forces can reduce imaging resolution, damage the sample and probe and/or create unwanted artifacts. The force measurements in AFM are now increasingly used not only for improving the quality of images but also to investigate various types of forces between the surfaces, measuring the thickness of the adsorbed molecular layers, nano-indentation studies.

Figure 3.6. Typical experimental force-distance curve and the points along a force curve
3.7. Electrostatic and Magnetostatic Interactions in AFM

Previously, it was mentioned that at relatively large separation distances, long-range forces such as van der Waals force and capillary force dominate the interaction between the probe and sample. This is true for any given experiment since it represents the general behavior of two solids brought into sufficiently close proximity. However, a couple of additional long-range interactions can result if suitable environmental conditions are chosen or if external manipulations are undertaken in a suitable way. These forces are electrostatic and magnetostatic interactions of a charged probe and a ferromagnetic probe respectively with the samples. These long-range electrostatic and magnetostatic interactions in AFM can be used to map the electrical and magnetic properties respectively.

3.7.1. Electrostatic Interactions

If a potential difference $V$ is applied between the probe and sample, the resulting Coulomb force is given by

$$F_c = \varphi(d)V^2$$

(3.11)

where $\varphi$ depends on the geometry of the probe, on the local geometrical configuration of the sample surface, on the dielectric environment and explicitly on the probe-sample spacing $d$. If the probe-sample arrangement is modeled by
a simple parallel-plate capacitor with an electrode area $A$ involving a dielectric medium of relative constant $\varepsilon_r$, then $\varphi$ can be written as

$$\varphi(d) = \frac{\varepsilon_0 \varepsilon_r A}{2d^2}$$

(3.12)

where $\varepsilon_0$ is the dielectric constant of vacuum. The difference in surface potential of the probe and tip produces an electrostatic energy given by

$$E_{elec} = \frac{1}{2} CV^2$$

(3.13)

where $C$ is the tip-sample capacitance.

The long-range electrostatic interactions can be exploited to image different electrical and dielectric properties using AFM. For example, if a bias voltage is applied between the conductive tip and the sample, and if the AFM is operated in lift mode, the cantilever is sensitive to the long-range electrostatic forces between the tip and the sample. Coulomb interactions provide an additional long-range attractive contribution. Charges of equal sign on probe and sample would in contrast lead to repulsive forces. Thus, a map of electrostatic variations of the sample surface can be obtained. Similarly, if the tip and probe are operated in contact mode, currents can be measured. This mode is called tunneling AFM or conductive AFM. The Coulomb force given in Eq. (3.11) exhibits a square dependence in the local electrical potential which opens up the possibility to measure potential variations across the sample surfaces. Since $\varphi$ depends on the relative dielectric constant of the sample surface, the electrostatic interactions resulting in the capacitance forces can be used to measure the dielectric properties of the sample surface. (For example,
piezoresponse force microscopy). Also, it has been demonstrated that the electrostatic interactions can also be applied for nonelectrical measurements in order to separate topographical influences from the long-range interactions of interest [169].

### 3.7.2. Magnetostatic Interactions

If the probe and the sample are both ferromagnetic, then the resulting long-range magnetostatic interactions can either be repulsive or attractive. For a ferromagnetic tip and sample, the magnetic force contribution can be calculated by first estimating the magnetic moment of the tip and then applying

\[ F = \nabla (mB) \]  

where \( m \) is the magnetic moment and \( B \) is the magnetic flux density. For a setup with a ferromagnetic tip and a paramagnetic/diamagnetic sample the force will be due to the interaction of the induced moment in the sample and the diverging field of the tip.

The additional long-range interaction forces can be utilized to modify the AFM to characterize magnetic properties. In order to detect the local magnetostatic interactions using an AFM, both the probe and the sample have to be ferromagnetic. The interactions can be imaged by using lift mode so that the long range interaction effects can be isolated from the topographic effects, so that the topography and the magnetic forces can be imaged simultaneously. One
of the most important derivatives of noncontact AFM is the magnetic force microscopy (MFM). The microscope’s cantilever is attached with a ferromagnetic tip. The magnetic tip is raster-scanned near the sample surface. The sample’s magnetic volume and surface charges lead to a locally varying magnetostatic interaction, which is then detected by either DC (static) or AC (dynamic) detection techniques. AC detection techniques are sensitive to the resonant frequency of the cantilever, depending on the force gradient between the tip and sample. Both the force and force gradient are related to the magnetic field or spatial derivatives of the magnetic field from the sample.

In general, MFM consists of a sharp magnetic tip attached to a cantilever positioned near the sample surface. The cantilever is mounted on a piezoelectric scanner and is driven at a frequency just above the resonant frequency of the cantilever. The oscillating tip is raster scanned across the sample surface in lift mode. In lift mode, the topography of the surface is obtained first in tapping mode and then the tip is raised to a pre-determined height (typically 10-500 nm) above the sample surface. The magnetic tip interacts with the stray magnetic field emanating from the sample. The surface topography is scanned while being monitored for the influence of magnetic forces. These influences are measured using the principle of force gradient detection. The force or force gradient which is exerted on the scanned tip by the sample is measured as a function of the tip position. The presence of magnetic forces on the tip modifies the effective spring constant and shifts the resonance frequency of the cantilever. The frequency shift is detected in three ways: phase detection, which measures the cantilever's
phase of oscillation relative to the piezo drive; amplitude detection, which tracks variations in oscillation amplitude; and frequency modulation, which directly tracks shifts in resonant frequency. Phase detection and frequency modulation generally produces results that are superior to amplitude detection. The topographic and magnetic images are obtained simultaneously. MFM requires ferromagnetic probes that interact with the near-surface stray magnetic fields of the sample. In order to equip microfabricated cantilevers with some magnetic sensitivity, they have to be coated with magnetic thin films. This is usually done by thermal evaporation or sputter deposition of suitable ferromagnetic metals or metal compounds.

3.8. MFM Based Eddy Current Microscopy

In conventional magnetic force microscopy, an oscillating ferromagnetic probe is scanned above the sample surface. The magnetostatic force acting on the cantilever is measured and used to image the magnetostatic variations across the sample surface. In most cases, this magnetostatic interaction is used to generate an image of local magnetic properties. However, according to Faraday’s law, an oscillating magnetic field induces eddy currents in a conducting material. Therefore, in the case of MFM, the oscillating probe should induce eddy currents in the sample. Consequently, the forces due to the eddy currents generated in the sample affects the oscillation of the cantilever.
Based on this principle, Hoffmann et al. [17] developed an eddy current microscopy technique capable of imaging local electrical conductivity variations with nanometer scale resolution. The technique involves vibrating a cantilever with a magnetic tip above a conducting surface. The oscillating magnetic probe induces eddy currents in the material. These currents lead to an electrodynamic interaction between the probe and sample. The eddy currents in the conducting sample generate opposing magnetic field resulting in the change of the amplitude of the vibrating magnetic tip. Silicon cantilevers with resonant frequencies ranging from 20 to 60 kHz and with spring constants ranging from 0.3 to 3 N/m are used. For conductivity mapping, the cantilevers were first coated by a 90 nm Cr layer. The AFM was operated in lift mode. The topography of the sample is obtained first and then the cantilever is lifted to a height of about 30-50 nm, based on the topography of the sample. When the tip is lifted, it is sensitive only to the long-range magnetic forces between the tip and the probe. Electrical conductivity images were obtained on a sample consisting of TiC precipitates in Al$_2$O$_3$ matrix. When the tip scanned over the insulating matrix, the oscillating cantilever does not show much variation in the amplitude or phase. On the other hand, when the tip is scanned over the conductive precipitates, eddy currents are generated in the precipitates producing an opposing magnetic field. As a consequence, the oscillation of the probe is affected, leading to a contrast in the phase, amplitude or frequency-shift. The amplitude gets dampened due to the opposing magnetic field. Thus the conducting region appears with dark contrast due to the reduction in amplitude, while insulating region appears with bright
contrast. The changes in the vibration characteristics of the cantilever are used to image local variation in electrical conductivity. A phase shift of 1° is also detected. Using this technique, Hoffmann et al. reported electrical conductivity images with a lateral resolution of about 100 nm.

In contact mode AFM, the sample surface is prone to damage due to excessive forces between the tip and the sample surface. This is due to the fact that the tip is always in contact with the sample surface. In MFM, in spite of relatively large separation distances, there is a potential for sample perturbation. If the stray field of the magnetic tip is too high the magnetization of the sample can affected during scanning. In order to circumvent this problem, Hoffmann and his co-workers used the same experimental setup, but with a non-ferromagnetic tip, to image the magnetic properties in a nondestructive way. In order to image magnetic properties, the silicon probe was coated by a nonmagnetic Au thin film with a thickness of 60 nm. The probe is oscillated at close proximity to the magnetic samples. In this way, eddy currents are induced within the probe, giving rise to a contrast based on local variations in magnetic properties. Using this experimental configuration, they imaged the magnetic domains in commercial hard disk recording heads and a soft magnetic material.

Even though a significant improvement in spatial resolution can be obtained by the eddy current microscopy developed by Hoffmann et al., for a conventional magnetic tip, the damping force is expected to be very weak [170] and hence the technique is not expected to be sensitive to small variations in electrical conductivity. While developing a theoretical model of the changes
caused by eddy current to the vibration characteristics of the cantilever, Hirsekorn et al. [170] raised concerns about the sensitivity of the system used by Hoffmann et al., for small changes in electrical conductivity. Recently, following an approach similar to that of Hoffmann et al., Lantz et al. [18] developed an eddy current imaging system with magnetic probes with large magnetic stray field to improve the sensitivity of the eddy current microscopy. The large magnetic field strength is generated by attaching FeNdBLa spherical magnetic particles with radii ranging from 650 to 1000 nm to the end of single crystal silicon cantilever. The cantilevers used have a typical spring constant of 2-2.5 N/m and a resonant frequency of 60-70 kHz. The magnetic stray field of the permanent magnet is at least six orders of magnitude larger than magnetic thin film coated tip used by Hoffmann et al. Resistivity measurements were demonstrated on a silicon test structure with a staircase doping profile having varying resistivities. Even though the sensitivity of the system is greatly enhanced, the spatial resolution that was achieved was of the order of the size of the magnetic particle used, in this case, about 650 nm. In order to improve the lateral resolution, they performed the same experiment in UHV conditions where the absence of viscous damping effects results in an increase in the quality factor of the cantilever and thus an increase in the minimum measurable dissipation force. A lateral resolution of about 180 nm was achieved in vacuum. However, the spatial resolution is still poor than the 100 nm resolution achieved reported by Hoffmann et al.
3.8.1. Improving Spatial Resolution and Sensitivity in Eddy Current Microscopy

From the above discussion it is evident that using the conventional magnetic force microscopy configuration it is difficult to achieve both high spatial resolution and high sensitivity to local variations in electrical conductivity. A definite way of improving the sensitivity to local variations in conductivity is to use a permanent magnetic particle as a tip. However, this is not always practical, particularly when nanoscale spatial resolution is needed. Another way of increasing the sensitivity is to improve the ability of the cantilever to detect small variations in the forces due to the variations in the property. In general, with a decrease in the spring constant of the cantilever, the ability of the cantilever to detect small forces increases, thus increasing the sensitivity of the force detection. However, in conventional magnetic force microscopy techniques, a stiffer cantilever, vibrated at its resonant frequency, is used in order to make the cantilever sensitive only to the long-range magnetic forces. But by using a stiffer cantilever, it is difficult to measure small forces generated due to very small variations in the electrical conductivity. Therefore, for better sensitivity, a flexible cantilever is recommended. However, the cantilever has to be operated in such a way that it is not deliberately vibrated but only sensitive to long-range magnetic forces. The magnetic tips used in conventional magnetic force microscopy techniques have small magnetic field strength. Therefore, the eddy current density that can be induced in the sample material is limited. Moreover, the
strength of magnetic field cannot be increased and hence the eddy current density cannot be adjusted in different materials. An alternative to this would be to externally control the eddy current density generated in the sample and use a commercially available magnetic probe. Thus, the eddy current density in the material can be independently adjusted according to the electrical conductivity of the sample.

The above considerations led to the development of a high-resolution electrical conductivity imaging technique described in this dissertation. The technique is based on a simple principle- detecting the relevant forces due to the interactions between a probe and the sample. These interactions occur due to the generation of the electromagnetic forces in the materials. To detect the changes in the local electrical conductivity of the sample, a magnetic tip is used to map the secondary magnetic field generated by the eddy currents in the sample. To improve the resolution and the sensitivity of the measurement the following were adapted:

(i) a flexible cantilever

(ii) an electromagnetic coil to independently adjust the eddy current intensity in different materials. Instead of vibrating the cantilever, in this technique, the sample is placed in a time-varying magnetic field generated by the coil.

In addition, to separate the topography and the electrical conductivity images from the signal coming out of the AFM photodiode detector, a detector electronics consisting of a lock-in amplifier and an oscilloscope is used. Thus, the topography and the conductivity images can be obtained simultaneously.
The scanning eddy current imaging technique described in this dissertation is capable of imaging magnetic and ferroelectric properties in addition to the electrical conductivity, with some modifications. The major modification is using a different probe for different property. The objective of this research work is to show how a local probe can be used to detect various probe-sample interactions in order to build a multiple material characterization technique based on a single instrument. By combining the principles of AFM and eddy currents, these techniques are capable of achieving high spatial resolution and high sensitivity to local variations in material properties.
CHAPTER 4

DEVELOPMENT OF SCANNING EDDY CURRENT FORCE MICROSCOPY (SECFM)

4.1. Introduction

The principles of working of an AFM and the various interactions between the probe and the sample surface are described in detail in the last chapter. This chapter describes how the AFM is modified to measure the eddy current forces and image the local electrical conductivity variations. The most important element of the AFM is the force sensor. In order to achieve maximum sensitivity, the cantilever should be able to detect small forces generated by the eddy currents in the experiment. Therefore selecting an appropriate cantilever with the required spring constant is important for enhancing the sensitivity of the technique. A mathematical model is first developed to calculate the magnitude of the eddy current forces in a typical metal. The model describes the electrodynamic interactions between the magnetic field of eddy currents and a magnetic tip. The eddy current forces are calculated theoretically for a typical metal. Based on the calculated forces, a suitable cantilever is selected.
To solve an electromagnetic field problem, one must start from the Maxwell’s equations. Maxwell’s equations are a set of four equations that describe the properties of electric and magnetic fields and relate them to their sources, charge density and current density. The Maxwell’s equations have to be modified to accommodate the quasi-static nature of the eddy currents. The modified Maxwell’s equations along with necessary boundary conditions are used to calculate the magnetic field strength generated by the eddy currents in a metallic thin plate sample. The magnetic field strength of a typical magnetic tip used in magnetic force microscopy is calculated using monopole and dipole approximations. After calculating the magnetic field strengths of eddy currents and the magnetic tip, the interaction force between the magnetic fields is calculated using a simple mathematic model. The selection of a suitable AFM cantilever sensitive to the calculated eddy current forces is described. Also, a suitable electromagnetic coil is designed for inducing eddy currents in the sample material.

Finally, the necessary modifications to convert the traditional AFM into an eddy current imaging system are described. The modifications are external instrumentation to generate, control the eddy currents in the material and detect the eddy current signals coming out of the photo-diode detector of the AFM. The separation of topography and electrical conductivity images from the AFM signal is discussed. The experimental measurement of eddy current forces is described.
4.2. Maxwell’s Equations

The state of excitation which is established in space by the presence of electric charges is said to constitute an electromagnetic field. It is represented by two vectors, \( \mathbf{E} \) and \( \mathbf{B} \), called the electric field and magnetic induction respectively. The relation between \( \mathbf{E} \) and \( \mathbf{B} \) are given by a set of four fundamental equations, namely, Gauss’s law for electric fields, Gauss’s law for magnetic fields, Faraday’s law, and Ampere’s law. The four laws, in integral form, are given by:

Gauss’s law for electricity:  
\[
\oint_{\text{closed surface}} \mathbf{E} \cdot d\mathbf{A} = \frac{Q_{\text{enc}}}{\varepsilon_0}
\]  
(4.1a)

Gauss’s law for magnetism:  
\[
\oint_{\text{closed surface}} \mathbf{B} \cdot d\mathbf{A} = 0
\]  
(4.1b)

Faraday’s law:  
\[
\oint \mathbf{E} \cdot d\mathbf{s} = -\frac{d\Phi_B}{dt}
\]  
(4.1c)

Ampere’s law:  
\[
\oint \mathbf{B} \cdot d\mathbf{s} = \mu_0 \mathcal{J}_{\text{enc}}
\]  
(4.1d)

where \( \varepsilon_0 \) is the electric permittivity of free space, \( \mu_0 \) is the magnetic permeability of free space, and \( \mathcal{J} \) is the volume current density. The electric permittivity of free space has the numerical value of

\[
\varepsilon_0 = 8.85 \times 10^{-12} \text{ C}^2 / \text{Nm}^2
\]  
(4.2)

and the magnetic permeability of free space has the numerical value of

\[
\mu_0 = 4\pi \times 10^{-7} \text{ N} / \text{A}^2
\]  
(4.3)
The Gauss’s law for electricity (Eq. (4.1a)) states that the electric flux through any closed surface equals the charge enclosed \( Q_{\text{enc}} \). Gauss’ law is the basic theorem of electrostatics. It is a necessary consequence of the inverse-square law of Coulomb. The flux tubes of a static electric field originate and end on electric charges. On the other hand, tubes of magnetic flux are continuous. They have no sources or sinks. This is a fundamental difference between static electric and magnetic fields. Since it is continuous, the number of magnetic flux tubes entering a volume must leave it. This is given by Gauss’s law for magnetism, Eq. (4.1b). The Faraday’s law states that a changing magnetic field induces an electric field. In other words, a changing magnetic flux \( \frac{d\phi}{dt} \) induces an emf in the conductor. This phenomenon is known as electromagnetic induction. The negative sign in Faraday’s law indicates the direction of the magnetic field. This is explained by Lenz’s law which states that the induced currents set up a magnetic field which opposes the cause of the induced current. Ampere’s law states that the line integral of magnetic field along any closed path is directly proportional to the net electric current crossing any surface bounded by the closed path.

The four fundamental laws of electromagnetics in differential form are given as

\[
\text{Gauss’s law for electricity: } \nabla \cdot E = \frac{1}{\varepsilon_0} \rho \quad (4.4a)
\]

\[
\text{Gauss’s law for magnetism: } \nabla \cdot B = 0 \quad (4.4b)
\]

\[
\text{Faraday’s law: } \nabla \times E = -\frac{\partial B}{\partial t} \quad (4.4c)
\]
Ampere’s law: \( \nabla \times B = \mu_0 J \) \hspace{1cm} (4.4d)

where \( \rho \) is the charge density and \( J \) is called current density.

The set of equations given in Eq. 4.4(a-d) represent the state of electromagnetic theory over a century ago when Maxwell began his work. However, Maxwell noticed a fundamental flaw in the Ampere’s law. If divergence is applied to Eq. (4.4d), we have

\[
\nabla \cdot (\nabla \times B) = \mu_0 (\nabla \cdot J)
\]

(4.5)

Since divergence of a curl is always zero, the left hand side of Eq. (4.5) must be zero. However, the right side of the equation is not always zero. For steady currents, \( \nabla \cdot J = 0 \), but evidently when dynamic currents are involved the divergence cannot be zero. Thus Ampere’s law is bound to fail for non-steady currents. A qualitative analysis of the failure of Ampere’s law for non-steady currents can be provided by taking an example of charging up a capacitor.

Suppose, a capacitor with two conducting plates separated by a distance \( d \), is being charged. While the capacitor was charging, positive charge accumulates on one plate, and negative charge accumulates on the other, but no current passes between the plates. A capacitor is essentially a gap in a circuit, but because of its nature, the circuit is still complete. However, using Ampere’s law to find the magnetic field at a point in space, it is possible to select one closed loop passing through the capacitor, so that no current passes through the closed loop. This would indicate that there was no magnetic field at that point. However, if another closed loop is selected for the same point such that it passes through the wire this time, current flows in the wire and hence there would be a magnetic
field at the same point. Clearly, this is a contradiction. Maxwell corrected the Ampere's law by introducing a new term to the equation of the Ampere's law.

Applying continuity equation \((\nabla \cdot J = -\frac{\partial \rho}{\partial t})\) and Gauss's law (Eq. (4.4a), the divergence of \(J\) can be written as

\[
\nabla \cdot J = -\frac{\partial \rho}{\partial t} = -\frac{\partial}{\partial t} (\varepsilon_0 \nabla \cdot E) = -\nabla \cdot (\varepsilon_0 \frac{\partial E}{\partial t})
\]

Maxwell added the term \(\varepsilon_0 \frac{\partial E}{\partial t}\) to the Ampere's law and the modified Ampere's law is given by

\[
\nabla \times B = \mu_0 J + \mu_0 \varepsilon_0 \frac{\partial E}{\partial t}
\]

Such a modification to the Ampere's law changes nothing, as far as magnetostatics is concerned: When \(E\) is constant, the original Ampere's law still holds good. In fact, Maxwell's term is hard to detect in ordinary electromagnetic experiments. However, it plays a crucial role in the propagation of electromagnetic waves. From the modified Ampere's law, it can be clearly seen that just as a changing magnetic field induces an electric field, a changing electric field induces an electric field. Maxwell termed the extra term used in Ampere's law the displacement current.

The final form of the Maxwell's equations after the correction to the Ampere's law in differential form is given as:
\[ \nabla \cdot E = \frac{1}{\varepsilon_0} \rho \]
\[ \nabla \cdot B = 0 \]
\[ \nabla \times E = -\frac{\partial B}{\partial t} \]
\[ \nabla \times B = \mu_0 J + \mu_0 \varepsilon_0 \frac{\partial E}{\partial t} \]

Together with the force law
\[ F = q(E + v \times B) \]

the Maxwell’s equations summarize the entire theoretical content of classical electrodynamics. In free space, where \( \rho \) and \( J \) vanish, the Maxwell’s equations in differential form reduce to:

\[ \nabla \cdot E = 0 \]
\[ \nabla \cdot B = 0 \]
\[ \nabla \times E = -\frac{\partial B}{\partial t} \]
\[ \nabla \times B = \mu_0 \varepsilon_0 \frac{\partial E}{\partial t} \]

### 4.2.1. Maxwell’s Equations in Matter

The set of equations given by Eq. (4.8) gives the Maxwell’s equations in general. However, when the materials are subjected to electric and magnetic polarization, the Maxwell’s equations need to be reformulated in terms of the interactions of the materials with the fields. Maxwell’s equations in matter are formulated in terms of free charges and currents.

An electric polarization \( \mathbf{P} \) produces a bound charge density given by
\[ \rho_b = -\nabla \cdot P \]  
(4.11)

Similarly a magnetic polarization (or magnetization) \( M \) results in a bound current given by

\[ J_b = \nabla \times M \]  
(4.12)

Any change in the electric polarization involves a flow of bound charge which must be included in the total current. This current density, denoted by \( J_p \) is given by

\[ J_p = \frac{\partial P}{\partial t} \]  
(4.13)

This polarization current has nothing to do with the bound current \( J_b \). The latter is associated with magnetization of the material and involves the spin and orbital motion of electrons; \( J_p \), on the other hand, is the result of the linear motion of charge when the electric polarization changes. The total charge density can then be separated into two parts: bound and free charge densities.

\[ \rho = \rho_f + \rho_b = \rho_f - \nabla \cdot P \]  
(4.14)

The current density is separated into three parts:

\[ J = J_f + J_b + J_p = J_f + \nabla \times M + \frac{\partial P}{\partial t} \]  
(4.15)

Gauss’s law can now be written as

\[ \nabla \cdot E = \frac{1}{\varepsilon_0} (\rho_f - \nabla \cdot P) \]  
(4.16)

The above equation can also be written as

\[ \nabla \cdot D = \rho_f \]  
(4.17)

where \( D \) is known as electric displacement and given by
\[ D = \varepsilon_0 E + P \quad (4.18) \]

The Ampere-Maxwell law becomes

\[ \nabla \times B = \mu_0 \left( J_f + \nabla \times M + \frac{\partial P}{\partial t} \right) + \mu_0 \varepsilon_0 \frac{\partial E}{\partial t} \quad (4.19) \]

Eq. (4.19) can also be written as

\[ \nabla \times H = J_f + \frac{\partial D}{\partial t} \quad (4.20) \]

where \( H \) can be written as

\[ H \equiv \frac{1}{\mu_0} B - M \quad (4.21) \]

\( H \) is called the magnetic field strength. Faraday’s law and Gauss’s law for magnetism are not affected by the separation of charge and current into free and bound parts, since they do not involve \( \rho \) or \( J \). Therefore, the Maxwell’s equations in matter can be summarized as

\[ \begin{align*}
\nabla \cdot D &= \rho_f \\
\nabla \cdot B &= 0 \\
\nabla \times E &= -\frac{\partial B}{\partial t} \\
\nabla \times H &= J_f + \frac{\partial D}{\partial t}
\end{align*} \quad (4.22) \]

The Maxwell’s equations given by Eq. (4.22) reflect a convenient division of charge and current into free and nonfree parts. However, since the equations contain both \( E \) and \( D \), and both \( B \) and \( H \), they must be supplemented by appropriate constitutive relations. In electromagnetics, there are four fundamental constitutive relationships to describe the response of a medium to a variety of electromagnetic input. Two of them describe the relationship between the electric...
field $E$ and the conductive current $J$, and the electric displacement $D$, and the
other two describe the relationship between the magnetic field $H$ and the
magnetic induction $B$, and the magnetic polarization $M$. These relations depend
on the nature of the material. For linear media, the constitutive relations are given
by the following equations:

\[ J = \sigma E \]  \hspace{2cm} (4.23)

\[ D = \varepsilon E \]  \hspace{2cm} (4.24)

\[ B = \mu H \]  \hspace{2cm} (4.25)

\[ M = \chi H \]  \hspace{2cm} (4.26)

where $\sigma$ is the electric conductivity, $\varepsilon$ is the dielectric permittivity, $\mu$ is the
magnetic permeability, and $\chi$ is the magnetic susceptibility. For a more
convenient mathematical manipulation and using the SI unit system, the electric
permittivity and magnetic permeability can be written as

\[ \varepsilon = \varepsilon_r \varepsilon_0 \] \hspace{2cm} (4.27)

\[ \mu = \mu_r \mu_0 \] \hspace{2cm} (4.28)

where $\varepsilon_r$ and $\mu_r$ relative dimensionless values of dielectric permittivity and
magnetic permeability of a given material respectively. The Maxwell's equations
are of profound importance and together with boundary conditions, continuity and
other auxiliary relations, form the basic tools for the analysis of electromagnetic
problems.
4.3. Electromagnetic Field Equations

Problems involving magnetic fields and current flow are formulated in terms of differential or integral equations as described above. A differential equation describes the behavior of the magnetic field, or some related quantity, at a point in terms of the local source current density. The equation is then solved within a given region, and the influence of sources outside the region is conveyed to the solution by the boundary conditions. Integral equations, on the other hand, express the field in terms of all the sources, the effect of the sources being summed to derive the resultant field. Even though the integral approach seems to be a better way of solving than the differential equation approach, integral equations are usually much more difficult to solve. One reason is that the time rate of change of the magnetic field produces eddy currents, so that the field also appears in the integrand. Hence in the following analysis of the electromagnetic fields, differential approach is taken to solve the electromagnetic fields.

It can be seen from the last two equations of Eq. (4.28) that the electric field and magnetic field from Ampere’s law and Faraday’s law are coupled with each other. They clearly show the coupling nature of the electromagnetic induction. However, it is relatively more cumbersome to solve those equations mathematically. If the two equations can be de-coupled, it would be easy to solve these equations for the fields.

Consider the Maxwell-Ampere law

\[ \nabla \times \vec{H} = \vec{J} + \frac{\partial \vec{D}}{\partial t} \]  

(4.29)
Applying curl on both sides of Eq. (4.35), we have

$$\nabla \times (\nabla \times \vec{H}) = \nabla \times \vec{J} + \nabla \times \frac{\partial \vec{D}}{\partial t} \tag{4.30}$$

Substituting Eq. (4.29) and Eq. (4.30) in the above equation,

$$\nabla \times (\nabla \times \vec{H}) = \nabla \times (\sigma \vec{E}) + \nabla \times (\varepsilon \frac{\partial \vec{E}}{\partial t}) \tag{4.31}$$

From vector algebra,

$$\nabla \times (\nabla \times \vec{H}) = \nabla (\nabla \cdot \vec{H}) - \nabla^2 \vec{H} \tag{4.32}$$

where \( \nabla^2 \) denotes the Laplace operator given by

$$\nabla^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \tag{4.33}$$

and

$$\nabla \times (\sigma \vec{E}) = \sigma (\nabla \times \vec{E}) + (\nabla \sigma) \times \vec{E} \tag{4.34}$$

Substituting Eq. (4.38) and Eq. (4.40) in Eq. (4.37), we have

$$\nabla (\nabla \cdot \vec{H}) - \nabla^2 \vec{H} = \sigma (\nabla \times \vec{E}) + (\nabla \sigma) \times \vec{E} + \nabla \left( \varepsilon \frac{\partial \vec{E}}{\partial t} \right) \tag{4.35}$$

Now, using Eq. (4.31), and the fact that divergence of \( \vec{B} \) is zero, the first term on the left hand side of Eq. (4.41) reduces to

$$\nabla (\nabla \cdot \vec{H}) = \nabla \left( \frac{1}{\mu} \nabla \cdot \vec{B} \right) = 0 \tag{4.36}$$

Using the Faraday’s law from Eq. (4.28), Eq.(4.41) can now be written as

$$-\nabla^2 \vec{H} = \sigma \left( -\frac{\partial \vec{B}}{\partial t} \right) + (\nabla \sigma) \times \vec{E} + \varepsilon \frac{\partial}{\partial t} \left( \nabla \times \vec{E} \right) \tag{4.37}$$

$$= \sigma \left( -\frac{\partial \vec{B}}{\partial t} \right) + (\nabla \sigma) \times \vec{E} - \varepsilon \frac{\partial}{\partial t} \frac{\partial \vec{B}}{\partial t} \tag{4.38}$$
For a linear magnetic or nonmagnetic material of constant conductivity, $\nabla \sigma = 0$, and also using the constitutive relation, $\mathbf{B} = \mu \mathbf{H}$, Eq. (4.44) becomes

$$\nabla^2 \tilde{H} = \sigma \mu \frac{\partial \tilde{H}}{\partial t} + \mu \frac{\partial^2 \tilde{H}}{\partial t^2}$$

(4.39)

Using the same argument and similar approach a similar equation for electric field using the Faraday’s law can be obtained and is given by

$$\nabla^2 \tilde{E} = \sigma \mu \frac{\partial \tilde{E}}{\partial t} + \mu \frac{\partial^2 \tilde{H}}{\partial t^2}$$

(4.40)

Eq. (4.39) and (4.40) are the de-coupled equations of the Faraday’s law and Ampere-Maxwell’s law and only one physical quantity either the electric field or the magnetic field appears in one equation.

In a variable field of frequency $\omega$, the time variation of the electric field is in a simple harmonic form given by

$$\tilde{E}(t) = E e^{-i\omega t}$$

(4.41)

The first and second derivatives of Eq. (4.47) are given by

$$\frac{\partial \tilde{E}}{\partial t} = -i \omega \tilde{E}$$

(4.42)

and

$$\frac{\partial^2 \tilde{E}}{\partial t^2} = -\omega^2 \tilde{E}$$

(4.43)

Substituting Eqs. (4.48) and (4.49) into Eq. (4.46),

$$\nabla^2 \tilde{E} = -i \sigma \omega \tilde{E} - \epsilon \mu \omega^2 \tilde{E}$$

(4.44)

Eq. (4.50) can be re-written as

$$\nabla^2 \tilde{E} = -\omega^2 \mu \left(1 + \frac{\sigma}{\epsilon \omega} i\right) \tilde{E}$$

(4.45)
or

\[ \nabla^2 E + k^2 E = 0 \]  \hspace{1cm}(4.46)

where

\[ k^2 = \omega^2 \mu \left( 1 + \frac{\sigma}{\omega \varepsilon} i \right) \]  \hspace{1cm}(4.47)

Following a similar approach with magnetic field, we can derive a similar equation for magnetic field given by

\[ \nabla^2 \vec{H} + k^2 \vec{H} = 0 \]  \hspace{1cm}(4.48)

Eqs. (4.52) and (4.54) are known as Helmholtz equations. It is clear that in Eq. (4.53), if the second term in the bracket on the right hand side has a value much higher than one, then \( k^2 \) has a significant imaginary part so that the Helmholtz equation essentially represents diffusion equation. On the other hand, if it is much less than one, \( k^2 \) has a significant real part so that the Helmholtz equation essentially represents a wave equation. The term \( k \) is related to the penetration depth of the electromagnetic field into a conductor.

If \( \sigma >> \omega \varepsilon \), Eqs. (4.45) and (4.46) can be written as

\[ \nabla^2 \vec{H} \approx \sigma \mu \frac{\partial \vec{H}}{\partial t} \]  \hspace{1cm}(4.49)

\[ \nabla^2 \vec{E} \approx \sigma \mu \frac{\partial \vec{E}}{\partial t} \]  \hspace{1cm}(4.50)

In this case, electrical conductivity is the controlling parameter in the process. Thus, the above equations represent a conductive, or diffusion process, similar to the diffusion equation used to describe heat conduction. Mathematically, it is a
parabolic equation. The eddy currents usually can be described by the diffusion equations shown above. If \( \sigma << \omega \varepsilon \), then Eqs. (4.45) and (4.46) can be written as

\[
\nabla^2 \vec{H} \approx \mu_0 \frac{\partial^2 \vec{H}}{\partial t^2} \tag{4.51}
\]

\[
\nabla^2 \vec{E} \approx \varepsilon_0 \mu_0 \frac{\partial^2 \vec{E}}{\partial t^2} \tag{4.52}
\]

In these equations, the dielectric permittivity is the prevailing parameter. Dielectric polarization is the controlling process than the conduction. Thus, the above equations represent the process of wave propagation, similar to mechanic waves. Mathematically, this is a hyperbolic equation.

**4.3.1. Boundary Conditions**

When solving partial different equations in a given region it is necessary to specify sufficient information on the boundary of the region to make the solution unique. Maxwell’s equations in differential form govern the interrelationships between the field vectors and associated source densities at points in a given medium. For a problem involving two or more different media, the differential equations pertaining to each medium provide solutions for the fields that satisfy the characteristics of that medium. These solutions need to be matched at the boundaries between the media by employing boundary conditions, which relate the field components at points adjacent to and on one side of a boundary to the field components at points adjacent to and on the other side of the boundary. The
boundary conditions arise from the fact that the integral equations involve closed paths and surfaces whether they lie entirely in one medium or encompass a portion of the boundary.

The boundary conditions are obtained by considering one integral equation at a time and applying to a closed path encompassing the boundary. Let the quantities pertinent to medium 1 and 2 be denoted by subscripts 1 and 2 respectively, and $a_n$ be the unit vector normal to the surface. Let all normal components at the boundary in both media be directed along $a_n$ and denoted by a subscript $n$, and all tangential components at the boundary in both media be denoted by a subscript $t$. Let $\rho_s$ and $J_s$ be surface charge density and surface current density on the boundary respectively. Then the boundary conditions corresponding to Maxwell's equations in integral form can be summarized as

$$ a_n \times (\vec{E}_1 - \vec{E}_2) = 0 $$

(4.53 a)

$$ a_n \times (\vec{H}_1 - \vec{H}_2) = \vec{J}_s $$

(4.53 b)

$$ a_n \cdot (\vec{D}_1 - \vec{D}_2) = \rho_s $$

(4.53 c)

$$ a_n \cdot (\vec{B}_1 - \vec{B}_2) = 0 $$

(4.53 d)

or, in scalar form, the boundary conditions are written as

$$ E_{1t} - E_{2t} = 0 $$

(4.54 a)

$$ H_{1t} - H_{2t} = J_s $$

(4.54 b)

$$ D_{n1} - D_{n2} = \rho_s $$

(4.54 c)

$$ B_{n1} - B_{n2} = 0 $$

(4.54 d)

In words, the boundary conditions state that at a point on the boundary, the tangential components of $\mathbf{E}$ and normal components of $\mathbf{B}$ are continuous,
whereas the tangential components of $\mathbf{H}$ are discontinuous by the amount equal to $J_s$ at that point, and the normal components of $\mathbf{D}$ are discontinuous by the amount equal to $\rho_s$ at that point. The direction of $\mathbf{J}_s$ relative to that of $(\mathbf{H}_1 - \mathbf{H}_2)$ is given by given Eq. (4.53 b).

### 4.4. Classification of Fields

While every macroscopic field obeys Maxwell’s equations in their entirety, depending on their most dominant properties, it is sufficient to consider a subset of, or certain terms only, in the equations. The primary classification of fields is based on their time dependence. Fields which do not change with time are called static fields. Fields which change with time are called dynamic fields. Static fields are the simplest kind of fields, because for them $\partial/\partial t = 0$ and all terms involving differentiation with respect to time go to zero. Dynamic fields are the most complex, since for them Maxwell’s equations in their entirety must be satisfied, resulting in wave type solutions. However, if certain features of the dynamic field can be analyzed as though the field were static, then the field is called quasi-static field. If the important features of the field are not amenable to static field analysis, they are generally referred to as time-varying fields. However, in general, quasi-static fields are also time-varying fields. Since, in most general case, time-varying fields give rise to wave phenomena involving velocity of propagation, and time delay, it can be said that quasi-static fields are those time-
varying fields for which wave propagation effects can be neglected. The eddy current problem solution in this work is solved by assuming that the eddy current fields are quasi-static in nature.

4.5. Eddy Current Problem

The field and current variations for conductors subjected to varying external magnetic field are assumed to be sufficiently slow such that the field distribution at any moment of time can be described as static and created by the currents existing at this moment. The validity of this approach is determined by the quasi-static condition of the eddy currents. Quasi-static condition requires that the wavelength $\lambda$ of the electromagnetic field should be much greater than the dimension of the conductor [171]. For quasi-static fields, it is assumed that the electric and magnetic fields are propagated instantaneously. That means, the displacement current determined by $\partial D/\partial t$ can be neglected. Generally,

$$\frac{\partial D}{\partial t} \sim \varepsilon_0\varepsilon' \omega E$$  \hspace{1cm} (4.55)

The current density inside a conductor is related to the electric field $E$ by the Ohm's law given by (7) with a constant conductivity $\sigma$. Eq. (7) remains valid when the field frequencies are small compared to the inverse mean free time of the electrons in the conductor. For typical metals at room temperatures this condition is satisfied up to the infrared region of the spectrum. In good conductors, i.e. metals with conductivity $\sigma >> \varepsilon_0\varepsilon' \omega$ throughout the whole
frequency interval where the Ohm’s law holds, and therefore the conduction current density \( J \) is much larger than the displacement current \( \partial D / \partial t \). Thus, the displacement current within conductors can be neglected with respect to conductive current for quasi-static fields. This is true even at high frequencies because, usually conductors with high conductivity are generally used.

### 4.5.1. Eddy Current Field Equations

In view of the quasi-static nature of the eddy currents, the Maxwell’s equations have to be modified. Therefore, for eddy current field problems, the Maxwell equations, modified to accord with the quasi-static case, are

\[
\nabla \times \vec{E} = -\frac{\partial \vec{B}}{\partial t} \quad \text{(4.56 a)}
\]

\[
\nabla \cdot \vec{B} = 0 \quad \text{(4.56 b)}
\]

\[
\nabla \times \vec{H} = \vec{J} \quad \text{(4.56 c)}
\]

The constitutive relations for the eddy currents remain the same as given by Eqs. (4.23)-(4.26).

Using Ohm’s law, \( J = \sigma \vec{E} \), Eq. (4.56 c) can be written as

\[
\nabla \times \vec{H} = \sigma \vec{E} \quad \text{(4.57)}
\]

Applying curl on both sides of Eq. (4.58)

\[
\nabla \times (\nabla \times \vec{H}) = \nabla \times \sigma \vec{E} \quad \text{(4.58)}
\]

Substituting Eq. (4.32) and Eq. (4.34) in Eq. (4.59)
\[ \nabla (\nabla \cdot H) - \nabla^2 H = \sigma (\nabla \times E) + (\nabla \sigma) \times E \quad (4.59) \]

Now, substituting Eq. (4.25) into Eq. (4.56b), we have
\[ \nabla \cdot (\mu H) = 0 \quad (4.60) \]

From the product rule in vector algebra, the above equation can be written as
\[ \nabla \cdot (\mu H) = \mu (\nabla \cdot H) + H \cdot (\nabla \mu) = 0 \quad (4.61) \]

so that
\[ \nabla \cdot H = \frac{1}{\mu} \nabla \mu \quad (4.62) \]

substituting Eq. (4.62), Eq. (4.56a), and Eq. (4.57) into Eq. (4.59), and using Eq. (4.25), we obtain
\[ \nabla^2 H = \sigma \mu \frac{\partial H}{\partial t} - \nabla (H \cdot \nabla \frac{1}{\mu}) - \frac{1}{\sigma} (\nabla \sigma) \times (\nabla \times H) \quad (4.63) \]

Inside a linear magnetic or nonmagnetic material of constant conductivity, \( \nabla \mu = 0 \) and \( \nabla \sigma = 0 \). Therefore, Eq. (4.63) reduces to the simpler form
\[ \nabla^2 \tilde{H} = \sigma \mu \frac{\partial \tilde{H}}{\partial t} \quad (4.64) \]

Eq. (4.64) is the well-known equation of the theory of heat propagation.

Eq. (4.64) represents differential equations of the vector quantities \( \mathbf{H} \) which have in general three special components varying with time. The components of these equations may be written out for various coordinate systems. A coordinate system is chosen for a problem so that the boundary conditions of the problem may be incorporated as simply as possible. In the Cartesian coordinate system the Eq. (4.64) is expressed by the following three equations:
Eddy currents result directly from Faraday’s law and generally have three components in space. However, in many technical cases the problem of eddy currents can be considered in two-dimensional space. In such cases two situations are discussed: (a) H excitation and (b) J excitation. In the first case the magnetic field strength has one component only while the eddy current density is expressed by two components. In the second case the eddy current density has one component and the magnetic field strength has two. The latter, however, is usually described in terms of the magnetic vector potential which has also one component.

In a variable field of frequency $\omega$ all quantities depend on the time through a factor $e^{j\omega t}$. The time derivative in the case of the magnetic field intensity can be expressed as

$$H(t) = H e^{j\omega t}$$

(4.66)

so that

$$\frac{\partial H}{\partial t} = -j \omega \vec{H}$$

Equation (4.64) can then be written as

$$\nabla^2 H = j\omega\sigma\mu H$$

(4.67)

or
\[ \nabla^2 H = k^2 H \quad (4.68) \]

where

\[ k^2 = j \omega \sigma \mu \quad (4.69) \]

The constant \( k \) is connected with the so-called penetration depth of an electromagnetic wave. From Eq. (4.69) it is evident that the constant \( k \) has a complex value. It can be written as

\[ k = \sqrt{j \omega \sigma \mu} = (1 + j) \sqrt{\frac{\mu \sigma \omega}{2}} = \frac{1 + j}{\delta} \quad (4.70) \]

The quantity \( \delta \) is known as penetration depth and is given by

\[ \delta = \sqrt{\frac{2}{\omega \sigma \mu}} \quad (4.71) \]

It can be seen from the above equation that depth of penetration decreases with increasing frequency and conductivity and magnetic permeability.

### 4.5.2. Boundary Conditions

The Maxwell’s equations for the quasi-static case, given by Eqs. 4.56 (a-c) are complemented by the interface conditions which ensure that the magnetic field solution is unique in the case of non-homogeneity of the region. They result from the physical features of the electromagnetic field and are as follows:

\[ n \cdot (\vec{B}_1 - \vec{B}_2) = 0 \quad (4.72) \]

\[ n \times (\vec{H}_1 - \vec{H}_2) = 0 \quad (4.73) \]
where ‘1’ and ‘2’ denote two sub-regions on the interface of which the above conditions hold, and \( n \) is the unit vector normal to the interface. Eq. (13) is under the assumption that there is no surface current and it is always fulfilled in low frequency and finite conductivity problems. The interface conditions are called boundary conditions when the region considered is surrounded by an environment, which enforces the field behavior on its boundary. For non-ferromagnetic materials we can simply conclude that the magnetic field intensity \( H \) and magnetic induction \( B \) are continuous at the boundary: \( H_1 = H_2 \).

The continuity of the tangential field components \( H_t \) together with the fact that \( \nabla \times H = 0 \) outside the conductor results in the continuity of the normal component of the rotation \( (\nabla \times H)_n \). Consequently, the quantity \( (\sigma E)_n \) is also continuous on the surface of the conductor. Outside the conductor \( \sigma = 0 \). Hence, the normal component of the electric field \( E_n \) inside the conductor also vanishes at the boundary as well as the current density normal component \( J_n \) so that \( E_n = 0, J_n = 0 \) on the surface. From the above discussion it can be concluded that in the quasi-static approximation a variable magnetic field does not create free charges on the surface of the conductor.

### 4.6. Theoretical Modeling of Eddy Current Forces

When a metal is placed in a time-varying magnetic field, electromagnetic forces act on the material due to the generation of eddy currents. The
experimental technique described in the current work detects the forces due to the eddy currents in a sample material by means of an AFM cantilever. The sensitivity of force measurement in AFM depends on the spring constant of the cantilever. For higher sensitivity, the cantilever should be able to detect very small interaction forces. Therefore, it is important to know forces generated in a metal subjected to an AC magnetic field and the spring constant of the cantilever capable of measuring those forces. In this section, a theoretical model is developed to describe the electrodynamic interactions between the sample and AFM cantilever-tip and then calculate the forces due to eddy current in a metal. In order to determine the eddy current forces, magnetic fields due to eddy currents in the sample and the magnetic field of the tip have to be determined individually. Based on the eddy current forces, a suitable cantilever is designed.

4.6.1. Eddy Current Forces

Lenz’s law predicts a force that opposes the motion of a conductor passing through a non-uniform magnetic field. Motion of the conductor’s free charge through the field results in magnetic forces that drive current in the conductor. This current, in turn, interacts with the magnetic field and results in a net magnetic force acting on the conductor. This current is called an eddy current. Eddy current forces are important from a practical point of view. For example, the eddy current forces are used as braking force in trains. In this work,
eddy current forces between a magnetic tip and the magnetic field generated by eddy currents are used to characterize the electrical conductivity of the sample. The contrast in the images obtained is explained based on the eddy current forces generated in different materials. Thus, eddy current force is an important parameter in this study. The following theoretical modeling of the eddy current forces helps to design an appropriate cantilever sensitive to the forces generated by the eddy currents.

Before attempting to model the eddy current forces, it is important to know the assumptions made in solving the eddy current problem. For the analysis of eddy current fields, the following assumptions are made:

1. The conducting media are assumed to be non-magnetic in nature i.e. \( \mu_r = \) constant. This is a basic assumption which makes the problem linear.

2. The conducting media are assumed to be homogeneous and isotropic. These conditions imply constant conductivity and electrical permittivity at every point of the medium and in every direction.

3. All excitations vary sinusoidally with time, with angular frequency \( \omega = 2\pi f \). The frequencies considered in this study are assumed to be low i.e. in the radio frequency range. Moreover, by choosing radio frequencies, the skin depth is chosen to be larger than the thickness of the samples studied in this work.

4. The displacement current is neglected because at the low frequencies, the dimensions of the system are small compared with the
wavelength. This assumption has the consequence that the charge
distribution on the conducting surface of the material is absent.

5. The sample material is neither electrically nor magnetically polarizable.

To evaluate the eddy current force, the magnetic field strength in the
sample generated by the eddy currents and the magnetic field strength of the
magnetic tip have to be determined independently.

4.6.2. Magnetic Field Due to Eddy Currents in the Sample

A schematic of the experimental configuration is shown in Figure 4.1. A
small cylindrical coil of radius \(a\), with number of turns \(N\), placed under a
nonmagnetic electrically conducting sample is excited by a time-varying
electromagnetic signal. The diameter of the coil is much smaller than the lateral
dimensions of the sample. The thickness \(t\) of the sample is very small
compared to the diameter of the coil. The electromagnetic signal through the coil
produces a uniform magnetic field within the diameter of the coil. \(B_0\) is the normal
component of the uniform magnetic field. The time-varying normal component of
the magnetic field generates eddy currents in the sample. The effect of the
tangential component is neglected. The magnetic field generated by the eddy
currents in the sample is assumed to be uniform within the diameter of the coil.
Figure 4.1. A non-magnetic electrical conductor placed in time varying external magnetic field. The eddy current density decreases exponentially as a function of increasing thickness of the conductor.

Maxwell’s equations in differential form, together with the constitutive relations and boundary conditions, allow for the unique determination of the fields of \( E, B, D, \) and \( H \) for a given set of source distributions with densities \( J \) and \( \rho \). However, in some cases, the solution can be simplified if the fields can be derived from electromagnetic potentials. The potentials are scalar potential and vector potential. In this analysis, a scalar potential approach is taken to simplify the solution.

The eddy current density, \( J \) that is generated in the sample in turn generates a secondary magnetic field \( H \). The Maxwell’s electromagnetic equations provide the relationship between \( J \) and \( H \) as,

\[
\nabla \times \vec{H} = \vec{J} \hspace{1cm} (4.74)
\]

\[
\nabla \times \vec{J} = -(j \omega \mu_0 \sigma H_z + j \omega \sigma B_0) \vec{e}_z \hspace{1cm} (4.75)
\]
where $\omega$ is the angular frequency of the signal exciting the coil, $\mu_0$ is the magnetic permeability of the free space, $\sigma$ is the conductivity of the material, $H_z$ is the magnetic field strength in the normal direction to the sample, $e_z$ is a unit vector in the $z$-direction and $j^2 = -1$. In the case of eddy currents, the fields are quasi-stationary and hence the displacement currents can be neglected.

In cylindrical coordinates, the current density $\mathbf{J}$ can be represented by a scalar potential function $u(r)$ [172] as

$$\mathbf{J} = \frac{1}{t} (\nabla \times u(r)) e_z$$

(4.76)

Using Eq. (4.76) in Eq. (4.74) results in

$$\nabla \times \left( H - \frac{1}{t} u(r) \right) e_z = 0$$

(4.77)

From the above equation, the $z$-component of $\mathbf{H}$ created in the sample due to the eddy current generation can be written as

$$H_z = \frac{1}{t} u(r)$$

(4.78)

By substituting Eq. (4.76) in Eq. (4.75) the scalar potential function $u(r)$ for the region $0 \leq r < a$ can be written as

$$\frac{\partial^2 u}{\partial r^2} + \frac{1}{r} \frac{\partial u}{\partial r} = j\omega\mu_0\sigma u(r) + j\omega\sigma B_0$$

(4.79)

Following Krakowski [173] the solution to Eq. (4.79) can be written as,

$$u(r) = \frac{tB_0}{\mu_0} \left[ \frac{I_o(kr)}{I_o(ka)} - 1 \right], \quad 0 \leq r \leq a$$

(4.80)

where

$$k = \sqrt{\frac{\omega\mu_0\sigma}{4}}$$

(4.81)
\( I_0(kr) = ber(kr) + j \text{bei}(kr) \) \hspace{1cm} (4.82)

\( I_0(ka) = ber(ka) + j \text{bei}(ka) \) \hspace{1cm} (4.83)

where \( I_0(kr) \) and \( I_0(ka) \) are zeroth order Bessel functions. The constant \( k \) is related to the penetration depth of the electromagnetic waves into the sample and is of great importance in the eddy current testing. The constant \( k \) can be written in terms of the penetration depth as \( k = (1+j)/\delta \) where \( \delta \) is the depth of penetration or skin depth.

In accordance with Eq. (7), the current density in the plane of the sample \( \mathbf{J}_0 \), can be calculated as

\[
\mathbf{J}_0 = -\frac{1}{t} \frac{du}{dr} = \frac{kB_0}{\mu_0} \left[ \frac{I_1(kr)}{I_1(ka)} \right]
\] \hspace{1cm} (4.84)

where

\[
I_1(ka) = \exp\left(-j \frac{\pi}{4}\right)[\text{ber}(ka) + j \text{bei}(ka)]
\] \hspace{1cm} (4.85)

\( I_1(ka) \) is a first order Bessel function. Once the scalar potential function \( u(r) \), is calculated, the normal component of the secondary magnetic field strength in the sample \( (H_{\text{sample}}) \) generated due to eddy currents can be calculated using Eq.(4.78). This normal magnetic field interacts with the magnetic field of the magnetic tip of the AFM.
4.6.3. Magnetic Field of the Tip

The tip used in this study is in the form of a cone that is coated with a thin film of magnetic cobalt. A schematic of the magnetic tip used in this study is shown in Figure 4.2.

![Figure 4.2. Schematic of a cone shaped AFM magnetic tip along with its dimensions](image)

A magnetic tip with a magnetization \( \mathbf{M} \) creates a magnetic field \( \mathbf{H}_{\text{tip}}(r) \) [170] given by,

\[
\mathbf{H}_{\text{tip}}(s) = \frac{1}{4\pi} \int_v d^3 r_i \left\{ \frac{3\mathbf{M}(s-r_i)}{|s-r_i|^5} (s-r_i) - \frac{\mathbf{M}}{|s-r_i|^3} \right\}
\]

(4.86)

where \( r_i \) is the location within the magnetic coating of volume \( V \) and \( s \) is the distance between the tip end to the sample surface. The magnetic field of the tip can be obtained by modeling the tip with dipole or monopole approximation. If the dimensions of the tip are small compared to the distance between the tip and sample surface, then the magnetic tip can be considered as a dipole. In this case, the magnetic field can be obtained by substituting \( r_i = 0 \). Thus, the magnetic field for dipole approximation is given by
\[
\vec{H}_{TD}(s) = \frac{1}{4\pi} \int \vec{M} \cdot \frac{s}{s^3} \left( s - \frac{\tilde{M}}{s^3} \right) d^3 r_i
\]

(4.87)

where \( m = M V \) is the dipole moment of the tip. The dipole approximation uses the assumption that all dimensions of the volume of the magnetic coating of the tip are small compared to its distance to the sample surface. A typical value for the length of the tip is usually between 3µm - 10µm and the distance between sample and the tip is approximately 100 nm. Therefore, the dipole approximation is not valid for the present case. If the square of the dimensions within a cross-section of the tip is small compared to the square of its distance to the sample surface, then the tip can be modeled using monopole approximation. Additionally, the cross section of the tip should be constant throughout the length \( l \) of the tip and the tip should be long compared to the distance between the tip and the sample surface. In general, however, the cross-section of the tip is not constant throughout the length of the tip. But the length of the tip is long compared to the tip-sample separation. Moreover, if the tip is assumed to be a cone of small interior angle, the condition that the square of the cross-sectional dimensions of the tip being smaller than the square of the separation distance will be satisfied. Therefore, the monopole approximation is valid for a typical magnetic tip used in AFM. In such case, the magnetic tip of the tip is given by

\[
\vec{H}_{tipM} = \frac{-q}{4\pi} \frac{r_i}{s^3}
\]

(4.88)

where \( q \) is the monopole moment of the tip and is given by
\[ q = \frac{MV}{l} \]  

(4.89)

which is magnetized along the z-axis.

Eq. (4.78) and Eq. (4.88) give the magnetic field strength generated by the sample and the tip respectively. To determine the forces due to the eddy currents, we assume that the magnetic field of the tip \([H_{\text{tip}}(r)]\) is concentrated at the end of the tip. The eddy current generated magnetic field in the sample \((H_z)\) is located at a point along the axis of the electromagnetic coil in the sample. The eddy current force is then calculated using the magnetic field strengths of the sample and the tip.

When there is no sample between the coil and the magnetic tip, the interaction is between the magnetic field of the coil and the stray magnetic field of the tip. For a coil of \(N\) turns, and length \(l\), an AC current \(I\) produces a magnetic field given by

\[ H_{\text{coil}} = \frac{NI}{l} \]  

(4.90)

The force of interaction between the magnetic field of tip and the coil, \(F_{TC}\) is calculated as

\[ F_{TC} = 4\pi\mu_0 d^2 H_{\text{tip}} H_{\text{coil}} \]  

(4.91)

where \(d\) is the separation distance between the tip and the coil. When a metallic sample is introduced between the tip and the coil, eddy currents are generated in the metal and they screen the magnetic field reaching the tip, thus decreasing the force experienced by the tip. The force between the magnetic tip and the magnetic field due to eddy currents in the sample is then given by
\[ F_{TS} = 4\pi\mu_0 d^2 H_{tip} H_{sample} \]  \hspace{1cm} (4.92)

The difference in the forces given by Eqs (4.91) and (4.92) is called eddy current force which is a function of the sample conductivity.

As an example, the theoretical eddy current force for a typical electrical conductor is determined. The electromagnetic coil that is used in the experiments has radius \( a \) of 6mm and has 100 turns of 36 gauge copper wire. The field \( B_0 \) that is generated at the top of the coil when a current of 86 mA flows through is approximately 17 kA/m. The thickness of the magnetic coating \( d \) and the volume of the coating of the tip \( V \) are taken as 60 nm and \( 4.2 \times 10^{-19} \) m\(^3\) respectively. The magnetization, \( M \) of the coating is approximately 114 kA/m [174]. In a typical metallic, electrically conducting sample, with an electrical conductivity of \( 10^7 \) (\( \Omega m \))\(^{-1}\), the theoretical eddy current force is approximately in the range of 50 pN at a separation distance of 100 nm.

4.7. Selection of Cantilever and Tip

For high vertical and lateral resolutions, a very sharp tip attached to an extremely low spring constant cantilevers has to be used. Measuring small forces (0.1nN or lower) using an AFM requires a cantilever with a spring constant typically in the range of 0.05-1 N/m [155]. Based on the theoretical calculation of the eddy current forces, if a cantilever with a magnetic film coated tip is to be sensitive to small changes in eddy current forces, the spring constant should be
smaller than 0.5 N/m. The sensitivity of most single crystal silicon cantilevers used in traditional MFM has higher stiffness with a spring constant of 2 N/m or higher and hence may be only marginally suitable for eddy current force imaging. Therefore, a cantilever with a spring constant in the range of 0.05-1 N/m is required for higher sensitivity. While attempting to design such probes, we came across a commercially available [175] magnetic film coated tip attached to a cantilever with a spring constant of 0.1 N/m with a nominal tip radius of 10 nm. The force sensitivity of this cantilever is within the range of the calculated theoretical eddy current forces in a typical electrically conducting nonmagnetic metal. The spring constant of the cantilever used in this study is much lower than the spring constant of the cantilevers used by Hoffmann et al. and Lantz et al.

4.8. Scanning Eddy Current Force Microscope

As described in previous chapter, a standard AFM, which can image the surface topography, can be converted to image material properties after some modifications. The eddy current imaging system based on AFM also requires modifications to the standard AFM. In this study, a Digital Instruments DI 3000 AFM was used to convert it into an eddy current imaging system. The modifications to the AFM are external electronic instrumentation which facilitates the imaging electrical conductivity images. These modifications doesn’t affect the routine surface topography imaging of AFM; rather, the electronic instrumentation
helps acquiring both surface topography and electrical conductivity images simultaneously at a given location on the sample surface. A schematic of the experimental setup used to image electrical conductivity with external modifications is shown in Figure 4.3. Dimension 3000 AFM is a multimode instrument that can be used in different imaging modes. The cantilever deflection is measured by optical method using a four-quadrant photodiode detector. The maximum scan area of the scanner in the AFM is about 100 μm. A commercially available magnetic tip-cantilever was selected for the purpose of electrical conductivity imaging. The cantilever is a V-shaped cantilever with an average spring constant of 0.1 N/m, which is in the range of the suitable spring constant to measure pico-Newton forces generated by eddy currents in metals. A typical cantilever used in this study is shown in Figure 4.4. The cantilever is made of silicon nitride with a resonant frequency of about 25 kHz. The typical dimensions of the cantilever are 153 μm in length and 44 μm in width. The tip is coated with a thin layer of Co/Cr. The thickness of the magnetic coating is in between 10-250 nm. The magnetic tip has a nominal radius of approximately 10 nm.
For the purpose of generating eddy currents in the sample material, a tiny air-core electromagnetic coil is designed. The coil has a radius of 6 mm and was wound with 100 turns of 36 gauge copper wire. The sample is placed on a small
diameter coil. One face of the sample faces the circular end of the coil. The opposite face of the sample faces the cantilever with the magnetic film coated tip. The coil is excited by a sinusoidal radio frequency signal from a signal generator (hp 33120A) with appropriate frequency and amplitude. The current in the coil generates alternating magnetic field around it. The axial magnetic field near the circular end is intersected by the sample. The changing magnetic field generates eddy currents in the sample. The strength of the eddy currents exponentially decreases as the distance increases from the coil into the sample. The circular eddy currents in the sample produce a magnetic field that is opposing the magnetic field of the coil. The combined electromagnetic force of oscillating magnetic field and the eddy currents in the conducting sample produces oscillations of the magnetic tip-cantilever. For the purpose of measuring eddy current forces, the cantilever-tip is positioned in a static position over a single point on the sample. The oscillation amplitude of the cantilever due to eddy current forces is detected by the four-quadrant photo-detector. The eddy current force is then determined by multiplying the amplitude with the spring constant of the cantilever. The amplitude of the oscillation of the cantilever is dependent proportional to the conductivity of the sample material.

For imaging the electrical conductivity of the sample surface, the tip is raster-scanned across the sample surface. The AFM is operated in lift mode. The surface topography is first obtained and then the tip is raised to a certain height and the resulting tip-sample interactions are measured. In the case of electrical conductivity imaging, the interactions are long-range magnetic forces between
the magnetic tip and the magnetic field generated by the eddy currents in the sample. Thus, electrical conductivity imaging is performed in non-contact fashion. The output of the photo-detector and the signal that excites the coil are fed into a lock-in amplifier (SR 844). A lock-in amplifier is used to measure the amplitude and phase of signals buried in noise. It acts as a narrow band pass filter which removes much of the unwanted noise while allowing through the signal which is to be measured. The frequency of the signal to be measured and hence the passband region of the filter is set by a reference signal, which has to be supplied to the lock-in amplifier along with the unknown signal. The reference signal must be at the same frequency as the modulation of the signal to be measured. The lock in amplifier measures the differential amplitude and the difference in the phase between the signal to the coil and the photo-detector signal. The difference in amplitude and the phase detected by the lock-in amplifier is proportional to the electrical conductivity of the material beneath the magnetic tip. Both amplitude and phase can be used to obtain conductivity images. The output of the detector can be seen on the screen of an oscilloscope. The output of the lock-in amplifier and the controller electronics of the AFM are used to generate surface topography and electrical conductivity images sample simultaneously. The current experimental set up is similar to that of a conventional eddy current testing. However, in the current set up, the pick-up coil is replaced by a sharp magnetic probe. The resolution in this case is purely dependent on the diameter of the probe rather than on the size of the coil. The coil in this case allows controlling the eddy current density in the material.
One of the advantages of the new technique is that it can be used to characterize other material properties like magnetic, magneto-acoustic and ferroelectric properties in addition to the electrical properties. This is accomplished by utilizing an appropriate probe to measure the interactions between the induced currents and the materials. Experimentally, this requires some modifications. The modifications are the type of the probe used and the imaging mode employed to image the interactions between the probe-sample. To image electromagnetic acoustic interactions, a non-magnetic tip is used to scan the metallic sample in contact mode. For imaging magnetic properties, a non-magnetic tip in contact mode is used. For ferroelectric measurements, a magnetic tip in contact mode and lift mode is used.
CHAPTER 5

CHARACTERIZATION OF ELECTRICAL CONDUCTIVITY OF BULK CONDUCTORS

5.1. Introduction

The previous chapter described the modifications to a standard AFM to develop an eddy current imaging system. This chapter presents the application of the technique for the characterization of electrical conductivity of bulk conductors. Eddy current forces are experimentally measured on single crystal samples of copper, cadmium, aluminum and platinum. The experimental forces are compared with theoretical and finite element model results. The effect of separation distance between the tip and the sample is studied. The forces are then used to quantitatively measure the electrical resistivity of a single crystal copper sample. The imaging capabilities of the new technique are demonstrated first by imaging 7 μm diameter carbon fibers reinforced in a polymer matrix. Then, the technique is used to image small changes in electrical conductivity. A polycrystalline titanium alloy with two phases having a small electrical conductivity variation is chosen for this purpose. The contrast in both cases is explained based on the eddy current forces generated in the material. The
magnitude of the eddy current forces is proportional to the electrical conductivity. The variation in the electrical conductivity in the eddy current images of the titanium alloy is expressed in terms of eddy current forces measured in different materials previously. Finally, the spatial resolution of the technique is determined by imaging carbon nanofibers reinforced in a polymer matrix.

5.2. Materials

For the purpose of calibrating the eddy current force, three single crystal metallic samples of copper, cadmium, aluminum and a polycrystalline platinum were chosen. The electrical conductivity of the chosen samples are respectively $5.961 \times 10^7 \, (\Omega m)^{-1}$, $3.745 \times 10^7 \, (\Omega m)^{-1}$, $1.36 \times 10^7 \, (\Omega m)^{-1}$ and $0.94 \times 10^7 \, (\Omega m)^{-1}$.

For the purpose of demonstrating the imaging capability of the instrument to map the electrical conductivity variations, two samples were selected. The first sample is a carbon fiber reinforced polymer composite sample. Carbon fibers with an average diameter of 7 μm were reinforced in a polymer (PEEK) matrix. The polymer composite sample was chosen because of its huge variations in the electrical conductivity between the conductive fibers and the insulating polymer matrix. The second sample is a titanium alloy, Ti-6Al-4V with dual phases. Ti-6Al-4V has duplex microstructure with α and (α+β) phases. The (α+β) grains consist of platelets of α and the β phase with the β phase present in between the α plates. The α phase grains are fairly large and uniformly spread across the
The titanium alloy was chosen because of its richness in the variations of electrical conductivity. The α phase of the alloy has a hexagonal close pack (hcp) crystal structure and the β phase has body centered cubic (bcc) crystal structure. It is known based on the crystal structure differences that the electrical conductivity of the α phase (hcp) is different compared to that of the β phase (bcc) [176]. Furthermore, the electrical conductivity of hcp structure is anisotropic while that of the bcc structure is isotropic. The combination of the presence of electrical conductivity anisotropy mixed with an isotropic structure makes Ti-6Al-4V sample unique for electrical conductivity imaging using this technique.

5.3. Experimental Setup

The experimental setup to image electrical conductivity described in the previous chapter was used to image the electrical conductivity of the composite and titanium alloy samples. During operation, a small electromagnetic coil placed under the sample is excited with a sinusoidal signal of appropriate frequency and amplitude using a signal generator. The oscillating magnetic field generates eddy currents in the sample. The combined electromagnetic force that results from the coil’s oscillating magnetic field together with opposing magnetic field that is generated by the eddy currents in the conducting sample produces oscillations of the cantilever. The oscillation amplitude detected by the photo-
detector and the signal from the function generator are fed into a lock-in-amplifier. The output of the lock-in-amplifier and the controller electronics of the AFM are used to develop surface topography and eddy current microscopy images.

The AFM was operated in the lift mode. In the lift mode, the sample surface topography is obtained in the first pass and then the tip is raised to a user-selected height (usually 100 nm) and is scanned over the sample surface to obtain eddy current images. The area scanned in most cases is less than 100 mm and to a first approximation the electromagnetic field distribution over this area can be considered uniform.

The eddy current force as measured in the present experimental configuration can be described, as a reduction in the force, between the magnetic tip and the magnetic field of the coil, due to the presence of a nonmagnetic metallic sample between the magnetic-tip and the coil. The eddy current force on each of the samples was measured in two steps. In the first step, an insulator was placed on the coil and excited with an AC signal. The force experienced by the AFM magnetic tip-cantilever due to the magnetic field generated in the coil was then measured \( F_{\text{Ins}} \). In the second step, the insulator was replaced by the metallic sample and the force is measured \( F_M \) similar to the first step. The difference between the two forces \( F_{\text{Ins}} - F_M \) is the eddy current force in the sample and is directly dependent on the electrical conductivity of the metallic sample.
To determine the eddy current forces, the magnetic tip was positioned at a fixed distance from the surface of the sample. The electromagnetic coil was excited with a sinusoidal voltage to operate at the cantilever at its resonant frequency. The sinusoidal oscillations of the cantilever were recorded on the insulator and then on the metal. The experiment was repeated for several distances between the sample and the magnetic tip-cantilever. The oscillation amplitude and the dynamic spring constant of the cantilever were used to determine the eddy current force for all the samples.

5.4. Results and Discussion

In the following sections, results of eddy current force measurements and eddy current images obtained on different metals are presented and discussed.

5.4.1. Experimental Eddy Current Force Measurement

To demonstrate the force measuring capabilities of the instrument, the technique was first used to compare the amplitude of the oscillating cantilever when the tip was positioned over a single crystal copper sample with the analogous amplitude when the tip is positioned over an electrical insulator. The magnetic tip was positioned at a distance of 50 nm from the surface of both the copper and the insulator. A coil placed under the sample was excited with a
sinusoidal voltage. The frequency was varied and it was observed that the maximum amplitude of oscillation occurred at a frequency of 82 KHz. This was one of the resonant frequencies of the cantilever. When the cantilever was on the epoxy the resonant frequency was observed to be 87 kHz. The magnetic tip-cantilever oscillations were recorded at 82 kHz when the tip was positioned on the epoxy matrix (insulator) and then on the copper single crystal. Figure 5.1 compares the amplitudes of the vibrations of the cantilever over copper and insulator. Over the insulator the magnetic tip senses the magnetic field generated by the coil without shielding and hence the amplitude of oscillations was significantly large. On the other hand, when the magnetic tip was positioned over the copper, the amplitude of oscillation was reduced. The oscillating magnetic field produces eddy currents in copper, which in turn generate an opposing magnetic field, thus partially screening the field sensed by the magnetic tip. As the electrical conductivity increases, the eddy current density increases and a much higher damping of the oscillations will be observed. The conductivity of copper is 5.961x10^7 (Ωm)^{-1} and at the frequency of 82 kHz, the skin depth was larger than the actual thickness of the sample. Thus the entire sample can be considered to be in a uniform magnetic field. In the single crystal copper, the electrical conductivity is uniform throughout the sample. Hence, the eddy current force will be constant at all regions of the single crystal copper.
Figure 5.1. Comparison of cantilever vibration amplitudes over copper and insulator at a frequency of 82 KHz. The waveform on copper has been slightly shifted in time to show the waveforms separately.

The amplitude of the oscillations can be used to evaluate the electromagnetic force between the sample and the magnetic tip. The force on the magnetic tip can be calculated using the Hooke’s law. It has been found that in some cases, the spring constant values provided by the manufacturer are up to a factor of two or more in error compared to their original value [177]. Moreover, the cantilever in our experiments was used at the resonant frequency of the cantilever. Therefore, for accurate measurement of the force, the spring constant of the cantilever needs to be modified by the quality factor, Q of the cantilever to obtain dynamic spring constant. Several methods were proposed to calculate the effective spring constant of AFM cantilevers. For the V-shaped cantilever, the most popular approach to the analytical evaluation of its normal spring constant
is the use of parallel beam approximation (PBA) [178]. The fundamental principle of the PBA is that the V-shaped cantilever is approximated by two rectangular cantilevers joined in parallel. Then, by calculating the spring constant of the rectangular cantilever, the spring constant for the V-shaped cantilever can be obtained. However, when adapting the PBA approximation, the width and length of the rectangular arms are chosen appropriately. The correct dimensions that need to be considered in PBA approximation are shown in Figure 5.2. Therefore, the original V-shaped cantilever is equivalent to a cantilever which has its skewed rectangular arms replaced by a single unskewed rectangular plate of length $L_1$ and width $2W_1$ as shown in Figure 5.2.

Sader et al. [179] developed a method to determine the spring constant of a rectangular AFM cantilever by measuring resonant frequency and quality factor of the cantilever in air, and plan view dimensions of the cantilever. In their method, the spring constant $k$ is given by

$$k = 0.1906 \rho_i (2W_1)^2 \Gamma_i Q \Gamma_i \omega_f^2$$  \hspace{1cm} (5.1)

where $\rho_i$ is the density of the air, $\Gamma_i$ is the imaginary component of the hydrodynamic function, $Q$ is the quality factor of the cantilever, $W$ and $L_1$ are the equivalent dimensions of an unskewed rectangular cantilever, and $\omega_f$ is the resonant frequency. The hydrodynamic function depends on the Reynolds number and is independent of the cantilever thickness and density. The Reynolds number, $Re$, is given by

$$Re = \frac{\rho_f \omega W^2}{4 \eta}$$  \hspace{1cm} (5.2)
where $\eta$ is the viscosity of the surrounding fluid, in this case, air. Then, the imaginary component of the hydrodynamic function $\Gamma_i$ is given by

$$\Gamma_i = \frac{b_1}{\sqrt{\text{Re}}} + \frac{b_2}{\sqrt{\text{Re}}}$$

(5.3)

where $b_1$ and $b_2$ are constants and the values are 3.8018 and 2.7364 respectively.

![Figure 5.2](image)

Figure 5.2. A schematic of the AFM cantilever used in the experiments showing dimensions. The tip is shown as a solid rectangle at the end of the cantilever.

The quality factor of the cantilever was obtained from the resonance curve of the cantilever and found to be about 13.5. The equivalent dimensions, $L_1$ and $W_1$, of the V-shaped cantilever are taken as 90 $\mu$m and 34 $\mu$m respectively. The resonant frequency of the cantilever is taken as 82 kHz. The density and the viscosity of the air are taken as 1.18 kg m$^{-3}$ and $1.86 \times 10^{-5}$ kg m$^{-1}$s$^{-1}$ respectively. The dynamic spring constant of the cantilever was then calculated using Eq. (5.1) and was found to be 0.18 N/m. Using the dynamic spring constant the force experienced by the magnetic tip on the epoxy and on the copper were evaluated to be 54 pN and 13 pN respectively. The difference between the two forces
caused by the eddy currents in the copper sample was 41 pN. The eddy current force calculated using the theoretical model for copper was approximately 30 pN.

The experimentally measured eddy current force at a separation distance of 50 nm between copper sample and the magnetic tip is in good agreement with the theoretically calculated value. In order to test the eddy current force over the entire range of separation distances, the amplitude of oscillation was measured at several fixed distances up to 3000 nm. The amplitude was then converted into force and plotted against separation distance. The effect of separation distance between the magnetic tip and the sample on the eddy current force is shown in Figure 5.3. The force-distance curve shows that at smaller separation distances the force is very large and that the force decreases dramatically as the separation distance increases. From the theoretical calculations, the eddy current force distance curve is expected to follow inverse square law over the entire range of distance. Even in classical MFM the force-distance curves which are supposed to follow an inverse square law do not exhibit this behavior at all separation distances. The reasons have been described as being due to the contribution of other forces in the distance ranges. This is also true in the case of eddy current forces. The inverse square law is observed between distances of 50-200 nm. Beyond distances of 500 nm the eddy current forces are weak and the amplitude of vibration is in the same range as thermal noise. This explains the saturation behavior observed in Figure 5.3 after a separation distance of 500 nm.
Figure 5.3. Eddy current force in the copper sample as a function of separation distance between the magnetic tip and the sample.

Figure 5.4 compares the amplitudes of the oscillations of the cantilever for different metals. The amplitude of oscillations was obtained at a frequency of 82 kHz and at a fixed distance of 50nm from the surface of the sample. It is observed that the peak to peak amplitude is different for different metals. In the metallic materials, platinum has the largest amplitude and copper has the least amplitude. Cadmium and aluminum are in between. In general, the amplitude of oscillation decreases with increasing electrical conductivity of the metals. The amplitude of oscillations, on the insulator is at least five times higher than that of the metals. Hence, it was not included in the figure for a direct comparison. The difference between the amplitude of oscillations between the insulator and the metallic samples is attributed to the generation of eddy currents in the metal.
In an insulator, the magnetic field generated by the coil passes through the insulator without attenuation. Hence, the entire magnetic field generated by the electromagnetic coil is sensed by the magnetic tip, producing large amplitude oscillations of the cantilever. On the other hand, in the presence of a metal, the oscillating electromagnetic field generates eddy currents in the metal shielding significant portion of the magnetic field that is sensed by the magnetic tip. The amplitude of oscillations of the cantilever on the metal is at least five times smaller than on insulator, because of the shielding effect.

Figure 5.4. Amplitude of oscillation of the AFM cantilever on different metallic samples. The waveforms on the metals have been slightly shifted in time to show the waveforms separately.

The amplitude of the oscillations can be used to evaluate the electromagnetic force between the sample and the magnetic tip. The force on the
magnetic tip can be calculated using the Hooke’s law with the knowledge of spring constant of the cantilever. The dynamic spring constant of 0.18 N/m was determined using the resonance curve for the cantilever. Using the dynamic spring constant the force experienced by the magnetic tip on the insulator, copper, aluminum, cadmium and platinum were measured to be 80 pN, 15 pN, 24 pN, 50 pN and 65 pN respectively. The eddy current force in a metal is the difference between the force due to the insulator ($F_{\text{ins}}$) and the force due to the metal ($F_m$). Thus, the resulting eddy current forces on metallic single crystals of copper, aluminum, cadmium and platinum are 65 pN, 56 pN, 30 pN, and 15 pN respectively. Figure 5.5 shows a plot of the variation of eddy current force with electrical resistivity of metallic materials. The eddy current force is directly proportional to the electrical resistivity of the metals examined.

The interaction of the magnetic field due to the eddy currents and the magnetic field of the tip gives rise to electromagnetic force experienced by the magnetic tip. The theoretical calculations based on the above equations for eddy current force at a separation distance of 50 nm is approximately 55 pN, 40 pN, 32 pN and 20 pN for copper, aluminum, cadmium and platinum respectively. The experimentally measured eddy current forces on the same metallic single crystals are 65 pN, 56 pN, 30 pN, and 15 pN respectively. The experimental measurements are in reasonably good agreement with the simple theoretical calculations.
5.4.2. Finite Element Modeling of Eddy Current Forces

The finite element analysis (FEA) method is a powerful computational technique for approximate solutions to a variety of real world engineering problems having complex domains subjected to general boundary conditions. The basis of FEA relies on the decomposition of the domain into a finite number of sub-domains (elements) for which the systematic approximate solution is constructed by applying the variational or weighted residual methods. In effect, FEA reduces the problem to that of a finite number of unknowns by dividing the domain into elements and by expressing the unknown field variable in terms of

Figure 5.5. Variation of eddy current force as a function of electrical resistivity in different metals.
the assumed approximating functions within each element. These functions are defined in terms of the values of the field variables at specific points, referred to as nodes. Nodes are usually located along the element boundaries, and they connect adjacent elements. Finite element methods can be used to solve electrical, structural, thermal, fluid and other engineering problems. The finite element method is one of many accepted methods of numerically solving complicated fields where analytical solutions are not sufficient. Finite elements have proven to be very robust for general electromagnetic analysis.

Maxwell 3D is an interactive software package that uses finite element analysis (FEA) to solve three-dimensional electric, magnetostatic, eddy current and transient problems. Maxwell solves the electromagnetic field problems by solving Maxwell's equations in a finite region of space with appropriate boundary conditions and when necessary, with user-specified initial conditions in order to obtain a unique solution. In Maxwell 3D, the fundamental unit of the finite element is a tetrahedron (four-sided pyramid). These tetrahedral elements are constructed together to build a finite element mesh. The desired field in each element is approximated with a 2nd order quadratic polynomial known as basis function. All other quantities are determined from the field solution in part or in all of the solution space. Once the tetrahedral elements are defined, the finite elements are placed in a large sparse matrix equation, which is then solved using standard matrix solution techniques such as Gaussian elimination or Choleski conjugate gradient method.
To model the eddy current microscopy, we used the eddy current solution type of Maxwell 3D. The eddy current solver computes steady state, time-varying (AC) magnetic fields at a given frequency. It is assumed that all the objects are stationary. Magnetic field (H) and magnetic scalar potential are the two quantities that are computed using this solver. Current density (J) and magnetic flux density (B) are automatically calculated from the magnetic field (H). Derived quantities such as force, torque, energy and inductances can be calculated from the basic field quantities.

The model showing coil, sample, tip and cantilever of the eddy current microscope is shown in Figure 5.6. The coil used in our experiments was built using 100 turns of Gauge 36 Copper wire. The radius and height of the coil are 3 mm and 3 mm respectively. A single crystal copper sample was used to compute the eddy current forces. The thickness of the copper sample was 200 µm. In the eddy current microscopy experiments, frequency of excitation is an important parameter in obtaining better quality images. It is important to excite the coil at the resonant frequency of the cantilever so that the cantilever vibrates with maximum amplitude. For the single crystal copper sample, the resonance occurred at a frequency of 82 KHz. Therefore, the model was analyzed at a frequency of 82 KHz. The coil was excited with a current of 130 mA corresponding to the frequency of 82 KHz. The tip is modeled as a cone with the base of the tip as 4 µm and diameter of 10 nm. The tip is coated with 60 nm thick cobalt coating to make the tip magnetic. The cantilever was modeled as a rectangular cantilever with dimensions of 170 µm X 36µmX 0.06µm. The tip was
positioned at a distance of 50 nm from the sample surface and the model was analyzed for force on the tip. The force in the z-direction was calculated as 52 pN. The theoretical and experimental eddy current forces on the copper sample were 70 pN and 55 pN respectively. Thus, the force obtained using Maxwell 3D model are in good agreement with theoretical and experimental forces. In addition to the forces in z-direction, Maxwell 3D predicted forces in x and y directions. The force in x direction was about 35 pN. This shows that there are lateral forces acting on the tip and consequently, there would be lateral deflections of the cantilever. One of the major advantages of an atomic force microscope is that it can detect both normal and lateral deflections of the cantilever. Since the eddy currents exert normal and lateral forces on the tip, the flexible cantilever in the AFM of the eddy current system can detect the lateral eddy current forces. This is not possible in the conventional eddy current testing methods unless a probe is positioned in the lateral direction. The lateral force can be used to obtain eddy current images in the lateral direction. Thus the AFM based eddy current imaging system is capable of obtaining eddy current images in both normal and lateral directions. The eddy current density (J) and magnetic field strength (H) vector distribution in the copper sample is shown in Figure 5.7 and Figure 5.8 respectively.
Figure 5.6. Maxwell 3D model showing (a) coil, sample, and (b) tip and cantilever

Figure 5.7. Eddy current density (J) in the copper sample
Figure 5.8. Magnetic field strength vector (H) in the copper sample

5.4.3. Quantitative Measurement of Electrical Resistivity

Eddy currents can be associated with the magnetization and described by a complex magnetic susceptibility. The experimental characterization of susceptibility is made by inductance measurements [180-182], generally using an induction bridge driven at audio frequencies. After solving Maxwell’s equations with proper boundary conditions, the susceptibility can be related to the conductivity. In this way it is possible to determine the electrical conductivity with a noncontact setup. In this work, we use the quasi-static nature of the eddy currents to determine diamagnetic susceptibility of metals. The equivalent magnetization is experimentally characterized by eddy current force
measurements. Forces associated with eddy currents are important from a practical point of view.

The relation between forces and eddy currents can be derived by several methods. The simplest method is to calculate directly the forces appearing on the eddy currents due to the magnetic field. It can also be characterized by calculating first the magnetization and then employing the usual expressions describing forces on magnetized media.

The force on a magnetized medium is given by [183]

\[
F_z = \frac{H_0 \chi_m S}{2} \left[ H_z^2(z) \right]
\]

(5.1)

where \( S \) is the cross section surface. \( H_z \) is the normal component of the magnetic field generated by the eddy currents. Since the susceptibility associated with eddy current is very small, it is assumed that the magnetic field is not appreciably disturbed after introducing the sample in the electromagnetic field. It is also assumed that \( \mu = \mu_0 \).

The sample used in this experiment is a thin wire of copper with a diameter of 250 μm and a length of 0.1 mm. The copper wire is embedded in an epoxy. The coil used to generate eddy currents in the sample has a radius of 0.6 mm and a height of 0.8 mm with 100 turns. The magnetic field generated by a solenoid turns \( N \) and length \( l \) is given by

\[
H = \frac{NI}{l}
\]

(5.2)

Therefore, value of the quantity in the brackets in Eq. (5.1) is

\[
H^2 = 4.02 \times 10^{10} I^2
\]

(5.3)
so that Eq. (5.1) can be written as

\[ F = \frac{\mu_0 \chi_m S}{2} \left[ 4.02 \times 10^{10} I^2 \right] \]  

(5.4)

where \( \mu_0 \) is the magnetic permeability of the free space given by \( 4\pi \times 10^{-7} \) N/A², and \( S \) is the cross section area of the copper wire.

The magnetic susceptibility associated with eddy currents for a cylindrical geometry is given by [171]

\[ \chi_m = \frac{J_2 \left[ \frac{(1 + i)a}{\delta} \right]}{J_0 \left[ \frac{(1 + i)a}{\delta} \right]} \]  

(5.5)

where \( \delta \) is the skin depth of the eddy currents given by

\[ \delta = \sqrt{\frac{2}{\mu_0 \sigma}} \]  

(5.6)

\( J_0 \) and \( J_2 \) are Bessel functions of the first kind, and \( a \) is the radius of the cylinder.

Eq. (5.2) can be expanded in a power series about \( a/\delta = 0 \). The result up to the second order is given by

\[ \chi_m = \frac{1}{8} i a^2 \mu_0 \sigma \omega - \frac{1}{48} a^4 \mu_0^2 \sigma^2 \omega^2 \]  

(5.7)

In the power series expansion of \( \chi_m \) only the even terms, for which \( \chi_m \) is real, contribute to the force. Imaginary terms are related to dissipation losses. Thus, the force is equated to the real part of \( \chi_m \). The first real term in Eq. (5.4) is the second order expansion. Therefore, the magnetic susceptibility is given by

\[ \chi_m^{(2)} = -\frac{\mu_0^2 \sigma^2 \omega^2 a^4}{48} \]  

(5.8)
The minus sign in Eq. (5.5) indicates the diamagnetic character of the magnetization, because eddy currents screen the applied magnetic field.

The copper wire embedded in the epoxy is placed on the coil and is excited by a radio frequency sinusoidal signal. The frequency of the excitation was varied and a maximum amplitude was observed at a frequency of 84 kHz, which was one of the resonant frequencies of the cantilever. Therefore, the excitation frequency of the coil was set at 84 kHz. The sinusoidal excitation of the coil produces a time-varying magnetic field around the coil which in turn induces eddy currents in the sample. As a consequence, forces are acted upon the eddy currents which are given by Eq. (5.1). These forces are measured by a magnetic tip which is attached to the AFM cantilever. The strength of the forces is directly proportional to the conductivity of the material. The forces on the cantilever are measured as a function of input current to the coil.

Figure 5.9 shows a plot of the eddy current forces as a function of the square of the current to the coil. According to Eq. (5.4), a plot between the force and current should follow a straight line behavior. As expected, the plot shown in Figure 5.9 follows a linear behavior. The net forces acting on the eddy currents act upward, indicating the diamagnetic behavior of the eddy currents in the copper sample. According the Eq. (5.4), the slope of this line is determined by the diamagnetic susceptibility whose slope is determined by the diamagnetic susceptibility related to eddy currents. The calculated susceptibility of the copper wire from the plot is $\chi_m = -7.2 \times 10^{-6}$. The value diamagnetic susceptibility of the copper in the literature is $-9.7 \times 10^{-6}$ at room temperature. The experimental value
agrees with the value provided in the literature. Once the susceptibility is known, Eq. (5.5) can be used to calculate the conductivity of the sample. Thus, it is possible to quantitatively measure the electrical conductivity using the scanning eddy current force microscopy.

![Figure 5.9](image_url)

Figure 5.9. Forces on the cantilever due to eddy currents measured as a function of the input current to the coil. Line corresponds to linear fit of the data.

### 5.4.4. Imaging Local Electrical Conductivity Variations

The previous section described in detail the experimental measurement of eddy current forces in different metals. It was seen that the magnitude of the eddy current force is a function of the material conductivity. Thus, the eddy current forces can be used to map the electrical conductivity of the sample. As the conductivity changes, the magnitude of the eddy current forces changes. This
leads to variation in the forces as the tip scans the surface. Thus, by measuring the changes in eddy current forces locally, it is possible to image the variations in the local electrical conductivity. This section demonstrates the imaging capability of the scanning eddy current force microscopy of materials having different electrical conductivities.

Eddy current imaging requires optimization of the coil operating conditions and the cantilever characteristics. Although the cantilever can vibrate at any frequency that excites the coil under the sample, to obtain high sensitivity, it is necessary to operate at the resonant frequencies of the cantilever. To obtain the resonance characteristics of the cantilever coupled with the sample, the coil is connected to one port of a network analyzer (HP 8753D) and the output of the photo-diode detector of AFM is connected to the second port. The input frequency to the coil was continuously varied from 10 kHz to 500 kHz. The network analyzer treats the coil-sample-magnetic tip-cantilever-photo-detector combination as a two-port electrical network. Although several network characteristics can be measured, for the particular application the transmission characteristics ($S_{21}$) are important. The $S_{21}$ parameter as a function of frequency for titanium alloy sample is shown in Figure 5.10. Maximum transmission and hence the resonance peaks were observed at frequencies of 92 and 275 KHz, and 510 kHz. Many smaller resonance peaks were observed up to frequency of 1 MHz. While the images can be obtained at any of these frequencies, images obtained at 92 kHz would show good contrast, since maximum amplitude was observed at 92 kHz. The resonance peak was observed to be at 92 kHz in
titanium alloy, while in copper the resonance was observed at a frequency of 82 kHz. The difference in the resonant frequency may be attributed to many factors including thickness, electrical conductivity, eddy current forces, skin depth etc. Therefore, the frequency of excitation needs to be carefully chosen for different material for better contrast in the images. A network analyzer can be used to measure the resonance characteristics at every position while scanning the magnetic tip cantilever and thereby obtain eddy current images. That procedure, however, is time-consuming. Hence, a function generator is used to set the frequency at the resonant frequency and perform electrical conductivity imaging.

![Graph showing vibration spectra of the AFM cantilever](image)

**Figure 5.10.** Vibration spectra of the AFM cantilever positioned on titanium alloy showing multiple resonance peaks

### 5.4.4.1. Carbon fiber reinforced composite material

This sample was chosen because of huge variation in electrical conductivity between carbon fibers and polymer matrix. The carbon fibers are electrically conducting while the polymer matrix is an insulator. Figure 5.11 shows the topography and electrical conductivity images obtained simultaneously.
on the composite sample. The contrast in the AFM image is due to variation of surface height and brighter regions indicate higher surface heights. The surface height of the features in this image is about 500 nm, with a scan area of 30 µm X 30 µm. The images are obtained at a frequency of 85 kHz, which is one of the resonant frequencies of the cantilever for the composite sample. The carbon fibers appear bright in the image compared with the polymer matrix. The image on the right shows the eddy current image of the same region.

![AFM Image](image1.png)

![Eddy Current Image](image2.png)

Figure 5.11. (a) Surface topography and (b) electrical conductivity images of carbon fibers reinforced in PEEK matrix. The conductive fiber and insulating matrix are shown by arrows in the eddy current image.

In the eddy current image the fibers are seen with dark contrast and the polymer matrix with a bright contrast. This difference in the contrast between the fibers and the matrix is due to the variations in the conductivity of fiber and polymer. The electrical resistivity of carbon and the polymer matrix is 0.006 Ω-cm and 1x10^{15}Ω-cm respectively. Thus, there is a large variation in the conductivity
of carbon and the matrix. The large difference in the conductivities of the fiber and matrix provides significant contrast in the eddy current image. The matrix is almost an insulator and the magnetic field generated by the coil passes through without damping, producing large amplitude of vibration of the tip-cantilever. Large amplitude produces significant output voltages from the photo-detector. When the tip is located on the carbon fiber which has significant conductivity, the oscillating magnetic field generated by the coil produces eddy currents. The amplitude of the magnetic tip-cantilever sees reduced amplitude compared with polymer matrix. Reduced amplitude of the cantilever produces lower output voltage from the photo-detector. Thus the carbon fiber appears darker than the polymer matrix in the eddy current image. Consequently, in eddy current images, darker contrast indicates higher conductivity regions and brighter contrast indicates less conductivity regions. The arrows on the eddy current image show the conductive fibers and nonconductive matrix.

A section analysis of a region of the electrical conductivity image is shown in Figure 5.12. The section analysis shows the conductivity variations between the carbon fiber and the matrix. The image on the right shows the conductivity profiles of the region selected. It can be seen that the profile above the center line represents the matrix and the profile below the center line represents the fiber. This is due to the fact that the conductive fibers dampen the oscillation of the cantilever and hence is seen with lower amplitudes in the section analysis. A higher magnification conductivity image of the composite is shown in Figure 5.13. This allows a closer examination of the fiber-matrix interface region. Along with
the image a section analysis is also presented. The section analysis shows the conductivity variations in fiber and matrix along with the sharp variation in the conductivity at the interface. It can also be seen from this analysis that, at some regions there is a sharp transition in conductivity profiles at the boundary of matrix and fiber, while at other regions there is a gradual transition at the boundary, as shown by arrows in the image. In composite materials, it is very important for the proper bonding between the fiber and the matrix at the interface for maximum strength. Therefore, characterization of interface is important to estimate the strength of the composite. It can be seen from the above results that this technique is capable of imaging the interface between the fiber and the matrix with high resolution. Thus, this technique is well suited for the characterization of the interface in composite materials based on the variations in electrical conductivity.

![Section Analysis](image)

**Figure 5.12.** A section analysis of the eddy current image of fibers and matrix showing the variations in eddy current force.
5.4.4.2. Ti-6Al-4V alloy

The eddy current imaging of carbon fiber-polymer matrix shows that when the conductivity differences are several orders of magnitude, electrical conductivity images with a good contrast can be obtained. The electrical conductivity across single crystal metallic surfaces is constant and hence the eddy current forces do not vary. On the other hand, in polycrystalline metals, while the electrical conductivity is constant within individual grains, near the grain boundaries, it can be significantly different. In addition, in electrically anisotropic metals, the electrical conductivity can also vary from one grain to other due to crystallographic orientation difference. The scanning eddy current force microscopy is used to investigate electrical conductivity variations and the microstructure in polycrystalline metals. A titanium alloy, Ti-6Al-4V is chosen for the imaging electrical conductivity. Ti-6Al-4V alloys are used in high performance aerospace applications that require high toughness, good fatigue strength, and
good corrosion resistance. Titanium exists in two crystal structures: hexagonal close packed (α-phase) and body centered cubic (β-phase). The two phases often exist together in α-β alloys. The sample used in this experiment is a dual phase Ti-6Al-4V alloy consisting of both α and β phases. The microstructure of the dual phase titanium alloy consists of circular primary α grains with a grain size of about 10-20 μm and fine lamellar α+β platelets. The electrical conductivity of the two phases is expected to be close. The microstructure of Ti-6Al-4V is very sensitive to heat treatment conditions \[184\]. A small change in heat treatment temperature significantly changes the microstructure of the material. In order to test the feasibility of imaging small changes in conductivity, the electrical conductivity images of Ti-6Al-4V sample are obtained. Two types of titanium alloy samples are studied: a rectangular piece of Ti-6Al-4V alloy in as-is condition and a previously fatigue fractured dog-bone sample of Ti-6Al-4V. The fatigue fractured sample was polished for an optical finish and slightly etched near the fractured region.

Figure 5.14 shows the surface topography and the electrical conductivity image of an unetched titanium alloy. The image was obtained with a scan size of 30 μm and at an excitation frequency of 92 kHz. The surface topography image shows clearly the primary α-phase grains at a surface height of 80 nm. On the other hand, in the electrical conductivity image, only some grain boundaries can be seen clearly, while there is no contrast among other grains. The α-phase of this alloy has HCP structure which has electrical anisotropy. Therefore, if the grains are oriented in different directions, it will lead to different electrical
conductivity along that particular direction. Therefore, the grains that are oriented in different directions give produce variations in the eddy current force measured by AFM cantilever, thus giving rise to a contrast difference between the grains. The grains that are oriented in the same direction, however, do not show any variation in the electrical conductivity and thus the eddy current force measured by the cantilever is same giving rise to uniform contrast. On closer observation, lamellar structure can be seen in the eddy current image.

Figure 5.14 (a) Surface topography and (b) electrical conductivity image of Ti-6Al-4V alloy. The excitation frequency of the coil was 92 kHz.

Figure 5.15 shows surface topography and eddy current images acquired simultaneously on the fatigue-fractured Ti-6Al-4V sample. The image was obtained on an area of (50 x 50) μm² at an excitation frequency of 92 kHz. The surface topography image shows α grains, the (α+β) grains and α platelets inside (α+β) grains with a maximum vertical height of 800 nm. The β phase that is present between the two α platelets cannot be observed clearly in the topography image. Moreover, polishing and light etching have produced very
small surface height variation between the two phases. This may make it more difficult to observe the $\beta$ phase in the AFM topography image. On the other hand, the eddy current force image shows quite good contrast. The large $\alpha$ grains, the $(\alpha+\beta)$ grains and the $\alpha$ platelets inside $(\alpha+\beta)$ grains can be observed with significant contrast. Some of the large $\alpha$ grains that appear as a single grain in the AFM image appear to be consisting of smaller grains and $\alpha$ plates when viewed in the eddy current image. The contrast observed in the eddy current image of the titanium sample is due to the difference in the electrical conductivities of $\alpha$ and $\beta$ phases. Since the eddy current force changes with electrical conductivity variations, the eddy current forces due to the two phases are different. The scale bar in the eddy current image represents the output voltage from the photodiode detector, which is proportional to the electrical conductivity. When the magnetic tip scans over the more conductive regions of the sample, the amplitude of the vibration of the cantilever reduces due to the generation of the eddy currents. This results in lower output from the photodiode detector. Thus the higher conductivity regions appear with dark contrast in the eddy current image. On the other hand, when the tip scans over less conductive regions, the damping of the vibrations of the cantilever is relatively small and the output of the photodiode detector is relatively large. Hence less conductive regions appear relatively bright in the eddy current image. On closer observation, contrast among large $\alpha$ grains can also be observed in the eddy current force image. Thus, the eddy current force image shows significantly more structure than the AFM surface topography image.
The hexagonal phase has anisotropic electrical conductivity. In pure titanium the electrical resistivity in the basal plane is 45.35 $\mu$Ω cm and 48 $\mu$Ω cm in a plane normal to basal plane [176]. This anisotropy in electrical conductivity leads to crystallographic orientation dependence conductivity. Thus different grains may have slightly different crystallographic orientation and hence different electrical conductivity. These variations in the conductivity of $\alpha$ grains give rise to a different contrast in the eddy current image. Thus the eddy current image on the titanium shows that the technique is sensitive to the small changes in the electrical conductivity of the material.

In a single crystal copper the experimental measurement of the eddy current force was found to be approximately 41 pN. This was observed to be in good agreement with theoretical calculations. The theoretical model shows that the electrical conductivity is the most important physical parameter for determining the eddy current force and the variations of eddy current force with
conductivity. At a fixed frequency, for a fixed distance between the sample and the magnetic tip, the eddy current force changes with the changes in electrical conductivity of the sample. Thus, an eddy current force image is a representation of the electrical conductivity variation. In single crystals, the eddy current force is constant across the surface and hence the image will have no contrast. In cubic metals the electrical conductivity is isotropic; because of this the eddy current forces across a polycrystalline cubic metallic surface will be uniform and no contrast will be observed as in the case of single crystals. On the other hand, the electrical conductivity in HCP metals is anisotropic. The electrical conductivity parallel and perpendicular to the c-axis in HCP materials is different. Thus in polycrystalline HCP metals like titanium, the eddy current force will vary with the crystallographic orientation of the individual grains. Assuming that the difference between the two conductivities is similar to that of pure titanium, the eddy current forces are calculated to be 1.6 nN and 1.77 nN respectively. The grains having random crystallographic orientation will have eddy current forces between the two extreme values. Thus the contrast observed in the α grains of the eddy current image shown in Figure 5.15 can be attributed to the variation of the electrical conductivity among individual α grains.

The β phase has body centered cubic (BCC) crystal structure. The conductivity of the b phase is significantly different compared to a phase and electrical conductivity of the β phase is isotropic. The difference in the electrical conductivity between the two phases and the anisotropy in conductivity of the α phase enhances the contrast in eddy current images. These factors help in the
observation of multiple grains, platelets in large α grains that appear to be single grain in AFM topography images. Although the surface roughness among the different phases and platelets are very small to show significant contrast in AFM images, the electrical conductivity is significantly different among different phases of the material and the anisotropy of electrical conductivity enhances the contrast in eddy current images. The contrast in eddy current images has been explained based on the physics based simple theoretical model of the eddy current force and the variation of distance between sample and the magnetic tip. It is possible develop finite element based methods to examine the local electrical conductivity variation.

Figure 5.16 takes a closer look at the platelets in the titanium alloy. A single line scan across both the images showing the variations in topography and conductivity respectively is also shown in the figure. The image shows a line scan across the topography and electrical conductivity images of titanium alloy showing the variations in topography and conductivity. In some regions it has needle like grains of alpha phase within a large grain. The surface topography image shows the needle like grains oriented in different directions with surface height variation. The contrast is fuzzy and identifying individual needle structured grains is difficult. On the other hand the eddy current force image shows each and every needle structure with enhanced contrast at the boundary. The contrast at the grain boundary is quite strong because of significant change in the conductivity and due to modification of the eddy currents near the boundary. Generally, it is well known that the conductivity is modified near the grain
boundaries due to extra scattering of the electrons. While the lamellar structure in the AFM image of α and β phases does not show much variation in the surface topography, the same phases in the eddy current force images distinctly show two different contrasts. This is shown in the section analyses of the topography and eddy current force images. The widths of the dark and bright phases shown in the line scan of the eddy current force image are 560 nm and 520 nm respectively.

Figure 5.16 (a) Surface topography and the corresponding line scan across the line shown in the topography. (b) Electrical conductivity image and the corresponding line scan across the line shown in the eddy current image of Ti-6Al-4V sample. The excitation frequency of the coil was 92 kHz.
Figure 5.17 shows the topography and electrical conductivity images obtained very near the crack initiation and propagation regions of the fatigue-fractured titanium sample obtained at an excitation frequency of 92 kHz. The image shows the surface topography with primary α grains and the lamellar structure with a maximum surface height of 600 nm. The contrast within the grains is not clearly seen at this magnification. However, the eddy current force image shows the structure within the α grains clearly, in addition to the lamellar structure. The structure shows parallel features with dark contrast, similar to lamella structure. These parallel platelets could be the lamella formed during the heat treatment. Also, features with bright contrast can be seen in the image near the α+β lamellar structure and also within the α grain. These features are shown by arrows in Figure 5.17. The corresponding surface topography image did not show any such features. It is well known that the electrical conductivity around a crack is significantly different than the conductivity in a region without a crack. When eddy currents flow through the material which has cracks in it, the eddy current density is different near the crack when compared to other regions without the presence of cracks. Usually, electrical conductivity is more near the cracks. In the electrical conductivity images obtained by scanning eddy current force microscopy, brighter regions correspond to higher conductivity regions. Since the features indicated by the arrows show brighter contrast, they could be the cracks due to the fatigue fracture of the sample. A higher magnification eddy current force image of the fine crack is shown in Figure 5.18. A line scan across the fine crack is also shown in the Figure. The width of the crack shown by the
line scan in the image is about 115 nm. In addition, other small cracks can also be seen in the image. Thus, this technique can also be used to detect very fine cracks in materials which cannot be resolved by AFM topography image.

![Figure 5.17](image1.png)

**Figure 5.17** (a) Surface topography and (b) electrical conductivity image obtained very near the crack initiation region of the fatigue fractured titanium sample. The electrical conductivity image shows lamellar structure with dark contrast within α grain and also very fine cracks with bright contrast as indicated by arrows. The frequency of the excitation was 92 kHz.

![Figure 5.18](image2.png)

**Figure 5.18** (a) A high magnification electrical conductivity image showing fine cracks in fatigue fractured titanium sample (b) Line scan across the crack showing the size of the crack. The coil was operated at a frequency of 92 kHz.
Figure 5.3 shows that the eddy current force decreases as the distance between the sample and the magnetic tip increases. Although these measurements were performed on copper, the essential features of the curve are expected to be similar in other conducting materials. In polycrystalline materials, especially in HCP metals, the eddy current forces depend on the crystallographic orientation and the electrical conductivity of the grain. Thus the eddy current force on different grains is expected to be different for a particular distance between the sample and the magnetic tip. Hence the contrast in the images will vary with the distance between the sample and the magnetic tip. To examine the role of separation distance between the sample and the magnetic tip on the contrast in eddy current images, images of the same region of the sample were obtained at several separation distances. The contrast in the images was observed to degrade with the increase of distance between the sample and the magnetic tip. The features that are sharp at distances of 50 – 100 nm become blurry as the distance increased to 200 nm. The degradation of contrast can be explained based on Figure 5.3, which shows that the eddy current force decreases with increasing distance and becomes negligible at distances larger than 500 nm. To obtain eddy current images with better contrast, it is therefore necessary to keep the distance between the sample and the magnetic tip in the range of 50 – 150 nm depending on the electrical conductivity of the sample.

An important factor in the eddy current imaging is the role of skin depth. The eddy currents diffuse from the bottom of the sample through the thickness of the sample. Hence, the force between the conducting sample and the magnetic
tip is an average over the thickness of the sample. If the sample’s electrical conductivity is inhomogeneous in the thickness direction the eddy current force is an average over the sample thickness. While this appears to be a limitation of the technique, it may be advantageous in imaging subsurface features like defects or crack that cause inhomogeneities in electrical conductivity. This fact is effectively used in non-destructive evaluation of materials using eddy current testing [185].

The experimentally measured eddy current forces on the single crystal samples can be used in the data scale of the conductivity image of the titanium sample. Figure 5.19 shows the surface topography and electrical conductivity images showing the $\alpha$ and $\beta$ phases in the form of platelets at a frequency of 92 kHz with a scan size of 15 μm. While the previous images showed the data scale of the conductivity image in terms of the output voltage of the photodiode detector, this image shows the data scale in terms of eddy current force. These forces were calculated experimentally on single crystal metallic samples. The magnitude of the eddy current forces is proportional to the electrical conductivity. Thus, force data can be related to the local variations in electrical conductivity. When the magnetic tip scans over the more conductive regions of the sample, the amplitude of the vibration of the cantilever reduces due to the generation of the eddy currents. This results in lower output from the photodiode detector. Thus the higher conductivity regions appear with dark contrast in the eddy current image. On the other hand, when the tip scans over less conductive regions, the damping of the vibrations of the cantilever is relatively small and the output of the photodiode detector is relatively large. Hence less conductive
regions appear relatively bright in the eddy current image. The electrical conductivity of titanium is $0.18 \; (\Omega m)^{-1}$ and the conductivity is in between the conductivity of the platinum and an insulator. From Figure 5.5, the eddy current force for titanium is expected to vary between the eddy current force for platinum and insulator. The maximum and minimum eddy current force on the titanium sample was about 14 pN and 3 pN respectively. The scale bar in the eddy current image represents the variation of the eddy current force in the region where the image was taken. From Figure 5.5, it can be seen that as the electrical conductivity increases, the eddy current force increases. The darker regions (higher conductivity) in the image correspond to higher eddy current forces and the brighter regions (lower conductivity) correspond to lower eddy current forces.

Figure 5.19. (a) Surface topography and (b) relative electrical conductivity images of $\alpha + \beta$ platelets in Ti-6Al-4V sample. The scale bar for electrical conductivity image is provided in terms of eddy current force. Excitation frequency 92 kHz.
5.4.5. Spatial Resolution

The Ti-6Al-4V sample that was used for eddy current imaging of the grain structure had no features that were smaller than a micron. Thus, we could not examine the spatial resolution of our eddy current imaging system with that sample. To examine the spatial resolution of the system, a composite sample consisting of carbon nanofibers reinforced in a polymer matrix was used. The diameters of the fibers are in the range of 20 – 100 nm and the length is known to be in the range of fraction of microns to tens of microns. The carbon fibers are electrically conductive while the polymer matrix is an insulator. Eddy current imaging is an excellent method to examine the distribution of carbon fibers in the matrix because of the huge conductivity difference between the matrix and the carbon fibers. This sample could also be used to examine the spatial resolution by imaging the smallest diameter carbon nano-fiber.

Figure 5.20 shows the topography and eddy current images of carbon nanofibers embedded in an epoxy matrix, together with the response signals from a single scan line each image. The images were obtained with a total scan size of 625 nm in each direction at an excitation frequency of 85 KHz. This allowed the examination of the smallest possible nanofiber. The carbon nanofibers appear with darker contrast in the eddy current image due to the reduction of the cantilever amplitude when compared to the amplitude on the epoxy. To examine the spatial resolution, one of the carbon nanofibers was chosen and single scan line response signals from the topography image and
from the eddy current image are presented. It can be seen from the analysis that a particle of 25 nm diameter can be resolved in eddy current images. In the current experiments, a magnetic tip with a nominal diameter of 20 nm was used for imaging. Although features smaller than 25 nm may be resolved, the magnetic field sensed by the tip may be larger than the diameter of the tip. In general, the spatial resolution in an AFM depends on the diameter of the probe as well as the interaction forces between the tip and the sample [186,187]. It is known that long range interaction forces between the tip and the sample degrades the spatial resolution [188,189]. In the experiments, the magnetic forces generated due to the eddy currents are long range interaction forces and the magnetic tip experiences an average force from the region larger than the size of the tip. Hence the spatial resolution in eddy current image is slightly larger than the diameter of the tip.
Figure 5.20. Images and single-scan-line response signals from carbon nanofibers in an epoxy matrix. (a) Surface topography and (b) eddy current (relative electrical conductivity). Frequency 85 kHz.

5.5. Conclusions

This chapter discussed the application of the scanning eddy current force microscopy for the characterization of electrical conductivity of bulk conductors. The eddy current forces are experimentally measured on single crystal metallic samples and compared with theoretical and finite element models. The results
show that the experimental forces are in good agreement with theoretical and finite element models. The magnitude of the eddy current forces in the samples is shown to be a function of the electrical conductivity of the material. The effect of separation distance between the magnetic tip and the sample surface on the eddy current force is studied. The forces between the magnetic tip and the eddy currents are used to quantitatively measure the electrical resistivity of micron sized copper wires. The results are in agreement with the resistivity values in literature. The instrument was first used to map the electrical conductivity of a carbon fiber composite sample. The contrast in the eddy current force image is explained based on the huge electrical conductivity difference between the fibers and the polymer matrix. The instrument is then used to show that the technique is capable of imaging very small variations in electrical conductivity. This is accomplished by imaging the microstructure of a dual-phase polycrystalline titanium alloy. The eddy current image distinguished different phases in the sample and also facilitated the observation of different grains by significantly increasing the image contrast. The contrast in the eddy current force images is attributed to the anisotropy of the electrical conductivity of the α phase and the difference between the conductivity of the α and the β phase. The spatial resolution of the eddy current imaging system was determined by imaging carbon nanofibers reinforced in a polymer matrix. Nanofibers as small as 25 nm in diameter are observed with good contrast. Since the magnetic field sensed by the magnetic tip may be larger than the diameter of the tip, the resolution is in the range of 30–50 nm. Based on the response of the magnetic tip to the excitation
of the electromagnetic coil, the instrument can be used to perform eddy current imaging at multiple frequencies.
CHAPTER 6
CHARACTERIZATION OF ELECTRICAL AND ELECTROMAGNETIC
PROPERTIES OF NANOSTRUCTURED MATERIALS

6.1. Introduction

The previous chapter demonstrated the ability of the new technique to characterize electrical conductivity of bulk conductors with nanometer scale resolution. Since the scanning probe methods are used extensively to characterize nanomaterials, the new technique is also applied to characterize electrical properties of nanostructured materials. Two types of nanostructured materials are studied: nanofibers and metallic nanoparticles.

Ever since the development of carbon nanotubes by Ijima [190], researchers have been investigating carbon nanotubes for use in high strength applications, due to their remarkable physical properties [191]. Carbon nanotubes exhibit high strength and a relatively low density. During the last decade, there have been several research works to study CNT reinforced polymer matrix composite systems. Even though the carbon nanotubes hold much promise for many applications, there are several unresolved issues. The major problems are related to the dispersion of the CNTs in the matrix and the adhesion between the nanotubes and the matrix. Therefore, as an alternative,
carbon nanofiber (CNF) is increasingly used as a low-cost version of CNT. Although the mechanical properties of CNF are not as good as those of CNT, the modulus of elasticity and the strength of CNT’s are still relatively high (192).

A literature search in the field of CNF reinforced composites shows that majority of research efforts mainly focuses on the manufacturing and processing related issues of the composites. The characterization of nanocomposites is done by traditional techniques such as tensile and bending tests. However, these characterization techniques are macroscopic in nature. Further more, the homogeneous dispersion and adhesion of the fibers to the matrix is a major concern in CNF reinforced composites. Therefore, the newly developed technique is used to characterize the carbon nanofibers embedded in a polymer matrix. The technique is also used to study the distribution and dispersion of the fibers in the polymer matrix.

Metallic nanoparticles display fascinating properties that are quite different from those of individual atoms, surfaces or bulk materials [193]. They are a focus of interest for fundamental science and, because of their huge potential in nanotechnology, they are the subject of intense research effort in a range of disciplines. Applications, or potential applications, are diverse and interdisciplinary. They include, for example, use in biochemistry, in catalysis and as chemical and biological sensors, as systems for nanoelectronics and nanostructured magnetism (e.g. data storage devices), where the drive for further miniaturization provides tremendous technological challenges and, in medicine, there is interest in their potential as agents for drug delivery.
The reduction of the size of metals results in significant changes in the electromagnetic properties compared with the bulk metals. In particular, the electromagnetic response of nanometer dimension metal particles has attracted a lot of attention during the last decade [194-196]. It is well known that the noble metallic nanoparticles, like gold and silver exhibit remarkable optical properties, viz, strong colors. These particles acquire a characteristic color due to plasmon resonance. Plasmon resonance occurs due to coherent oscillation of the conduction band electrons induced by the incident EM field at optical frequencies. This phenomenon finds applications in many fields of science and engineering, and sensing. For example, the enhancement of electrical field around the particles can be used to enhance surface enhanced Raman scattering. In biological sciences, gold nanoparticles have been used to label organic substances or biological material. The surface plasmon resonance exhibited by metallic nanoparticles is usually characterized using near-field optical techniques such as scanning near-field optical microscopy (SNOM) [197,198]. In these techniques, the electric field around the nanoparticle is usually sensed and imaged. The spatial resolution of conventional optical techniques is limited by the wavelength of the light. In SNOM, the diffraction limit is overcome by performing measurements with the optical source or detector held much closer to the sample than the wavelength of the light. In this near-field regime, the attainable spatial resolution is now dependent on the size of the source or detector. The SNOM has been used to detect plasmon resonances in colloidal metallic nanoparticles. When a small spherical metallic nanoparticle is
excited by electromagnetic radiation, the oscillating electric field causes the conduction electrons oscillate coherently. The plasmon resonances in the metallic nanoparticles occur in the optical frequency range and they result in powerful localized sources of electric field. The plasmon frequency can be used to calculate the metal dielectric constant.

While the high-frequency electromagnetic properties of nanoparticles have been extensively studied and reported in literature, very little information is available on the low-frequency interaction of electromagnetic waves with nanoparticles. In this experiment, the interaction of low-frequency electromagnetic waves with metallic nanoparticles is studied.

6.2. Materials and Experiment

A nanocomposite thin film with vapor grown carbon nanofibers (VGCF) inside a polymer matrix is used in this experiment. Nanocomposite films were fabricated with vapor phase grown carbon nanofibers (Pyrograf III PR-24-LHT, Applied Science, Cedarville Ohio). Most of the nanofibers are agglomerated in bundles of 20-200 micrometers in diameter (Figure 6.1(a)). The individual nanofibers are about 100 nanometers in diameter (Figure 6.2(b)) and highly graphitic. It is a processing challenge to de-agglomerate the raw material and uniformly disperse into a polymer resin. In this study, we dispersed the nanofibers into a solution of high performance thermoplastic polymer in DMAC at
a loading of 5 wt% (relative to the polymer). The solution was exposed to high shear conditions using laboratory and pilot plant equipment for about 1 hour. The resulting solution was cast onto a glass plate using a doctor blade, and heat was applied to evaporate the solvent. The resulting free standing films were then analyzed with SEM. While most of the nanofibers were well dispersed, some agglomerates of approximately 10-20 micrometers still remained.
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Figure 6.1. High resolution SEM images of raw Pyrograf III carbon nanofibers, a) 500X magnification, showing agglomerated nature of raw materials, and b) 10kX magnification showing individual nanofibers within agglomerate.

Nanoparticles of platinum are synthesized by a process known as Through Thin Film Ablation (TTFA) [199]. In TTFA, a thin film target is ablated in vacuum through a transparent support. The nanoparticles thus synthesized are not agglomerated and have a uniform size distribution. Figure 6.2 shows a SEM micrograph of platinum nanoparticles synthesized using TTFA. The experimental setup used in this study is similar to that used for imaging bulk conductors.
6.3. Results and Discussion

In this section, eddy current images of carbon nanofibers reinforced in polymer composite and platinum nanoparticles are presented.

6.3.1. Carbon Nanofiber Polymer Composite

Figure 6.3 shows the AFM topography and electrical conductivity images obtained on the nanocomposite sample at an excitation frequency of 85 kHz. The images show carbon nanofibers in the polymer matrix in an area of 5 μm x 5 μm. The topography of the nanocomposite film shows small hazy features in the AFM images. Even though nanofibers are present in this image, it is difficult to clearly
distinguish the fibers from the matrix features. On the other hand, the eddy current image obtained in the same region shows a set of features with darker contrast. Based on the contrast obtained on the previous carbon fiber reinforced composite sample, the darker features are the carbon nanofibers in the polymer matrix. Some of the carbon nanofibers are shown by arrows in the eddy current force image. The brighter regions are the lower conductivity polymer matrix. When the magnetic tip scans over the insulating polymer matrix, the magnetic field of the coil directly reaches the magnetic tip resulting in larger amplitudes of the cantilever. This translates to a brighter contrast in the eddy current force image. On the other hand, when the tip scans over the conductive fibers, the magnetic field is screened by the eddy currents generated by the carbon fibers thus resulting in reduced vibration amplitude of the cantilever. This means that the conductive fibers would appear with darker contrast in the eddy current force image. The improved contrast in the eddy current image can be used to study the size distribution of the carbon fibers in the matrix. Fibers with sizes ranging from 30 nm to 150 nm can be seen in this region. The eddy current image can also be used to quantitatively analyze the distribution and dispersion of the nanofibers in the matrix. The area fraction of the carbon nanofibers in this image (5 µm X 5 µm) is found to be approximately 8.2 %. Figure 6.4 shows the carbon nanofibers obtained in a different region of the sample with a scan area of 1 µm at a frequency of 85 kHz. The fibers appear to be well dispersed in this region compared to the previous region and they are more spherical in this region. The
size distribution of the carbon fibers in this region is more uniform in this region with an average size of about 100 nm.

Figure 6.3. (a) Surface topography and (b) electrical conductivity images of a carbon nanofiber composite thin film. Arrows on the eddy current image indicate some of the nanofibers. Frequency of the excitation 85 kHz.

Figure 6.5 shows the topography and eddy current image obtained at another region of the nanocomposite sample. The image was taken with a scan size of 1.97 µm X 1.97 µm and at a frequency of 85 kHz. Carbon nanofibers can be seen in the eddy current image with reduced contrast compared to the nonconductive polymer matrix. On closer observation of the eddy current image, an agglomeration of the residual catalyst particles or carbon black can be observed in the image shown by the rectangular region, while the same cannot be clearly seen in the topography image. Another interesting feature of this image is indicated by an arrow in the eddy current image. The bottom region around the fiber is brighter than the top region, indicating that there is less conductivity around the bottom region than the top region. It is well known in
standard eddy current testing that presence of debonding, delaminations or crack would alter the conductivity around the defects [5]. Thus, this change in the contrast would imply a fiber pull out from the matrix. A magnified image of the debonded fiber is shown in Figure 6.6. A conductivity profile along the debonded fiber is shown on the right side. It can be seen from this analysis that the conductivity changes sharply around the fiber where there is a pullout from the matrix. If the fiber is not pulled out from the matrix there would be a gradual transition in the conductivity profile instead of a sharp transition.

Figure 6.4. (a) Surface topography and (b) electrical conductivity images of carbon nanofibers. The images show a uniform size distribution and better dispersion of nanofibers in the polymer matrix. Excitation frequency 85 kHz.
Figure 6.5. (a) Surface topography and (b) electrical conductivity images obtained at another region of nanocomposite thin film. The arrow indicates the fiber pull-out from the matrix. The frequency of excitation was 85 kHz.

Figure 6.6. (a) Magnified image of the carbon nanofiber showing the separation of fiber from the matrix. (b) Single line section analysis of the fiber showing the variation in the conductivity near the interface.
6.3.2. Metallic Nanoparticles

Figure 6.7 shows surface topography and the eddy current force image of an individual platinum nanoparticle. The electromagnetic coil was operated at a frequency of 85 kHz. Surface topography image shows that the particle is almost spherical with an approximate diameter of 250 nm. The eddy current force which is related to the electrical conductivity of the metallic particle, on the right hand side shows a darker contrast varying uniformly across the nanoparticle.

![Figure 6.7](image)

Figure 6.7. (a) Surface topography and (b) eddy current images of an individual nanoparticle of platinum. Frequency of excitation 85 kHz.

Figure 6.8 shows an image of another single nano-particle obtained at an excitation frequency of 85 kHz. The surface topography image is similar to the image of diameter 250 nm nano-particle shown in Figure 6.7. The approximate diameter of the nanoparticle measured using surface topography image is 500 nm. The contrast in the image indicates that the surface height changes across the image and being highest at the center. On the other hand the image contrast
in the eddy current force image is dramatically different. The particle appears to have split into two parts right in the middle with dark and bright contrast. Since the contrast is related to the local electrical conductivity, it appears as though the particle has two different electrical conductivities. It is tempting to interpret that the particle has two different conductivities. Since the material is just platinum it is almost impossible to have two conductivities in a 500 nm particle of metal without additives. Moreover, it is extremely improbable that the conductivity changes exactly in the middle.

Figure 6.8. (a) Surface topography and (b) eddy current images of a 500 nm platinum nanoparticle. The surface topography looks similar to the previous image, but the eddy current force image shows the particle is split into bright and dark regions. Frequency 85 kHz.

Figure 6.9 shows the surface topography and the eddy current images of platinum nanoparticles at a different region of the sample. The image was obtained at an excitation frequency of 85 kHz. The image shows three platinum nanoparticles of different size. While the topography image of the platinum nanoparticles appears similar to that of previous images, the eddy current image
distinctly shows different contrast among the nanoparticles. Two nanoparticles with diameters 500 nm and 200 nm respectively can be seen at the top half of the image with a contrast similar to that of eddy current image of the nanoparticle seen in Figure 6.8. Another nanoparticle with a diameter of about 800 nm is also seen in the image. The nanoparticle appears as if the particle is split into three different parts. Here again, it is highly improbable that electrical conductivity within a nanoparticle will change so dramatically.

![Figure 6.9. (a) Surface topography and (b) eddy current images of platinum nanoparticles. While two smaller particles are split into half showing two different contrasts, the bigger particle is split into three parts showing bright-dark-bright contrast within the particle. Frequency 85 kHz.](image)

The eddy current images shown in Figures 6.7-6.9 can be compared with surface plasmon resonance images on spherical metallic nanoparticles reported extensively in the literature using optical techniques [194-198]. In general the features are very similar. When electromagnetic waves at optical frequencies are used to excite metallic nanoparticles, they undergo plasmon oscillations and the plasmon resonance modes of the particles at different wavelengths can be
imaged using optical techniques. Moreover, the plasmon resonances result in powerful localized sources of electric field and this enhancement of electrical field around the nanoparticle can also be observed using optical techniques like SNOM [198]. The distribution of the electric field around the nanoparticles is explained based on the scattering theory developed by Mie [200]. Mie’s scattering theory deals with the calculation of the attenuation of an unpolarized monochromatic light beam after it has been passed through a medium containing spherical particles.

In view of the similarity of the plasmon resonance images of nanoparticles reported in the literature to the images shown in Figures 6.7-6.9, it appears the images show the resonance behavior of the nanoparticles. In the experiment, a magnetic tip is used to sense the magnetic field generated by the eddy currents in the nanoparticles. While the optical techniques image the *electric field* around the nanoparticle at optical frequencies, the current technique images the *magnetic field* around the nanoparticle at radio frequencies. Therefore, the question that now arises is what is the source of the contrast seen in the magnetic field images of nanoparticles excited with low frequency electromagnetic radiation?

It is well known that in bulk metals, in presence of an external magnetic field, low frequency electromagnetic waves can propagate as helicons [201,202]. In the presence of a magnetic field the screening of magnetic field is reduced. Because of the Lorentz force acting on the electrons, they move in a much less random fashion. This new constraint on their motion prevents the electrons from
responding completely to the electric field of the electromagnetic field. When the Lorentz force dominates the motion of the electrons, a low-frequency electromagnetic wave can propagate in a highly conducting medium. Helicons are circularly polarized electromagnetic waves that propagate with very low phase velocity, smaller by a factor of $10^5$-$10^{10}$ compared with the velocity of light in vacuum, with very low attenuation. It can be shown in the framework of the kinetic theory that the helicons can exist only at low frequencies $\omega \ll \omega_c$.

Qualitatively, the helicon propagation can be described as follows: when the mean free path of electrons is sufficiently large and the frequency $\omega$ of the wave is low enough, the electrons affected by the Lorentz force would drift in the direction perpendicular to the plane formed by the uniform magnetic field $B_0$ and the electric field of the wave. The current created by such a drift is called Hall current. It is perpendicular to the electric field $E$ of the wave and causes no dissipation. The other processes leading to the wave propagation in a metal, i.e. the induction of the variable magnetic field by virtue of the Ampere law and the induction of the variable electric field of the wave by virtue of Faraday law, are also non-dissipative. Consequently, the electromagnetic energy is conserved and in the absence of collisions the wave does not attenuate.

A quantitative description of the helicon waves in metals can be obtained by using Maxwell's equations. The local conditions, viz., $\omega \tau \ll 1$, and $kl \ll 1$ are satisfied. Here, $\omega$ is the excitation frequency, $\tau$ is the relaxation time of the electrons, $k = \frac{2\pi}{\lambda}$ is the helicon wave vector and $l$ is the electron mean free path. The local conditions are practically always fulfilled for the frequencies $\omega < 10^8$ s$^{-1}$. 
Helicon resonance modes in metals can be observed whenever the helicon frequency approaches the cyclotron frequency, i.e. \( \omega \rightarrow \omega_c \). The cyclotron frequency \( \omega_c \), is given by

\[
\omega_c = \frac{eB_0}{m^*c}
\]  

(6.1)

where \( e \) is the electron charge, \( B_0 \) is the static magnetic field, \( m^* \) is the effective mass of the electron and \( c \) is the speed of light. The phase velocity of the helicons, \( v_{ph} \), is given by [201]

\[
v^H_{ph} = \sqrt{\frac{cB_0\omega}{4\pi ne}}
\]  

(6.2)

where \( n \) is the electron density. It can be seen from the above equation that the phase velocity of the helicon does not depend on the electron effective mass, and it is proportional to the square root of the magnetic field and frequency. The helicon frequencies are small compared to the cyclotron and plasma frequencies. Thus, phase velocity of helicons is smaller than the speed of the light. At typical metallic densities, the plasma frequency, \( \omega_p = 10^{16} \text{ sec}^{-1} \); for a frequency \( \omega = 10^7 \text{ sec}^{-1} \) and \( \omega_c = 10^{11} \text{ sec}^{-1} \), the phase velocity of a helicon is approximately 30 m/s. Helicons in metals are extremely slow waves. Their velocity is small relative to the velocity of light and small compared to typical particle velocities. The only velocity comparable with the velocity of the helicon is the sound velocity.

The remarkable fact about the helicon is that its magnetic field is much larger than the magnetic field of an ordinary electromagnetic wave with the same
electric field. Usual electromagnetic waves possess a magnetic field $B \approx E/c$, while $B_H = \frac{E}{v_{ph}} \gg \frac{E}{c}$. Hence the field of the helicon wave is mainly magnetic.

Generally, helicon wave propagation and its resonance have been observed in high purity metals only at very low temperatures [203,204]. At low temperatures, the mean free path length of the electrons in high purity metals is of the order of few millimeters. Helicon wave propagation has been reported in a number of metals [205,206]. Most often rectangular samples with flat and parallel boundaries of a few millimeters thickness are used. An electromagnetic coil in MHz range is used to excite helicons wave into the metal. The sample and the coil are placed in a static magnetic field ranging from 1-100 kG and cooled to liquid helium temperatures. The changes in the impedance of the coil are measured as the magnetic field is varied. Both standing wave and traveling wave measurements have been performed. Spherical samples have been used to observe both transverse and longitudinal helicon resonance. Helicon resonance modes in metals can be observed when the excitation frequency approaches the cyclotron frequency (Eq. 6.1). In a typical metal placed in an external static magnetic field of 1 kG, the cyclotron frequency is about 10 MHz. Therefore, to observe helicon resonances in bulk metallic samples, the frequency of the electromagnetic waves should be in MHz range. It is clear from the above discussion that in order to measure helicon resonances, the mean free path length of the electrons should be of the same order as the thickness of the sample, and the excitation frequency should approach the cyclotron frequency.
In nano-metals, at room temperature, the electron mean free path is of the order of the diameter of the particles. For example, the electron mean free path of gold at room temperature is about 50 nm. However, the cyclotron resonance frequency at a magnetic field of 1kG is approximately $10^6$-$10^7$ Hz. To observe helicon resonances at room temperature the electromagnetic frequencies have to be in the range of 10-100 MHz. The examination of Eq. (6.1) indicates that for helicon wave propagation to occur at low frequencies in nano-metals, either the effective mass has to be large or the static magnetic field should be extremely high.

Recently, Pendry et al. [207] have shown that the effective mass of electrons can be dramatically increased in artificial metallic lattice structures. They used thin metallic wires with a radius of 1 $\mu$m assembled into a periodic lattice and analyzed for the plasmon frequency of the artificial structure. They derived an expression for the effective mass of electrons of the new structure which depends on the radius of the wire and the lattice spacing. Applying the method to a lattice structure of aluminum wires of diameter of 1 $\mu$m with a lattice spacing of 5 mm, it has been shown that the effective mass of the electron increases by four orders of magnitude. Therefore, by confining electrons to thin wires, an enhancement of their mass was achieved by 4 orders of magnitude so that they are as heavy as nitrogen atoms. Consequently, with an increase in the effective mass of electrons and reduced effective density, the plasma frequency was reduced to GHz range rather than UV or optical frequency ranges. The key to the suppression of the plasma frequency is that the structure is made of thin
wires. By reducing the radius of the wire, it was possible for the increase in the effective electron mass, which in turn reduces the plasma frequency. In a thick wire structure, the plasma frequency corresponds to a free space wavelength of approximately twice the lattice spacing. Therefore, it is clear from the above discussion that by employing micro- or nanostructures it is possible to decrease the plasma frequency. Also, the cyclotron frequency depends on the effective electron mass. In view of the increase in the effective mass of electrons for a thin wire structure, it can be observed that the cyclotron frequency will also reduce accordingly. Thus, the cyclotron frequency for an artificial structure could be reduced down to kHz range.

Following similar arguments, for noble metal (Au, Ag, etc), assuming a diameter of 200 nm, and 1 μm spacing, it can be shown that the effective mass of the electron increases by two orders of magnitude and the effective electron density decreases by three orders of magnitude. Substituting this data into Eq. (6.1), the cyclotron resonance frequency is found to be few hundred kHz in a magnetic field of 1 kG, and the phase velocity of helicons from Eq. (6.2) is found to be less than 100 mm/s. Thus it appears it is possible to generate helicon waves and resonances in nano-metal structures at very low frequencies even at room temperatures. Since the nature of a helicon wave is mainly magnetic, a magnetic tip scanning above the nanoparticle would image the magnetic field due to the helicon wave. Therefore, it is possible to image helicon waves and their resonance modes using the experimental configuration. The configuration of the experimental set up is similar to the experimental setups used in longitudinal
helicon resonance, except that a low spring constant magnetic tip-cantilever is used instead of an electromagnetic coil. This enables the imaging of the helicon resonance modes with nanometer scale resolution which is not possible when a coil is used to detect the helicon resonance modes. The surface plasmon images are distribution of electric field around the nanoparticles and while the helicon resonance images are magnetic field distribution. This further enhances the argument that the resonances observed are due to helicons in nano-metal particles.

Figure 6.10 shows a line scan across the platinum nanoparticle shown in Figure 6.7. It shows that the magnetic force distribution gradually decreases from the center of the image. The image contrast can be further understood based on the magnetic lines of force. The eddy currents generated in the nano-particle are circular and concentric with increasing diameter. The orientation of the magnetic field is perpendicular to the sample surface parallel to the magnetic field of the magnetic tip. Since the direction of the magnetic field changes every half cycle of the excitation the region closest to the magnetic tip the “pole” appears as a magnetic pole of the nano-particle sphere. It appears as though that the nano-particle has become a tiny magnet with pole direction aligned perpendicular to the sample surface with the poles interchanging at the frequency of the electromagnetic excitation frequency. It may be assumed that this is the fundamental helicon resonance. The approximate velocity of the helicon is about 400 m/s. If this is the fundamental resonance, the next resonance should occur in this spherical nano-metal particle at a frequency approximately 180 kHz.
Although, it is possible to excite the coil at 180 kHz to generate helicons, the sensitivity of the detecting magnetic-tip cantilever at this frequency should be high and similar to the sensitivity at fundamental frequency. An examination of the cantilever response to different frequencies showed that at 180 kHz the response is very weak and hence detection of second resonance is difficult. Alternatively, if a nano-particle with 500 nm can be identified, then the second resonance of the helicon could be detected at 90 kHz. In this case, the sensitivity of the cantilever is not changed and hence it is appropriate to use a 500 nm particle to detect the second helicon resonance if it is there.

Figure 6.10. (a) Eddy current image of the platinum nanoparticle and (b) line scan across the nanoparticle showing the magnetic field variation across the nanoparticle. The size of the nanoparticle is about 250 nm.

Figure 6.11 shows the section analysis of the magnetic field image of a 500 nm platinum nanoparticle. The variation of the magnetic field across the diameter of the particle can be seen in the section analysis. Based on the above discussion, this could be the second helicon resonance mode of the nanoparticle. A closer observation of the line scan shows that the particle is not exactly split
into half. The bright region of the nanoparticle is longer than the dark region. This could be because the nanoparticle in this case is not a perfect sphere. Thus it appears the shape of the particle affects the magnetic field distribution in the nanoparticle. Since the contrast can be related to the magnetic forces, the contrast in the image appears as though two tiny hemispherical magnets are placed adjacent to each other with their poles in reverse direction. The section analysis of the 800 nm diameter nanoparticle shown in Figure 6.9 is shown in Figure 6.12, showing the third resonance mode of the helicon wave.

Figure 6.11. (a) Eddy current image of the individual platinum nanoparticle showing the second resonance mode of helicon wave. (b) Section analysis showing the variation of magnetic field across the line. The size of the nanoparticle is about 500 nm.
The magnetic field images of the platinum nanoparticles excited with low frequency electromagnetic field can be compared with the magnetic lines of force of spherical particles subjected to electromagnetic radiation. The magnetic lines of force of spherical particles for different resonance modes are schematically shown in Figure 6.13. The nanoparticle with dark contrast is the first resonance mode of the particle. The corresponding magnetic lines of force show concentric lines in the spherical particle. An image of single particle with bright and dark contrast with a split in the middle appears to be consistent with the second resonance mode of the helicon in the particle. The lines are semicircular with their direction reversed in the two parts of the particle. Higher order resonances have been observed in bigger particles in the sample showing regions of bright and dark band contrast. The shapes of the resonances have been observed to change with the diameter as well as the shape of the particle. The contrast can
be explained based on accommodating tiny magnetic inside the particle with alternating the magnetic poles such that no two adjacent magnetic poles are alike.

Figure 6.13 (a) Magnetic lines of force for the first, second, and third resonance modes in spherical particles [200]. (b) Magnetic field images of platinum nanoparticles.
The AFM surface topography and eddy current force images of the sample over a large area 50 μm x 50 μm at an excitation frequency of 85 kHz is shown in Figure 6.14 shows that the size and the interparticle distance of the nano-particles vary. The average interparticle distance is 2 μm and the diameter varies over few tens of nanometer to 500 nm. For approximate calculations an average diameter of particles and an average interparticle spacing of few microns were used. Following Pendry et al. [207] the effective mass of the electron was found to be \(7.243 \times 10^{-29}\) kg, the plasma resonance frequency to be \(2.8 \times 10^{10}\) Hz and the cyclotron resonance to be 880 kHz. The helicon velocity was determined to be 200 m/s. Assuming these average values, the first helicon resonance should occur in 250 nm diameter particle at 85 kHz and the second resonance is expected to occur at the same frequency in a 500 nm particle and the third resonance mode at 750 nm. These are comparable to the experimental observations.

Although the calculations assume periodic arrangement of square array, Pendry et al. [207] have shown that for significant decrease of plasmon resonance frequency the actual lattice geometry may not be significant. Similar arguments are expected to hold good for cyclotron and helicon resonances and hence we believe even though the sample doesn’t have regular periodic array of nano-metal particles still helicon resonances can be observed. The experiments conducted by Pendry et al. on artificial structure clearly showed the plasmon resonance frequency shifted dramatically from optical range to microwave region. However, the behavior of each of the member of the structure, if the dimensions
and the lattice spacing are different, has not been investigated. On the other hand, the experimental configuration developed in this work allows visualizing the helicon resonances in individual members of the structure with varying dimensions of the metallic nano-particles and inter-particle spacing.

![Surface topography and eddy current images showing the distribution of platinum nanoparticles. Frequency 85 kHz.](image)

**Figure 6.14** (a) Surface topography and (b) eddy current images showing the distribution of platinum nanoparticles. Frequency 85 kHz.

### 6.4. Conclusions

The application of the scanning eddy current force microscopy to characterize nanostructured materials is discussed in this chapter. The distribution and dispersion of carbon nanofibers reinforced in polymer matrix is studied using eddy current force imaging. The low-frequency electromagnetic properties of metallic nanoparticles are studied using the eddy current imaging technique. It is shown that helicon resonances in metallic nanoparticles can be detected and imaged at low frequencies. This is possible due to the increase in
the effective mass of electrons in the nanoparticles, which decreases the cyclotron frequencies into kHz range. The possibility of imaging helicons in metallic nanoparticles along with enhancement of magnetic field around nanoparticles opens up new avenues of research particularly in sensing applications.
CHAPTER 7
GENERATION, DETECTION AND IMAGING OF ELECTROMAGNETIC ACOUSTIC FIELDS

7.1. Introduction

Ultrasonic waves are normally generated by applying an alternating electric field to a piezoelectric transducer or an alternating magnetic field to a magnetostrictive transducer. These techniques produce coherent pulses of ultrasound over a very wide range of frequencies. However, the acoustic transducers have to be bonded to the test material. The bonding becomes increasingly difficult at high frequencies and is often undesirable in soft single crystals. It is well known that acoustic waves can also be generated in metals when they are placed in an electromagnetic field. When a metal is placed in electromagnetic field, eddy currents are generated in the metal and the electrons collide with the lattice producing local strains in the lattice. These strains cause the lattice to vibrate thus producing acoustic waves in the solid. The discovery of acoustic resonances due to electromagnetic radiation in metals without contact has led to the development of electromagnetic acoustic transducers (EMAT) [208,209]. These transducers are extensively used in NDE applications [210-212]. The experimental setup for an EMAT consists of a pulse generator which
drives a small coil placed close to the plane face of a metallic sample so that a
time-varying magnetic field is generated at the surface of the sample. The time-
varying magnetic field induces eddy currents in the sample. The induced eddy
currents produce acoustic vibrations within the material. However, the amplitudes
generated by the acoustic waves are extremely small. Therefore, for detecting
these small amplitudes, an amplification of the signal is necessary. This is
usually accomplished by the presence of a static magnetic field which increases
the amplitude of the strains in the lattice thus allowing the detection of the
acoustic signals with better signal-to-noise ratio. When a static external magnetic
field $B_0$ of few kilogauss is applied to the sample, an acoustic wave is generated
within the skin depth of the eddy currents. A quartz transducer is attached to the
other face of the sample which is used to amplify the acoustic signal and
displayed. In some cases, the coil that excites the magnetic field can itself be
used as the detector.

Even though an external static magnetic field enhances the amplitude of
the acoustic fields generated through electromagnetic fields, it has been shown
that an efficient generation of sound can be achieved even in the absence of an
external magnetic field. Southgate [213] showed that when there is no external
static magnetic field, a slowly attenuating acoustic shear wave can be generated
when the sample is placed in an electromagnetic field at low frequencies. An
experimental setup similar to that of an EMAT can be realized by scanning a
magnetic tip over a metallic sample placed in an electromagnetic field. However,
the resultant interactions between the magnetic tip and the eddy currents involve
both eddy current forces and acoustic interactions. Thus, it is very difficult to interpret the contrast in the resulting images. Therefore, in this study, the combination of eddy currents and AFM is used to develop an EMAT-type system which can generate and detect the ultrasonic waves in a metallic sample by means of electromagnetic excitation without the presence of an external static magnetic field. This is made possible by the fact that AFM cantilever can measure very small amplitudes. Therefore, an external magnetic field is not required to measure and image acoustic fields generated by electromagnetic fields. An image of the sample is obtained by scanning a non-magnetic tip attached to the AFM cantilever in contact mode. The image contrast is explained based on the local acoustic fields generated in the material. The advantages of the new methodology and potential applications are discussed.

### 7.2. Materials and Experiment

Single crystal samples of copper, aluminum and cadmium were used to measure the amplitude of the acoustic waves generated by the electromagnetic field. For the purpose of imaging, the Ti-6Al-4V alloy used for electrical conductivity mapping was used. A non-magnetic tip attached to a cantilever of spring constant 0.12 N/m was used. The sample was placed on the electromagnetic coil and was excited with a radio frequency AC signal. The AFM was operated in contact mode. The thicknesses of the samples are chosen in
such a way that the skin depth of the eddy currents at the excitation frequency was larger than the thickness of the samples.

7.3. Results and Discussion

In this section, the results of electromagnetic acoustic field amplitudes in single crystal metallic samples are presented. Later, the acoustic field images of titanium alloy, placed in electromagnetic field are presented.

7.3.1. Detection of Acoustic Amplitudes in Single Crystal Metallic Samples

Figure 7.1 plots the amplitude of the AFM cantilever while in contact with the sample surface as a function of the input voltage to the electromagnetic coil in single crystal samples of copper, aluminum and cadmium. The thickness of each of the samples is 0.1 mm. One face of the sample surface is placed on the coil, while the other is in contact with the AFM tip. While the tip is in contact with the sample surface, the coil is excited with different frequencies and the frequency at which the cantilever vibrates with maximum amplitude is chosen. The frequency of excitation for copper, aluminum and cadmium is 80 kHz, 75 kHz, and 72 kHz respectively. The tip is positioned at a point on the each of the sample surfaces and the input voltage to the coil is varied and the cantilever vibration is monitored. It can be seen from Figure 7.1 that when the tip is in
contact with cadmium, the cantilever vibration amplitude was highest for any input voltage to the coil. Copper and aluminum showed a similar trend until a voltage of 4 $V_{pp}$ and after that the cantilever vibrated with more amplitude in aluminum than in copper. While the plot is linear for aluminum, it showed a quadratic behavior in cadmium. The plots in Figure 7.1 clearly indicates that the AFM was able to detect the amplitude of the ultrasonic waves generated in the samples.

![Graph showing the amplitude of the AFM cantilever plotted as a function of the input voltage to the coil for copper, aluminum and cadmium single crystal samples.](image)

Figure 7.1. Amplitude of the AFM cantilever plotted as a function of the input voltage to the coil for copper, aluminum and cadmium single crystal samples.

In conventional EMATs ultrasonic waves are generated at the surface of a metal sample at room temperature when a static magnetic field is applied to the eddy current distribution induced by a small coil excited at megahertz frequencies. At megahertz frequencies the eddy currents are confined to a thin surface layer defined by skin depth, $\delta$ and the external magnetic field due to the
coil is screened from the interior of the metal. For a good conductor at room temperature $\delta$ is about 25 $\mu$m at 10 MHz, whereas the acoustic wavelength $\lambda$ is in the range 300-600 $\mu$m. In the absence of a static field the electronic and ionic currents in a surface layer of thickness $\delta$ act in opposite directions and effectively cancel each other. The electrons are constantly in collision with the ions, transferring their excess momentum to the ions at each collision. The currents thus balance out and the incident electromagnetic energy is dissipated as Joule heat. However, when a steady magnetic field is applied a new force, Lorentz force acts on the electrons thus creating an imbalance in currents. If the static magnetic field is applied along the same direction as that of the coil magnetic field, the Lorentz force is longitudinal, resulting in a variation of the electron charge density along the perpendicular direction to the coil field. An internal electric field along this perpendicular direction will be set up to maintain local charge neutrality. This field generates an ultrasonic wave in longitudinal direction. A transverse ultrasonic wave can be generated if the static magnetic field is applied in a direction perpendicular to the field of the coil.

In the current experiments, the skin depth of the eddy currents at the excitation frequencies used for the samples is larger than the thickness of the sample. Therefore, skin effect need not be taken into account and there will be no screening of the magnetic field. This leads to considerable acoustic displacements in the material which can be detected by a flexible cantilever in contact with the sample surface. Thus, it is possible to generate acoustic waves in a conductor using the eddy current experimental setup without an external
magnetic field. It can be seen that cadmium generated large acoustic amplitudes, while copper generated least acoustic amplitude. Therefore, it appears that acoustic waves with larger amplitudes are generated in material with less conductivity and decreases with an increase in the conductivity.

7.3.2. Imaging Acoustic Fields Generated by Electromagnetic Fields

It was shown in the previous section that by positioning a nonmagnetic tip in contact with the metallic surface, it is possible to detect the acoustic amplitudes generated in the metal due to an electromagnetic excitation. If the same tip is raster scanned across the sample surface, the variations in the acoustic amplitudes can be imaged in metals. Figure 7.2 shows the surface topography and acoustic field image showing the microstructure of the Ti-6Al-4V alloy. The image was obtained with a scan area of 100 µm while the coil was excited with a frequency of 85 kHz. The acoustic field image clearly shows the grain boundaries with better contrast than the conductivity image obtained previously. However, the α and β phases that were seen with different contrast in electrical conductivity image are seen with near-uniform contrast in acoustic field image. This indicates that the local elastic properties of the two phases are not significantly different. It is well-known that grain boundaries appear with better contrast in acoustic imaging techniques because at the boundary, the acoustic amplitudes are significantly larger than in the grain. Therefore, the images
provide information about variations in local elasticity and stiffness in the material.

Figure 7.2. (a) Surface topography and (b) acoustic amplitude images obtained on a dual-phase polycrystalline Ti-6Al-4V sample. Excitation frequency: 85 kHz.

Figure 7.3 shows a magnified surface topography and acoustic field images at a frequency of 85 kHz and a scan area of 50 µm. In this image, variation in contrast between different α grains can be observed. The contrast among these grains is due to the anisotropy of the α phase. As mentioned in a previous section, the α phase of Ti-6Al-4V exhibits HCP crystal structure. The elastic modulus of the crystal structure parallel and perpendicular to c-axis of HCP structure is quite different. Thus, if the grains are oriented in different directions, it will lead to a different contrast in the acoustic image, while grains oriented in similar directions will have uniform contrast. Moreover, in this image, some of the lamellar regions show different contrast at the boundaries indicating different grain orientations.
Figure 7.3. A higher magnification (a) surface topography and (b) acoustic field images of Ti-6Al-4V showing the contrast difference in the grains. Frequency of excitation: 85 kHz.

7.4. Conclusions

Electromagnetic generation of acoustic fields in metals at low frequencies is shown by an experimental setup involving a coil and a non-magnetic tip attached to a flexible cantilever of an AFM. The detection of acoustic amplitudes in single crystal metallic samples has been shown using this setup. An image of the local variations in acoustic fields was obtained in a titanium alloy by scanning the tip across the surface while the sample is placed in an electromagnetic field generated by a coil. The images show that local elasticity and stiffness variations can be imaged with nanometer scale resolution. Grain to grain contrast and grain boundary contrast was observed clearly in the images. The experimental setup described here is similar to EMAT which are used to generate acoustic waves in
metals at megahertz frequencies in the presence of an external static magnetic field in a noncontact fashion. The EMATs are extensively used in nondestructive testing of materials. However, the current experimental setup does not require the presence of an external static magnetic field. Ultrasonic imaging [103,214,215] using atomic force microscopy has been studied extensively. In these techniques a piezoelectric transducer is used to generate ultrasonic waves in the sample and the resulting acoustic interactions are mapped to generate an image of local elastic properties. The contrast observed in the magneto-acoustic imaging is very similar to that of ultrasonic AFM. Therefore, this technique provides an avenue to image local elastic properties with nanometer resolution without an acoustic transducer. This technique will be particularly useful when acoustic bonding is a major concern or imaging single crystal samples.
CHAPTER 8
CHARACTERIZATION OF MAGNETIC PROPERTIES

8.1. Introduction

In general, to characterize magnetic properties using an AFM, a ferromagnetic probe is attached the cantilever and is used in lift mode to image the magnetic interactions between the tip and the sample. However, if the stray field of the probe is too high, the magnetization of the sample will be affected, particularly for soft magnetic samples. Hence AFM cantilevers with high spring constants have been used for magnetic imaging, and high coercivity magnetic tips have been fabricated to avoid changes due to tip magnetization. Nevertheless, the interpretation of the magnetic contrast in traditional MFM images is difficult due to the tip magnetization. Another drawback of conventional magnetic force microscopy is that, in lift mode, the spatial resolution and sensitivity are often poor. Thus, development of AFM based magnetic imaging techniques using nonmagnetic tips is highly desirable. Hoffmann et al. [17] described an AFM based experimental setup to image magnetic domains of a soft magnetic material using a non-magnetic probe. In their experiments, they used a non-magnetic conducting tip attached to a silicon cantilever of an AFM to
scan the magnetic domains. The conducting tip, when oscillated near the sample induces eddy currents within the tip. The vibration characteristics of the tip are dependent on the magnetic properties of the sample below the tip. Therefore, an image obtained in this setup gives information about magnetic properties of the material.

Magnetostriction is one of the most important properties of magnetic materials. When a magnetic field is applied to a magnetic material, strains are generated in the material. This phenomenon is known as magnetostriction. Strains can also be generated by the magnetic force acting on the material as a whole, by the magnetic forces acting on the magnetization of each of the domains in the material and by the electromagnetic forces between the magnetization and an eddy current. The strain generated in the entire material can be considered to be noise, because it does not provide any microscopic information. When an alternating magnetic field is applied to a ferromagnetic material, electromagnetic forces induce strains in the material depending on the frequency of the field. Measurement of the strains due to microscopic magnetic forces due to magnetization of domains, magnetostriction, and electromagnetic forces reveals local variations in magnetic properties along with elastic properties. Moreover, the phenomenon of strain generation in magnetic materials depends on the magnetization of the domains. Therefore, domain structure can also be observed by studying these strains. The relative contribution of the three strains depends on the measurement conditions.
In this study, an experimental technique capable of imaging magnetic properties using an AFM which detects magnetostrictive interactions between a nonmagnetic tip and ferromagnetic material is described. The interactions detected by this technique are quite different from the conventional magnetic property imaging techniques based on atomic force microscopy. The detection and imaging of magnetostrictive interactions using an AFM results in the imaging of magnetic domains with high sensitivity and high spatial resolution when compared to conventional MFM techniques. The technique is first applied to characterize a sample consisting of both magnetic and non-magnetic nanoparticles. While the magnetic nanoparticles exhibit magnetostriction behavior, the non-magnetic particles do not show any magnetic properties. Therefore, the magnetostriction is used to identify the magnetic particles and can also be used to study the distribution and dispersion of the nanoparticles. This technique provides a simple methodology to identify magnetic and nonmagnetic regions which cannot be accomplished by electron microscopy or other techniques. The experimental setup is then used to detect and image small changes in local magnetostriction behavior of amorphous and nanocrystalline magnetic ribbon materials. The magnetic domains in these materials are also imaged and the contrast in the images is explained based on the strains caused by the magnetic field which depends on the magnetization of individual domains.
8.2. Materials and Experiment

Nanoparticles of iron and carbon were deposited on a silicon substrate using through thin film ablation (TTFA) process [199]. In this process, a target consisting of thin films of iron and carbon is ablated using a laser. The target was prepared by RF magnetron sputtering and consisted of a thin layer of Fe that was deposited onto a fused silica support. A thin layer of C was sputtered-deposited on top of the Fe. The resulting nanoparticles of iron and carbon are collected onto a silicon substrate positioned few mm from the target. The process results in a more uniform distribution and dispersion of nanoparticles compared to the standard laser ablation process.

Amorphous and nanocrystalline magnetic ribbons of the nominal composition FeSiBNbCu alloy are used to study the local variations in magnetostriction behavior. These materials are also known as FINEMET alloys [216]. The details of processing of these materials can be found elsewhere in the literature [215-218]. The nanocrystalline magnetic ribbon of FINEMET alloy is produced by the controlled devitrification of the amorphous ribbon and is composed of two magnetic phases- nanosized crystallites embedded in a residual amorphous matrix. The nanocrystalline ribbons exhibit exceptionally soft magnetic properties which arise from a very small magnetostriction [219]. With an increase in annealing temperatures, the magnetostriction in nanocrystalline magnetic material rapidly decreases and in fact, in fully nanocrystallized state, the effective magnetostriction is close to zero.
A non-magnetic tip, made of Si$_3$N$_4$ with a nominal radius of 20 nm, attached to a cantilever with a spring constant of 0.1 N/m, is used in this study. The cantilever-tip is scanned in contact mode across the surface of the ferromagnetic material which is placed in an electromagnetic field generated by a coil driven at the resonant frequency of the cantilever coupled with the sample surface. The strains caused by magnetostriction and electromagnetic forces are detected by the tip which causes the cantilever to oscillate with an amplitude, which is proportional to the local magnetostrictive properties of the material.

8.3. Results and Discussion

In this section, magneto-elastic images of iron and carbon nanoparticles deposited on silicon substrate are obtained to distinguish between the magnetic iron and non-magnetic carbon nanoparticles. Electrostrictive images of amorphous and nanocrystalline magnetic ribbons are also presented.

8.3.1. Iron and Carbon Nanoparticles

Figure 8.1 shows the surface topography and magneto-elastic images of iron and carbon nanoparticles. The images were obtained with a scan area of 2.78 µm x 2.78 µm at an excitation frequency of 91 kHz. The surface topography image shows nanoparticles with different sizes at a maximum vertical height of 200 nm. It is difficult to identify iron and carbon nanoparticles from the
topography image alone. However, careful observation of the magneto-elastic image on the right reveals nanoparticles showing different contrast. When the tip is scanned over iron nanoparticles, due to their magnetic property, they show magnetostriction behavior causing strains in the nanoparticle. This causes the cantilever to deflect with relatively more amplitude. On the other hand, when the tip scans the carbon nanoparticles, no strain is observed. Thus, the cantilever deflects more near ferromagnetic regions giving rise to brighter contrast than nonmagnetic regions. Consequently, the particles with dark contrast are carbon nanoparticles and the regions with bright contrast correspond to iron nanoparticles. Some of the particles are shown by arrows. On closer observation, it can be seen that an agglomeration of iron and carbon nanoparticles is seen with bright and dark regions next to each other, as shown by the box in the Figure 8.2. The size of iron nanoparticles ranges from 200 to 270 nm and carbon ranges from 50 to 80 nm.

Figure 8.1. (a) Surface topography and (b) magneto-elastic images of the sample containing Fe and C nanoparticles. Excitation frequency: 91 kHz.
Figure 8.2 shows the surface topography and magneto-elastic images of the nanoparticles in another region of the sample. The images were obtained in an area of 3.87 µm x 3.87 µm at a frequency of 91 kHz. In this region, it can be seen that the more number of iron nanoparticles are present than carbon nanoparticles. The size distribution of the nanoparticles is similar to that of previous region.

Figure 8.3 shows simultaneously obtained surface topography and magnetostriction images of amorphous magnetic FINEMET alloy sample. The images were taken with a scan size of 1.33 µm x 1.33 µm at an excitation frequency of 58 kHz. The surface topography of the sample shows uniform contrast indicating a flat surface profile. The maximum vertical height of the

8.3.2. Amorphous and Nanocrystalline Magnetic Ribbons

Figure 8.3 shows simultaneously obtained surface topography and magnetostriction images of amorphous magnetic FINEMET alloy sample. The images were taken with a scan size of 1.33 µm x 1.33 µm at an excitation frequency of 58 kHz. The surface topography of the sample shows uniform contrast indicating a flat surface profile. The maximum vertical height of the
topography is 3 nm. The corresponding magnetostriction image shows bright and dark regions indicating variations in magnetostriction locally in the material. The bright regions in the image correspond to the regions having higher strains and consequently more magnetostrictive. Since the strains produced by magnetostriction depend on the magnetization of each domain, the magneto-elastic image can be used to identify magnetic domains. If the magnetostriction or the electromagnetic forces between the magnetization and eddy currents contributed to the image contrast, then the bright and dark regions would represent magnetic domains [220]. An example of such domains is shown by arrows in Figure 8.3.

Figure 8.3. (a) Surface topography and (b) magneto-elastic images of amorphous FINEMET magnetic ribbon sample. Magnetic domains can be observed in the magneto-elastic image and are indicated by arrows. Frequency of excitation: 58 kHz.

Figure 8.4 shows the magneto-elastic image at another location on the amorphous sample at the same excitation frequency. This region has circular bright and dark regions which are magnetic domains and the size of the domains
is large in this region. The amplitude of the vibration of the cantilever is higher in this region as seen by the higher output voltage from the photodiode detector of AFM. This would indicate that locally the magnetostriction is higher than the other region. The amorphous magnetic ribbons exhibit higher saturation magnetostriction. This is confirmed by the larger strains produced by the amorphous sample which can be clearly seen in magneto-elastic images. In this region also, the magnetostriction is the dominant factor that contributed to the contrast in the magneto-elastic image. Thus the bright and dark region corresponds to the magnetic domains as shown by arrows in Figure 8.4.

Figure 8.4. (a) Surface topography and (b) magneto-elastic image of amorphous magnetic ribbon sample. The magneto-elastic image shows relatively large circular magnetic domains. Some of the domains are indicated by arrows. Frequency of excitation: 58 kHz.

The magneto-elastic images obtained on nanocrystalline FINEMET magnetic ribbon sample showed the formation of nano-sized crystals due to the annealing of amorphous sample. The size of the nano crystals ranges from 50 nm-100 nm. Figure 8.5 shows the surface topography and the corresponding
A magneto-elastic image obtained with a scan size of 3.27 µm x 3.27 µm at an excitation frequency of 58 kHz. The topography image shows the nanocrystals embedded in amorphous matrix with a maximum vertical height of 200 nm. Most of the nanocrystalline phase appears with dark contrast indicating a decrease in the magnetostriction of the material. However, some regions show dark and bright regions indicating the presence of a small effective saturated magnetostriction. An agglomeration of nanocrystals is also observed in this region.

Figure 8.5. (a) Surface topography and (b) magneto-elastic images of nanocrystalline magnetic ribbon sample. Frequency of excitation: 58 kHz. Nanocrystalline phase can be observed in the images.

Figure 8.6 shows a magnified image of the nanocrystalline phase of the FINEMET alloy sample at a frequency of 58 kHz. The domains can be clearly seen in this image. Within a domain the magnetostriction is saturated. The saturation gives rise to a deformation which is dependent on the magnetization direction of the domain. At the domain wall the magnetic moments changes direction, resulting in the deformation of material. The magnetization of the
sample is in-plane and the external magnetic field is perpendicular to the plane. Therefore each of the domains is subjected to rotational forces and consequently the amplitude of AFM cantilever is large near the domain walls. If the microscopic magnetic forces contribute to the domain image, the domain walls would appear bright in the magneto-elastic image [220]. A domain wall is shown by arrow in Figure 8.6. A line profile across the domain wall in the nanocrystal shows a width of 40 nm. Therefore, it appears that the magnetic forces contributed to the contrast in this region of the sample.

Figure 8.6. A high magnification (a) surface topography and (b) magneto-elastic images of the nanocrystalline FINEMET alloy magnetic ribbon. A domain wall with a width of 40 nm is shown by arrow. Frequency of excitation: 58 kHz.

8.4. Conclusions

An experimental setup based on AFM is presented to image magneto-elastic interactions in ferromagnetic materials. A non-magnetic tip is used to scan
the surface of a ferromagnetic sample placed in the electromagnetic field of a tiny coil excited at resonant frequency of the AFM cantilever. The ac magnetic field generates strains in the material which is detected by the AFM cantilever to obtain an image of local magnetostriction of the sample. The technique is used to identify magnetic iron nanoparticles from nonmagnetic carbon nanoparticles deposited on a silicon substrate. The technique is also used to study the magnetostrictive properties of amorphous and nanocrystalline magnetic materials. The local magnetostriction properties depend on the magnetization of the domains. Therefore, this technique is used to image the magnetic domains in the sample. The nanocrystals in nanocrystalline magnetic ribbon sample are imaged using the technique. The magnetostriction behavior of a nanocrystalline magnetic material is expected to be small. This is confirmed in the magneto-elastic images obtained on the nanocrystalline sample. Most of the nanocrystalline phase appears dark indicating a small magnetostriction. Magnified images of the magneto-elastic interactions show that the deformation of the material due to magnetization direction reversal in domains leads to a higher amplitude of AFM cantilever near the domain wall. Consequently, the domain wall can be imaged due to the microscopic magnetic forces acting on the domains. The width of the magnetic domain wall is about 50 nm. The magnetostrictive imaging using an AFM will be a useful technique when imaging magnetically soft materials, which are otherwise difficult to be imaged due to sample magnetization in conventional magnetic force microscopy techniques.
CHAPTER 9
CHARACTERIZATION OF FERROELECTRIC PROPERTIES

9.1. Introduction

A ferroelectric material is an insulating system with two or more discrete stable or metastable states of different nonzero electric polarization in zero applied electric field, referred to as spontaneous polarization. For a system to be considered ferroelectric, it must be possible to switch between these states with an applied electric field. When an electric field is applied to a piezoelectric material, strains are generated in the material due to the converse piezoelectric effect. In addition to the piezoelectric effect, electrostriction and electrostatic interactions can also be observed when a ferroelectric or piezoelectric material is subjected to an external electric field. Electrostriction refers to the generation of strains in ferroelectric or dielectric materials when an external electric field is applied to the material. This phenomenon is similar to that of magnetostriction in ferromagnetic materials.

Various techniques have been developed to characterize ferroelectric materials using AFM. Piezoresponse force microscopy (PFM) is one of the most
widely used AFM based technique to study the ferroelectric properties [132-136]. This technique has been used extensively to study at nanometer scale, the local piezoelectric properties, ferroelectric domain imaging, spontaneous polarization distribution, etc. In this method, a bias voltage is applied between a conducting tip and the ferroelectric sample. Also, an electrode is attached to the sample material, so that bias voltage can be applied to the sample material. The piezoelectric response of the surface is detected as the first harmonic component of bias-induced tip deflection. A significant challenge of the piezoelectric measurements is that the tip motion can be due to a combination of piezoelectric, electrostrictive and electrostatic interactions. The relative contribution of these interactions depends on the measurement conditions. As mentioned above, the piezoelectric behavior represents a linear relation between the strain and applied field. If the strain depends on the square of the applied field, the interaction is mainly due to electrostriction of the material. Therefore, careful analysis of the contrast in the images is needed for accurate measurement of ferroelectric properties. The piezoresponse force microscopy has also been used for quantitative measurement of piezoelectric coefficient in ferroelectric materials [221]. High-voltage PFM was also used for the measurement of piezoelectric coefficient in single crystal of RbTiOPO$_4$ [222]. In this method, a high voltage stress is applied via plain electrodes between the sample and tip. However, this method cannot be used in ionic conducting ferroelectrics such as KTiOPO$_4$ (KTP), due to the possibility of electrical breakdown. Therefore, for ionic conducting ferroelectrics, PFM may not be suitable.
In this study an alternative technique based on AFM is proposed to study the local electrostrictive and piezoelectric properties of ferroelectric materials. In this method, the ferroelectric sample is placed in an electromagnetic field generated by a coil. The electric field component of the electromagnetic field interacts with the polarized states of the ferroelectric. This results in the generation of strains in the material. The strains are measured by a magnetic tip-cantilever of an AFM and a map of local electrostrictive properties of the material is obtained with nanometer resolution. Depending on the frequency of the applied field, both piezoelectric and electrostriction properties can be imaged. Since the strain produced by electrostriction or piezoelectricity is dependent on the polarization behavior, ferroelectric domains can be imaged using this technique. Ionic conducting KTP samples are characterized using this technique. Since the samples are conducting, conductivity images can also be obtained. The contrast in the images is explained based on the local variations of electrostriction or piezoelectric properties and/or conductivity. An advantage of the new technique is that no bias voltage is required to be applied between the tip and sample. Therefore, the possibility of damage to the sample is not present. Even though ionic ferroelectric material is characterized, the technique can equally be applied to any ferroelectric or dielectric material.
9.2. Materials and Experiment

Ferroelectric properties of four samples of uncoated potassium titanyl phosphate KTiOPO$_4$ (KTP) crystals processed by different methods were studied in these experiments. KTP crystals exhibit excellent nonlinear optical properties, used in frequency doubling by second-harmonic generation and optical parametric oscillations [223-225]. The four samples were labeled as K0557, KTP4, KTP6, and HGTR KTP. The dimensions of all the samples were 10 x 5 x 1 mm.

A magnetic thin film coated tip with a nominal diameter of 20 nm attached to a cantilever with a spring constant of 0.1 N/m is scanned across the sample surface in contact mode. The electric field of the coil electromagnetic field interacts with the ferroelectric material leading to strains in the material. The strains generated in the sample deflect the cantilever, the oscillations of which are dependent on the local electrostrictive properties of the material.

9.3. Results and Discussion

In this section, results of electrostrictive and piezoelectric interaction measurement using AFM in different KTP samples are presented. Images of ferroelectric interactions in KTP samples are presented.
9.3.1. Detection of Electrostrictive and Piezoelectric Interactions in KTP crystals

Figure 9.1 plots the amplitude of the vibration of the AFM cantilever when positioned over a single point on the four KTP samples at a frequency of 85 kHz. Of the four samples, three samples except HGTR KTP show a linear behavior. It implies that, at a given frequency, the samples, KTP4, KTP6, and K0557 exhibit piezoelectric behavior. The slope of the linear plot is related to the piezoelectric coefficient of the sample. The fourth sample, HGTR KTP does not show a linear behavior, but shows a quadratic behavior indicating that the sample shows electrostrictive behavior at a given frequency. It means that electrostriction interactions can be obtained at $2f$ frequency.

Figure 9.1. Amplitude of the AFM cantilever plotted as a function of the input voltage applied to the coil for the different KTP crystal samples.
KTP crystals are ionic conducting ferroelectrics with relatively high conductivity. Therefore, eddy currents can be generated in the material. For measuring piezoelectric or electrostrictive interactions, the magnetic tip needs to be in contact while taking measurements. However, if a conductivity mapping is needed, the tip can be scanned in a non-contact fashion to detect local variations in electrical conductivity. To study the effect of separation distance between the tip and sample on electrical conductivity measurements, eddy current forces were measured between the magnetic tip and magnetic fields generated by eddy currents. Figure 9.2 shows a plot of amplitude of the cantilever vibration as a function of separation distance between tip and the sample for K0557, KTP4, and HGTR KTP samples. The plots show that with an increase in the separation distance, the amplitude of cantilever vibration gradually decreases and after a certain distance the amplitude becomes constant. At any separation distance, K0557 produced larger amplitudes of AFM cantilever. Consequently, eddy current forces in K0557 sample would be the highest among all the samples.
9.3.2. Imaging Ferroelectric Interactions in KTP crystals

By scanning the magnetic tip across the ferroelectric sample surface, it is possible to map the ferroelectric interactions between the magnetic tip and the eddy currents generated in the sample. This section presents preliminary imaging results obtained on four different KTP samples. Figure 9.3 shows surface topography and ferroelectric image obtained on KTP6 at a scan area of 1.51 µm x1.51 µm and excitation frequency of 90 kHz. The image is obtained in contact mode and hence will have both eddy current interactions and
piezoelectric or electrostrictive interactions. Therefore, interpreting the contrast needs careful analysis. The topography image shows circular features with a maximum height of 50 nm. The eddy current image on the right shows some interesting features. Circular features with dark contrast can be seen in this image, which are not seen in the corresponding surface topography image. These features are shown by arrows. A ferroelectric material switches between polarization states in the presence of an external field. While the dark features seen in the image can be $K^+$ ions which are conductive, they are not seen in the corresponding topography image. Therefore, these features might be the ferroelectric domains formed when the electric field interacts with the sample.

Figure 9.3. (a) Surface topography and (b) eddy current images of KTP6 sample. Frequency of excitation: 90 kHz.

Figures 9.4-9.6 show surface topography and eddy current images obtained on KTP4, HGTR KTP, and K0557 samples respectively all obtained at a frequency of 90 kHz. KTP4 and HGTR KTP images show similar features.
Precipitates introduced during the processing of the material can be observed in both the images. However, the precipitates show different contrast in different regions, as indicated by arrows in Figure 9.4 and 9.5. The difference in contrast could be due to electrical conductivity variations or electrostriction behavior or ferroelectric domains. The images obtained on K0557, shown in Figure 9.6 did not show any precipitates. The surface topography image on this sample shows parallel bands with a width of 200 nm and a maximum height of 20 nm. However, the eddy current image shows bright-dark contrast within these bands. The plot between the input voltage and the output amplitude of the cantilever for K0557 showed a quadratic behavior indicating the strong electrostriction interactions in the sample. Therefore, the contrast difference in this image could be due to the local variations in the electrostriction. Consequently, the features indicate the ferroelectric domains of the sample.

Figure 9.4. (a) Surface topography and (b) eddy current images of KTP4 sample. Frequency of excitation: 90 kHz.
Figure 9.5. (a) Surface topography and (b) eddy current images of HGTR KTP sample. Frequency of excitation: 90 kHz.

Figure 9.6. (a) Surface topography and (b) eddy current images of K0557 sample. Frequency of excitation: 90 kHz.
9.4. Conclusions

A new methodology to measure and image ferroelectric properties with nanometer scale resolution is presented. The technique is based on the combination of an AFM and electromagnetic fields. A ferroelectric sample is placed in an electromagnetic coil excited with radio frequency signal. The electric field generates strains in the material through electrostriction and piezoelectricity. The strains are measured by a magnetic tip attached to a flexible cantilever. An image is obtained by scanning the tip across the sample surface in contact mode. Samples of KTP crystals processed under different conditions are characterized using this technique. Plots between the input voltage to the coil and the output amplitude of the cantilever are shown for the samples. The results show that while some samples exhibit a linear behavior, other samples showed a quadratic behavior indicating the presence of both piezoelectric and electrostrictive interactions. Eddy current images obtained on the four samples show different contrast in each of the samples. This difference in contrast could be due to local variations in ferroelectric properties. Moreover, the KTP crystals are ionic conducting samples with relatively higher conductivity than other ferroelectric materials. Therefore, the contrast in the images could also be due to local variations in electrical conductivity. The results presented in this chapter are only preliminary results and further studies need to be conducted on these samples to explain the mechanism of contrast seen in the eddy current images of ionic conducting ferroelectric materials.
The research work in this dissertation presents a new AFM based methodology to measure and image electrical properties of materials with nanometer scale resolution and high sensitivity to local variations in electrical conductivity. A conventional AFM is modified to measure forces due to induced currents in conducting materials placed in a time-varying external magnetic field. A small electromagnetic coil is used to generate eddy currents in conducting samples. The eddy currents are acted upon by forces ranging from few picoNewtons to nanoNewtons. A theoretical model based on solution to Maxwell’s equations with appropriate boundary conditions is developed to determine the magnitude of eddy current forces generated in a typical metal placed in an external electromagnetic field. The model is also used to describe the electrodynamic interactions between the magnetic field of a typical MFM tip and the magnetic field generated by eddy currents. For a typical metallic material, the theoretical eddy current forces were found to be approximately 50 pN. Based on the theoretical force calculations, for maximum sensitivity, a cantilever with a spring constant of 0.1 N/m was selected for measuring eddy...
current forces. The selected spring constant is capable of measuring sub-picoNewton forces. Also, a suitable electromagnetic coil is designed to generate the required eddy current densities in the samples. By externally generating eddy currents in the samples using a coil, eddy current densities can be independently adjusted in different materials depending on conductivity, frequency of excitation, skin depth etc.

The sample is placed on a small electromagnetic coil. One face of the conducting sample faces the circular end of the coil, while the opposite face of the sample faces a magnetic tip-cantilever of the AFM. The coil is connected to a radio frequency signal generator. The coil generates a time-varying magnetic field around it. The oscillating magnetic field of the coil induces eddy currents in the conductor. The eddy currents produce an opposing secondary magnetic field in a direction opposite to the primary magnetic field. The secondary magnetic field of the eddy currents interacts with the magnetic tip causing the cantilever to deflect. The deflection of the cantilever is measured by a lock-in amplifier which compares the output of the AFM cantilever with the input to the coil. The output from the lock-in amplifier is used to separate surface topography and electrical conductivity images simultaneously.

The experimental setup is first used to measure eddy current forces in different metallic samples. Eddy current forces in single crystal samples of copper, cadmium, aluminum and polycrystalline platinum were measured. The samples were embedded in an epoxy and polished to an optical finish. The sample is placed on the coil and the coil is connected to the signal generator. For
maximum sensitivity, the frequency of the coil was varied while looking for a maximum amplitude of the cantilever vibration. The resonant frequency of the cantilever coupled to the sample was determined. The signal generator was then set at the resonant frequency and tip was positioned at a distance of 50 nm above the sample surface. The force acting on the cantilever due to eddy currents was measured. This was repeated for all the samples. The results show that very small forces, of the order of 15 pN can be measured using this technique. The effect of separation distance between the tip and sample on the magnitude of eddy current forces was studied. The results showed that at small separation distances, the eddy current forces were highest and with an increase in the distance, the eddy current forces rapidly decreased. It was also shown that the magnitude of the eddy current forces strongly depend on the electrical conductivity of the sample. The experimentally measured eddy current forces on different metals were compared with theoretical results and they were in good agreement. A finite element model of the electrodynamic interactions of magnetic tip and the magnetic field due to eddy currents in metals was developed using an electromagnetic analysis software Maxwell 3D. The resulting eddy current forces are also computed. The finite element model results were in good agreement with theoretical and experimental forces.

The imaging capability of the newly developed instrument was demonstrated by imaging the electrical conductivity of 7 μm carbon fiber reinforced in polymer matrix. The contrast in the eddy current force image is explained based on the huge electrical conductivity difference between the fibers
and the polymer matrix. High-resolution eddy current images of the interface between the fiber and matrix were obtained. Therefore, this technique can be effectively used to study the interfacial properties of composites with nanometer resolution. The methodology is then applied to demonstrate that the technique is capable of imaging very small variations in electrical conductivity. This is accomplished by imaging the microstructure of a dual-phase polycrystalline Ti-6Al-4V alloy with an approximate difference of 6% in electrical conductivity between the two phases and within the α phase. The eddy current image distinguished different phases in the sample and also facilitated the observation of different grains by significantly increasing the image contrast. The contrast in the eddy current force images is attributed to the anisotropy of the electrical conductivity of the α phase and the difference between the conductivity of the α and the β phase. The spatial resolution of the eddy current imaging system was determined by imaging carbon nanofibers reinforced in a polymer matrix. A spatial resolution of 25 nm was obtained using the technique. Since the magnetic field sensed by the magnetic tip may be larger than the diameter of the tip, the resolution is in the range of 30–50 nm. Thus, it is demonstrated that high resolution and high sensitivity to local electrical conductivity variations can be achieved using the newly developed technique. Moreover, based on the response of the magnetic tip to the excitation of the electromagnetic coil, the instrument can be used to perform eddy current imaging at multiple frequencies.

Since the AFM is extensively used for the characterization of nanomaterials and nanostructures, the newly developed technique was also
used to characterize the electrical properties of nanostructured materials. Two types of nanostructured materials were characterized: carbon nanofibers and platinum nanoparticles. The results show that the eddy current images can be successfully used to study the distribution and dispersion of carbon nanofibers in the polymer matrix. The interface region of the fibers and the matrix was examined with nanometer scale resolution, thus facilitating characterization of interface and possible delaminations or fiber pull-out from the matrix. Therefore, the eddy current imaging can be a useful tool for the characterization of nanocomposites.

The electromagnetic properties of metallic nanoparticles have been studied extensively and vast amounts of literature are available on this subject. Generally, the electromagnetic properties are characterized using optical techniques such as NSOM and SERS. These techniques operate at optical frequencies and image the plasmon resonances of the metallic nanoparticles. Moreover, these techniques image the local enhancement in electrical field around the nanoparticles. The interaction of low-frequency electromagnetic fields with metallic nanoparticles has not been reported in the literature, to the best knowledge of the author. Therefore, in this study, the local electromagnetic properties of platinum nanoparticles subjected to low frequency electromagnetic fields are studied. The eddy current images of platinum nanoparticles show that it is possible to image the helicon wave propagation and its resonance modes in nanometals. Generally, helicon wave resonance modes are observed in thicker metallic samples excited at MHz frequencies at low temperatures. The helicon
wave propagation in nanometals is explained based on the increase of effective mass of electrons in metallic mesostructures. The increase in the effective mass of electrons reduces the cyclotron frequencies from MHz to kHz range. In the experiments, the images are obtained at a frequency of 90 kHz. Since the excitation frequency is approaching the cyclotron frequency, it is possible to excite helicon resonance modes in nanometals at room temperatures. The nature of the helicon wave is predominantly magnetic and thus the magnetic field of the helicon wave propagating in the nanoparticle can be imaged using a magnetic tip attached to the AFM cantilever. The possibility of imaging helicon waves in nanometals at room temperatures opens up a new avenue for variety of applications, most notably in sensors.

The eddy current force imaging utilizes interactions between induced currents and the conducting sample to build an image of local electrical conductivity variations. However, the induced currents interact with different materials and gives rise to different interaction forces. If these interaction forces can be imaged using an appropriate cantilever-tip system, new imaging modes can be developed. Therefore, the newly developed technique was also used to characterize magneto-acoustic, magneto-elastic and ferroelectric properties.

When a metallic material is subjected to electromagnetic fields, strains due to the collisions of the electrons with the lattice are developed in the material. These strains cause the lattice to vibrate thus generating acoustic waves in the metal. The amplitudes of the acoustic waves generated are very small. The electromagnetic generation of acoustic waves has led to the development of
EMATs which are extensively used in NDE applications. In a traditional EMAT, a static magnetic field is used to increase the amplitudes of vibrations. However, if an AFM cantilever-tip is in contact with the metal placed in electromagnetic field, the cantilever can measure the extremely small amplitudes due to acoustic waves. In such case, the external magnetic field is not necessary. Therefore, in this study, acoustic waves generated due to electromagnetic fields in metals measured and imaged using AFM. A plot between the input voltage and the output of the AFM cantilever was obtained for different single crystal metallic samples. The thicknesses of the samples are smaller than the electromagnetic skin depth at the excitation frequency. The results show that the generation of acoustic waves in metals is a function of the electrical conductivity as well as the elastic properties of the metals. Acoustic amplitude images were obtained on the Ti-6Al-4V alloy in contact mode AFM. The images showed a better contrast in the acoustic amplitude image. Grain-to-grain contrast and strong grain boundary contrast were observed in the acoustic images. The contrast observed in the images is similar to the ultrasonic AFM images which utilize a piezoelectric transducer to generate acoustic waves in a sample and the AFM cantilever to detect and map the acoustic amplitudes.

When a ferromagnetic material is placed in an external magnetic field, the sample dimensions change due to the magnetostriction phenomenon. Therefore, if an AFM tip is placed in contact with the ferromagnetic material subjected to electromagnetic field, the resulting image maps the local variations in magnetoelastic properties of the sample. Also, a magnetic tip is not needed in this case.
A non-magnetic tip is used to scan the surface of a ferromagnetic sample placed in the electromagnetic field of a tiny coil excited at resonant frequency of the AFM cantilever. The ac magnetic field generates strains in the material which is detected by the AFM cantilever to obtain an image of local magnetostriction of the sample. The technique is used to identify magnetic iron nanoparticles from nonmagnetic carbon nanoparticles deposited on a silicon substrate. The technique is also used to study the magnetostrictive properties of amorphous and nanocrystalline magnetic materials. The local magnetostriction properties depend on the magnetization of the domains. Therefore, this technique can also be used to image the magnetic domains in the sample. The contrast in the images can be explained based on the local variations of the magnetostriction of the samples. The images obtained on amorphous magnetic ribbon material show high magnetostriction of the material. When the amorphous material is heat treated, the nanocrystalline phases develop in the material. The magnetostriction the nanocrystalline phase is expected to be small. The magneto-elastic image of the nanocrystalline phase shows that the local magnetostriction is small when compared to the amorphous phase of the same material. Magnified images of the magneto-elastic interactions show that the deformation of the material due to magnetization direction reversal in domains leads to a higher amplitude of AFM cantilever near the domain wall. Consequently, the domain wall can be imaged due to the microscopic magnetic forces acting on the domains. The width of the magnetic domain wall is about 50 nm. The magnetostrictive imaging using an AFM will be a useful technique when imaging magnetically soft materials, which
are otherwise difficult to be imaged due to sample magnetization in conventional magnetic force microscopy techniques.

Finally, the technique was used to characterize ferroelectric materials. A ferroelectric sample is placed in an electromagnetic coil excited with radio frequency signal. The electric field generates strains in the material through electrostriction and piezoelectricity. The strains are measured by a magnetic tip attached to a flexible cantilever. An image is obtained by scanning the tip across the sample surface in contact mode. Four different samples KTP crystals, processed under different conditions are characterized. Preliminary results on the four samples were presented. Since KTP is an ionic conductor, the contrast in the images could be explained due to variations in electrical conductivity in addition to the local ferroelectric property variations. Therefore, the analysis of the contrast in ionic conducting ferroelectric materials needs careful interpretation. More studies are needed to explain the contrast mechanism in ferroelectric materials using the new technique.

In summary, the techniques developed in this dissertation can be used to study local variations in different material properties, like electrical conductivity, magnetic, magneto-acoustic and ferroelectric properties with nanometer scale resolution and high sensitivity. The most important feature of all the techniques described in this work is how the induced currents are exploited to image different material properties without applying any bias voltage or any extensive modifications to the AFM. Simple modifications to AFM would result in characterization of multiple material properties offering ease of use and
versatility. The only modifications required to image these properties are the selection of an appropriate tip and using a suitable imaging mode of AFM. These techniques would find many applications in different areas of nanotechnology including advanced micro- and nano-NDE applications and sensing applications.
A new AFM based methodology to characterize multiple material properties is developed and discussed in this dissertation. However, several research topics that surfaced during the course of this investigation could not be studied due to time constraints. A few of those topics for future research listed below.

1. Eddy current forces on copper, aluminum and cadmium were measured in this study. However, eddy current forces on other metals of different electrical conductivities could be obtained and used as calibration standards for future imaging. Also, finite element models can be developed to model the interactions between the magnetic tip and the eddy currents in different metals.

2. The eddy current forces can be used to measure electrical resistivity of the samples. In this study, the magnetic susceptibility of copper is measured using eddy current forces. The same analysis can be extended to different materials.
3. The frequency spectra of the cantilever coupled with the sample showed that the cantilever has multiple resonance peaks. The images in this study were obtained at one resonance frequency. The effect of the multiple frequency imaging on the contrast in different materials can be studied.

4. In the electrical conductivity images shown in this study, the normal component of the eddy current force is measured and imaged. However, the finite element analysis of electrodynamic interactions between magnetic tip and copper showed that there are lateral eddy current forces on the cantilever. The lateral forces give rise to the twisting motion of the AFM cantilever resulting in a torsion. The deflections of the cantilever due to the lateral forces can be used to obtain an image of the torsional eddy current force in the material. The torsional eddy current forces are expected to give rise to a strong contrast near the boundaries, thus enhancing the contrast seen in images. Moreover, cracks which are parallel to the eddy current field cannot be imaged using the normal eddy current force component. In such cases, the lateral forces will be able to detect the cracks with much better contrast.

5. It is well known that the presence of defects cracks significantly modify the eddy current density around them. Therefore, the eddy current AFM technique can be effectively used to detect cracks or characterize fractured surfaces with nanoscale resolution. Moreover, this technique can also be effectively used to detect sub-surface cracks, since the eddy currents pass through the thickness of the sample.
6. Eddy current images of metallic nanoparticles showed a dramatic contrast difference between the nanoparticles. The contrast in the images was explained based on the helicon resonances in the nanoparticles. More studies need to be done on different metallic nanoparticles to explore in more detail about the contrast mechanisms in nanoparticles. The effect of size, shape, and electrical conductivity of nanoparticles can be studied. Also, it is interesting to study the possibility of measuring local dielectric properties of individual nanoparticles using this technique.

7. The contrast mechanism in the eddy current images of ferroelectric materials needs to be studied in detail. The images on different ferroelectric materials needs to be obtained and compared to study the effect of conductivity and local ferroelectric properties on the contrast. Also, images can be obtained using both magnetic and non-magnetic tips to study the differences in images.
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