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Abstract 
 

The LINCS L1000 dataset is a large-scale compendium that contains records of the cell 

line specific transcriptional effects of cellular perturbation that was established to provide 

mechanistic and circuit-level insights with regard to cancer biology.  This undertaking is a 

scaled-up version of the Connectivity Map (CMap) project whose goal was to connect 

transcriptional signatures of the downstream effects of genetic and small-molecule perturbations 

in a high-throughput yet cost-effective manner.  This was accomplished by profiling a reduced 

representation of the human transcriptome – nearly 1,000 landmark transcripts whose expression 

is predictive of roughly 80% of non-measured genes.   

Whereas the choice to measure a subset of the transcriptome was primarily cost-based, 

reducing the representation of transcriptional data is a common method for amplifying the signal 

amidst the noisy background of large datasets.  It can also be a valuable tool for making data 

amenable to a variety of bioinformatics-based analyses, for example, when lists of genes and 

their direction of regulation is considered based on continuously valued measurements subjected 

to a significance-based threshold.  In the work presented in this document, we subject the records 

contained in the L1000 dataset to a thresholding procedure and explore how connections 

between over 2,000 common genetic perturbations differ between a core set of seven cancer cell 

lines.  Specifically, we frame the connections in the context of edges between nodes in a novel 

adaptation of pathway-level analysis. 

We begin by conducting a simulation study in order to interrogate the data-generating 

mechanism best suited to reproduce our data of interest with the least amount of bias.  This will 

be followed by a power analysis to assess the appropriate threshold for edge-based 
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measurements for our dataset.  Then, we will demonstrate how these measurements can be 

incorporated into the topology of cellular signaling pathways and introduce an R Bioconductor 

package that easily integrates this type of data into pathways from the Kyoto Encyclopedia of 

Genes and Genomes or KEGG – one of the most widely known online repositories for biological 

pathways.  Finally, we will conduct an edge set enrichment analysis of our data that applies the 

well-known methodology of gene set enrichment analysis to this novel edge-data type. 
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Chapter 1: Introduction 
 
1.1 LINCS L1000 data set 

The Library of Integrated Network-Based Cellular Signatures (LINCS) consortium is an 

academic community of researchers supported by the NIH (National Institutes of Health) 

established to take on the massive project of “generating and making public data that indicates 

how cells respond to various genetic and environmental stressors” [1].  The overarching goal of 

this initiative is to establish cause-and-effect biological insight by measuring the downstream 

transcriptional response of genes in specific cell lines after “perturbating the [cellular] system” 

with shRNA interference (genetic) or chemical/pharmacological (environmental) stressors [2].  

The Connectivity Map (CMap) project established by the BROAD Institute of MIT and Harvard 

has undertaken the ongoing task of generating and making public data obtained via the LINCS 

L1000 platform [2] [3].   

The CMap L1000 database (from here on referred to as the L1000 data set) is a collection 

of gene expression signatures obtained by a high-throughput screening method developed by 

CMap called the L1000 assay.  The “L” in L1000 stands for landmark (LM); rather than 

targeting the whole genome, the L1000 gene expression assay contains 1,058 probes 

corresponding to 978 “landmark” genes and 80 control transcripts.  The 978 L1000 genes 

provide a reduced representation of the entire transcriptome and were chosen by CMap to be 

targeted for changes in expression for the following reasons [4]: 

1. These genes are widely expressed/transcribed across the cancer cell lineages of 

interest at baseline conditions (no perturbating factors). 
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2. The expression of 11,350 genes that are not measured in the assay can be reliably 

predicted via linear regression.  

The unique records curated by CMap as part of the L1000 data set are called Consensus 

Genomic Signatures (CGSs).  Each CGS is the ‘consensus’ measurement of the expression 

change of L1000 genes after cancer cells undergo perturbation by either genetic “perturbagens” 

(genes known to be important in ‘upstream’ transcriptional regulation are targeted via shRNA 

interference – an experimental procedure intended to functionally knock-out the transcription-

related-abilities of individual genes) at specific timepoints [after perturbation] and doses of the 

perturbagens.  The term ‘consensus’ indicates that this data represents the on-target effects 

multiple of shRNAs targeting the same gene.  

The L1000 data set is large and dynamic - CMap adds records to the database of over 

1,000,000 L1000 profiles as data is generated.  Providing reduced representation of data is an 

important aspect of the generation and analysis of ‘big data’ sets such as L1000; it has important 

applications not only in terms of high-throughput screening (i.e. reducing monetary cost of data 

collection by reducing how much data is collected) but also for reducing the noise [and thereby 

amplifying the signal] in the resulting data.  There are two aspects reduced representation 

inherent in the creation of ‘Level 6’ CGSs.  First, although records exist across multiple shRNAs, 

Level 6 CGSs contain one record per perturbagen at each experimental condition which makes 

the data more manageable from a practical standpoint.  The ‘consensus’ signatures provide a 

clearer signal of transcriptional outcomes among the genes by ‘averaging out’ off-target shRNA 

effects on the transcription of LM genes across experimental replicates [5].   

The notion that the L1000 genes are, in effect, the opposite of housekeeping genes is the 

second aspect of dimension reduction attributed to the L1000 data set.  Whereas ‘housekeeping’ 
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genes are chosen for their relatively stable expression across experimental conditions, the L1000 

assay measures 978 genes were chosen to provide a clear signal of changes in transcriptionally 

informative genes [6].  The discussion that follows posits the following questions: can we define 

a metric to describe the transcriptional information associated with a particular L1000 gene and 

how can the heterogeneity of transcriptional information be incorporated into the analysis of the 

L1000 data set? 

1.2 Level 6 Consensus Genomic Signature Gene Lists 

The Level 6 CGSs in the L1000 data set are vectors of ModZ scores for all LM genes.  

Methods that employ ModZ CGSs for their intended purpose – to connect cellular events using 

measurements of their transcriptional response to stressors in the context of multiple layers of 

dimension reduction – have been the topic of many recently published papers both within the 

LINCS and among other research communities [7] [8] [9].  The discussion that follows considers 

A   ModZ scores for all 978 LM genes Lists of the 50 top/bottom ranked LM genes   B 

Figure 1: Comparison of data for Level 6 CGSs ModZ (A) vs. Level 6 CGSs  gene list (B) CGSs.  Each 
Level 6 CGS (A) is a vector of ModZ scores for each L1000 LM gene whereas level 6 signatures are lists of 
LM genes that are top 50 overexpressed (“UP”) or underexpressed (“DOWN”) for each experimental 
perturbagen for each cell line.    
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Level 6 CGS gene lists – Level 6 data that has a further reduced representation of the 

information measured by the L1000 genes.  This novel data type - specifically provided to the 

LINCS community - has received little attention despite its [intended] potential to reduce the 

internal noise amongst expression of the L1000 genes themselves.    

Here we define Level 6 CGS gene lists associated with each CGS that summarize the 

direction of regulatory changes of ‘important’ LM genes according to the CGS’s internally most 

differentially expressed (MDE) genes.  Each Level 6 CGS gene list is associated with two non-

overlapping subsets: an “UP” (most up-regulated or overexpressed genes) and “DOWN” (most 

down-regulated or underexpressed genes) list.  Figure 1 demonstrates the differences in data 

structure between the original Level 6 CGSs and Level 6 CGS gene lists.  

CMap has offered Level 6 CGSs defined by simple selection criteria for the two subsets 

of genes: “UP” lists contain the L1000 genes with the top 50 largest positive ModZ-scores and 

entries for the “DOWN” lists have the 50 most negative ModZ-scores for each record of Level 5 

data.  The 878 (978 – 50×2) LM genes that do not make either cutoff (fall in the middle) are 

essentially filtered out of the new Level 6 CGS.  Unlike the Level 6 ModZ CGSs, Level 6 CGSs 

signatures do not contain expression values for each L1000 gene.  Note that the directionality of 

a gene’s expression change is only captured in a Level 6 CGS if it is among the 100 MDE genes. 

CMap has also generated Level 6 CGSs that first use algorithms to predict the expression of 

genes and select the top 100 MDE genes in both directions for either a ‘best inferred gene set’ 

(“BING_100”) or for all genes across the genome (“ALL_100”).  Our focus will remain on the 

Level 6 CGSs for the top 50 most up and down-regulated landmark genes (“LM_50”) to first 

address the following question before using these signatures in downstream analyses; does 

reduced representation effectively boost the signal in our data or does the behavior of certain LM 
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genes overshadow the more muted, but perhaps more biologically or otherwise important 

transcriptional response of genes that do not make the cutoff?  We will conduct  

simulation studies aimed to determine, in a controlled setting, the extent to which random noise 

‘clutters’ the Level 6 signatures. 

 

 

 

 

 

 

 

1.3 Level 6 Concordance Signatures 

 Lists of gene names are used in many applications of bioinformatics research, perhaps 

most notably as queries for enrichment analysis of gene expression data [10].  Typically, lists 

contain the names of genes that are either over or under-expressed between two phenotypic 

conditions (such as disease state relative to control) or across other experimental settings such as 

time.  Instead of using the Level 6 CGSs as queries for external data sets, the purpose of this 

study is to use internally-derived concordance signatures to identify similarities/differences in 

gene regulation amongst 6 cancer cell lines as well as 1 immortalized cell line (Table 1) that 

each have a Level 6 CGS recorded at 96 hours across 2,042 common genetic perturbations 

(concentration = 1µl).    

Here we define concordance signatures (CS’s) between any two Level 6 CGS as the gene 

lists that summarize the intersection of their impact on regulatory events as follows: 

Table 1: Cell lines used for analysis 

Cell Line Name Tissue/Disease of Origin 
A375 Amelanotic melanoma (skin) 
A549 Lung adenocarcinoma 
HA1E Immortalized kidney epithelium 
HEPG2 Hepatoblastoma (liver) 
HT29 Colon adenocarcinoma 
MCF7 Invasive ductal carcinoma (breast) 
PC3 Prostate carcinoma 
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For any two Level 6 CGS gene lists, let (𝐶𝐺𝑆%&',	𝐶𝐺𝑆(&'), uniquely identified by one cell line 

(superscript; one of seven different cancer cell lines (CL’s)) and two perturbated genes 

(subscript; two different perturbed genes (PGs) out of 2,042) let: 

𝐶𝐺𝑆_𝑈%&'	= 50 “UP” genes for PGx×CLcl, 𝐶𝐺𝑆_𝑈(&'	= 50 “UP” genes for PGy×CLcl, 

𝐶𝐺𝑆_𝐷%&'	= 50 “DOWN” genes for PGx×CLcl, 𝐶𝐺𝑆_𝐷(&'= 50 “DOWN” genes for PGy×CLcl.   

While concordance signatures could be constructed between any two CGS gene lists, we will 

specifically focus on relationships that exist as edges between nodes in cellular signaling 

networks, as discussed in detail in the following section.   

Then, the concordance signature 𝐶𝑆%(&'  (edge X|Y) is defined by four following sets of gene lists: 

𝐶𝑆_𝑈𝑈%(&' 			= 𝐶𝐺𝑆_𝑈%&'	 ∩ 𝐶𝐺𝑆_𝑈(&'	; 	0	 ≤ 	 V𝐶𝑆_𝑈𝑈%(&'V 	≤ 	50,  

𝐶𝑆_𝐷𝐷%(&' 			= 𝐶𝐺𝑆_𝐷%&'	 ∩ 𝐶𝐺𝑆_𝐷(&'	; 	0	 ≤ 	 V𝐶𝑆_𝐷𝐷%(&'V 	≤ 	50,  

𝐶𝑆_𝑈𝐷%(&' 			= 𝐶𝐺𝑆_𝑈%&' ∩ 𝐶𝐺𝑆_𝐷(&'	; 	0	 ≤ 	 V𝐶𝑆_𝑈𝐷%(&'V 	≤ 	50,  

𝐶𝑆_𝐷𝑈%(&' 			= 𝐶𝐺𝑆_𝐷%&'	 ∩ 𝐶𝐺𝑆_𝑈(&'; 	0	 ≤ 	 V𝐶𝑆_𝐷𝑈%(&'V 	≤ 	50, and 

𝐶𝑆%( =	𝐶𝑆_𝑈𝑈%(&' ∪			𝐶𝑆**%(
&' ∪	𝐶𝑆+*%(

&' ∪ 𝐶𝑆*+%(
&' .		 

 Note that 0	 ≤ 	 |𝐶𝑆%(| 	≤ 	100. 

 

 

 

 

 

 

 

CL = cl 
PG = X 

Up = 𝐶𝐺𝑆_𝑈%&'	 Down= 𝐶𝐺𝑆_𝐷%&'	 

PG
 =

 Y
 Up = 𝐶𝐺𝑆_𝑈(&'	  𝐶𝑆_𝑈𝑈!"#$			(𝑎)			 𝐶𝑆_𝐷𝑈!"#$		(𝑏) 

Down = 𝐶𝐺𝑆_𝐷(&'	 𝐶𝑆_𝑈𝐷!"#$		(𝑐) 𝐶𝑆_𝐷𝐷!"#$	(𝑑)  

Table 2: Cross-table representation of a Level 6 Concordance Signature 
The four subsets of a Level 6 CS contain are themselves subsets of overlapping elements (LM genes) 
derived from two different Level 6 CGSs (PGs X and Y) from the same cell line (CL).    
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Table 2 displays these subsets in a 2×2 cross-classification table.  The genes that fall in cells (a) 

and (d) are in concordant sets; if they fall within cell (a) they are among the top 50 upregulated 

genes for both PGx and PGy and if they fall into cell (d) they are among the 50 most down-

regulated genes for those two perturbagens.  The genes that land in cells (b) and (c) are in 

discordant sets; in cell (b) they are among the 50 most down-regulated genes for PGx but among 

the 50 most upregulated genes for PGy and vice versa for the genes in cell (c). 

1.4 Proposed Analysis for Level 6 Concordance Signatures  

At this point, we have formally defined Level 6 CS’s but the question remains, does the 

decision to include only the most transcriptionally responsive genes in our summary 

measurements leave us with enough information to make biologically meaningful comparisons 

in the data set?  Furthermore, can we derive statistics from these signatures that allow us to 

compare evidence for relationships between perturbed genes within and between cell lines based 

on summaries of their similarities (or differences) of downstream effects that are obtained from a 

reduced representation of the available data?  Specifically, we will evaluate the relationships 

between perturbed genes that exist as edges according to the cellular-signaling pathways curated 

by the Kyoto Encyclopedia of Genes and Genomes (KEGG) [11].    

The edges in KEGG pathways represent relationships between genes or gene products 

(ie. proteins) and although specific relationships have been verified by experimental results, the 

extent to which they translate across different types of cellular systems is not readily measured 

[12].  There are two main types of relationships defined in KEGG - activation and repression – 

but relationships such as binding, dissociation, expression and post-translational modification 

(either inhibiting or activating) are also present in the pathways.  We will attempt to quantify 

heterogeneity in signaling patterns at the pathway level with regard to different cellular 
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phenotypes through the incorporation of LINCS L1000 data into KEGG pathway topology.  The 

benefit of using LINCS L1000 concordance measurement data is that we can define a metric for 

relationships between genes when that relationship between two specific genes is not expression-

based.  For example, in the mTOR signaling pathway (Figure 2), the mTOR (mammalian target 

of rapamycin) protein forms two different types of multi-protein complexes that regulate protein 

synthesis by interacting with intermediary proteins that directly impact gene expression.   

The relationships between the mTOR complexes and its direct targets rely on the kinase 

activity of mTOR (activating or inhibitory phosphorylation), therefore we would not expect a 

change in the rate of mTOR transcription to result in transcriptional changes in its targets 

(increase or decrease of gene expression).  On the other hand, since the mTOR complex 

regulates the activity of its targets, the disruption of mTOR’s activity could impact downstream 

Figure 2: mTOR Signaling Pathway from KEGG.  The mTOR protein complexes are 
upstream activators/inhibitors of proteins that impact gene expression (red box).  
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gene expression in a way that would mirror the disruption of one of its direct targets.  As a 

specific example, mTORC1 (mTOR complex 1) inhibits the activity of the translational repressor 

4E-BP (initiation 4E binding protein), thereby initiating the activity of eukaryotic translation 

initiation factor 4E (the inhibition of an inhibitor allows the downstream target to function) [13].  

Thus, although mTOR does not directly impact the expression of Eif4ebp1 (the gene that codes 

for 4E-BP), the relationship between mTOR and 4E-BP could be quantified by metrics that 

compare the similarities of the downstream impacts when either gene is functionally knocked 

down via shRNA as showcased for cell lines MCF7 and PC3 in Figure 3. 

When the subsets of Level 6 CGSs are arranged as shown in Table 2, the data may be 

maintained as it is in its original form as a list (Figure 3(A.i), 4(B.i)) or by further summarizing 

as a count of the elements contained in each cell (Figure 3(A.ii), 4(B.ii)).  When the data is 

maintained in this format, a different measurement of similarity can be calculated by counting 

the intersection of units among the cells.  In this case, the genes “ST3GAL5”, “KIAA0196” and 

“PNP” are in cells (a), (b) and (d) respectively for both cell lines.  Formally, for two cell lines A 

Figure 3: Example of Level 6 CS for 2 different cell lines.  The cross-table views comparing Level 6 CS’s 
(perturbagens = MTOR, EIF4EBP1) between two different cell lines (MCF7 [breast cancer], PC3 [prostate 
cancer]).   The tables in A.i and B.i maintain the lists of genes in each subset whereas those in A.ii and  B.ii 
summarize the counts found in each quadrant. 

A.i A.ii 

B.i B.ii 
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and B  and perturbed genes X and Y.  We define the “sum of overlaps” statistic ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠%(,- as 

follows:     

-𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠!"%& = 

 V𝐶𝑆++%(
, ∩	𝐶𝑆++%(

-V + V𝐶𝑆*+%(
, ∩	𝐶𝑆*+%(

-V + V𝐶𝑆+*%(
, ∩	𝐶𝑆+*%(

-V + V𝐶𝑆**%(
, ∩	𝐶𝑆**%(

-V	 (1) 

 

In the example, ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠./01,34563$78
.9:;,<9=  = 3 across the two tables.  Is this value large enough 

or small enough to suggest significant similarity or dissimilarity between the two cell lines?  The 

answer to this question would require a better understanding of how these values are distributed 

among random pairwise comparisons of CS’s between perturbagens in the L1000 data set. 

Data that is arranged in a 2×2 cross-classification or contingency table is amenable to the 

well-known odds ratio (OR) test statistic as a measurement of association between two 

‘treatment’ variables according to binary outcomes.  For a single table, in our case for a single 

cell line, two PGs have greater similarities in downstream effects when the OR is larger than one 

1 (or equivalently a log(OR) > 0) as this means there is a higher ratio of genes that fall into the 

concordant cells (a) and (d) relative to the discordant cells (b) and (c).  On the other hand, if the 

OR is between zero and 1 (or equivalently a log(OR) < 0) there are more differences in the 

direction of downstream gene expression than there are similarities.  The procedure for deriving 

the OR test statistic is as follows (note that the value 0.5 is added to all of the cells of Figure 

3A.ii  and Figure 3.B.ii as a bias correction as recommended by Haldane [14]):  

 

 
𝜃_%(, =		

(𝐶𝑆++%(
, 	+ 	0.5) ∗ (𝐶𝑆**%(

, 	+ 	0.5)
(𝐶𝑆+*%(

, 	+ 	0.5) ∗ (𝐶𝑆*+%(
, 	+ 	0.5)

,				𝜃_%(- =		
(𝐶𝑆++%(

- 	+ 	0.5) ∗ (𝐶𝑆**%(
- 	+ 	0.5)

(𝐶𝑆+*%(
- 	+ 	0.5) ∗ (𝐶𝑆*+%(

- 	+ 	0.5)
		 (2) 
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𝑆𝐸𝑋𝑌𝐴 = 𝜎e𝑙𝑜𝑔>𝜃?𝑋𝑌𝐴 @ = f	

1

(𝐶𝑆𝑈𝑈𝑋𝑌
𝐴 	+ 	0.5)

+ 	
1

(𝐶𝑆𝐷𝐷𝑋𝑌
𝐴 	+ 	0.5)

+
1

(𝐶𝑆𝑈𝐷𝑋𝑌
𝐴 	+ 	0.5)

+
1

(𝐶𝑆𝐷𝑈𝑋𝑌
𝐴 	+ 	0.5)

	 ,

𝑆𝐸𝑋𝑌𝐵 = 𝜎e𝑙𝑜𝑔>𝜃?𝑋𝑌𝐴 @ = f	
1

(𝐶𝑆𝑈𝑈𝑋𝑌
𝐵 	+ 	0.5)

+ 	
1

(𝐶𝑆𝐷𝐷𝑋𝑌
𝐵 	+ 	0.5)

+
1

(𝐶𝑆𝑈𝐷𝑋𝑌
𝐵 	+ 	0.5)

+
1

(𝐶𝑆𝐷𝑈𝑋𝑌
𝐵 	+ 	0.5)

	 . (3)

 

 

 
For a single cell line, we can measure the relative level of association/concordance under the 

following assumptions: 

Null: assume of no association, 𝜃A,%(,  = 1 à log (𝜃A,%(, )= 0, thus 𝐻A:	𝜃_%(, = 𝜃A,%(, = 	1.  
 
Under the null hypothesis the following test statistic has a standard normal distribution: 
 

 
		𝛿I%(, =

𝑙𝑜𝑔l𝜃_%(, m − 𝑙𝑜𝑔l𝜃A,%(, m
𝑆𝐸𝑋𝑌𝐴

		= 	
𝑙𝑜𝑔l𝜃_%(, m
𝑆𝐸𝑋𝑌𝐴

	~	𝑁(0,1) 
(4) 

 
Since we want to compare the relative association between two cell lines, we are more interested 

in the following test statistic, which also has a standard normal distribution when the data for A 

and B come from the same distribution:  

 
Δr%(,- =	

𝑙𝑜𝑔l𝜃_%(, m − 𝑙𝑜𝑔l𝜃_%(- m	
s(𝑆𝐸𝑋𝑌𝐴 )B + (𝑆𝐸𝑋𝑌𝐵 )B

		~	𝑁(0,1) 
(5) 

 

In our example, 

 𝜃_./01,34563$78.9:; = (=DA.F)∗(FDA.F)
(8DA.F)∗(BDA.F)

= 5.13t and  𝜃_./01,34563$78<9= =	 (=DA.F)∗(FDA.F)
(6DA.F)∗(=DA.F)

= 1.22t,  

𝑆𝐸𝑀/01,34563$78	
𝑀𝐶𝐹7 = 	𝜎eIJK>LM'()*,,-./,012'345 @ = v	 8

(=	DA.F)
+	 8

(F	DA.F)
+ 8

(8	DA.F)
+ 8

(BD	A.F)
≈ 1.24, 

𝑆𝐸*𝑇𝑂𝑅,EIF4EBP1	
+,- =  𝜎eIJK>LM'()*,,-./,012637 @ = v	 8

(=D	A.F)
+	 8

(F	D	A.F)
+ 8

(6	D	A.F)
+ 8

(=	D	A.F)
≈ 0.99, 

 

and    Δr./01,34563$78
.9:;,<9= =	 'XY>L

M'()*,,-./,012
8759 @Z'XY>LM'()*,,-./,012

89/: @	

[>𝑆𝐸'()*,,-./,012
𝐴375 @

;
D>𝑆𝐸'()*,,-./,012

𝐴549 @
;

 = 	'XY(F.8=)Z'XY(8.BB)	
\(1.24);D(0.99);

 = 0.91. 
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Under the assumption that the test statistics for both cell lines are identically distributed, the delta 

value can be treated as a z-score and translates to a p-value of 0.18.  Therefore, although there is 

evidence of a more concordant relationship between MTOR and EIF4EBP1 in the MCF7 cell 

line versus the PC3 cell line, the difference in concordance does not reach statistical significance 

even at the less restrictive 𝛼 = 0.1 level (ie. less restrictive than restrictive 𝛼 = 0.05).  

 However, this begs the question: is the data from different cell lines identically 

distributed or do genes in the L1000 data set have cell line specific behavior?  For example, do 

some cell lines have genes that tend to be upregulated or downregulated across PGs leading to 

larger or smaller measurements of similarity on average compared to other cell lines?  If so, what 

statistical methods can we implement that would allow us to control for differences between cell 

lines and possibly reconcile the differences between the different types of measurements?  

Before we use this “thresholded” data to compare and contrast downstream effects between cell 

lines, we will first consider the questions proposed at the beginning of the chapter regarding the 

heterogeneity of transcriptional activity inherent not only among the L1000 genes themselves but 

also between those same genes across cell lines.  With a firm grasp on these concepts, we  can 

implement methods that moderate either true or false positive rates for detecting similarities or 

differences between CS’s from different cell lines.  In turn, these metrics may be used to evaluate 

the extent to which a KEGG pathway generalizes to a range of different cell lines or, on the 

contrary, represents cell line-specific regulatory relationships. 

 A first step in understanding the impact of cell line-specific gene behavior is to conduct a 

simulation study.  The purpose of the simulation study is to evaluate the proposed test statistics 

when we know the parameters and data-generating mechanism behind a particular distribution. 

The simulation study, to be explicitly described in Chapter 2, will involve the creation and 
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evaluation of Level 6 CS-type data under three different data-generating mechanisms.  In 

Chapter 3, the best-performing data generating mechanism from Chapter 2 will be used as a 

basis for deriving non-parametric test statistics and integrated into the package KEGGlincs for an 

exploratory analysis.   Chapter 4 will describe how these statistics can be incorporated into the 

structure of KEGG pathways to describe similarities and differences among different levels of 

the L1000 data set and Chapter 5 gives an overview of the package KEGGlincs, an R 

Bioconductor package designed to integrate CSs in pathway analysis in an integrative visual-

analytic platform.  Finally, we will use differences in CSs among cell lines as our input 

measurement for edge set enrichment analysis (ESEA), an established method of pathway 

analysis, will be conducted in Chapter 6. 
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Chapter 2: Simulation Study 
 

The level of significance for the test statistics outlined in Chapter 1 and further described 

in this chapter will be determined via non-parametric permutation testing procedures whereby 

observed test statistics are compared to a distribution of test statistics generated under null 

conditions.  We will propose a permutation test that generates “random” concordance signatures 

by utilizing information from the patterns of behavior for LM genes across cell lines.  The 

purpose of the simulation study is to investigate the nature of our proposed test statistics when 

the behavior of individual entities (LM-type genes) is defined (known) rather than estimated 

from the data.  

2.1 Motivation 

The concordance signatures capture bi-directional patterns (4 combinations) of behavior 

for 978 LM genes between any 2 of over 2,000 perturbating factors (PGs – 2,042 common PGs 

to be exact).  The LM genes were chosen for their combined ability to reliably predict the 

expression of non-measured genes across the human genome.  For each LM gene at each 

PG×CL, we know if a given LM gene is amongst the top 50 upregulated or 50 downregulated 

LM genes.  A given LM gene is not part of the 100 most-differentially expressed genes attributed 

to a PG×CL if it is neither amongst the top 50 up- nor 50 down-regulated set.   

The original format of the data set (Figure 1(B)) comes to us as a list entries which can 

be converted into an information matrix (Figure 4) and shed light on the behavior of individual 

LM genes within and between cell lines.  This matrix (we will denote as Ln x m) is a numerical 

representation of the CGS data set whereby the rows (n = 7×2,042) correspond to PGx×CLcl 
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(perturbation factor for a given cell line) and the 

columns (m = 978) correspond to an individual 

landmark gene (𝑔], j = 1,2,…,978).  We define each 

entry of the matrix in L by indicator variable I such 

that: 

  𝐼!]&' = �
−1, 𝑖𝑛𝑐𝑙𝑢𝑑𝑒	𝑔𝑒𝑛𝑒	𝑔] 	𝑖𝑛	𝐶𝐺𝑆_𝐷!&'	

0, 𝑛𝑜	𝑚𝑒𝑚𝑏𝑒𝑟𝑠ℎ𝑖𝑝	𝑖𝑛	𝐶𝐺𝑆!&'	

+1, 𝑖𝑛𝑐𝑙𝑢𝑑𝑒	𝑔𝑒𝑛𝑒	𝑔] 	𝑖𝑛	𝐶𝐺𝑆_𝑈!&'	
 

With these I’s in place in L we may readily calculate the following probabilities: 

𝑝𝑢]&' =  
∑ (_<=

>?𝟐,𝟎𝟒𝟐
𝒊D𝟏 `D𝟏)

𝟐𝟎𝟒𝟐
 = probability that 𝑔] will be one of 50 genes in a random 𝐶𝐺𝑆_𝑈!&'; 

𝑝𝑑]
&' = 

∑ (_<=
>?𝟐,𝟎𝟒𝟐

𝒊D𝟏 `Z𝟏)

𝟐𝟎𝟒𝟐
  = probability that 𝑔] will be one of 50 genes in a random 𝐶𝐺𝑆_𝐷!&'; 

𝑝𝑛]&' 	=	1 − 𝑝𝑢]&' − 𝑝𝑑]
&' = probability that 𝑔] is neither part of a random 𝐶𝐺𝑆_𝐷!&'	nor 𝐶𝐺𝑆_𝑈!&'. 

Note the following relationships: 

0 ≤ 𝑝𝑑]
&' , 𝑝𝑛]&' , 𝑝𝑢]&' ≤ 1	 

𝑝𝑢] + 	𝑝𝑑] +	𝑝𝑛]&' = 1 
 

We go on to define the following probability and conditional probabilities: 

𝑝𝑖𝑙]
&' 	=	1 − 𝑝𝑛]&' = 	𝑝𝑢]&' + 𝑝𝑑]

&' =
∑ (_<=

>?𝟐,𝟎𝟒𝟐
𝒊D𝟏 `D𝟏	𝒐𝒓Z𝟏)

𝟐𝟎𝟒𝟐
 

         = probability that 𝑔] is either part of a random 𝐶𝐺𝑆_𝐷!&'	or 𝐶𝐺𝑆_𝑈!&'	(𝐶𝐺𝑆!&'	); 

	𝑐𝑝𝑢]&' = 	gh=
>?

g!'=
>?  = probability that 𝑔] is part of 𝐶𝐺𝑆_𝑈!&'	|	𝑔] 	is in 𝐶𝐺𝑆!&'	; 

	𝑐𝑝𝑑]
&' = 	gi=

>?

g!'=
>?  = probability that 𝑔] is part of 𝐶𝐺𝑆_𝐷!&'	|	𝑔] 	is in 𝐶𝐺𝑆!&'	. 

 

Figure 4: Snapshot of Matrix L 
Matrix L is a matrix with 2,042×7×978 entries for 
indicator variable 𝐼!]&'  
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2.2 Variation Across and Between LM Genes 

The behavior of the 978 LM genes is neither uniform across nor between cell lines for individual 

genes.  We use the following definitions for the behavior of genes within a given cell line to 

define the observed variability: 

1. Regulatory Responsivity  

- This aspect of gene behavior is captured by 𝑝𝑖𝑙]
&' 

- Genes with larger  𝑝𝑖𝑙]
&' (further from zero/closer to 1) are associated with higher 

levels of regulatory responsivity as they are more likely to be among the top 

dysregulated genes across PGs. 

 
2. Directional consistency:  

 
- This aspect of gene behavior is measured as a factor of the difference between 

𝑐𝑝𝑢]&' vs.	𝑐𝑝𝑑]
&' or, equivalently, 	𝑝𝑢]&' vs. 𝑝𝑑]

&'. 

- When gene 𝑔]  is significantly dysregulated, is the conditional probability that it 

is upregulated versus downregulated approximately equal or is it typically 

upregulated or downregulated?  

- Directional consistency is high if genes have a strong tendency to be either up or 

down regulated [given that they are dysregulated] and decreases as the proportion 

of occurrences in up vs. down lists gets closer to 1. 

These factors of LM gene variability could also be used to describe the differences in 

gene behavior between cell lines.  Figure 5 demonstrates this variability as a function of 𝑝𝑢]&' 

vs. 𝑝𝑑]
&' and highlights the three general categories for gene regulation.  This variable behavior 

underlies our decision to use a permutation procedure whereby the direction and inclusion of a 
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LM gene in a CGS is reassigned in order to evaluate differences in concordance signatures 

between cell lines.  Before we employ non-parametric tests with estimated parameters, we will 

perform a simulation study on data with known parameters to explore the effects of our chosen 

sampling method on the post-sampling data distribution.    

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2.3 Purpose of Simulation Study 

The permutation procedure to explore similarities/differences of concordance signatures 

(CS) between cell lines will be conducted by comparing the observed test statistics to those 

generated under the null hypothesis.  Our working definition of the null hypothesis is that the 

consensus genomic signatures are capturing random gene fluctuations within a cell line and 

therefor the CS’s (that are based on agreement of two CGSs) are not meaningful.  The 

permutation procedure will be conducted by generating ‘random’ CS’s based on the concordance 

between two ‘random’ nodes – each with a CGS of the top up and down-regulated LM genes 

after they are selected using features of the observed LM gene behavior within a given cell line.   

The simulation study will explore the statistical framework of the non-parametric testing 

procedure that will eventually be employed to find meaningful differences among CS’s in the 

Figure 5: Regulatory patterns in L1000 genes 

a) Genes likely to be upregulated vs. 
downregulated 

• 𝑝𝑢]&' >	𝑝𝑑]
&' 

• 𝑐𝑝𝑢]&'>> 	𝑐𝑝𝑑]
&' 

b) Genes likely to be downregulated vs. 
upregulated 

• 𝑝𝑢]&' <	𝑝𝑑]
&' 

• 𝑐𝑝𝑢]&'<< 	𝑐𝑝𝑑]
&' 

c) Genes above the dashed line are more likely to 
be expressed than other genes in general 

• 𝑝𝑖𝑙]
& > 𝑝𝚤𝑙tttt where 𝑝𝚤𝑙tttt	is the average 

marginal probability of list inclusion for 
genes across cell lines and perturbagens 
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L1000 data set.  The distribution of tests statistics measuring differences between ‘random’ CS’s 

generated under the null vs. alternate scenarios will shed light on the power of our proposed test 

statistics under a variety of controlled parameters.  The first stage of the simulation study will 

evaluate different methods for generating simulated data (‘random CS’s) and the second stage 

will employ the least biased method for conducting permutation tests on the simulated data 

across variable parameter settings. 

The premise is as follows.  There is a pool of sampling units that represent genes.  Each 

sampling unit is associated with a particular group (“Regulatory Group”) that defines the unit’s 

behavior.  Sampling units in the same group have identical probabilities of overall selection 

(probability of being selected into either an up or down list) and identical conditional 

probabilities for their direction (chance of being up or down given that they are in a list); thus, 

the units in each group also have matching marginal probabilities for selection into an up- or 

down-regulated list.  The purpose of grouping the units in this way is to explore the effect of the 

sampling algorithm on a pool of ‘genes’ with well-defined properties before using the method on 

a real data set that has many parameter estimates (as many parameters as there are genes).   

2.4 Sampling Simulated Data  

The end goal for each of the sampling methods described in 2.4.2 is to populate “UP” and 

“DOWN” lists with a prespecified number of sampling units at each run or, in other words, 

synthesize CGSs from a population of genes (referred to as sampling units or simply units) with a 

known distribution.  After the lists are generated across different sets of parameter values under 

the direction of each method, the data-generating mechanisms will be evaluated for potential 

sampling bias as outlined in section 2.4.3.   
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2.4.1 Notation 
 
The parameters defined in this section have been chosen to reflect characteristics of the sampling 

distribution in accordance with the probabilities outlined in section 2.1.  Each unit 𝑔!] is assigned 

to a specific regulatory group i whereby all units in that group have identical sampling properties 

as described by the following notation:   

𝑐 = total number of groups (regulatory group) 
 
𝑖 = group	index; 𝑖 = 1,2, … , 𝑐 
 
𝑚! = number	of	sampling	units	in	group	𝑖 
 

𝑀 =�𝑚! =
&

!`8

total	number	of	sampling	units	 

 
𝑔!] = 𝑖ndividual	sampling	unit	from	group	𝑖, 𝑗 = 1,… ,𝑚! , 𝑖 = 1,… , 𝑐 
 
𝐺! = collection	of	samlping	units	in	group	𝑖; ∑ V𝑔!]V =

j<
]`8 |𝐺!| 

 
𝐺 = collection	of	all	sampling	units; |G	|	=	M	
 
𝑆 = total	number	of	simulations 
 
𝑠 = simulation	index; 𝑠 = 1,2…, S 
 
𝑛+ = number	of	units	in	an	"UP	LIST" 
 
𝑛* = number	of	units	in	a	"DOWN	LIST" 
 
𝑛 = 𝑛+ +	𝑛* 
 
𝜔! =  selection	weight	for	genes	in	group	𝑖	
	
𝜋! =	

k<
∑ jF∗kF>
FD2

= selection	probability	for	a	single	unit	from	group	𝑖			
	
𝜑!+ 	= up-direction	weight	for	units	in	group	𝑖	
	
𝜑!* 	= down-direction	weight	for	units	in	group	𝑖	
	
𝜑!+ + 𝜑!* = 1 



 20 

 
𝜛!
+ 	=  𝜋! ∗ 𝜑!+ =	up-selection	probability	for	gene	in	group	𝑖	

	
𝜛!
* 	=  𝜋! ∗ 𝜑!* =	down-selection	probability	for	gene	in	group	𝑖	

	 	
𝜛!
+ +	𝜛!

*=		𝜋! 		
	
At	each	simulation	s,	sampling	units	are	either	unselected	or	selected	into	𝐿l.		
	
𝐿l = collection	of	sampling	units	selected	into	an	"UP"	OR	"DOWN	LIST"	at	simulation	𝑠	
	
If	a	unit	is	selected	as	part	of	𝐿l,	it	will	be	part	of	one	but	not	both	of	the	following	lists:	
	
𝐿+l = sampling	units	selected	into	an	"UP	LIST"	at	simulation	s, |𝐿+l | = 	𝑛+	
	
𝐿*l = 	sampling	units	selected	into	a	"DOWN	LIST"	at	simulation		𝑠, |𝐿*l | = 	𝑛* 
 
𝐿+l ∪	𝐿*l =	𝐿l ;  𝐿+l ∩	𝐿*l = 	∅ 
 

  𝐼!]l = ¯
−1		𝑖𝑓		𝑔!] ∈ 	𝐿*l

+1		𝑖𝑓		𝑔!] ∈ 	𝐿+l

0		𝑒𝑙𝑠𝑒
 

 
2.4.2 Methods  
 
Method 1a (“Up First”) 

Step 1: Populate 𝐿+l  by sampling 𝑛+ units from G without replacement using 𝜛!
+ as weights. 

Step 2: Populate 𝐿*l  by sampling 𝑛* units from 𝐺 − 𝐿*l  without replacement using 𝜛!
+	as 

weights. 

Method 1b (“Down First”) 

Step 1: Populate 𝐿*l  by sampling 𝑛* units from G without replacement using 𝜛!
* as weights. 

Step 2: Populate 𝐿+l  by sampling 𝑛+ units from 𝐺 − 𝐿+l  without replacement using 𝜛!
+	as 

weights. 

Method 2a (“Partition Up First”) 
 
Step 1: Sample 𝑛 units without replacement to populate 𝐿l from G using 𝜋! as weights. 



 21 

 
Step 2: Assign membership of 𝑛+ units from 𝐿l into 𝐿+l  using 𝜑!+ as weights; all other units in 𝐿l 

are assigned membership into 𝐿*l  by default. 

Method 2b (“Partition Down First”) 
 
Step 1: Sample 𝑛 units without replacement to populate 𝐿l from G using 𝜋!] as weights. 
 
Step 2: Assign membership of 𝑛* units from 𝐿l into 𝐿*l  using 𝜑!* as weights; units left in L are 

partitioned into 𝐿+l 	by default. 

Method 3 (“Random Labels”) 

Step 1: Label all M genes by sampling [with replacement] the labels “UP” or “DOWN” in a 

binomial fashion with the vector of probabilities taking the form <	𝜑!+, 𝜑!*>.  

Let 𝛿+l = units	labelled	"UP"		and	𝛿*l = units	labelled	"DOWN"	after	executing	Step	1.  

Step 2a: Sample without replacement 𝑛+ units from 𝛿+ using 𝜋! as weights  

Step 2b: Sample without replacement 𝑛* units from 𝛿* using 𝜋! 	as weights  

2.4.3 Measuring bias in simulated data 
 
Notation 

Let 𝑈! l =
8	
m	
	∑ (𝐼!]l = +1)j<

]`8 ;	 𝑈²! =
8	
m"	
	∑ ∑ (𝐼!]l = +1)j<

]`8
"
l`8   

 
Let 𝐷! l =

8	
m	
	∑ (𝐼!]l = −1)j<

]`8 ;	 𝐷²! =
8	
m"	
	∑ ∑ (𝐼!]l = −1)j<

]`8
"
l`8   

 
	𝑃t! 	= 𝑈²!+𝐷²! 
 

𝜗̅!+= 𝑈
²!
(𝑈²! + 𝐷²!)
µ 	= 𝑈

²!
𝑃t!
µ   

 

𝜗̅!*= 𝐷
²!
(𝑈²! + 𝐷²!)
µ 	= 𝐷

²!
𝑃t!
µ   

 
Bias Measurements 
 
𝜏! 	= 	𝑃t! − 𝐸[	𝑃!	]	 
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∆no	= 	𝑃tn − 𝑃to 
 
𝜍!+ = 𝜑!+ −	𝜗̅!+ 
 
𝜍!* = 𝜑!* −	𝜗̅!* 
 

The term 𝑃t! represents the average marginal ‘share’ of list membership by units from 𝐺!.  

In other words, for every 100 entries in a randomly chosen simulated list (𝐿l), how many entries 

would we expect to be occupied by genes from 𝐺!?  𝑃t! is a marginal measurement of information 

collapsed over lists [i.e. over 𝐿*l	  and 𝐿+l ] whereas the term 𝜗̅! is a measure of conditional list 

membership.  The value of 𝜗̅!+	[𝜗̅!*]	is an answer to the following question: given that a unit from 

𝐺! occupies a randomly selected 𝐿l, what is the probability that it is part of 𝐿+l 	[𝐿*l ]?  These post- 

sampling quantities will be calculated to measure the relative bias between the candidate 

sampling methods.  The least biased sampling method will adhere to the following conditions: 

(1) 𝑃t! − 𝐸[𝑃!	]	 = 0 
 

(2) If 𝜗̅!+:	𝜗̅!* = 𝜑!+:	𝜑!* ⟹ 𝜍!+ = 𝜍!* = 0	 
 

(3) If 𝜔n = 𝜔o		𝐴𝑁𝐷		𝑚n = 𝑚o ⟹  ∆no	= 0 
 
 

Conditions 1 and 2 measure bias as it relates to within-group comparisons of parameter 

estimates.  The statement given in Condition 3 is, perhaps, a more subtle indicator of bias 

whereby its measurement is a function of parameter estimates between two different groups that 

meet the specified criteria for similarity.  Condition 3 states that groups with identical selection 

weights and number of sampling units should have equal marginal proportions of list 

membership, on average, after synthetic lists are created, even if direction weights differ between 

the groups.  In each simulation scenario, Condition 3 will be evaluated between complementary 
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groups.  Two groups 𝐺n	 and 	𝐺o	are complementary if 𝜔n = 𝜔o , 𝑚n = 𝑚o , 	𝜑o+ = 𝜑n* and 𝜑o* = 

𝜑n+. 

2.5 Motivation 

An initial ‘test run’ was performed prior to a large-scale simulation study in an effort to 

ensure that the algorithms were performing as expected.  The sampling parameters were chosen 

in order to represent a simplified prototype of the original dataset according to gene behavior 

amongst the L1000 genes (via splitting the genes into groups according to their regulatory 

activity and group size) and the size of the CGSs (𝑛+ =	𝑛* = 50).  1000 sampling units were 

assigned to one of three “Regulatory Groups” (RGs) that determine the sampling parameters 

according to Table 3 on the following page. 

In the initial setup, three groupings were chosen as a generalization of gene behavior 

showcased in Figure 5.  In a similar manner as the L1000 genes, most of the sampling units 

exhibit “normal behavior” (RG3, 90% of sampling units, selection weight of 1, equal chances of 

allocation to either an UP or DOWN list), some genes are “largely overexpressed” and usually 

found in an UP list (RG1, 5% of sampling units, selection weight of 2.25, 9:1 chance of inclusion 

in an UP vs. DOWN list), and  some genes are “largely underexpressed” and usually found in an 

DOWN list (RG1, 5% of sampling units, selection weight of 2.25, 9:1 chance of inclusion in a 

DOWN vs. UP list).  Each algorithm ran S = 2000 times, thereby generating 2000 “UP” and 

“DOWN” simulated CGSs (to induce stable estimates and to mimic the 2,042 CGSs across PGs 

in the L1000 data).  The values for 𝐸[𝑃!	] were calculated under the assumption that the sampled 

totals would follow a multinomial distribution with 𝐸[𝑃!	] = 𝑚!𝜋!; (𝐸[𝑃8], 𝐸[𝑃B	], 𝐸[𝑃=	]) = (0.1, 

0.1, 0.8) [15]. 
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The results of the pilot simulation are recorded in Table 4 and Table 5; Table 6 reports 

the bias measurements.  In summary, Methods 1a/1b and Method 3 simulate data sets with more 

accurate post-sampling direction weights than Methods 2a/2b whereas Methods 2a/2b and 

Method 3 resulted in the smallest differences in ∆no between complementary groups.   Although 

Method 3 had the best performance according to Condition 2 and Condition 3 (outlined in 

 𝐺8 𝐺B 𝐺= 
𝑚! 50 50 900 
𝜔! 2.25 2.25 1 
𝜋!] 0.002 0.002 0.0008888889 
𝜑!+ 0.9 0.1 0.5 
𝜑!* 0.1 0.9 0.5 
𝜛!]
+	 0.0018 0.0002 0.0004444444 

𝜛!]
*	 0.0002 0.0018 0.0004444444 

Method 𝑃t8 𝑃tB 𝑃t= 
1a 0.0933 0.0985 0.8082 
1b 0.0972 0.0935 0.8092 
2a 0.0955 0.0967 0.8078 
2b 0.0956 0.0961 0.8083 
3 0.0955 0.0954 0.8091 

Method 𝜗̅8+ , 𝜗̅8* 𝜗̅B+ , 𝜗̅B* 𝜗̅=+ , 𝜗̅=* 
1a 0.9113, 0.0887 0.1053, 0.8947 0.5009, 0.4991 
1b 0.8958, 0.1042 0.0995, 0.9005 0.4988, 0.5012 
2a 0.7269, 0.2731 0.1336, 0.8664 0.5171, 0.4829 
2b 0.8651, 0.1349 0.2628, 0.7372 0.4852, 0.5148 
3 0.9052, 0.0948 0.0999, 0.9001 0.4995, 0.5005 

Table 5: Post-sampling direction weights     

Table 3: Initial parameter settings for sampling algorithms 

Table 4: Average proportion of genes from group 𝐺! , 𝑖 = (1,2,3) in 𝐿l 
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Section 2.3.3), it also produced larger deviations from 𝐸[𝑃!	] than the other methods.  More 

importantly than the individual measurements between methods was the strikingly similar 

pattern showing that all methods appeared to oversample from 𝐺= and thus under-sample from	

𝐺8 and 𝐺B.  This discrepancy was in need of resolution before the larger simulation study could 

be carried out.  The solution was not found in a different implementation of the sampling 

algorithms but rather by identifying the multivariate Wallenius non-central hypergeometric 

distribution as opposed to the multinomial distribution as the appropriate sampling distribution 

for the simulated data. 

 

 

 
 

2.6 The Multivariate Wallenius Non-central Hypergeometric Distribution 

2.6.1 Background 
 
 K.T. (“Ted”) Wallenius first introduced the non-central hypergeometric distribution as a 

means to account for biased sampling between two finite populations with dichotomized 

attributes in his Ph.D thesis in 1967 [16].  His work was motivated by the need to measure the 

extent of non-randomness in a sampling population – that is – the extent to which sampling units 

in a population have an unequal or biased chance of being selected relative to other units being 

Method 𝜏8 𝜏B 𝜏B 𝜍8+ , 𝜍8* 𝜍B+ , 𝜍B* 𝜍=+ , 𝜍=* Δ8B 

1a -0.0067 -0.0015 0.0082 -0.0113, 0.0113 -0.0053, 0.0053 -0.0009, 0.0009 -0.0052 

1b -0.0028 -0.0065 0.0092 0.0042, -0.0042 0.0005, -0.0005 0.0012, -0.0012  0.0037 

2a -0.0045 -0.0033 0.0078 0.1731, -0.1731 -0.0336, 0.0336 -0.0171, 0.0171 -0.0012 

2b -0.0044 -0.0039 0.0083 0.0349, -0.0349 -0.1628, 0.1628 0.0148, -0.0148 -0.0005 

3 -0.0045 -0.0046 0.0091 -0.0052, 0.0052 -0.0001, 0.0001 0.0005, -0.0005  0.0001 

Table 6: Measurements for bias across methods and groups.  The minimum absolute value (or pair of values) 
is underlined for each column.  
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sampled.  The example featured in his paper involved measuring differences in survival vs. death 

between rabbits in a population that could be divided into two subsets characterized by 

homozygous and heterozygous blood type alleles with the notion that genetic selection for one 

phenotype would influence sampling from that group – i.e. the number of rabbits that were still 

alive in one phenotypic group instead of the other was influenced by factors above and beyond 

the ratio of rabbits that were alive in each group at the starting timepoint.   

In 1976 Chesson extended Walleneius’ definition to account for biased sampling when 

there are more than two subsets in the sampling population [17].  He describes a multivariate 

hypergeometric distribution to measure selective predation, a term to describe the degree to 

which a predator consumes different types of prey based in part by preferential factors in 

addition to the relative abundance amongst the prey.  Consider the following situation: a 

predator’s diet consists of 𝑚 different species of prey in an environment with 𝑛! 	(𝑖 = 1,… ,𝑚) 

individual animals of each species for a starting total of 𝑁 =	∑ 𝑛!j
!`8  animals eligible for 

predation.  In the case of random predation, the probability that the predator’s next meal will be 

an animal of type 𝑖  is m<
∑ m=G
=D2 	

=	 m<
p

.  However, when it is feasible that other factors will have an 

impact on this outcome, those factors can be incorporated into a model that accounts for biased 

predation.  

 For example, let 𝛽! be the probability that the predator will detect prey of type 𝑖 at any 

given encounter and 𝑝! be the probability that it will pursue that type of prey such that 

probability of the prey’s capture and consumption takes the form g<q<m<
∑ g=q=m=G
=D2 	

  [18].  Let 𝑃! be the 

probability that the predator’s next meal is an animal of type 𝑖 and let 𝛼! = 𝑝!𝛽!,  such that  
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𝑃! =	
r<m<

∑ r=m=G
=D2 	

.  The values in vector 𝜶 represent the relative preference for one prey species 

versus the others and measure the deviation of 𝑃! from m<
p

.  𝑃! demonstrates the effect of 

preference on the outcome of an initial predatory event (one draw from a sample).   

The purpose of taking into consideration selective predation is to incorporate 

measurements of bias into the estimation of population parameters after many selection events 

have taken place.  Let 𝑟! (𝑖 = 1,… ,𝑚) be the number of prey animals belonging to species 𝑖 that 

a predator has eaten after having 𝑟 meals (or consuming a total of 𝑟 animals).  Note ∑ 𝑟!j
!`8 = 𝑟 

and 𝑟! 	≤ 𝑚!.  Chesson outlines two possible situations that will determine the distribution for the 

vector R, whose ith element represents the value 𝑟!.  First, consider a scenario where 𝑛! remains 

relatively constant over time; either prey is added to the population at the same rate it is 

consumed or 𝑟 ≪ 𝑁.  This is akin to a sampling with replacement scenario when there is a 

functionally infinite population of prey animals and R has the multinomial distribution where 

 
𝑃(𝑹 = 𝒓) = 	

𝑟
∏ 𝑟!j
!`8

¾¿
𝛼!𝑛!

∑ 𝛼]𝑛]j
]`8 	À

s<j

!`8

. 
(6) 

 

The second scenario is one that reflects the reduction of 𝑛! in a fixed population, as is the case in 

a sampling without replacement procedure.  In this scenario, R has the multivariate non-central 

hypergeometric distribution and  

 
𝑃(𝑹 = 𝒓) = 	¾Á

𝑛!
𝑟!
Â

j

!`8

Ã ¾(1 − 𝑡r<&<)s<
j

!`8

𝑑𝑡
8

A
, 

 

(7) 

where 𝑐! =
8

∑ r<(m<Zs<)G
<D2

 and 𝛼! ≠ 1 for at least one 𝛼! (otherwise the distribution is central as 

opposed to non-central).   
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 In his 2008 paper, Agner Fog formally identifies the ‘Biased Urn’ model and gives it the 

name ‘multivariate Wallenius non-central hypergeometric distribution’ in order to distinguish it 

from a similar model that he calls the ‘multivariate Fisher non-central hypergeometric 

distribution’ (which has also been referred to as the ‘extended hypergeometric distribution’) [19].  

In the biased urn model, an urn contains balls with 𝑐 different colors and 𝑚! 	(𝑖	 ∈ 𝐶 =

{1,2, … , 𝑐}) balls of each color for a total of 𝑁 = ∑ 𝑚&
!`8 ! balls in the urn.  The color of the ball 

indicates that color’s 𝜔!, which is the probability of selecting a ball of that particular color 

relative to balls of different colors.  𝜔! can account for features that may increase/decrease the 

color’s relative probability of selection above and beyond the ratio of balls of that type versus 

others such as the relative size of the ball or texture of the ball.  To meet criteria for the 

multivariate Wallenius non-central hypergeometric distribution, a total of 𝑛 balls are selected one 

by one, without replacement, such that the probability of selecting a ball of type	𝑖 at draw 𝑣] (𝑗 =

0,1,2, … , 𝑛) is dependent upon the combination of balls selected up to draw 𝑣] (i.e. the 

composition of balls left in the urn at draw 𝑣]Z8).  If the balls are selected simultaneously without 

dependence between draws, then the distribution of balls in the urn has a multivariate Fisher non-

central hypergeometric distribution.  In the univariate case, Fisher’s non-central hypergeometric 

distribution can be regarded as the “conditional distribution of two independent binomial random 

variables, given their sum” [20].   The multivariate Fisher and Wallenius non-central 

hypergeometric distributions both simplify to the hypergeometric distribution when there is no 

bias for selection between objects of different types (𝜔! = 1	∀	𝑖	 ∈ 𝐶) and reduce to the 

multivariate binomial distribution when 𝑛 = 1 (only one draw is taken) [21]. 

Consider, for example, an urn with 𝑚8 tennis balls (large balls with rough surfaces), 𝑚B 

ping-pong balls (medium size balls with slightly textured surface) and 𝑚= marbles (small balls 
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with smooth surfaces) for a total of 𝑁	balls.  In an experiment, the urn is placed under a metal 

claw which will drop down and select one ball ‘at random’.  If there is no effect on the size or 

texture of the sampling unit, the probability that the first ball is a tennis ball is j2
p

 , j;
p

 that it is a 

ping-pong ball and j7
p

  that it is marble.  However, it is reasonable to assume that, for instance, a 

tennis ball would be somewhat easier for the claw to grab on to versus a ping-pong ball and 

much easier than a marble.  This experiment of a single draw could be conducted multiple (i.e. 

hundreds or thousands of times) to estimate values for the vector 𝝎 so that when 𝑝! 	is the first-

draw probability for a ball of type 𝑖, 𝑝! =
j<k<

∑ j=k=>
=D2

.  The 𝝎 values are measurements of bias that 

account for all underlying (latent) mechanisms that result in biased sampling, similar to the 𝜶 

values (where 𝛼! = 𝑝!𝛽!) described by Chesson.  Fog introduces notation to enumerate the 

dependences between draws during a selection process in terms of probabilities and expected 

values.  Let 𝑿𝒗	 be a vector that records the number of balls of each type that have been drawn 

over the past 𝑣 draws; 𝑿𝒗 = (𝑋8u , … , 𝑋!u , … , 𝑋&u).  The probability that a ball of color 𝑖 is 

selected at the next draw, draw 𝑣 + 1, is: 

 
𝑝!(uD8) =	

(𝑚! − 𝑋!u)𝜔!
∑ l𝑚] − 𝑋]um𝜔]&
]`8

. 
(8) 

 

Now let 𝝁𝒗 = (𝜇8u , … , 𝜇!u , … , 𝜇&u) = 𝐸[𝑿𝒗], that is, the expected count for each type of ball at 

draw 𝑣.   Note that when 𝑣 = 0 (before any draws have occurred) 𝜇!A = 0	∀	𝑖	 ∈ 𝐶.  The means in 

vector  𝝁𝒗 can be approximated by the recursive relationship for 𝑣	 ≥ 1: 

 𝜇!u ≈	𝜇!(uZ8) 	+ 𝑝!(u)𝝁!(u) (9) 

Equation (9) is useful in the descriptive sense and even for calculations when the number of all 

possible enumerated quantities is small, yet it quickly becomes unwieldy as the number of draws 
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(𝑣) and/or unique groups (size of 𝐶) becomes large.  Fog’s recently published R package titled 

‘BiasedUrn’ [19] has functions capable of estimating 𝝁𝒗 values in an efficient and reliable 

manner; precisely the type of functionality we need to obtain accurate estimates for the 

measurements 𝐸[𝑃!	]	defined in Section 2.3.3.   

 
2.6.2 Estimation of Group 𝑷𝒊 with BiasedUrn Package 
 

The purpose of introducing the multivariate Wallenius non-central hypergeometric 

distribution (hereafter referred to as MWNCH) is to offer an explanation for the discrepancies 

and solution for the calculations of 𝐸[𝑃!	]	in Section 2.4.  This will afford us a more stable 

grounds for selecting the least biased sampling method.  What follows is a description of the 

pilot simulation as it pertains to sampling units from a population that follows the MWNCH 

distribution.  

The sampling space 𝑆 contains 𝑁 =	∑ 𝑚!
=
!`8  sampling units (synthetic genes) where 𝑚! 

is the number of sampling units for group 𝑖	 ∈ 𝐶 = {1,2,3}	and 𝒎 = (50, 50, 100) .  Each group 

𝐺! has a corresponding weight (𝜔!) in the marginal selection weight vector 𝝎 = (2.25, 2.25, 1); 

in other words the [starting] odds of selecting a unit from 𝐺8or 𝐺B is equal (between the groups) 

and 2.25 times the odds of selecting a unit from 𝐺= if group size is ignored.  The total number of 

draws 𝑛 is set to 100 (50 genes “UP” plus 50 genes “DOWN”).  The values in 𝒎,𝝎, and 𝑛	are 

the inputs to the function “momentsMWNCHypergeo” from the BiasedUrn package which 

returns the following vector of values: E[𝑿𝒗`𝟏𝟎𝟎] =	[9.5489, 9.5489, 80.9021].  Therefore, on 

the basis of a 100-unit sample,	𝐸[𝑷] = [0.0955, 0.0955, 0.8090].  The measurement in the first 

three columns of Table 6 can now be adjusted to represent a more appropriate estimation of bias 

as shown in Table 7.  Now it is clear that Method 3 has the least biased performance, on average, 
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across the performance measures.  Moving forward, the central question is now: does method 3 

consistently perform better across sampling scenarios with different parameters? 

 

 

 

 
 
2.6.3 Parameters and Expected Values for Data Simulation 
 

The purpose of the pilot simulation was to ensure that the implementation of different 

sampling algorithms was free from execution errors.  What follows is a description of the larger 

simulation study which aims to draw conclusions concerning differences between the proposed 

sampling methods.  Table 8-11 describe the parameterizations under each scenario.  The name of 

the scenario indicates the number of regulatory groups defined in each situation; for example, the 

scenario “3RG” or “RG3” has three regulatory groups (#RG and RG# are used interchangeably).  

In each scenario there is   a “baseline” group.  This group has the largest number of sampling 

units, a sampling weight of 1, and equal up vs. down direction (and thus selection) weights.  All 

other groups have selection weights and up OR down direction weights with magnitude that is 

inversely related to the number of units in the group.  With the exception of the baseline group, 

each group has a complementary group affiliation (see Section 2.3.3).  For every scenario there 

are a total of 1000 sampling units (∑ 𝑚! = 10009
!`8 ).  The parameters for each scenario were fed 

Method 𝜏8 𝜏B 𝜏B 𝜍8+ , 𝜍8* 𝜍B+ , 𝜍B* 𝜍=+ , 𝜍=* Δ8B 
1a -0.0022 0.0030 -0.0008 -0.0113, 0.0113 -0.0053, 0.0053 -0.0009, 0.0009 -0.0052 
1b 0.0017 -0.0020 0.0002 0.0042, -0.0042 0.0005, -0.0005 0.0012, -0.0012  0.0037 
2a 0.0000 0.0012 -0.0012 0.1731, -0.1731 -0.0336, 0.0336 -0.0171, 0.0171 -0.0012 
2b 0.0001 0.0006 -0.0007 0.0349, -0.0349 -0.1628, 0.1628 0.0148, -0.0148 -0.0005 
3 0.0000 -0.0001 0.00001 -0.0052, 0.0052 -0.0001, 0.0001 0.0005, -0.0005  0.0001 

Table 7: Measurements for bias across methods and groups with 𝜏 values adjusted for estimation of 𝐸[𝑷] 
according to MWNCH distribution.  The minimum absolute value (values, or pair of values) is underlined for 
each column.  
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into each sampling algorithm across the following values of s (number of simulations, or in other 

words, number of simulated CGSs): 100, 1000, and 10000. 

Table 8: Group size  

Scenario 𝑚8 𝑚B 𝑚= 𝑚6 𝑚F 𝑚w 𝑚; 𝑚x 𝑚y 
3RG 100 100 800       
5RG 50 50 200 200 500     
7RG 50 50 100 100 200 200 300   
9RG 50 50 75 75 100 100 125 125 300 

 
 
Table 9: Selection weight 

Scenario 𝜔8 𝜔B 𝜔= 𝜔6 𝜔F 𝜔w 𝜔; 𝜔x 𝜔y 
3RG 2 2 1       
5RG 3 3 2 2 1     
7RG 4 4 3 3 2 2 1   
9RG 5 5 4 4 3 3 2 2 1 

 

Table 10: Direction weight 

Scenario 𝜑8+ 𝜑B+ 𝜑=+ 𝜑6+ 𝜑F+ 𝜑w+ 𝜑;+ 𝜑x+ 𝜑y+ 
3RG 0.9 0.1 0.5       
5RG 0.9 0.1 0.7 0.3 0.5     
7RG 0.9 0.1 0.8 0.2 0.7 0.3 0.5   
9RG 0.9 0.1 0.8 0.2 0.7 0.3 0.6 0.4 0.5 
Scenario 𝜑8* 𝜑B* 𝜑=* 𝜑6* 𝜑F* 𝜑w* 𝜑;* 𝜑x* 𝜑y* 
3RG 0.1 0.9 0.5       
5RG 0.1 0.9 0.3 0.7 0.5     
7RG 0.1 0.9 0.2 0.8 0.3 0.7 0.5   
9RG 0.1 0.9 0.2 0.8 0.3 0.7 0.4 0.6 0.5 

 
 
Table 11: 𝐸[𝑃!	]  

Scenario 𝐸[	𝑃8] 𝐸[	𝑃B] 𝐸[	𝑃=] 𝐸[	𝑃6] 𝐸[	𝑃F] 𝐸[	𝑃w] 𝐸[	𝑃;] 𝐸[	𝑃x] 𝐸[	𝑃y] 
3RG 0.1619 0.1619 0.6762       
5RG 0.0904 0.0904 0.2489 0.2489 0.3215     
7RG 0.0918 0.0918 0.1411 0.1411 0.1929 0.1929 0.1483   
9RG 0.0963 0.0963 0.1180 0.1180 0.1204 0.1204 0.1025 0.1025 0.1256 
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The same scenarios have also been conducted under “complete” null conditions as well 

as “null selection weight” (Null SW) and “null direction weight” (Null DW) conditions (in 

contrast to the previously described “biased” condition) defined as follows: 

Complete Null (Null) 
 

1. 𝜔! = 1	∀	𝑖	 ∈ 𝐶 

2. 𝜑!+ = 𝜑!* = 0.5 ∀	𝑖	 ∈ 𝐶 

3. 𝑚! 	= 𝑚] 	∀	𝑖, 𝑗	 ∈ 𝐶; 	𝑖 ≠ 𝑗 

Null Selection Weight (Null SW) 

1. 𝑚! and < 𝜑!+ , 𝜑!* >	are the same as those in the biased condition 

2. 𝜔! = 1	∀	𝑖	 ∈ 𝐶 

Null Direction Weight (Null DW) 

1. 𝜔! and 𝑚! are the same as those in the biased condition 

2. 𝜑!+ = 𝜑!* = 0.5 ∀	𝑖	 ∈ 𝐶 

Please refer to the Appendix for the complete description of these parameter inputs. 

2.7 Data Simulation Results 

All of the methods proposed for data simulation are designed to accommodate two 

important aspects of sampling during the simulation process: they operate on the basis that there 

are variable probabilities for selection among the sampling units and that membership in an “UP” 

vs. “DOWN” list is mutually exclusive for a single sampling unit.  These two aspects of data 

simulation violate the rules for equal probabilities and independence that are required for a 

simple random scheme therefore we would expect to find evidence of sampling bias in resulting 

data sets [22].  The identification of bias amongst the sampling methods must be addressed as a 

preliminary analytical measure to ensure that downstream simulation analyses and permutation 
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procedures employed on the actual data are conducted based on the optimal simulation and 

permutation methods.   

Most of the bias in the distribution of the post-sampling population can be specifically 

attributed to the intentionally biased sampling design properties and can be predicted using the 

MWNCH distribution.  However, as the results of the data simulation will suggest, the order in 

which units are selected to either an “UP” or “DOWN” list is an additional source of bias when 

there is heterogeneity in the direction weights amongst the sampling units – that is, in the non-

central as opposed to central sampling scheme.  In fact, across the factors of group size, selection 

weight and direction weight, non-centrality (biased-ness) among the direction weights is the only 

factor that separates the sampling methods’ performance.    

The scatterplots in Figure A1 in the Appendix are designed to summarize the 

measurements of bias introduced in Section 2.3.3 for comparison across the sampling conditions  

(biased, complete null, null DW and null SW), scenarios, methods and numbers of simulations; 

Figure 6 is a snapshot of the biased condition run at s = 10000 simulations .  In each plot, the 

point (𝜏! , 𝜍!+) is plotted in two dimensions;  𝜏! on the x-axis and 𝜍!+along the y-axis.  Given the 

relationship  𝜍!+ = 	𝜍!* ∗ (−1) (See Table 6), results based on 𝜍!* would be mirrored across the x-

axis (summaries are based on 𝜍!+only for brevity).  Within the figures, the plotting symbols 

represent the sampling method and the color represents the group.  The figures are arranged by 

scenario (row) and number of simulations (column).   

The most glaring global comparison is between the conditions with null vs. non-null 

direction weights.  In the conditions with null direction weights there is no discernable difference 

between methods; the points appear to be randomly scattered across the plots and their range 

decreases across both axes (i.e., estimates are more precise) as the number of simulations 



 35 

increases.  On the other hand, in the non-null direction weight conditions, the methods separate 

across either the x- or y-axis.  There is one commonality across scenarios for non-null direction 

weight conditions: as the number of simulations increase, the minimum and maximum values 

across the x-axis (𝜏!) become smaller but the range of values remains constant for the y-axis 

(𝜍!+) across numbers of simulations and scenarios.  This suggests that, in general, 𝑃t! gets closer 

to 𝐸[𝑃!] as the number of simulations increases across methods.  That being said, the discussion 

that follows will highlight discernable patterns of difference that point to one method as the 

optimal, least-biased method for data simulation.   

The best performing sampling method in accordance with the three conditions introduced 

in Section 2.4.3 will be the one with the majority of points centered about the origin (0, 0) across 

[biased] scenarios and number of simulations.  With this in mind, a quick visual synopsis of 

Figure 6 points to Method 3 as the best performing sampling algorithm, a claim that warrants an 

inspection of the performance patterns between methods across both dimensions of performance 

and regardless of the number of groups.  The following terms will be used to identify patterns in 

sampling behavior:  

• The term “baseline group”, as previously mentioned, refers to the group in a given 

scenario that: 1) has the most sampling units, 2) has a sampling weight of 1 and 3)  

𝜑!+ = 𝜑!* = 0.5.   

• Within a pair of complimentary groups (𝜑!+ = 𝜑]*and 𝜑!* = 𝜑]+ , 𝑖	 ≠ 𝑗): 

o The group for which 𝜑!+> 𝜑!* is the “up-dominant” group and  

 𝜑!*	> 𝜑!+if the group is “down-dominant”. 

For example, in Scenario 3 where groups 1 and 2 are the only complementary groups, group 1 is 

the up-dominant group (𝑚8 = 100, 𝜔8 = 2, 	𝜑8+ = 0.9, 𝜑8* = 0.1), group 2 is the down-
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dominant group  (𝑚B = 100, 𝜔B = 2, 	𝜑B+ = 0.1, 𝜑B* = 0.9) and group 3 is the baseline group 

(𝑚= = 800, 𝜔= = 1, 𝜑=+ = 𝜑=* = 0.5). 

 

 

 

The plotting points for Methods 1a and 1b tend to lie close to the x-axes of the plots 

contained in Figure 6 due to small values of the measurements 𝜍!+	(and therefore 𝜍!*) across 

scenarios.  Thus, these methods perform well in terms creating simulated data sets in which the 

direction weights for sampling “UP” vs. “DOWN” units from specific groups is reflected in the 

ratio of sampling units observed in “UP” vs. “DOWN” lists.  However, the same plotting points 

for these methods lie further from the y-axes than those for the other methods.  This observation 

is attributable to small but consistent patterns of bias in the measurement 𝜏! 	.  On the other hand, 

the plotting points for Method 2a and 2b lie close to the y-axes as a result of small values of the 

measurements of 𝜏! yet are far from the x-axes due to larger values of 𝜍!+.   

In Figure 7 and Figure 8, the two dimensions of bias are plotted separately against a 

variable number of simulations in order to highlight specific, consistent patterns between the 

methods.  Note that each method is plotted individually and, in contrast to Figure 6, the shape of 
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Figure 6: Scatterplots comparing sampling methods across two dimensions of bias at fixed number of 
simulations (s = 10000). 
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the plotting character represents whether the group is “up-dominant” (triangle pointing upward), 

“down-dominant” (triangle pointing downward) or “baseline” (circular).  For the clarity of 

discussion, Scenario 5 is presented in Figure 7 and Figure 8, but the observations made 

regarding group patterns in this scenario extend to Scenarios 3, 7 and 9.  Recall that Method 1a 

first selects 5 sampling units to be part of an “UP” list using the composite 𝜛!]
+ weight for 

selection to an “UP” list and then, from the remaining 950, uses 𝜛!]
* to select 50 for the 

“DOWN” list - Method 1b first selects 50 sampling units to be part of an “DOWN” list using the 

composite 𝜛!]
* weight for selection to a “DOWN” list and then, from the remaining 950, uses 𝜛!]

+ 

to select 50 for the “UP” list.  In Figure 7(A) (Method 1a), the plotting points corresponding to 

the “up dominant” groups fall below the x-axis whereas those for the “down dominant” groups 

lie above it and in Figure 7(B) the behavior is reversed (points for the “up dominant” groups lie 

above the x-axis and those for the “down dominant” groups fall below the zero line).   

 

 

 

 

 

Figure 7: Scatterplots of 𝜏! across number of simulations for Scenario 5RG 
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The simulation results suggest that the order for selection (either “UP” or “DOWN” first) 

will introduce bias on the post-sampling population of sampling units for non-baseline groups in 

violation of bias conditions 1 and 3, thereby offering grounds for eliminating Methods 1a/1b as 

sampling mechanisms moving forward.  On the other hand, the plots in Figure 8(C) and 8(D) 

suggest that Methods 2a/2b violate the second condition for bias.  When units are assigned to be 

part of an “UP” list first (after they have been selected as part of the composite “UP” and 

“DOWN” list at a given simulation in accordance with Method 2a), those in the up-dominant 

group are not assigned to the “UP” list as often as expected and the opposite is true for the down-

dominant group; they are assigned to the “UP” list with greater frequency than expected.  This 

relationship is completely reversed when units are assigned to a “DOWN” list first as mandated 

by Method 2b.  In contrast, Figure 8(A) (Method 1a), 8(B) (Method 1b) and 8(E) (Method 3) 
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Figure 8: Scatterplots of 𝜍!+ across number of simulations for Scenario 5RG 
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suggest that the corresponding methods perform well with regard to distributing the sampling 

units to either “UP” or “DOWN” lists in a predictable and non-biased manner. 

Although Methods 1a/1b and Methods 2a/2b perform well across one dimension of non-

biasedness, Method 3 stands out as the best performer across both dimensions.  The design of the 

simulated data allows the post-sampling distribution of units to be inspected on a group-by-group 

basis and describe group-based trends and patterns of bias that could be difficult to identify if 

samplings units were considered on the individual level.  The simulations were conducted across 

a range of different grouping scenarios in order make the general observation that Method 3 does 

not oversample/under-sample units that tend to be either up- or down-regulated to varying 

degrees.  Now that a method for sampling has been chosen, we will explore the effect of list size 

(i.e. number of sampling units that will be included in lists) on the power of the proposed test 

statistics before looking at performance in permutation procedures with the LINCS L1000 data. 

2.8 Simulated test statistics and Power Analysis 

 Simulation studies harness the power of computers to create data sets under pseudo-

random sampling conditions that are defined/known to the experimenter in order to discern 

properties of a test statistic by observing its empirical distribution, possibly, as in our case, over a 

range of hypothetical scenarios [23]. Experimenters can compare the performance of methods 

that are either intended to generate or analyze data.  In the previous section, outcome 

measurements pertaining to the simulated data were brought into question in order to identify the 

data generation mechanism that was least biased among the competing methods.  In the section 

that follows, the ‘thresholding’ parameter (as defined below) will be varied in order to examine 

the performance of our proposed measurements of association with regard to their power to 

detect an effect under the assumption that the null hypothesis is not true. 
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Recall the following parameters: 
 

𝑛+ = number	of	units	in	an	"UP	LIST" 

𝑛* = number	of	units	in	a	"DOWN	LIST" 

𝑛 = 𝑛+ +	𝑛* 

These ‘threseholding’ parameters were held constant during our assessment of the data 

generating mechanisms (𝑛+ = 𝑛* = 50; 	𝑛 = 100).  

 The thresholding and discretization employed to transform the Level 5 CGSs to Level 6 

CGSs is hierarchical in nature.  The thresholding happens first and involves ranking the genes by 

the continuous-valued mod-z scores and selecting the most positive and most negative among 

them; up until now we have only discussed selecting genes with the 50 most positive and 50 

most negative mod-z scores.  The second step is the discretization of values for those genes that 

were retained from the original ranked list.  Thresholding the data in this way is intended to filter 

out the effects of ‘noisy’ genes and ‘noisy’ gene behavior so that the analyses that utilize this 

data have more power to detect meaningful associations among elements of the data set.   

2.8.1 Measurements of Association and Concordance 
 

The purpose of the simulation study is to find the distribution of our proposed test 

statistics [for finding both differences and similarities among concordance measurements 

between different cell lines] when the sampling distributions for the primary units are defined 

rather than estimated from the data.  The goal of the simulation study is to answer the following 

question: “Are the association measurements reliably able to detect dissimilarity (or similarity) in 

the downstream effects between two perturbating factors in one cell line vs. the other above and 

beyond what would be considered ‘background gene discordance (or concordance)’”?  The term 
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‘background gene discordance’ is meant to imply that individual L1000 genes do not have 

uniform probabilities for up/down list membership across perturbating factors among cell lines.   

The test statistics to compare measurements of association between two cell lines (A and B) at 

two perturbating factors (X and Y) are: 

∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠%(,- and  Δr%(,- =	
'XY>LMHI

8 @Z'XY>LMHI
J @	

[>"zHI
8 @

;
D>"zHI

J @
;

 

 
The formulae for 𝜃_%(,  and 𝑆𝐸%(,  are given in equations (2) and (3); note that under the null 

hypothesis Δr%(,- 	~	𝑁(0,1) when A and B have identical distributions.  The statistic Δr%(,- is largely 

a measurement of difference; that is the magnitude of Δr%(,- in either a positive or negative 

direction would suggest differences in concordance between A and B at X and Y.  On the other 

hand, we would expect that ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠%(,- to be larger when the downstream effects of X and Y 

are more similar for A and B. 

In the simulation study, we will observe the behavior of these test statistics when A and B 

are known to have different distributions by generating their empirical distribution when A and B 

fall under different regulatory groupings as described in Section 2.5.3.  We will explore how 

varying the thresholding parameter affects the distribution of the test statistics and then conduct a 

power analysis in order to assess the possible benefits or drawbacks of increasing the limit of 

data considered for these types of tests.   

2.8.2 Procedure for Simulating Edges 
 

In order to compare concordance measurements between RGs by comparing edges, we 

first need to generate nodes.  2000 nodes (reflecting the number of perturbagens in the LINCS 

data set) will be generated according to Method 3 for each RG (as well as the Null Scenario) as 

outlined in Section 2.3.2 across the following thresholding parameter 𝑡: 10, 20, 30, 40, 50, 60, 
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70, 80, 90, 100, 150, 200, 250, 300, 350, 400 and “complete”.  𝑡  represents the value mKD	mL
B

 

subject to the constraint 𝑛+ =	𝑛*; i.e. the length of either “Up” or “Down” list with the 

exception of the “complete” scenario.  The “complete” parameterization, as the name implies, 

uses the complete set of sampling units by carrying out only Step 1 of the algorithm for Method 

3 to and label each unit as “Up” or “Down”; all of the units labeled “Up” will be part of the 𝐿+l  

and all units labeled “Down” will be part of the 𝐿*l .  On average we would expect 𝑛+ = 𝑛* =

500 for the complete scenario but note that these values are actually random variables subject to 

the constraint 𝑛+ + 𝑛* = 1000.   

Let 𝐶1{ be the collection of simulated nodes for a given RG scenario (R = “Null”, 3, 5, 7, 

9) at threshold 𝑡 where 𝐶!1{ is an individual node (𝑖 = 1, 2, … , 2000).  Then, the following 

algorithm will be used to generate 𝑛 edges: 

Input: Nodes 𝐶1{ and number of edges 𝑛 to generate 

Initialize a data frame with 𝒏 rows for results 

For 𝟏: 𝒏: 

𝑅 ←	integers from 1: |𝐶1{|  

𝑟8 ←		random sample of 1 integer from 𝑅 

𝑅| ← 		𝑅 − 𝑟8 

𝑟B ←		random sample of 1 integer from 𝑅 

Derive contingency table for 𝐶s2
1{ and 𝐶s;

1{ and store as edge 𝐸s2s;
1{  in row 𝑛  

Calculate odds ratio and SE for edge 𝐸s2s;
1{  and store values in row 𝑛 

 
In order to be able to calculate both measures of association between different RG’s, the 

minimally sufficient data for each edge is the list of units that populate each cell of the 
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contingency table.  𝑛 = 5000 edges will be generated for each of the five scenarios (four RG’s 

and the Null).  The value for 𝑛 has been chosen to provide stable results for estimates of 

association between RG’s but also to reflect the number of unique KEGG edges that will 

eventually be utilized for the analysis of the L1000 data set.  

 

2.8.3 Generating Measurements of Association in Simulated Data 
 

The previous section demonstrates the procedure for producing single edges with regard 

to parameters specific to a given RG.  The next step is to generate data that will allow us to 

calculate outcome measurements that compare our pairwise measurements of association (the 

edge vs. edge summary statistics  ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠!"%& and  Δr%(,- (“sum of overlaps” and “delta” values)).  

In the simulated data, the indexes “A” and “B” represent the RG scenario as opposed to cell 

lines.  The indexes “X” and “Y” represent, within a given RG, two different nodes (among the 

2000 simulated nodes) form any edge X|Y.  Let 𝐸1{ be the collection of simulated edges for a 

given RG scenario (R = “Null”, 3, 5, 7, 9) at threshold 𝑡 where 𝐸!1{ is an individual edge (𝑖 =

1, 2, … , 5000).  There will be two relevant sets of edge-based comparisons: each RG vs. the Null 

and each RG vs. itself (includes Null vs. Null) (referred to as the RG vs. RG scenario).  The 

algorithm below will be used to derive measurements of association for the RG vs. Null at each 

threshold t: 

Input: Edges 𝐸1={ and 𝐸1MN??{;  

Initialize a data frame with 𝒏 rows for results 

For i = 𝟏: 𝒏: 

Calculate ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 and delta values between  𝐸!
1={and 𝐸!

1MN??{.  
 



 44 

In the RG vs. RG scenario, the two edges for comparison are sampled in a bootstrap fashion 

from the same set 𝐸1={as follows: 

 Input: Edges 𝐸1={  

Initialize a data frame with 𝒏 rows for results 

For 𝟏: 𝒏: 

𝑅 ←	integers from 1: |𝐸1={|  

𝑟8 ←		random sample of one integer from 𝑅 

𝑅| ← 		𝑅 − 𝑟8 

𝑟B ←		random sample of one integer from 𝑅 

Calculate total overlaps and delta values between  𝐸s2
1={and 𝐸s;

1={.  

 

2.8.4 Distribution of Measurements of Association in Simulated Data 
 

Now that the data has been simulated, the first task at hand is to check our distributional 

assumption regarding Δr%(,- 	~	𝑁(0,1) that should hold when A and B are the same.  We can check 

this assumption by observing the behavior of Δr,-, that is, Δr%(,- 	across many random edges in the 

RG vs. RG scenario as we would expect this to reflect the null hypothesis of no difference.  

Graphical inspection along with summary measurements of the distributions (mean, median, 

standard deviation) will be utilized to verify the assumption of standard normality for Δr,-.  

The plots in Figure 9 show the density of Δr,- as the threshold for list membership 

increases.  When the units sampled come from the same distribution, in this example either both 

sampled under the “null” scenario or “RG3” scenario, Δr,- approaches the standard normal 

distribution as the threshold is increased beyond a lower limit of 20 units per up and per down 

list (i.e. at least 30).  The distributions corresponding to Δr,- for list lengths of 20 and below fail 
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to converge to the approximate the standard normal curve due to the limited number of values 

that are possible realizations of  Δr%(,- 	as evidenced by multiple peaks (Figure 9: A1, B1, C1).  On 

the other hand, as the threshold increases to 50 and above, the distributions of  Δr,- approach the 

standard normal distribution (Figure 9: A2, B2).   

The evidence for standard normality under the null as the threshold approaches 50 is 

echoed in Table 12.  Although a higher threshold means little in terms of more proximity to a 

mean of zero, the standard deviations reported in Table 12 suggest that list lengths of 60 and 

above produce Δr,- distributions that approach the hypothetical 𝑁(0,1).   

 

Figure 9: Distribution of ∆t  across range of thresholds; from 10 – 100 in increments of 10 (A1, B1, C1) and from 
50-400 plus the ‘complete’ scenario in increments of 50 (A2, B2, C2).  The black solid line represents the 
standard normal curve. 
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The other take away from Figure 9 is that under the alternate hypothesis, the mean of Δr,- moves 

away from zero as the threshold increases.  The same plots [not shown] for the RG5, RG7 and 

RG9 are nearly identical to those for RG3.  The power analysis in the next section will address 

the following question: is there a point at which an increase in the threshold fails to yield 

additional power to detect a difference under the alternate hypothesis? 

  

 
 
Whereas the test statistic ∆ has a known parametric null distribution, the ad hoc test statistic 

∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠	does not have a hypothetical or theory-based null distribution.  Since the purpose of 

this test statistic is to identify a degree of similarity between two edges that would be higher than 

that expected under the null hypothesis of no association, the RG vs. Null scenario will serve as 

the distribution for the test statistic under the null and the RG vs. RG scenario will be treated as 

the distribution under the alternate hypothesis of presence of association.  Figure 10 depicts the 

distribution of ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 under the RG3 vs. Null scenario, and for comparison the Null vs. 

Null scenario along with the RG3 vs. RG3 as the alternate scenario. 

The histograms in Figure 10 highlight two important concepts.  The first is that the 

threshold for list length must be greater than 100 in order to obtain a distribution that is not 

List Length mean sd  List Length mean sd 
10 0.003 0.275  100 0.026 0.975 
20 -0.013 0.488  150 -0.013 0.968 
30 -0.031 0.691  200 0.039 0.965 
40 -0.021 0.815  250 -0.037 0.981 
50 0.004 0.860  300 0.003 0.964 
60 0.015 0.926  350 0.061 0.955 
70 0.079 0.966  400 0.014 0.940 
80 0.018 0.937  complete 0.010 0.953 
90 -0.060 0.995     

    

Table 12: Mean and standard deviation for distribution of 𝛥I,- across range of thresholds for RG3. 
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dominated by zero counts in either the null or alternate scenarios.   The second is that under the 

alternate hypothesis the distributions shift to the right; in other words, when we know that the 

sampling units come from similar distributions, we would expect to find more units that occupy 

the same cell under the alternate vs. the null scenario.   
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Figure 10: Distribution for the test statistics ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠0122,0122, ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠456,0122	and 
∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠456,456cross all thresholds (A1, A2, A3), thresholds below 100 (B1,B2,B3), and thresholds 
above 100 (C1,C2,C3) under the null (top and middle) and alternate (bottom) hypothesis. 
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2.8.5 Power Analysis 
 

The distributions that were introduced in Section 2.7.3 for ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠!"%& and  Δr%(,- will now 

be employed to conduct a power analysis of these proposed test statistics.  Typically, when data 

is arranged in a contingency table as shown in Table 13, the null hypothesis of independence is 

that the characteristic A is equally distributed between the two groups in population P [24].  

Under the alternate hypothesis, the “characteristic” column or “response” variable is dependent 

on the row or “explanatory” variable.  In a balanced design, the marginal row totals 𝑛8D and 𝑛BD 

are equal and considered fixed whereas the marginal column totals are random variables whose 

value is determined by the outcome of the experiment [25].  The power of the test for 

independence between the row and column variable is increased by taking a larger sample from 

each subpopulation.  In other words, if N is the total number of individuals in the population of 

interest, then the power increases as 𝑛/𝑁 increases. 

  Table 13: Traditional 2x2 contingency table 

 
 
 
 
 
 
 
 
 
 
 

In our analysis, we are operating based on the assumption that our sample includes the 

entire population of interest and that, for each unit in the population, we have a ranking metric 

that allows us to categorize that unit as “up”, “down”, or “not significant”.  As shown in Table 

14, only units that can be cross classified between two nodes in one of the four mutually 

exclusive categories are part of an edge and contribute to the cell counts used to calculate 
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measures of association.  The cells are classified as either as either concordant (CC) or 

discordant (DC) as follows: concordant cells are Q1 = CC:UU (units are “up” in both nodes) and 

Q4 = CC:DD (units are down in both nodes); discordant cells are  Q2 = DC:UD (units that are 

“up” in node X but “down” in node Y) and Q3 = DC:DU (units that are  “down” in node X but 

“up” in node Y.  Note that units that are “down” in Node X but are “not significant” in Node Y 

(and vice versa) do not contribute to cell counts in the contingency table.  In our sampling 

scenarios, we cannot directly manipulate n, which we define as the total number of sampling 

units that make it into a given edge/contingency table.  However, we can indirectly influence n 

by varying the list length threshold parameter as described in the previous section.   

 
                      Table 14: 2x2 contingency/directional concordance table for edge X|Y. 

 
 

The rational is as follows: as the threshold is increased, a larger portion of units will be 

classified as either “up” or “down” instead of “not significant” until the threshold is set to 

“complete” and all units are “up” or “down” (and zero remain “not significant”).  Note that when 

all units are “up” or “down”, all units will fall into the contingency table and n will be equal to N, 

the number of units in the population (1000 units in the simulation study and 978 genes in the 

L1000 data set).  In all other (“non-complete”) scenarios, 0	 ≤ 𝑛	 ≤ 𝑡 ∗ 2.  The purpose of the 
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power analysis is to see how well our proposed test statistics capture the signal of “informative” 

units/genes against varying degrees of background noise.  

2.8.5.1 Power Analysis Results: 𝚫r𝑨𝑩  
 

Under the null hypothesis, on average there should be of no difference between 

concordance measurements of concordance (ie. E(Δr,- 	) = 0) and the standard deviation 

approaches 1 (see Figure 9 and Table 12).  Under non-null conditions, as we have defined for 

different RG scenarios, when the proportion of units that fall into the concordant cells (Q1 and 

Q4) of the contingency table (Table 14) is large relative to the discordant cells (Q2 and Q3) in a 

predictable manner based on the specified per-unit sampling values, it is reasonable to assume 

that 𝑙𝑜𝑔l𝜃_%(1��mh''m − 𝑙𝑜𝑔l𝜃_%(1�`mh''m 	> 0.  Thus, it seems reasonable to assume that increasing 

the threshold parameter t will increase the likelihood of capturing ‘informative’ units; that is, 

units that are weighted to fall into the concordant cells.  By the same line of logic, however, 

increasing t will also lead to an increase in the number of units that fall into the discordant cells 

[or concordant cells] by random chance for any sampling scenario.  Is there, in fact, an upper 

limit or ‘tipping point’ for the parameter t that will result in less power to detect a true difference 

in the non-null scenarios than lower parameter values?   

 In order to calculate power across different thresholds, the standard normal distribution 

serves as the null distribution and the alternate distributions are those described in Section 2.7.3 

(see Figure 9(C2)).  Power at a given threshold is equal to the percentage of values of the 

alternate distribution that are greater than the specified quantile of the null distribution for a 

given alpha level. The dashed line in Figure 11 represents 80% power to detect a difference 

when the alternate hypothesis of a difference in concordance is true.  In general, all of the graphs 
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show steady increases in power as the threshold t (“List Length”, x-axis) increases to 200 after 

which point only modest gains or even losses in power are made by increasing t.   

 

 
 
 
 

For scenario RG3, power decreases when the threshold is increased from 350 to 400 and 

“complete” across all three alpha levels.  In RG5 power only decreases when the threshold goes 

from 400 to “complete”.  For RG7, there are no decreases in power across thresholds or alpha 
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Figure 11: Power curves for ∆ across threshold parameter settings for RG3(A), RG5(B), RG7(C), and RG9(D). 
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levels.  The RG9 scenario shows a very slight decrease in power when the threshold is increased 

beyond 400 at alpha of 0.05 as well as beyond 400 at alpha of 0.01.   

 
 
2.8.5.2 Power Analysis Results: ∑𝒐𝒗𝒆𝒓𝒍𝒂𝒑𝒔 
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Figure 12: Power curves for ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠	 across threshold parameter settings for RG3(A), RG5(B), RG7(C), 
and RG9(D). 
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instead of a known, hypothetical null such as the standard normal distribution.  Power is 

calculated as the percentage of observations in the alternate distribution (RG vs. RG) that are 

greater than those of the null (RG vs. null) for quantiles at the three different alpha levels.  

Whereas the null distribution is identical for Δ across threshold values, there is a different null 

distribution at each threshold for ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠.  The distributions at each threshold level are 

employed to take into consideration the fact that there will inevitably be an increase in 

overlapping units by random as the threshold goes up.   

The curves in Figure 13  are similar to those in Figure 11 with regard to steady increases 

of power up to the threshold limit of 200.  In contrast, there is not a threshold beyond which 

power decreases and, conversely, there are values of t for which an increase does not yield any 

additional power (i.e. power plateaus).   For RG3, RG5, and RG7, power plateaus at t = 250, 

whereas for RG9 this value is t = 200.   

2.8.6 Summary of Power Analysis 
 

The plots in Figure 14 allow for comparison of the power under different scenarios at a 

specified level of alpha and those in Figure 15 are included as a visual guide to aid in possible 

explanations for differences in power amongst the scenarios and test statistics.  For both Δ and 

∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠, the RG7 and RG9 scenarios attain higher levels of power across thresholds and 

values of alpha.  A possible explanation for the relatively higher power to detect differences 

when compared to the null in scenarios RG7 and RG9 versus RG3 and RG5 is that a smaller 

proportion of units belong to the “baseline” group (i.e., the group for which p(UP) = p(DOWN)) 

in the RG7 and RG9 scenarios.  The same rationale could underlie the slightly higher power to 

detect similarities in the RG7 and RG9 scenarios.  
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The results of the power analysis suggest that a threshold of 50 units per up/down list 

may be insufficient to detect either differences or similarities between two entities.  In order to 

obtain the maximum power to detect differences and similarities in the simulated scenarios, a 

threshold setting of 200 units per up/down list is required.  Now that we know how these 

parameters function in a simulated setting, we will explore how the same type of analysis plays 

out in data specific to patterns in the L1000 data set in the next chapter. 

Figure 14:  Power curves for alpha set to 0.1 (A1: ∆, B1: ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠), 0.05 (A2: ∆, B2: ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠) 
and 0.05 (A3: ∆, B3: ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 
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Figure 15: Size and initial p(UP) vs p(DOWN) properties for the RG3(A), RG5(B), RG7(C), 
and RG(9) scenarios as well as the null scenario. 
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Chapter 3:  L1000 Power Analysis 
 

Section 2.1 introduced a concept that will be of central importance going forward and 

that is the concept that the L1000 genes exhibit behavior that may be described with regard to 

two different dimensions; those dimensions being direction of regulation as well as cell line-

specific regulation.  Different patterns of gene regulation between cells are inevitable given the 

complex layers of epigenetic regulation even between cells of the same genotype [26].  In the 

L1000 data set, there are multiple cancer cell lines that are known to have genotypic differences 

but are similar with regard to experimental protocol; the seven core cell lines used in this 

analysis have over two thousand common shRNA perturbations.  The analyses presented in this 

chapter will employ methods described in the previous chapter to model background patterns of 

gene regulation among different cell lines in order to identify differences and similarities 

between cell lines in the L1000 data set. 

3.1 Motivation: Heterogeneity Among Cell Lines 

 The term “heterogeneity” takes on different meanings in the context of statistics and 

biology; here we are using it to describe both.  When we make the claim that there is 

heterogeneity among cell lines, we a referring to differences in global gene regulation between 

different cancer-cell lines across perturbating factors.  This difference will be quantified and then 

taken into consideration in the follow up analyses.  Before moving on to the power analysis, a 

preliminary example of heterogeneity among the seven core lines will be presented to serve as a 

starting point for motivating the considerations that are being made when handling this diverse 

data set.   

 The data set provided by ilincs.org [27] contains Level 5 consensus genomic signatures 

CGSs) for 2007 common perturbating factors across seven core cell lines.  Each cell line-
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perturbating-factor combination contains a record of modZ scores for the 978 LM genes as well 

as the p-values associated with the significance of the modZ score (accounts for variation across 

different shRNAs).   

Let 𝑴𝟗𝟕𝟖×𝟐𝟎𝟎𝟕
𝒄𝒍  be the matrix of modZ scores for cell line cl. 

Let 𝑷𝟗𝟕𝟖×𝟐𝟎𝟎𝟕𝒄𝒍  be the matrix of modZ p-values for cell line cl. 

Then, the entries 𝑚'j,g�
&'  and 𝑝'j,g�&'  refer to the modZ score and p-value for landmark 

gene lm (lm = 1,…, 978) at perturbating factor pg (pg = 1,…, 2042) within cell line cl (cl = 1,…, 

7) from matrices M and P.  The ranges and a few summary measurements of 𝑚'j,g�
&'  and 𝑝'j,g�&'  

are reported in Table 15.  To be clear, a negative modZ score indicates that transcripts 

corresponding to a landmark gene are fewer in number compared to baseline conditions at a 

given perturbating-factor-cell line combination and a positive score means that there are more 

counts of the transcript in the perturbed vs. baseline condition.  In this data set, there are also 

modZ scores of zero that reflect no significant difference between counts in the perturbed 

condition versus baseline.   

 

The overall (across cell line) range of modZ values is [-10, 10] although the A375 

(melanoma) cell line is the only entity with scores that cover this complete range.  Perhaps not 

Lowest modZ
−10A375

Highest modZ

−10A549

Mean modZ

−9.4864HA1E

Zero modZ Count

−10HEPG2

Smallest p−value

−9.5979HT29

Largest p−value

−10MCF7
−10PC3

10
8.1029
8.0922
9.5294
10

8.1447
7.8563

−0.0037
−0.0244
−0.0067
0.0039
0.004
−0.0187
−0.0229

94
139
76
68
129
1816
1639

1.1742881131042e−42
1.39192301536461e−28
8.47284045075094e−35
2.29157275174701e−27
1.02437885822332e−33
2.92367068286224e−21
1.36918760797338e−32

1
1
1
1
1
1
1

 Table 15: Summary measurements from matrices M and P across perturbagens for each cell line. 
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coincidentally it is also the cell line with a mean modZ closest to zero followed by HEPG2 

which has the second largest range. In comparison to the other cell lines in the panel, MCF7 and 

PC3 have modZ scores that equal zero at rates that are at least ten times that of other cell lines.  

The purpose for reporting the minimum p-value is not so much to show that there are differences 

between cell lines for this measurement but rather that there are no zero p-values; an aspect of 

this data set that will be important in the construction of custom-length thresholded CGSs (and in 

turn CSs (concordance signatures)) in the following section.  It suffices to say that descriptive 

numerical summaries of landmark gene behavior across perturbating factors within a given cell 

line suggest that there may be differences in the magnitude of differential gene expression 

between cell lines.  The remainder of this chapter will focus on how heterogeneity between cell 

lines may be accounted for in the analysis of the L1000 data as well as whether or not the 

heterogeneity might affect the interpretation of the downstream results. 

3.2 Generating Data for the Power Analysis of L1000 Data 

The power analysis of simulated data suggested that the proposed test statistics have little 

power to detect differences or similarities between two entities when the threshold parameter is 

set at the default value of 50 units per up/down list.  In the simulated data set, although this 

finding was consistent across RG scenarios, different scenarios did yield consistently different 

(higher or lower) power estimates across threshold and alpha settings.  In this section we will 

describe how we will generate data to conduct a parallel analysis of the L1000 data set.  

The L1000 data power analysis will require cell line specific edge distributions.  

Specifically, three types of pair-wise edge distributions will be generated as part of the power 

analysis: simulated, random and KEGG.  Simulated edges will be constructed in a manner 

similar to those for the specific regulatory groups in chapter 2; measurement for differential 
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expression of L1000 gene behavior across perturbating factors at each threshold level will be part 

of the “Method 3”-type data generating process.  Random edges and KEGG edges will be 

synthesized from Level 6 CGSs in their original form across the different threshold levels.  The 

procedures for obtaining Level 6 CGSs and then generating the different types of edges will be 

discussed in the remainder of this section. 

3.2.1 Custom-Thresholded Level 6 CGSs 
 
 The manipulation of the thresholding parameter to produce new Level 6 CGSs will 

require a new data set for their de novo construction.  The p-values are the primary ranking 

mechanism for determining a perturbating factor’s inclusion at a given threshold level and the 

sign of their respective modZ scores accounts for the directionality of the dysregulation.  

 

 The first step for generating custom-thresholded Level 6 CGSs is to obtain a metric by 

which to rank the L1000 LM genes within each cell line-perturbagen combination as follows: 

Let 𝑺𝟗𝟕𝟖×𝟐𝟎𝟎𝟕𝒄𝒍  be  𝑠𝑖𝑔𝑛(𝑴𝟗𝟕𝟖×𝟐𝟎𝟎𝟕
𝒄𝒍 ); the sign matrix of the modZ scores for cell line cl. 

Figure 16:  Cell line A375 modZ scores (A), p-values (B) and signed p-values (C) for the first 
twenty [rows; arranged alphabetically] L1000 LM genes across three perturbagens [columns]. 

mm 

A B C 
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Then, 𝑺𝒄𝒍⊙𝑷𝒄𝒍 = 𝑹&' where 𝑹&' is the Hadamard product (entry-wise multiplication) of the 

sign and p-value matrix [28].  Each column of 𝑹&' is an independent record of directional 

ranking metrics that will be sufficient for generating custom-thresholded Level 6 CGSs for each 

perturbagen-cell line-combination.  Figure 16(C) is an example of the first twenty rows and 

three columns of 𝑹,=;F. 

Note that some entries in 𝑺𝒄𝒍 are equal to zero; these number of these entries for given 

cell line are reported in the column labeled “Zero modZ Count” in Table 15.  The zero value for 

these entries will result in an 𝑹&' entry of zero.  When an entry in 𝑹&' is zero, that particular LM 

gene will be ineligible for a position in either an up or down CGS at any threshold.  With the 

exception of entries equal to zero, the closer an entry’s absolute value is to zero, the higher its 

relative (column-wise) rank within its directional category; all positive entries are eligible for 

membership in an “up” list and all negative entries are eligible for membership in a “down” list.  

With 𝑹&' in place, the procedure for generating Level 6 CGSs at each cell line-perturbagen 

combination at each threshold level t is as follows:   

Let 𝒓&',g be the pth column of 𝑹&'; the 978 signed p-values for perturbagen p in cell line cl. 

𝒓&',g will then be partitioned as follows: 

o 𝒖𝒑&',g contains all LM genes whose entries of 𝒓g&' > 0 ranked in order of smallest 

value to largest value. 

o 𝒅𝒐𝒘𝒏&',g contains LM genes whose entries all entries of 𝒓g&' < 0 ranked in order 

of smallest absolute value to largest absolute value. 

Then, at each threshold level t, the Level 6 CGS is the combined vector  < 𝒖𝒑8:{
&',g, 𝒅𝒐𝒘𝒏8:{

&',g > 

for each cell line-perturbagen combination. 
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3.2.2 Simulated L1000 Edges 

A set of m = 5000 simulated edges will be generated from a set of n = 2000 simulated 

nodes at each threshold level t for each cell line.  The values for m and n are chosen to be 

representative of the approximately 5000 unique edges from KEGG pathways whereby both 

nodes correspond to perturbagens in the L1000 data set [11].  The simulation procedure is 

intended to reflect what would be expected if the L1000 LM genes were behaving in a random 

but cell line-specific manner as predicted by their marginal counts in up and down thresholded 

CGSs.  

 The preliminary step in this procedure is to look across the 2007 cell line-perturbagen-

specific CGSs at each threshold (whose generation is detailed in Section 3.2.1) in order to obtain 

probability weights similar to those that were introduced in Section 2.3.1.  However, in this 

scenario, each of the 978 LM genes will be associated with unique up/down selection weights 

and probabilities instead of weights and probabilities specified by membership in a specific 

regulatory group.  Recall matrix L, an indicator matrix for LM gene CGS membership first 

presented in Figure 4.  This matrix is an indicator for LM gene membership in CGSs for the 

default list length [threshold] of 50 genes up and down (978-100 = 878 not differentially 

regulated).  The notation used in Section 2.1 will be modified to describe the parameterization of 

the cell line-specific null distribution across different threshold parameter settings as follows:   

Let 𝑳{ be a 978×2007 matrix defined by the following indicator function: 

𝐼!]
&',{ = �

−1, 𝑔𝑒𝑛𝑒	𝑔] 	 ∈ 	 𝐶𝐺𝑆_𝐷!
&',{	 ⊆ 𝐶𝐺𝑆!

&',{	

0, 𝑔𝑒𝑛𝑒	𝑔] 	 ∉ 	 𝐶𝐺𝑆!
&',{	

+1, 𝑔𝑒𝑛𝑒	𝑔] 	 ∈ 		 𝐶𝐺𝑆_𝑈!
&',{	 ⊆ 𝐶𝐺𝑆!

&',{	
 

With these I’s in place in 𝑳{  we may readily calculate the following probabilities: 
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• 𝑝𝑢]&',{ =  
∑ (_<=

>?𝟐,𝟎𝟎𝟕
𝒊D𝟏 `D𝟏)

𝟐𝟎𝟎𝟕
 = probability that 𝑔] will be one of t genes in a random 𝐶𝐺𝑆_𝑈!

&',{; 

• 𝑝𝑑]
&',{ =  

∑ (_<=
>?𝟐,𝟎𝟎𝟕

𝒊D𝟏 `Z𝟏)

𝟐𝟎𝟎𝟕
 = probability that 𝑔] will be one of t genes in a random 𝐶𝐺𝑆_𝐷!

&',{; 

• 𝑝𝑛]&',{	=	1 − 𝑝𝑢]&',{ − 𝑝𝑑]
&',{ = probability that 𝑔] is neither part of a random 

𝐶𝐺𝑆_𝐷!
&',{	nor 𝐶𝐺𝑆_𝑈!

&',{. 

Note that in the “complete” scenario all genes will be either part of an up or down list and 

therefore 𝑝𝑛]&',&Xjg'�{� = 0	∀	𝑖, 𝑗 and |𝐶𝐺𝑆_𝑈!
&',&Xjg'�{�| and  |𝐶𝐺𝑆_𝐷!

&',&Xjg'�{�| are not 

necessarily equal [although they could  be equal by chance] but should be similar in size.  With 

these probabilities in place for each gene, we can derive the following gene-specific sampling 

weights for	cell	line	cl	at	threshold	t: 

𝜋]&',{ =	1 − 𝑝𝑛]&',{ 	= 	probability	that	𝑔] 	is	in	any	randomly	selected	up	or	down	list		
	

𝜑]
+,&',{ 	= gh=>?,P

gi=>?,PDgh=>?,P
= up-direction	weight	for	𝑔] 	

	

𝜑]
*,&',{ 	= gi=

>?,P

gi=>?,PDgh=>?,P
= down-direction	weight	for	𝑔] 	

Note	that	𝜑!+ + 𝜑!* = 1. These weights are the inputs for the Method 3 Sampling Algorithm 

which, for each iteration, will produce a ‘synthetic’ level 6 CGS [for a given cell line at the 

specific threshold].  The algorithm below is slightly modified from its original version in chapter 

2 to reflect the specific cell line- level specificity.  

Step 1: Simulate Nodes 

Input: Vectors with the parameters  𝜋]&',{, 𝜑]
+,&',{,	𝜑]

*,&',{ 

Initialize a data frame with 𝒏 rows for results 

For 𝟏: 𝒏: 
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1. Label all M genes by sampling [with replacement] the labels “UP” or “DOWN” in a 

binomial fashion with the vector of probabilities taking the form <	𝜑]
+,&',{,	𝜑]

*,&',{>. 

𝛿* 	← units	labelled	"DOWN",  

𝛿+ 	← units	labelled	"UP".   

Stop at step 1 if t = “complete”. 

2. Sample without replacement 𝑡/2 units from 𝛿*	and 𝑡/2 units from 𝛿+ using 𝜋]&',{ as 

sampling weights. 

Step 2: Simulate Edges from Simulated Nodes 

Let 𝐶&',{ be the collection of simulated nodes for a given cell line at threshold 𝑡 where 

𝐶!
&',{ is an individual node (𝑖 = 1, 2, … , 2000).  Then, the following algorithm will be 

used to generate 𝑚 edges: 

Input: Nodes 𝐶&',{ and number of edges 𝑚 to generate 

Initialize a data frame 𝑬 with m rows for results 

For 𝟏:𝒎: 

1. Use random number generator to select two integers (𝑟8, 𝑟B ∈ 1: 2000; 	𝑟8 ≠	𝑟B) 

2. Derive contingency table for 𝐶s2
&',{ and 𝐶s;

&',{ and store as edge 𝐸s2s;
&',{  in row 𝑚  

 
3. Calculate odds ratio and SE for edge 𝐸s2s;

&',{  and store values in row 𝑚 

3.2.3 Annotated KEGG L1000 Edges 
 
 The inherent assumption that underlies this analysis is that the topological annotations 

that connect two genes/protein products will yield insight into biological mechanisms of action 

that are either unique with regard to a particular cell line or ubiquitous across the board and 

perhaps interesting for their general applicability across biological specimens of interest.  The 

topological annotations that we will consider for this analysis are the edge-type protein-protein 
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relationships extracted from the KEGG pathway database that [11].  There are 5,474 unique 

edges from KEGG that are amenable to our core L1000 data set; that is both proteins/gene-

products are perturbed via shRNA across the seven cell lines.   

 Let 𝑲 be a 5,474×2 matrix that contains the collection of all unique KEGG edges that 

have pairwise data entries in the L1000 data set such that 𝑘!8 and 𝑘!B are the gene symbols for 

the two nodes of the 𝑖{� edge.  Note that the directionality of the relationship is not a factor for 

this step in the analysis; an edge with the relationship BàA is equivalent to AàB and the node 

pair (B,A) will not be in 𝑲 if the node pair (A,B) is already in 𝑲.  Let 𝑪𝑮𝑺𝒄𝒍,𝒕 be the 2,007×2 

matrix whereby 𝐶𝐺𝑆𝒊𝟏
𝒄𝒍,𝒕 contains 𝐶𝐺𝑆_𝐷!

&',{	 𝐶𝐺𝑆𝒊𝟐
𝒄𝒍,𝒕 contains 𝐶𝐺𝑆_𝑈!

&',{	.		The data set 

corresponding to all of the KEGG edges, 𝑭𝒄𝒍,𝒕, is then constructed as follows: 

Input: 𝑪𝑮𝑺𝒄𝒍,𝒕 and 𝑲 

Initialize a data frame 𝑭 with m = 5,474 rows for results 

For j = 𝟏:𝒎: 

1. Derive contingency table for 𝐶𝐺𝑆!`�=2
&',{ and 𝐶𝐺𝑆!`�=;

&',{ and store as edge 𝐹�=2,�=;
&',{  in row 𝑗.  

 
2. Calculate odds ratio and SE for edge 𝐹�=2,�=;

&',{  and store values in row 𝑗. 

 
3.2.4 Random L1000 Edges 
 
 An alternative null distribution will be synthesized from random ‘real’ nodes in the 

L1000 data set.  Here, a ‘real’ node is a Level 6 CGS corresponding to an individual perturbagen 

(shRNA) at threshold level t.  These edges are analogous to the KEGG edges described in the 

previous section with the exception that we will be constructing the edges from nodes stored in 

the matrix 𝑹 instead of 𝑲.  The criteria for any given pair of nodes < 𝑟]8, 𝑟]B > is that it cannot 

be among the pairs of nodes in 𝑲 and that all pairs of nodes in 𝑹 are unique amongst themselves.  
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The same set of random nodes 𝑹 will then be used to fill the data frame 𝑮𝒄𝒍,𝒕 in exactly the same 

manner that 𝑲 was utilized to fill the data frame 𝑭𝒄𝒍,𝒕. 

3.2.5 Cell line vs Cell line comparisons 
 

At this phase of the analysis, we will generate measurements of association amongst the 

levels of cell line-combinations and thresholds that involve the data frames 𝑬𝒄𝒍,𝒕, 𝑭𝒄𝒍,𝒕 and 𝑮𝒄𝒍,𝒕.  

This process will be similar to the one we introduced in Section 2.7.3.  The following procedure 

will be carried out across all cell line-combinations and threshold levels.  The data frames 

𝑬𝑬𝒄𝒍𝒂:𝒄𝒍𝒃,𝒕, 𝑭𝑭𝒄𝒍𝒂:𝒄𝒍𝒃,𝒕 and 𝑮𝑮𝒄𝒍𝒂:𝒄𝒍𝒃,𝒕 will contain the outcomes for the edge-edge comparisons for 

the simulated, KEGG and random edges respectively.  Let the data frames 𝑿𝒄𝒍,𝒕 and 𝑿𝑿𝒄𝒍𝒂:𝒄𝒍𝒃,𝒕 be 

generic versions of the edge and edge-edge data frames such that the procedure described below 

can be extended to the simulated, KEGG and random edges in an identical manner. 

Input: Edges 𝑿𝒄𝒍`𝒂,𝒕 and 𝑿𝒄𝒍`𝒃,𝒕 

Initialize a data frame 𝑿𝑿𝒄𝒍𝒂:𝒄𝒍𝒃,𝒕with 𝒎 rows for results 

For j = 𝟏:𝒎: 

𝑋𝑋],∆
&'S:&'T,{ ← Delta value for edge j between cell lines a and b 

 
𝑋𝑋],∑ Xu�s'ngl

&'S:&'T,{ ← Total number of overlapping genes from the cells of the   
 

   contingency tables for edge j between cell lines a and b 
 

3.3 Power Analysis 

 The power analysis in this section will either support or fail to support the notion that the 

proposed test statistics [measurements of association] are most appropriate and useful when used 

in conjunction with cell line specific models of background gene behavior as well as custom 

thresholding parameters instead of the default threshold of the original Level 6 CGSs.  There are 
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two null hypotheses to consider; the first is that the genes in the Level 6 CGSs exhibit random 

behavior and are therefore not able to detect meaningful or biologically relevant similarities or 

differences in gene-product-relationship between cell lines.  This null is represented by the 

“simulated” edge set.  The second null hypothesis is that the annotation given to edges is not 

predictive of a greater level of similarity or difference between cell lines; this null is represented 

by the “random” edge set.  In both scenarios, the alternate distributions are represented by the 

test statistics in the “KEGG” edge set. 

3.3.1 Calculation of Power: Delta 
 

In the analysis of the simulated data, there was an important difference between the null 

scenario and the alternate scenario with regard to the delta values that does not hold true for the 

analysis of cell line vs. cell line behavior – this is the assumption that the alternate scenarios 

would show greater levels of concordance which could be captured by a delta distribution whose 

mean was shifted away from zero in the positive direction (i.e. shifted to the right along the x-

axis).  Recall that Δr%(,- =	
'XY>LMHI

8 @Z'XY>LMHI
J @	

[>𝑆𝐸𝑋𝑌
𝐴 @

;
D>𝑆𝐸𝑋𝑌

𝐵 @
;

  for edge X|Y compared in cell line A and B where 

cell line A is there “reference” and cell line B is the “comparator”.  In all cases, the relationship 

Δr%(,- =	−1 ∗ Δr%(-, holds true.  If Δr%(,- > 0, the interpretation is that there is greater concordance 

between X and Y in cell line A than in cell line B whereas Δr%(,- < 0 implies greater concordance 

in cell line B than in cell line A; thus both positive and negative values of delta suggest deviation 

from the null hypothesis of equality of concordance between cell lines.  Therefore, under the 

assumption that there are in fact edges that are more concordant in the reference cell line but 

others that are more concordant in the comparator cell line, we would expect an alternate 

distribution that displays heavier tails as opposed to an absolute shift in delta. 
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The plots in Figure 17 demonstrate two aspects of the data.  The first is that there is 

indeed a higher occurrence of delta values in the extremes [tails] of the distribution under the 

alternate hypothesis when the simulated edge set acts as the null distribution.  The second is that, 

by including more LM genes in concordance measurements (i.e. increasing the threshold t), 

differences in odds ratios between cell lines will be even more pronounced as evidenced by the 

larger spread of values in Figure 17(A) vs. (B).  It may not be readily obvious given the 

difference in scale between the two graphs that the shaded area (representing power at a two-

tailed alpha = .10) in Figure 17(B) is also much greater than the shaded area in Figure 17(A), 

75% vs 33.5%.  The power analysis in the following section will address the nature of the power 

gains relative to increases in list length across the spectrum of list lengths.  

  

 

3.3.2 Power Analysis of KEGG edges: NULL = Simulated Edge Set 

 

Figure 17: Density curves for ∆ values with A375 as the reference cell line and MCF7 as the comparator 
cell line amongst simulated edges as well as KEGG annotated edges.  The shaded areas on the right-hand 
side of the graph represent edges that are more concordant in A375 than MCF7 whereas areas on the left-
hand side are more concordant in A375 than MCF7 using cutoff values for the below the 5th percentile and 
above the 95th percentile of simulated delta values at list lengths of 50 (A) and 400 (B). 
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3.3.2 Calculation of Power: ∑𝒐𝒗𝒆𝒓𝒍𝒂𝒑𝒔 
 

The null hypothesis underlying the count-type data for the statistic ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠%(
,- is that 

the count of overlapping genes amongst the cells in the KEGG edges is not fewer or greater than 

we would expect under simulated or random conditions.  As a consequence, the power for the 

∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 will be handled in a two-tailed fashion akin to the treatment of the power for 

calculation for delta.  Unlike continuous measurements of delta, the ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 is discrete, and 

features counts that are dominated by zero at smaller list lengths.  This type of behavior was 

characterized in the simulation study in the previous chapter.  Another characteristic of the 

∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 statistic is that there is no difference in ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠%(
,- and ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠%(

-, (recall 

that Δr%(,- =	−1 ∗ Δr%(-,).   

Figure 18 shows how drastically the distributions differ at opposite ends of the threshold 

spectrum.  The distributions for both the null (simulated) and alternate (KEGG) delta 
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Figure 18: Relative frequency (A) and density plot (B) for the ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 test statistic between the cell 
lines A375 and MCF7.  In (A) the shaded bars correspond to counts for KEGG edges that contribute to the 
power calculation at a list length of 50 whereas in (B) the shaded area is a continuous approximation to the 
power at a list length of 400. 
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measurements is markedly discrete at the lower end of the threshold level (list length of 50) 

whereas both are well approximated by nearly normal distributions at the higher end (list length 

of 400).  Regions of the alternate distribution that contribute to power at alpha = 0.10 is 

represented by the shaded regions and is equal to 18.52% in Figure 18(A) and 84.75% in Figure 

18(B).  As with the delta statistic, we have preliminary evidence that increasing the threshold 

leads to gains in power for the ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 test statistic as well. 

3.3.3 Power Analysis Results of Delta: Simulated Null Distribution 
 

The power analysis of the delta test statistic shows a steady increase in power as the as 

the threshold of 10 (10 out of 978 LM genes are up and 10 are down) is increased to a less 

stringent threshold of 200 (nearly half of all LM genes).  The power then plateaus as the list 

length approaches 250 and then begins to decrease above the threshold of 350.  This pattern is 

evident across all levels of alpha but becomes clearer as the stringency of alpha increases (i.e. we 

decrease alpha). 
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Figure 19:  Power curves for ∆ across all possible cell line combinations at alpha levels of 0.10 (A), 
0.05 (B) and 0.01(C) with the simulated edge distributions serving as the null distribution. 
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Importantly, the shapes from the graphs in Figure 19 show no discernable differences 

with regard to specific cell lines; that is, the choice for the most efficient threshold is 

independent of reference or comparison cell line.  However, there are some patterns that emerge 

when the graphs are broken down by reference cell line (Appendix Figure A5).  For example, 

comparisons between any cell line and HA1E are consistently more powerful than other two cell 

lines whereas the opposite is true for PC3 - in the graphs the green line (HA1E) is consistently 

the upper bound whereas the pink line (PC3) is consistently the lower bound for the power 

curves. 

3.3.4 Power Analysis Results of ∑𝒐𝒗𝒆𝒓𝒍𝒂𝒑𝒔: Simulated Null Distribution 
 

The power trend for the statistic ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 is very similar, though not identical to the 

trend for delta; power increases at a steady rate to the threshold of 200, at which gains in power 

diminish in subsequent intervals.  Unlike delta, the power for the sum of overlap statistic 

increases monotonically until the maximum threshold level – there is never a point at which the 

signal among the noise is noticeably muddied by casting a larger net via an increase in sample 

size.   

Another commonality between the two statistics is that there are no glaring differences 

amongst the patterns of power increase as it relates to cell line specificity.  Interestingly, the 

curves for the power of the ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 that compare HA1E to other cell lines are clustered 

similarly to those of the curves for the power of the delta statistic with the exception of cell lines 

A375 (which trends higher on-) and HT29 (which trends lower on- the x-axis for most 

comparisons) [Appendix Figure A6].   
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3.3.5 Power Analysis Results of Test Statistics: Random Null Distribution 
 

The same power analyses of the two tests statics were performed using a null distribution 

as described in Section 3.2.4.  This will allow us to get a sense of the nature of the relationship 

between annotated edges and their associated test statistics by answering the following questions: 

do we see larger differences in concordance (more extreme values of delta) when the edges being 

compared are documented in KEGG?  And/or are the similarities more pronounced among 

annotated edges [as would be evidenced by different behavior of the distributions for sum of 

overlap statistics]?  

Figure 21 and Figure 22 depict the relationship between power and threshold for the two 

test statistics when the null distribution is set to random edges.  The nature of the plots in Figure 

21 suggest that after the threshold of 50, there is no advantage to broaden the inclusion of genes 

that might contribute to the delta statistic.  On the other hand, the curves for the overlap statistic 

in Figure 22 have the same shape, albeit a smaller scale on the y-axis, as those in Figure 20. 
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Figure 20: Power curves for ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 across all possible cell line combinations at alpha levels of 0.10 
(A), 0.05 (B) and 0.01(C) with the simulated edge distributions serving as the null distribution. 
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Figure 21: Power curves for delta across all possible cell line combinations at alpha levels of 0.10 
(A), 0.05 (B) and 0.01(C) with the random edge distributions serving as the null distribution. 
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Figure 22: Power curves for ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 for all possible cell line combinations at alpha levels of 0.10 
(A), 0.05 (B) and 0.01(C) with the random edge distributions serving as the null distribution. 
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3.3.5 Power Analysis: Conclusions 

The results of the power analysis suggest that the threshold of 50 may be too low to 

detect pairs of genes that are either similar (as measured by the ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠) or dissimilar (as 

measured by delta) between two cell lines.  Although annotated edges have modestly larger sums 

of overlaps on average than random edges as well as delta values (Figure 21, Figure 22) there is 

not sufficient power to detect differences and similarities when using the random edges as the 

null distribution; therefore the distributions that arose from the simulated edges will serve as the 

null.  The threshold of 200 (200 LM genes most up-regulated and 200 LM genes most down-

regulated) will be used to construct test statistics.  

 

 

 

Figure 23 provides both the quantitative summary of the distributional properties of delta 

along with a visual guide for interpreting differences/similarity among the values.  The matrices 

Figure 23: Matrix of mean values for delta (A) and its standard deviation (B) for cell line vs. cell line 
comparisons at the threshold of 200 genes up and 200 genes down.   
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can be read as follows: When cell line from row X is compared to the cell line in column Y, the 

value is found in the entry for [X,Y] in the matrix.  If the color of the cell is orange, it indicates 

that deltas are, on average, more positive for the cell line in the row vs. the cell line in the 

column, whereas if it is green the association is opposite (on average, deltas are more positive for 

the cell line in the column vs the cell line in the row).  While minor differences in delta can be 

found when comparing the first few cell lines (A375, A549, HA1E, HEPG2, and HT29) to one 

another, the magnitude of the differences between these cell lines and MCF7 and PC3 are 

considerably larger.  Therefore, the assumption that delta has a mean of zero is not met, most 

notably in comparisons involving MCF7 or PC3.  The standard deviations, on the other hand, are 

very close [if not equal within rounding] to one – validating the assumption that delta has a 

standard deviation of one.   

In the following chapter, edges from pathways will be summarized by their average delta 

in a matrix format just like those in Figure 23(A); if we denote that matrix by 𝑷 and the matrix 

in Figure 23(A) as 𝑪, the adjusted matrix 𝑨 = 𝑷 − 𝑪.  The adjusted matrix will then be used to 

describe the magnitude of the delta values.  Unlike delta, which has a continuous-valued 

distribution, the ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠	statistic takes on discrete values.  Therefore, we will use values that 

correspond to given percentiles of the simulated distributions to describe pathway similarities in 

the following chapter.   

In figure Figure 24(A), the results of the simulation indicate that, with the exception of 

the relationship between HA1E and A549, there are no differences in median values.  The matrix 

in Figure 24(B) represents the critical values for significance; at the 99th quartile 5 of the 

possible 21 pairwise comparisons have larger values (16) compared to the other 16 comparisons.  

Given the differences exhibited in  Figure 24(B) and Figure 23(A) across the pairwise 
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comparisons, there is evidence that it may be worthwhile to take pairwise differences into 

consideration when describing pathway-level activity. 
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Figure 24: Matrix of median values for the ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 (A) and values that represent the 99th percentile 
(B) for cell line vs. cell line comparisons at the threshold of 200 genes up and 200 genes down.   
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Chapter 4: Application in KEGG Pathway Analysis 
 

The original purpose of the Connectivity Map or “CMap” project was to take a bottom-up 

approach to finding connections among genes in the human genome by virtue of similar gene 

expression profiles or “signatures”.  The goal of this project is not necessarily to find new 

connections, but rather to assess the nature of known connections as they relate to cell line 

similarities and differences.  The term “known connections” refers to relationships between 

genes that have been derived via experimentation and documented in literature.  Specifically, we 

are considering relationships between genes from pathways in the KEGG database.   

The data generated via LINCS relies on readouts generated from cell lines.  Cell lines that 

are developed for use in research are heterogeneous with regard to tissue/tumor of origin and 

specific mutations.  Despite their heterogeneity, cancer and non-cancer cell lines (for example 

HA1E, immortalized kidney cells) have acquired mutations that allow cells to exhibit abnormal 

growth via evasion of apoptosis or deviant patterns of division and growth; by definition, all cell 

lines have achieved immortality [29] [30].  In a study comparing the gene expression profiles of 

cell lines, tumor-derived cells and normal tissues, cell lines clustered with one another as 

opposed to samples from the same tissue [31].  The phenotypic similarity amongst cell line gene 

expression despite their genotypic differences raises the argument that an analysis of differences 

among base-line gene expression would be underpowered for finding functional, pathway-level 

differences.  This chapter will describe how the measurements of heterogeneity and similarity of 

the concordance signatures (CSs) introduced in Chapter 1 will be applied to a pathway-level 

description and then analysis (Chapter 6) of the L1000 data set using the KEGG pathway 

database. 
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4.1 The KEGG Database 

The Kyoto Encyclopedia of Genes and Genomes (KEGG) is an on-line resource that was 

initiated in 1995 with the goal of “computerizing the current knowledge of genetics, 

biochemistry, and molecular and cellular biology in terms of the pathway of interacting 

molecules or genes” [32].  While KEGG maintains a compendium of gene catalogs as well as 

catalogs for chemical elements and compounds, it is most well-known for its library of molecular 

biological networks or “pathways”.  KEGG is, if not the most, one of the most utilized biological 

pathway databases; it has been cited in over 15,000 publications.  For the sake of comparison, 

the next most-often cited resource Reactome has been cited less than 2,000 times in publications 

since 2011 [33].   

The popularity of KEGG can be attributed to its manually curated pathway maps that 

offer a visually interpretable representation of complex biological interactions.  The linear 

diagrams, directed edges, and relationships based on consensus research efforts are all 

characteristics of “pathways” as opposed to “networks”, which are typically much larger in scale, 

usually have undirected edges, and are compiled as a result of data-set-specific large-scale 

screens [34]. Each pathway map provides information on the consensus knowledge-base derived 

relationships between molecules interacting as part of a defined biological process.  In graph 

terminology, the nodes in the pathways are genes/gene products (proteins) and the edges are the 

relationships between the genes and are classified as activating, inhibiting, or binding 

relationships.  In addition to being either activating or inhibiting, some edges are also defined 

with regard to post-translational modifications such as phosphorylation (labeled as +p) and 

dephosphorylation (labeled as -p). As mentioned before, the edges are directed - there is a clear 
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to-and-from direction of action (except for in the case of binding relationships).  In cases where 

the relationship between genes is indirect, the edge is represented with a dashed line.    

There are currently over 500 pathways in KEGG’s repository that span seven different 

categories of specification (see Figure 25).  The KEGG database is dynamic; pathways are 

updated and new pathways are added as the knowledge base grows and becomes more refined.  

This aspect is important to keep in mind when performing analyses using resources that have 

static ‘snapshots’ of the KEGG data base that were downloaded at a given point in time and may 

be out of date.  For example, the R package MSigDB (Molecular Signature Data Base), which 

contains collections of gene lists from 186 KEGG pathways, may not contain the most recent 

KEGG pathways or may otherwise be 

missing one of the roughly 300 other 

KEGG pathways that are excluded from 

MSigDB [35].  This is not necessarily a 

drawback of KEGG or databases that get 

information from KEGG; it just means that 

researchers should be aware of this aspect 

in their analyses and may need to manually 

add pathway data to serve their research 

needs. 

 
 
 
 
 
 
 
 
 
 
 

 

Figure 25: Pie chart representing the number of each type 
of pathway defined in KEGG. 
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4.2 Pathway-level Analysis 

4.2.1 Overview of Methods for Pathway Analysis 

The term ‘pathway analysis’ in the context of gene expression analysis has broad 

implications but most types of pathway analytical methods fall into one of three categories as 

defined by Khatri [36]: 

First Generation: Over-Representation Analysis (ORA) 

Also referred to as 2 x 2 table methods, these types of methods employ tests of statistical 

significance to identify pathways that are over-represented based  on experimentally-derived 

gene expression profiles that surpass a given thresholds (for example, lists of differentially 

expressed genes between cases and controls that have p-values [adjusted for multiple testing] of 

less than 0.05 after conducting differential expression analysis).  One examples of this type of 

analysis is LRpath, which uses a logistic regression-based method to identify pathways that 

contain significantly more genes from the input list of genes than expected [37]. 

Second Generation: Functional Class Scoring (FCS) 

As opposed to ORA methods, FCS methods take as input gene-level statistics that that measure 

differential expression (i.e. t-test statistic, z-score or signal-to-noise ratio of expression of a gene 

between two groups) and output pathway-level measurements – that is, each pathway is “scored” 

based on coordinated changes in the expression of genes in that pathway.  A well-known 

example of FCS is Gene Set Enrichment Analysis (GSEA), which uses a Kolmogorov-Smirnoff 

statistic to identify pathways that contain genes whose expression is similar in both direction (up-

regulated or down-regulated) and magnitude of signal-to-noise ratio relative to all of the genes 

measured in an experiment [10] [38]. 

Third Generation: Pathway Topology (PT)-Based Approaches 
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As their name suggests, PT-Based approaches incorporate the topology pathways, i.e. features 

such as direction and type of relationships between genes, into their methodology.  In addition to 

generating pathway-level measurements, PT-Based methods also produce, perhaps as an 

intermediary step, gene-level measurements.  Gene-level measurements can either be per-gene or 

per-gene-pair.  For example, the ScorePAGE (Scoring Pathway Activity from Gene Expression) 

algorithm first assigns a similarity metric for each pair of genes in a pathway and then divides 

that score by the graphical distance (i.e. number of nodes) between the two genes [39].  An 

example of the per-gene approach is SPIA (Signaling Pathway Impact Analysis) which assigns a 

perturbation factor (PF) to each gene in a pathway as a function of the expression of upstream 

genes [40].   SPIA falls into the category of impact factor (IF) approaches, a term coined by 

Dragici et al to describe analysis methods that take into consideration the differential expression 

of genes within a pathway as well as their upstream and downstream relationships before 

assigning a score to the pathway that is proportional to the number of differentially expressed 

genes in the pathway [41].   Both SPIA and ScorePAGE use the gene-level statistics to derive 

overall pathway-level scores.    

All of the types of pathway methods described are what Khatri defines as “knowledge 

base-driven” methods [36].  They are also similar with regard to the starting point (gene 

expression data) and end goal (a list of pathways ranked by statistical significance).  Other 

methods [not covered by Khatri] that use gene expression data in the context of pathway analysis 

include Ingenuity Pathway Analysis, which provides causal analytical tools to assess the 

upstream biological factors [genes] responsible for the observed [gene-expression-based] activity 

in pathways [42].  Pathway analysis can also come in the form of subgraph extraction wherein 
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the goal is to identify subsets of the most significant subset of connected pathway nodes and 

edges for a given condition [43].   

 
4.2.2 Approach to Pathway Analysis of L1000 Data 
 

The different generations of pathway analysis are hierarchical in nature with an additional 

layer of information added as the analysis moves from one level to the next.  The analysis of the 

L1000 data set differs in one unique aspect – although we are technically working with 

expression-based data, it is not traditional transcription data whereby, [after pre-processing] each 

gene in each sample is assigned a single measurement that reflects the gene’s expression in terms 

of both direction and magnitude.  These measurements are then mapped onto their corresponding 

genes in a pathway to represent that gene’s own expression before conducting the types of 

pathway analyses covered in the last section.   

The per-gene consensus genomic signatures (CGSs) or gene-pair concordance signatures 

(CSs) that are mapped onto pathway genes are fundamentally different as the information 

assigned to each gene is not a reflection of its own expression.  Instead, the information 

associated with each primary gene reflects the binary direction of expression for the L1000 genes 

after the primary gene is functionally knocked down in the model system.  Although we are not 

working with traditional expression data it is useful nonetheless to frame the approach with 

regard to the different generations of pathway analysis.  The approach that we are taking is 

somewhat of a hybrid of the three different approaches.   

The preliminary step of our analysis, the construction of contingency tables, is akin to 

ORA in the sense that the genes that fall into the table are organized as a function of their binary 

direction but not magnitude of differential expression.  Similar to the FCS approach, we are 

interested in both gene-level and pathway-level statistics; that is to say we are interested in 
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finding differentially regulated pathways among cell lines as well as the edges within pathways 

that suggest heterogeneity of gene-gene relationships based on quantitative measurements.  Our 

approach can also be framed in the context of PT- based approaches since we are deriving 

measurements based on pairwise relationships between genes (CSs) based on the topology of a 

given pathway. 

The sections leading up to this analysis have highlighted two important aspects of the 

analysis of this large, multidimensional dataset: 

1) The threshold of 200 (i.e. lists of 200 upregulated and 200 downregulated L1000 

landmark genes) is the optimal threshold for detecting pairwise differences and 

similarities between cell lines. 

2) At the threshold of 200, we expect slightly more concordance by chance in the cell 

lines A375, A549, HA1E, HEPG2, and HT29 when compared to MCF7 and PC3 as 

well as slightly larger median values for sums of overlaps in 5 of the 21 pairwise 

comparisons (16 vs 15). 

Therefore, the threshold of 200 will be used in all following descriptive analyses and the 

appropriate adjustments will be applied for pairwise comparisons in the formal pathway analysis 

conducted in Chapter 6. 

Our approach to a pathway analysis of the L1000 is hierarchical in nature; edges will be 

assigned values that represent the over-all differences, similarities and level of concordance in a 

multi-way comparison as outlined in the following section.  Pathways will be scored as a 

function of the of the edges within the pathway; this will give us an idea of the overall 

heterogeneity and/or homogeneity at the pathway level.  While we use the term ‘analysis’, the 

procedures outlined in this chapter are more of a first pass means to explore the data and 
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demonstrate how it can be incorporated into the topology KEGG pathways.  In Chapter 6 we 

will conduct a formal edge set enrichment analysis (ESEA) and make conclusions regarding cell 

line specific pathway behavior. 

4.2.3 The Breslow-Day Test for Detection of Differentially Regulated Edges and Pathways  
 
 Before diving into the specific pairwise differences among cell lines, we will calculate 

statistics that will allow for a global assessment of differences in concordance among all seven 

cell lines.  The method employed to derive these values operates as a function of the 2-way 

tables for directional concordance (data arranged in an odds ratio table).  The method of interest 

is the Breslow-Day test for homogeneity of odds ratios.  The Breslow-Day test is preferable to 

the other well-known method to analyze 2´2 tables, the Cochran-Mantel-Haenszel test, which 

assumes that all associations are in the same direction [44].  The procedure to derive the 

Breslow-Day test statistic (BD) for edge M|N across j = 7 cell lines is as follows [45] [46]. 

Step 1: derive common odds ratio 

Estimate the over-all common odds ratio y using the entries from Table 16 as follows: 
 
Table 16 : 2-way Table for Cell Line j 

 
 
 
 
 
 
 
 
 
 
 

 

𝜓_ = 	
∑ 𝑎]𝑑]

𝑇]µ;
]`8

∑ 𝑏]𝑐]
𝑇]µ;

!`8

 

 

(10) 

Cell line j 
Perturbagen M 

Marginal Column Totals 
Up in M Down in M 

Pe
rt

ur
ba

ge
n 

N
 

Up in N 𝑎!  𝑏!  𝑛"!  

Down in N 𝑐!  𝑑!  𝑛#!  

Marginal Row 
Totals 𝑚"!  𝑚#!  𝑇!  



 84 

 
Step 2: Calculate Expected Frequencies for each cell line  

Table 17 gives the expected frequencies of the contingency table for cell line j as a function of 

the marginal and expected frequencies for the first cell 𝐴]: 

Table 17: 2-way Table of Expected Frequencies for Cell line j 

 

𝐴] is derived as the positive solution to the quadratic equation: 
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The variance is given as: 
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Step 3: Conduct Breslow-Day test for homogeneity of odd’s ratio 

𝐻A:	𝜓] = 𝜓 for all cell lines (j = 1:7). 

𝐻8:	𝜓] ≠ 𝜓 for at least one cell line. 
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Under the null, BD has a chi-square distribution with 6 (K-1 where K is the total number of cell 

lines) degrees of freedom.   

The Breslow-Day test statistic will be calculated for each edge in KEGG pathways that 

has corresponding shRNA perturbations in the L1000 data set for the core set of cell lines.  Then, 

a pathway concordance heterogeneity score (PCH) for pathway p with n edges will be assigned 

to each pathway as follows: 

 
𝑃𝐶𝐻g =	

∑ 𝐵𝐷!m
!`8

𝑛  
(14) 

The PCHs will be used a ranking metric for pathways such that those with the largest BD 

values contain, on average, the most heterogeneous relationships between genes across all cell 

lines.  The most heterogeneous pathways will be examined for significant pairwise cell line 

comparisons by using a pairwise pathway concordance (PPC) score between cell lines A and B: 

 
𝑃𝑃𝐶ttttttg,,- =	

∑ ∆!,,-m
!`8

𝑛  
(15) 

Note that 𝑃𝑃𝐶g,,- =	 (−1) ∗ 𝑃𝑃𝐶g,-,.  If this score is positive, then, on average, the edges for 

pathway p are more concordant in cell line A vs cell lines B whereas if it is negative it implies 

more concordance in cell line B.  Under the null, where there are not significant differences in 

concordance, we would expect 𝑃𝑃𝐶g,,- 	~𝑁(0,1).  Recall in the simulation study, we found that 

we would expect certain cell lines, namely MCF7 and PC3, to have edges that are more 

discordant compared to other cell lines (Figure 23 B).  In order to take these differences into 

account, each 𝑃𝑃𝐶g,,- will be adjusted to reflect the distributional properties of the Δ,- statistic 

such that 

 𝑃𝑃𝐶÷g,,- =	
<<9������U,8JZ�M8J
"z(�M8J)

	~𝑁(0,1). (16) 
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Since the Metabolism pathways are designed to represent metabolic as opposed to transcription-

based processes, these pathways will not be included in the following analysis.  Any pathway 

with less than 10 edges will not be considered in the analysis (total number of pathways 

considered N = 160). 

4.2.4  ∑∑𝒐𝒗𝒆𝒓𝒍𝒂𝒑𝒔 for Detection of Similarly and Heterogeneously Regulated Edges and 
Pathways 
 
 Whereas the Breslow-Day statistic is a multivariate approach to find overall differences 

based on the odds ratios across cell lines, a chi-square-type of statistic (which we will denote as 

𝜉) will be used as an ad-hoc measure to detect non-homogeneity amongst the ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 

statistic.  Let  𝑐 represent the 21 unique cell line pairings; this will allow us to avoid correcting 

for duplicate entries since ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 for edge 𝑒 between cell lines 𝑖 and	𝑗 is equal to 

∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 for edge 𝑒 between cell lines 𝑗 and	𝑖.  𝜉� will be calculated for each edge as follows: 

Let 𝜆&� =	∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 for edge 𝑒 between cell line pair 𝑐.  Then, 

 𝜆�ttt = 	∑ �>V;2
>D2
B8

. (17) 

Thus, 𝜆�ttt is the average ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 for edge 𝑒 across all cell line pairs.  Then,    

 𝜉� =	∑ (�V����Z�>V);

�V����
B8
&`8 . (18) 

When edges have small 𝜉� values, then there are not big differences in the ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 statistic 

across the 21 unique cell line pairings, i.e.  𝜆&� ≈ 𝜆�ttt	∀	𝑐.		 Large 𝜉�, on the other hand, suggest 

𝜆&� ≠ 𝜆�ttt for at least one cell line-cell line pairing (see Figure 29).  

 The ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 statistic will also be used to derive a statistic that describes the similarity 

across cell lines at a particular edge.  The statistic ∑∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 is simply the numerator of 𝜆�ttt in 

equation 17: 
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 ∑∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠� =	∑ 𝜆&�B8
&`8 . (19) 

Each pathway will receive a pathway overlap heterogeneity score (POH) in order to rank 

the pathways as was done similarly with the PCH score for the BD statistic.  For pathway p with 

n edges the POH will be assigned to each pathway as follows: 

 𝑃𝑂𝐻g =	
∑ �V	M
VD2
m

. (20) 

Pathways with large 𝑃𝑂𝐻g will then be examined for pairwise differences.  Let 𝜔g& be the set of 

∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 for cell line pair 𝑐 at pathway	𝑝; note that, for a pathway with n edges, V𝜔g&V = 𝑛.   

Then, the pairwise pathway overlaps score (PPO) will be calculated as follows: 

 𝑃𝑃𝑂g& = 𝑚𝑒𝑑𝑖𝑎𝑛(𝜔g&). (21) 

If 𝑃𝑃𝑂g& is larger than the 99th percentile for ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 for cell lines pair 𝑐	from the simulation 

study (see Figure 24B), then we will consider that pair to be significantly similar with regard to 

their ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 at pathway 𝑝. 

Each pathway will also receive a pathway overlap magnitude score (POM).  Let 𝜚g be the 

set of ∑∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 for pathway p. POM will be assigned to each pathway as follows: 

 𝑃𝑂𝑀g = 	𝑚𝑒𝑑𝑖𝑎𝑛(𝜚g) (22) 
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4.3 Edge-level Results 

4.3.1 Distribution of Breslow-Day (BD), 𝜉 and ∑∑𝒐𝒗𝒆𝒓𝒍𝒂𝒑𝒔 Across Edges 

 

The distributions for the Breslow-Day, 𝜉, and ∑∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 statistics are shown in 

Figure 26.  All of the distributions are skewed to the right.  Most (90%) BD values are less than 

255.66, most (90%) 𝝃 values are less than 155.54 and most (90%) of ∑∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 are less than 

539.   

Figure 26: Density plots for the distribution of BD (A), 𝝃 (B) and ∑∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 (C) across all 
unique KEGG edges.  The red line indicates 90th percentile value. 
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4.3.2 Breslow-Day Statistic Across Edges 

 
 

Table 18 gives us the summary of the top 20 most-differently regulated edges (MDREs) 

as determined by the BD test statistic as well as the individual z-scores for each cell line.  Note p 

< 0.01 for all of these entries.  The individual z-scores reflect the strength of association 

(log(OR)) as well as the size of the contingency table (SE decreases as the number of 

observations in the 2x2 table increase; recall z = log(OR)/SE).  The table is formatted so that the 

direction of association for each cell line should be obvious; those in red are concordant (same 

genes are regulated in the same directions for both perturbagens) and those in blue are discordant 

(genes in one perturbagen are upregulated but downregulated in the other and/or vice versa).  If a 

Table 18: 20 largest BD edges 
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cell has a darker shade of its respective color, the individual z-score is significant at the 0.05 

level (not controlling for multiple testing; z < -1.96 or z >1.96). 

From table Table 18, it is obvious that there are a variety of different patterns of 

concordance across the cell lines that will result in a large BD test statistic.  The concordance 

pattern for the most-differentially regulated edge, KRAS-BRAF, is easily interpretable – this 

edge is highly concordant in all cell lines with the exception of PC3, in which case it is very 

discordant.  The canonical relationship between KRAS and BRAF is one of activation and is part 

of a signaling module with two other genes, MEK and ERK [47].  In the case of KRAS-BRAF, 

we might be able to guess how the pairwise differences playout – we would expect delta values 

to be negative when PC3 is the reference cell line and positive when it is the comparison cell line 

and for the magnitude of the delta values to be relatively large in comparison to other cell line 

pairs.  Also, since fewer LM genes fall in concordant cells for PC3, we might expect fewer  

overlaps between PC3 and other cell lines.   

In Figure 27 we have both visual and numeric representations of the pairwise 

comparisons and can see that there are large differences in concordance between PC3 and other 
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cell lines and minor differences when other cell lines are being compared.  The other cell lines 

exhibit greater degree of similarity as measured by the ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 whereas PC3 has very few 

overlapping genes with the other cell lines.  As we might expect, it shares the most overlaps with 

HEPG2 – the comparison cell line with the smallest delta value when compared to PC3. 

 

 

 

  

 

Whereas large values for the Breslow-Day test statistic point towards differences in edge 

concordance strength [among cell lines], small values suggest that those relationships are more 

similar in terms of direction, magnitude, or both.  In Table 19 we can see that the edges with the 

smallest BD values, or least differently regulated edges (LDREs), also tend to have smaller cell 

line specific z-scores.  In most cases, the LDRE’s do not have a strong direction of association.  

In other cases, all z-scores are very positive, for example CREB3L4-BCL2, or, as is the case 

with STAT1-TRAF6, all z-scores are negative. 

Table 19: 20 smallest BD edges 
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 Figure 28 contains pair-wise data for the least differently regulated edge, CREBBP-

HK1.  In contrast to KRAS-BRAF (Figure 27) the magnitudes of both delta values and sums of 

overlaps are small across the board and there is no obvious discernable pattern.  This edge is 

found in the HIF-1 (hypoxia induced factor -1) signaling pathway of KEGG’s database and is the 

relationship is coded as “expression” – that is to say that CREBBP activity leads to the 

expression of HK1.   This could explain the lack of a strong signal of a regulatory relationship 

across cell lines since HK1 expression is an outcome of a signaling cascade as opposed to a 

protein involved in determining the downstream transcriptional response. 

Figure 28: Pairwise values for delta (A) and the ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 (B) for edge CREBBP-HK1.  In (A) 
the cell lines in the rows serve as the reference cell line and the columns represent the comparison 
cell lines. 
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4.3.3 𝝃 Statistic Across Edges 

  
In contrast to the BD statistic, 𝝃 is calculated based on pairwise rather than single cell line 

data; the BD is calculated based on 7 odds ratio table whereas 𝝃 is a function of the sums of 

overlaps for 21 unique cell line combinations.  Despite their disparate derivation, in Table 20 we 

can see that edges with larger values of 𝝃 tend to have larger BD values compared to edges with 

smaller BD values.  The correlation between these values in our data set is 0.606.  The pairwise 

∑∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠	statistics for the single edge with the largest 𝝃 value are summarized in Figure 29. 

Table 20 : Edges with the 20 smallest 𝝃 
values 
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In Figure 29(A) we see a wide range of  ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 [2:90].  Cell lines A549, A375 and HA1E 

have large ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 amongst themselves as well as moderately large ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 with PC3, 

minor ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 with HEPG2 and very small ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 with HT29 and MCF7, which have 

small ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠  values across the board.  In Figure 29(B) we can see that A375, A549 and 

HA1E are much more similar with regard to concordance and that set is also more concordant 

than cell lines HEPG2, HT29, MCF7 and PC3.  On the other end of the spectrum, the edge with 

the smallest 𝝃 value is depicted in Figure 30.  In Figure 30(B),  the only consistent pattern is 

that the edge KRAS-MAPK2 in HA1E is less concordant than in other cell lines; however, 

evidence of this pattern is  not readily reflected in Figure 30(A).   
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Figure 29: Pairwise values for delta (A) and the ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 (B) for edge SYK-PIK3CA.  In (A) the cell 
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Table 21 : Edges with the 20 largest 𝝃 values 
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These edge-wise results for 𝝃 are similar to those shown for the edges with the largest 

(Figure 27) and smallest (Figure 28) BD values; at least in the extreme cases, these statistics 

complement one another with regard to finding patterns of similarities and differences between 

pairs of cell lines in a targeted manner. 

4.3.4 ∑∑𝒐𝒗𝒆𝒓𝒍𝒂𝒑𝒔 Statistic Across Edges 
 
 Although the ∑∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 value is not directly a function of an individual edge’s z-

score, in Table 22 we can see that the edges with large ∑∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 values tend to have a very 

high degree of concordance within the cell lines nearly across the board.  The reasoning behind 

this is straight forward in one sense; in order for there to be a high degree of overlap between 

two contingency tables of two cell lines, the individual contingency tables need to have a large 

number of genes that occupy any of the cells.  Large positive z-scores indicate that an individual 

cell line’s contingency table has many entries in the diagonal (up/up and down/down) cells but 
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very few entries in the off diagonal cells (up/down and down/up) whereas the opposite is true for 

negative z-scores of a large magnitude. 

 

 

In Table 22 the only edge that does not have a high degree of within-cell line 

concordance across the board is the edge KRAS-BRAF – this edge is highly discordant in the 

cell line PC3.  Recall that this edge was ranked as the most different with regard to its BD value 

(Table 18) – so despite the heterogeneity between the rest of the cell lines and PC3, the 

similarity amongst those cell lines is so strong that it still ranks as one of the most similarly-

Table 22 : Edges with the 20 largest ∑∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 values 
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regulated edges with regard to ∑∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠.  One more take-away from Table 22 is that the 

individual gene KRAS has a high degree of representation – it is in over half (11) of the top 20 

edges – suggesting that the downstream effects of knocking down KRAS are likely very similar 

across the cell lines. 

 Figure 31 displays the pair-wise similarities/differences for the edge with the largest 

∑∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 – KRAS and RAF1.  The canonical relationship between these proteins is direct 

activation of RAF1 by KRAS ultimately resulting in gene expression via the MEK/ERK pathway 

[48].  Note that, despite its smaller z-score, the relationship between KRAS and RAF1 is slightly 

more concordant in A375 than the other cell lines.   The reason behind this is that although the 

“raw” odds ratio is very large in A375, the standard error is larger than that of other cell lines 

because there are so few observations in the off-diagonal cells.  As demonstrated in the 

corresponding entry in Table 22, the relationship between KRAS and RAF1 is highly concordant 
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Figure 31: Pairwise values for delta (A) and the ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 (B) for edge KRAS-RAF1.  In (A) the cell 
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across cell lines which – as discussed earlier – allows for the opportunity for large ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 

between cell line pairs.  In fact, the  ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠  between A549 and HA1E (123) is the largest 

∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 for all documented KEGG edge across all cell line pairs.   

 

 

   Unlike the edges with large  ∑∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠, those with small ∑∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 tend to have 

smaller within cell line z-scores or – if the z-scores are moderate – are not in the same direction 

across cell lines.  Figure 32 displays the same pair-wise information for FGFR3-PIK3CD, the 

edge with the smallest ∑∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 from Table 23.  This relationship if coded as “activation” 

in KEGG; the individual cell lines PC3, A549 and to a lesser extent HEPG2 support this 

Table 23 : Edges with the 20 smallest  ∑∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 values 
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directionality/relationship whereas this relationship is not highly concordant or discordant in the 

other cell lines.   

Figure 32: Pairwise values for delta (A) and the ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 (B) for edge FGFR3-PIK3CD.  In (A) the cell 
lines in the rows serve as the reference cell line and the columns represent the comparison cell lines. 
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4.4 Pathway Level Results  

4.4.1 Results: Distribution of PCH and POH Across Pathways 
 

 
Figure 33 gives a summary of the concordance-based (PCH) and ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠-based 

pathway scores (POH and POM).  All distributions are roughly bell-shaped with outliers at the 

right-hand tail of the distributions.   

4.4.2 Results: Most Differently Regulated Pathways across Cell Lines 
 

Both POH and PCH are measurements of differences between cell lines and complement 

one another, they will be observed in parallel.   In Figure 34 the distributions of these values are 

depicted; the correlation between the POH and PCH is 0.88.  In Table 24, the top 20 of the 160 

pathways considered in this analysis are ranked by their POH score and the same is done for 

PCH (Table 25).  Notice that these tables also contain columns to indicate how many [of the 21 

pair-wise] comparisons are significantly different in terms of pathway concordance (mean delta) 

or similarity (median ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠).  Although the pathways may be  ranked by these values  
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Table 25 : Top 20 KEGG Pathways ranked by pathway concordance heterogeneity (PCH) 

Table 25: Top 20 KEGG Pathways ranked by pathway overlap heterogeneity (POH) 
score 



 103 

themselves, the discrete-ness of the data would result in many ties but could still be differentiated 

by POH and PCH (see Figure 35). 

  

The first major take-away from Table 24 and Table 25 is the similarity of the pathways 

that show up in each table.  In fact, the intersection of pathways in both tables is 15 (75%); those 

that are unique to the top 20 of either the POH or PCH ranking are highlighted in yellow (5 

pathways each).  While a few (2) Environmental Information Processing pathways are included 

in the top 20 lists (ErbB signaling pathway [both] and TNF signaling pathway [top 20 by PCH]), 

the majority of pathways are classified as either Human Disease (10) or Organismal Systems (8).  

Notice that many of the most heterogeneous pathways as defined by PCH do not have any 

significant delta values – in these cases, despite the individual edges showing large difference in 

concordance amongst all cell lines, there is not evidence to suggest that one cell line is overall 

more or less concordant than another cell line. 
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The first pathway in both lists is the Aldosterone-regulated sodium reabsorption pathway 

– this pathway is also the pathway with the largest number of significant delta values.  From 

Figure 35A, we can see that HEPG2 and MCF7 are more concordant than cell lines A375, A549 

and HA1E; HT29 and PC3 are also more concordant than HA1E.  The patterns in the median 

∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 (Figure 35B) are not quite as obvious, but in general HT29 and MCF7 are more 

different than HT29 A375, A549 and HA1E but are similar to one another – which reflects the 

patterns seen in Figure 35A.  However, somewhat counter-intuitively, the pairwise comparison 

with the largest pathway delta, HEPG2 and A375, has the second highest number of median 

∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠.   

 

 

 

 

 

 

 

 

 

 

The only issue with this particular pathway is that it just makes the criteria for inclusion 

in the analysis with 11 edges (recall that the criteria for inclusion is at least 10 edges) – so it 

could be the case that one or two edges are driving the results.  Furthermore, we would like to 

see if the patterns of difference are similar between and across cell lines.  To investigate this 

issue and introduce the structure of KEGG pathways, we will generate a pathway map with the 
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KEGGlincs package, compare it to the original KEGG rendering and take a look at a 

complimentary matrix-type visualization of the edge-level test statistics.   

 

The aldosterone-regulated sodium reabsorption pathway depicted in its original form [i.e. 

exactly as it appears on the pathway’s landing page when ‘homo sapiens’ is the species at 

KEGG’s website [12] ] in Figure 36A and again with a tiny difference in Figure 36B to show an 

important but perhaps not fully explicit feature of KEGG pathway maps.  In Figure 36B there is 

a gray box in the lower right-hand corner of the map; this box contains the gene symbols as well 

as KEGG’s own internal reference codes (“KO code”) for all of the genes that are represented at 

a particular node.  In this case, the node labeled “PI3K” is actually 6 different nodes (PIK3CA, 

PIK3CB, PIK3CD, and PIK3R1, PIK3R2, and PIK3R3)) that are represented by one node.  One 

A B 

Figure 36: Renderings of the aldosterone-related sodium reabsorption pathway from KEGG from 
the website ‘as is’ (A) and with the pointer hovered above a gene with paralogues (B). 
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advantage of using KEGGlincs to render the pathway maps, as detailed in Chapter 5, is that this 

information is made explicitly clear as demonstrated in Figure 37.  Note that in an interactive 

Cytoscape session each edge will have its own unique paralog combination label when a cursor 

is hovered over that edge. 

  

 

This edge-based, or relationship-based approach to the representation of pathway edges is 

amenable to the type of data we have been generating throughout this project as is showcased in 

Figure 38.  Figure 38 shows which of the KEGG pathway edges appear in our data and how 

relationships in those edges compare between two cell lines in the L1000 data set using the delta 

statistic for the comparison of cell lines HEPG2 and A375 (the pairwise comparison with the 

largest delta value in Figure 35A).  There are a few key points to be gleaned from the data 
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represented Figure 38.  First of all, we can see that most edges are more concordant in HEPG2 

(9 out of 11) and that the most concordant edge (the edge with the largest width) is between 

KRAS and a paralogue of PIK3CA.  To figure out exactly which edge this is, and exactly which 

edges are available from our data set, we could scroll over it in an interactive Cytoscape session; 

this document includes this information in Figure 41A.  In this case, we can see that 

relationships from IRS1 and KRAS to PIK3CA, PIK3CB and PIK3R1 are all more concordant in 

HEPG2 whereas the relationships from IRS1 and KRAS to the paralogue PIK3CD are more 

concordant in A375.   
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Gray: Data for 
relationship[s] not 
available 
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Figure 39:  The edge-wise deltas (A) and ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 (B) between nodes in the aldosterone-related 
sodium reabsorption pathway for HEPG2 vs A375.  The genes in the rows are the ‘from’/originating 
nodes and those in the columns are the ‘to’/terminating nodes. 
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Figure 40: Rendering of the aldosterone-related sodium reabsorption pathway for HEPG2 vs A375 
where the width of the edge is formatted to reflect the magnitude of ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 values between 
cell lines using L1000 data. 
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In Figure 40 the ∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠 statistic is represented with the exact values for each edge 

reported in Figure 39B.  Here, the cell lines appear to be the most similar in edge IGF1-IRS1 

and least similar in the relationships between IRS1/KRAS and PIK3CA – a pattern reflected in 

the relatively low delta for IGF1-IRS1and relatively large deltas for IRS1/KRAS and PIK3CA.  

As previously mentioned, the number of pathway edges for this first example pathway is 

relatively low.  Even though there was not one particular edge driving the difference in 

concordance between HEPG2 and A375, there are many edges in this pathway that are not 

available in our dataset.  Rather than this entire pathway being characteristic of overall 

differences in concordance among cell lines, it is likely that this method has identified a 

submodule of genes that exhibit heterogeneous behavior across cell lines.   

4.4.2 Results: Most Similarly Regulated Pathways across Cell Lines 
 
 Table 26: Top 20 KEGG Pathways ranked by pathway overlap median (POM) score 
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 In Table 26 we have the top 20 pathways ranked by the POM score – a score that 

indicates the over-all similarity of the downstream effects for perturbagens represented in that 

pathway.  In this table, the pathways highlighted in orange are the pathways that also make an 

appearance in the top 20 lists ranked by PCH and POH.  Note that are no pathways shared by 

POM and PCH or POM and POH that are not shared by PCH and POH.  Even though there is a 

higher degree of overlap for the pathways represented by PCH and POH (15/20) vs POM and the 

combination of PCH and POH (6/20), the degree of similarity is at first surprising given that 

these statistics, in theory, are meant to capture different aspects of the data.  However, recall that, 

for individual edges, the edge with the largest BD value (KRAS-BRAF) is also among the edges 

with the largest ∑∑𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑠.   

This situation is likely playing out at the level of the pathway as well; the differences 

attributed to certain edges may arise due to one cell line acting as the ‘odd one out’ vs the others 

that have more in common amongst themselves for that edge compared to other edges that are 

not different across the board.  This may be the reason behind why so many pathways on this list 

fall under the subcategory “cancer specific subtypes” despite all of the cell lines representing 

different cancers or, in the case of HA1E, a cell line whose mutations have led to immortality 

akin to those of the cancer cell lines.  Each of these pathways could be explored using the 

functionality provided by KEGGlincs, as is detailed in the following chapter. 
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Chapter 5: R Bioconductor Package: KEGGlincs 
 

 
 

 
 

5.1 KEGGlincs Introduction 

The package KEGGlincs and the functions contained within it are designed such that users 

can explore KEGG pathways in a more meaningful and informative manner both visually and 

analytically. This method of pathway analysis is approached via functions that handle the 

following (related) objectives: 

o ‘Expanding’ node mapping for [paralogous node entries and grouped node entries 

o Allowing data to be explicitly mapped to ‘expanded’ pathway edges (no summarization 

necessary) 

The idea of ‘expanded’ nodes and edges should become very clear after reviewing the following 

example KEGGlincs workflows. Please keep in mind, the individual functions detailed in the 

Figure 41:  A summary of information retrieval and processing for KEGGlincs.  
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following workflows are incorporated into the KEGGlincs ‘master function’; these workflows 

are designed to provide users a with a better understanding of how this function works, how 

pathway topology is represented in KGML files, and how this package could be used with non-

LINCS edge data (see Workflow 2). 

5.2 KEGGlincs Workflow 1: No data added 

This workflow is intended to give users insight into the ‘expansion’ of KEGG pathway 

mapping via manipulation of the source KGML file. The only input required is the KEGG 

pathway ID for your pathway of choice. The primary goal for this method of pathway re-

generation is to give users insight into the complexity that underlies many KEGG pathways but 

is in a sense ‘hidden’, yet hard-coded, in the curated KGML files. Users can also see 

the exact pathway topology that is used for input in analyses such as SPIA (Signaling Pathway 

Impact Analysis).  The example is given for the FoxO signaling pathway and by following the 

steps below, users can re-create their own KEGG pathway maps as well as retrieve the 

information used to explicitly define any of the KEGG pathway architecture. 

Step1: Initialize KEGGlincs package  

 
library(KEGGlincs) 
 

Step2: Download and parse the most current KGML file for Fox0 signaling pathway 
 
FoxO_KGML <- get_KGML("hsa04068") 
 
#Information from KGML can be accessed using the following syntax: 
slot(FoxO_KGML, "pathwayInfo") 
## [ Title ]: FoxO signaling pathway 
## [ Name ]: path:hsa04068 
## [ Organism ]: hsa 
## [ Number ] :04068 
## [ Image ] :http://www.kegg.jp/kegg/pathway/hsa/hsa04068.png 
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## [ Link ] :http://www.kegg.jp/kegg-bin/show_pathway?hsa04068 

 
The code chunks below are useful for viewing the original pathway image within an R session:  

#Get address for pathway with active links: 
slot(slot(FoxO_KGML, "pathwayInfo"), "image") 
## [1] "http://www.kegg.jp/kegg/pathway/hsa/hsa04068.png" 
#Download a static pathway image (png file) to working directory: 
image_link <- slot(slot(FoxO_KGML, "pathwayInfo"), "image") 
download.file(image_link, basename(image_link), mode = "wb") 

 

 
 
 

The following commands produce ‘expanded’ node and edge sets Note that KEGG IDs 

are converted to gene/compound symbols; this conversion accounts for the majority of 

computing time behind the expand_KEGG_mappings function. For quicker map generation, 

users may choose to change the argument convert_KEGG_IDs to FALSE; this will result in 

edges being identified by pairs of accession numbers instead of symbols in the final pathway 

map (example at end of this workflow using KEGG_lincs master function). 

Figure 42: Rendering of the .png file for the p53 signaling pathway from KEGG 
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FoxO_KEGG_mappings <- expand_KEGG_mappings(FoxO_KGML) 
FoxO_edges <- expand_KEGG_edges(FoxO_KGML, FoxO_KEGG_mappings) 
 
Option - Compare counts for ‘expanded’ vs. ‘unexpanded’ nodes and edges: 
 

length(graph::nodes(FoxO_KGML)) # 'Un-expanded' nodes 
## [1] 98 
nrow(FoxO_KEGG_mappings)        # 'Expanded' nodes 
## [1] 164 
 
length(graph::edges(FoxO_KGML)) # 'Un-expanded' edges 
## [1] 78 
nrow(FoxO_edges)                # 'Expanded' edges 
## [1] 457 

 

Step3: Add graphing information to nodes and edges and get graph object 

#Modify existing data sets; specify as nodes and edges 
FoxO_node_mapping_info <- node_mapping_info(FoxO_KEGG_mappings) 
FoxO_edge_mapping_info <- edge_mapping_info(FoxO_edges) 
 
#Create an igraph object 
GO <- get_graph_object(FoxO_node_mapping_info, FoxO_edge_mapping_info) 
class(GO) 
## [1] "igraph" 

 

Step 4: Transform graph object and send to Cytoscape  

 
cyto_vis(GO, "FoxO Pathway with Expanded Edges[no data added]") 
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Edge Color Key: 
Red: Activation or Expression * 

Orange: Activating PTM ** 
Green: PTM (no activation/inhibition activity defined)  

Blue: Inhibition  
Purple: Inhibiting PTM  

Black(solid): Binding/Association 
Black(dashed): Indirect effect (no activation/inhibition activity defined) 

*Any dashed colored line indicates that the effect is indirect 
**PTM = post-translational modification or, as KEGG defines them, ‘molecular events’. 

o The specific types of PTMS (indicated by edge label) include: 
o +p: phosphorylation 
o -p: dephosphorylation 
o +g: glycosylation 
o +u: ubiquitination 
o +m: methylation 

Figure 43: Rendering of the FoxO pathway via KEGGlincs 
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Notice that the original KEGG pathway image (Figure 42) includes visual elements such 

as cellular-component-demarcations and certain edges (especially those ‘connecting’ genes to 

other pathways) that are not rendered in Cytoscape (Figure 43).  These are features that are 

either not explicitly part of the pathway topology (i.e. not nodes or edges connecting nodes) or 

have not been hard-coded in the KGML file. The node labels may also differ between maps 

(KEGGlincs labels nodes as the first ‘alias’ in the respective KGML slot as there is no 

corresponding ‘label’ slot). 

The steps above may be avoided if the user does not wish to generate intermediary 

files/objects by making use of the function KEGG_lincs as follows: 

KEGG_lincs("hsa04068") 

If users would like the Cytoscape-rendered map along with the detailed list of expanded edges 

(as an R object), KEGG_lincs can be invoked as follows: 

FoxO_edges <- KEGG_lincs("hsa04068") 

 

5.3 KEGGlincs Workflow 2: Overlay data to edges of KEGG pathway  

Specific use case: LINCS L1000 Knock-out data 

While the functions described in Workflow 1 are certainly useful for any users wishing to 

gain deeper insight into KEGG pathway topology and ‘hard-coded’ KGML information, the 

driving force motivating the KEGGlincs package development is the association of experimental 

data with pathway edges.  The companion data package KOdata provides data for the edges 

rendered by the master function KEGG_lincs. This data package includes two unique data sets; 

one contains lists of significantly up- and down-regulated genes corresponding to knocked-out 
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genes (within individual experiments, genes are ‘turned off’ via shRNA) across a variety of cell 

lines measured at specific times and the other is a binary record of baseline gene expression 

(gene is either expressed or not expressed) for most cell lines from the knock-out data set.  Note 

that the data in this set contains CGSs set at the original threshold of 50 as decided by the 

BROAD institute.  While this package was developed primarily as a way to compare pathway 

topology between cell lines or within cell lines [across time] using LINCS L1000 data, this 

workflow will demonstrate the package’s flexibility for users that wish to incorporate edge data 

from any source. 

Example: Comparing p53 Signalling Pathway between cell lines. 

 As a hypothetical scenario, our goal will be to compare pathway topology between cell lines for 

an important cancer-related pathway: the p53 Signaling Pathway. 

The ‘default’ pathway (with no data added to edges) can be generated either by following 

Workflow 1 or by using the KEGG_lincs master function as follows: 

KEGG_lincs("hsa04115") 
 
 

 

 

 

 

 

 

Figure 44: Rendering of the p53 signaling pathway via KEGGlincs 
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Note that the data available in KOdata is not limited to the 7 cell lines with 2,004 

common perturbages that we have been focusing on thus far in this project.  An important aspect 

of the L1000 knock-out and expression data is that it is incomplete; experimental data is not 

uniformly available for each cell line.  Therefor (for this specific example with this specific data 

set) it is instructive to find out which cell lines make sense to compare; intuitively, cell lines with 

a similar percentage of pathway genes knocked out would be well suited for comparison. The 

following command accomplished this task in the form of an easily interpretable graphical 

output: 

path_genes_by_cell_type(p53_KEGG_mappings) 

 
 
 

The bar chart in Figure 45 suggests that the group of cell lines colored in red have similar 

amounts of pathway information; for this example, we will compare the PC3 (prostate cancer) 

and HA1E (immortalized normal kidney epithelial) cell lines.  Note that the seven cell lines that 

Figure 45: Bar chart of percentage of gene perturbations available for a given cell line in the p53 pathway. 
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we have used in our analyses discussed in other chapters are well represented in this pathway as 

well as others which is the reason that they were chosen to begin with.  The following commands 

use the data objects generated above to generate cell line specific edge attributes corresponding 

to specific pathway edges and the information from the L1000 knock-out data set: 

p53_PC3_data <- overlap_info(p53_KGML, p53_KEGG_mappings, "PC3") 
## Number of genes documented in selected pathway = 72  
## Number of pathway genes in dataset = 48 
## Coverage = 66.67% 
 
p53_HA1E_data <- overlap_info(p53_KGML, p53_KEGG_mappings, "HA1E") 
## Number of genes documented in selected pathway = 72  
## Number of pathway genes in dataset = 50 
## Coverage = 69.44% 

The following function add_edge_data can be used with any dataset with gene symbols in the 

first two columns and will append selected columns to the edge dataset. Note that the data 

supplied does not need to be pre-arranged in correct source-to-target order as specified by the 

pathway topology; the function automatically re-orients pairs correctly. 

p53_PC3_edges <- add_edge_data(p53_edges, p53_KEGG_mappings, 
                                    p53_PC3_data, only_mapped = TRUE, 
                                    data_column_no = c(3,10,12)) 
## Number of edges documented in selected pathway = 92  

## Number of edges with corresponding user data = 60 

## Coverage = 65.22% 

p53_HA1E_edges <- add_edge_data(p53_edges, p53_KEGG_mappings, 
                                p53_HA1E_data, only_mapped = TRUE, 
                                data_column_no =  c(3,10,12)) 
## Number of edges documented in selected pathway = 92  

## Number of edges with corresponding user data = 64 

## Coverage = 69.57% 
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The following series of commands follow from Workflow 1 (with minor adjustments to 

arguments, notably ensuring that data_added = TRUE is specified). The edges in the resulting 

pathway maps are conditionally formatted to represent both the significance and magnitude of 

the relationship between corresponding nodes based on their concordance/discordance of 

up/down-regulated genes as measured by Fisher’s Exact Test. 

p53_node_map <- node_mapping_info(p53_KEGG_mappings) 
 
p53_edge_map_PC3 <- edge_mapping_info(p53_PC3_edges, data_added = 
        TRUE,significance_markup = TRUE) 
p53_edge_map_HA1E <- edge_mapping_info(p53_HA1E_edges, data_added = 
     TRUE, significance_markup = TRUE) 
 
 
PC3_GO <- get_graph_object(p53_node_map, p53_edge_map_PC3) 
HA1E_GO <- get_graph_object(p53_node_map, p53_edge_map_HA1E) 
 
cyto_vis(PC3_GO, "Pathway = p53, Cell line = PC3") 
#Option: Save PC3 as .cys file and start a fresh session in Cytoscape  
cyto_vis(HA1E_GO, "Pathway = p53, Cell line = HA1E") 

 

As with Workflow 1, the KEGG_lincs master function can automatically generate pathway maps 

identical to the final maps resulting from Workflow 2 as follows: 

KEGG_lincs("hsa04115", "PC3", refine_by_cell_line = FALSE) 
KEGG_lincs("hsa04115", "HA1E", refine_by_cell_line = FALSE) 

These pathway maps are shown in Figure 46.  Note that in Cytoscape graphs rendered in the 

same session inherit certain style elements from existing graphs that are not updated when the 

new graph gets pushed (such as range for conditional formatting); therefor it is best to start with 

a fresh session when mapping requires conditional formatting.  The edge colors represent the 

following possible combinations of direction of Fisher’s Exact Test summary scores (a modified 

Odd’s Ratio score; either positive(+) or negative (-)) and their corresponding p-values. 
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Finally, the function KL_compare can be used to generate a graph that compares the 

concordance of edges between cell lines.  Note that reversal of the order of cell lines will result 

in opposite coloration.  The ‘first’ cell line is the ‘reference’ cell line (in this example, PC3) 

whereas the second cell line is the ‘comparison’ cell line (in this example HA1E).  The map 

above was produced with the following command: 

Figure 46: p53 signaling pathway with conditionally-formatted edges that represent the within-cell line 
concordance of the edges in PC3 (top) and HA1E (bottom). 

Edge Color Key 

Red: OR(+), pval(sig)  

Orange: OR(+), pval(non-sig)  

Purple: OR(-), pval(non-sig)  

Blue: OR(-), pval(sig)  
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KL_compare("hsa04115", "PC3", "HA1E") 
 

5.3 KEGGlincs Example and Discussion: The ErbB Signaling Pathway 

 The ErbB signaling pathway – also refered to as the epidermal growth factor or EGFR 

pathway - describes the complex relationships involved in relaying signals from the environment 

to proteins in the cell’s membrane that ultimately reach the nucleus and affect cellular growth.  

This pathway is perhaps most notably associated with breast cancer [49] but research suggests 

that it is involved with many different types of cancers including skin [50], colon [51], lung [52], 

liver [53], prostate [54] and renal [55] – ie cancers represented by all of our model cell lines.  

This pathway is also in the top 20 pathway lists for each of the pathway-level outcome 

measurements discussed in Chapter 4.  

Figure 47: p53 signaling pathway with conditionally-formatted edges that represent the comparison of 
concordance measurements between the cell lines PC3 (reference cell line) and HA1E (comparison cell line). 

Color Legend: 
Orange: Edge is more 
concordant in reference cell line 
Dark Orange: Edge is 
significantly more concordant in 
reference cell line 
Green: Edge is more 
concordant in comparison cell 
line 

Dark Green: Edge is 
significantly more concordant in 
comparison cell line 
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Figure 49: Edges in the ErbB signaling pathway for MCF7 compared to A375 (A), A549 (B), HA1E (C), 
HEPG2 (D), HT29 (E) and PC3 (F). 
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 In Figure 49 we can see that, depending on the cell line it is compared to, we see 

different patterns of differences in concordance.  For example, many edges that are part of the 

sub-network “Calcium signaling pathway” are more concordant in HT29 vs MCF7, but in MCF7 

these edges tend to be either more concordant or approximately as concordant in other cell lines.  

MCF7 also appears to be more concordant across paralogous relationships between PIK3 and 

AKT to a different degree depending on the comparison cell line.  The differences between 

individual cell lines are descriptive, but the utility of pair-wise differences likely not as useful as 

observing differences across cell lines.  
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Figure 50: Edges in the ErbB signaling pathway conditionally formatted to represent the Breslow-Day 
statistic. 
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 The goal of undertaking this project was to assert the notion that in a given pathway 

analysis, it is of utmost importance to take into consideration the type of cell line being 

considered for any given analysis and that any given pathway analysis may be underpowered to 

find meaningful results given the heterogeneity of relationships between paralogues in a given 

pathway.  In Figure 50, edges in the ErbB are conditionally formatted to reflect the degree of 

difference in association across cell lines.  We can see that there are some edge paralogues, for 

example between HRAS and ARAF, that are very similar across cell lines (thin line) but that 

many are very different between cell lines – the edge KRAS-BRAF which had the largest single 

edge BD value is a paralogue of this edge.  In the chapter that follows, the functionality of 

KEGGlincs will be demonstrated as it applies to a formal analysis. 
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Chapter 6: Edge Set Enrichment Analysis (ESEA) of L1000 data set 

6.1 GSEA 

6.1.1 GSEA Introduction 
 

Gene set enrichment analysis (GSEA) was briefly discussed in Section 4.2.1 as an 

example of a second-generation or FCS (functional class scoring) approach to pathway analysis.  

As opposed to first-generation or ORA (over-representation analysis) approaches, the input for 

GSEA and other FCS methods includes gene-specific measurements – most often signal-to-noise 

ratio – for each gene in a pathway or list of genes of interest.  It is one of the most, if not the 

most, commonly used methods for the downstream analysis of gene expression data; there have 

been over 20,000 citations for the methods paper since its publication in 2005 [10].  In the 

context of a 2-group gene expression comparison (for example mutant vs. wildtype, cases vs. 

controls) where the first group has the phenotype of interest (typically the “mutant” or “cases” 

group) the signal-to-noise ratio (S2N) for a single gene i is defined as follows: 

𝑆2𝑁! = 	
𝜇!	
�sXhg8 − 𝜇!	

�sXhgB

𝜎!	
�sXhg8 + 𝜎!	

�sXhgB 

S2N reflects the correlation (association) of a gene with a phenotype in terms of size and 

direction.  In this type of comparison, a gene with a positive S2N would be correlated with 

Group 1 – that is – it tends to be expressed at a higher frequency in the first group as opposed to 

the second group.  A gene with a negative S2N would be correlated with Group 2 or negatively 

correlated with Group 1 – the gene tends to be expressed at a higher frequency in the second 

group relative to the first group. 

 In GSEA, the focus is neither on the individual S2N measurements nor their significance 

as determined by traditional differential expression analysis (though p-values are an alternate 
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gene ranking mechanism).  Instead, the goal of GSEA is to find coordinated patterns of gene 

expression for transcripts in an a priori defined sets of genes.  The choice of a gene set, or more 

commonly gene sets, employed in GSEA depends on the research objective.  In some cases, 

researchers want to see if a list of genes found to be differentially expressed in a previous gene 

expression analysis are enriched in their phenotype of interest.  However, a more common 

approach is to see how their data relates to a large number of gene sets after performing GSEA 

with each set and then ranking them in terms of direction of enrichment and significance (the 

calculation of these values will be summarized shortly).  The Molecular Signatures Database 

(MSigDB) maintained by the BROAD institute – the academic institution that pioneered GSEA – 

contains nine different collections of gene sets, defined as follows [56]: 

H (hallmark gene sets), C1 (positional gene sets), C2 (curated gene sets), C3 (regulatory target 

gene sets), C4 (computational gene sets), C5 (ontology gene sets), C6 (oncogenic signature gene 

sets), C7 (immunologic signature gene sets), and C8 (cell type signature gene sets).  

The hallmark gene sets are 50 gene sets that are, perhaps, the most relevant in terms of 

traditional gene expression analysis because the expression of the genes in those sets is related to 

a given biological condition.  Gene sets curated from KEGG pathways are part of the CP 

(canonical pathways) subset of the C2 gene set (C2:CP).  Note that there are nearly 3000 

pathways (2868 to be exact) contained in C2:CP.  While researchers are not limited in a strict 

sense by the number of gene sets they wish to run through in GSEA, increasing the number of 

sets will have an impact on the interpretation of the results both in terms of adjusting the 

significance for multiple hypothesis testing.  Therefore, it may be in the best interest of the 

researcher to restrict the scope of considered gene sets before conducting GSEA and ensure that 

the lists are the most relevant to the research objective. 
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6.1.2 GSEA Methods: Enrichment Statistic 
 

Although the per-gene measurements are not restricted to bi-directional measurements 

such as S2N, we will restrict our discussion to input of this type as it is the most straight-forward 

approach and makes the eventual output more interpretable from a directionality standpoint.  

That being said, let 𝐿 = (𝐿8, 𝐿B, . . . , 𝐿p) be a list of all genes ranked by their S2N and let 𝑆 =

(𝑆8, 𝑆B, . . . , 𝑆�)  be a list of genes.  “Given an a priori defined set of genes S … the goal of GSEA 

is to determine whether the members of S are randomly distributed throughout L or primarily 

found at the top or bottom” [10].  Formally, 

𝐻A:  Membership in S ↛ Location in L 

𝐻,:  Membership in S → 	Location in L (top or bottom) 

The per-gene set output after conducting GSEA, namely the enrichment statistic (ES), 

normalized ES (NES) and its false discovery rate (FDR) adjusted p-value (or “q-value”), will be 

the basis for rejecting or failing to reject the null hypothesis for each gene set.  In this section we 

will demonstrate how the ES is calculated.  The value of the ES for gene set S is the maximum 

value of the running enrichment scores (RES), whose calculation is described below. 

Let L and S be a ranked list of genes and a gene list as described above and let 𝑚 =

(𝑚8, 𝑚B, . . . , 𝑚p) be the vector of corresponding measurements (i.e. S2N) for all genes in L.  

Each gene is marked with two indicator variables, “Tag” and “No.Tag” whereby 

𝑇𝑎𝑔! = þ1, 𝐿! ∈ 𝑆0, 	𝑒𝑙𝑠𝑒   and 	𝑁𝑜. 𝑇𝑎𝑔! = þ1, 𝐿! ∉ 𝑆0, 	𝑒𝑙𝑠𝑒 .  Then, define the following quantities: 

𝑀 = ∑ |𝑚!|�
!`8  where 𝑇𝑎𝑔! = 1 and 𝑇 = ∑ 𝑁𝑜. 𝑇𝑎𝑔!�

!`8 .  𝑀 is the sum of the ranking metric for 

all genes that are members of S and T is equal to N – k, that is, the number of genes that are in L 

but not in S. The RES starts at zero and then, at the first gene will either increase if that gene is in 

S or decrease if that gene is not in that list. 
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At any given gene j,  

 𝑅𝐸𝑆] 	=∑ lV𝑚]V ∗ 	 1 𝑀ÿ m ∗ 𝑇𝑎𝑔]  ) −]
!`8  ∑ ((1 Tÿ ) ∗  𝑁𝑜. 𝑇𝑎𝑔]) 

]
!`8  (23) 

At the final gene N,  𝑅𝐸𝑆p =	𝑀 𝑀ÿ 	 − 		 T Tÿ  = 0, thus RES begins and ends at zero.  Let 

R be the vector of all RES.  Then, the ES is maximum deviation from zero encountered in the 

‘random walk’ across the ranked list of genes: 

 𝐸𝑆 = max|𝑅| ∗ 𝑠𝑖𝑔𝑛(max|𝑅|) (24) 

This non-parametric statistic is defined as a weighted Kolmogorov-Smirnoff-like statistic and is 

restricted to values between -1 and +1 [10].  Recall the group definitions whereby Group 1 has 

the phenotype of interest (cases, etc.) and Group 2 is the control group.  If 𝐸𝑆 > 0, then the 

genes in S are said to be positively correlated with cases and, as a group, tend to be 

overexpressed or enriched in the cases versus the controls.  If 𝐸𝑆 < 0, then the genes in S are 

said to be negatively correlated with cases and, as a group, tend to be under-expressed in the 

cases versus the controls.  Note that the interpretation switches if the groups are defined in the 

opposite manner (i.e. controls are Group 1 and cases are Group 2).   

Oftentimes, gene set results are accompanied by an enrichment plot, which plots the RES across 

L for a given gene set as is shown in Figure 51.   

 The exact visualizations included with an enrichment plot will depend on the choice of 

software used to conduct GSEA; the plot in Figure 51 was generated using the JAVA package 

GSEA-P, a software tool provided to researchers by the BROAD institute.  There are also R 

Bionconductor packages that conduct GSEA such as fgsea [57] and phenoTest [58] that provide 

similar visualizations.  The dashed lines in Figure 51 were added in to show how the leading-

edge (LE) subset of genes is defined.  If we define 𝐿z" as the gene corresponding to the 
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maximum RES (represented by the x-axis in Figure 51), then the genes up to and including 𝐿z" 

that are part of S are members of the LE subset.  The LE subset of genes contributes to the 

magnitude of the ES and can be thought of as the drivers of the biological process for the 

phenotype being considered.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6.1.3 GSEA Methods: Empirical p-value, Normalized ES and FDR determination 
 
 The Kolmogorov-Smirnoff-like ES values require permutation tests in order to estimate 

an empirical p-value.  There are two ways of permuting the data when the input is gene 

expression data.  The first is by permuting or ‘shuffling’ sample labels; however, since our 

Figure 51: Example of an enrichment plot for gene set with a positive ES (ES = 0.77).  The dashed 
line (horizontal) marks the maximum ES on the y-axis.  The gene hits that fall before the vertical 
dashed line (circled) are part of the leading-edge subset for this gene set. 

 

“Cases” (positively correlated) 

“Controls” (negatively correlated) 

Enrichment plot 

Gene hits – position/rank of 
genes from S in L 

Distribution of ranking metric 
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eventual analysis of the L1000 data set is not amenable to this kind of permutation we will focus 

our attention on the second kind of permutation.  This kind of permutation involves selecting 

gene sets that are the same size as S and calculating an ES for each permutation.  Researchers are 

free to choose how many permutations they wish to consider, but typically 1000 is considered 

the standard.  Let ESP be the vector of ES values obtained via permutation of genes for gene set 

S, let 𝐸𝑆Xol be the ES associated with the original gene set, and let nperm be the number of 

permutations. Then, the empirical p-value is calculated as follows: 

Figure 52 is included to show the bi-modal nature of the permuted ES values as well as how 

there may be a slight bias for either positive or negative ES values (there is a slight positive bias 

in this example).   

 

 

The bias in permuted ES values is taken into account when calculating the normalized 

enrichment score or NES for a gene set.  The NES takes into account gene set size and makes 
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∑ 𝐸𝑆𝑃! , 	𝐸𝑆𝑃! ≥	𝐸𝑆Xol	
mg�sj
!`8

𝑛𝑝𝑒𝑟𝑚 + 1  
(25) 

Figure 52:  Example of a distribution of permuted enrichment scores 
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gene sets comparable to one another in the interpretation of the results.  Let 𝑬𝑺𝑷D be the positive 

ES values in ESP, 𝑬𝑺𝑷Z be the negative ES values, and let npos and nneg be the number of 

positive and negative ESs respectively.  Then, the NES for a given gene set is calculated as 

follows: 

 

𝑁𝐸𝑆 = 	

⎩
⎪
⎨

⎪
⎧𝐸𝑆 > 0,

𝐸𝑆 + ∑ 𝐸𝑆𝑃!D
mgXl
!`8

𝑛𝑝𝑜𝑠 + 1
	

𝐸𝑆 < 0,
𝐸𝑆 + ∑ 𝐸𝑆𝑃!Z

mm�Y
!`8

𝑛𝑛𝑒𝑔 + 1

 

(26) 

 
With the empirical p-values and NES values in place, the last component of the GSEA analysis 

is to correct for multiple hypothesis testing.  

 If a researcher is only interested in estimating the significance of the enrichment for one 

gene set, there is no need to correct for multiple hypothesis testing – sometimes referred to as 

multiplicity – and the empirical p-value will suffice.  However, as is often the case with 

bioinformatics-based analyses, multiple hypotheses are tested with the same data set.  The 

Bonferroni correction is the traditional approach to the problem of multiplicity and aims to 

control the familywise-error rate (FWER) across a ‘family’ (set) of hypotheses.  The involves 

adjusting the significance criteria in order to maintain the Type 1 error rate, 𝛼, namely by 

dividing this critical value by the number of hypotheses being tested.   

When the Bonferroni correction is applied, the probability of falsely rejecting any (one or 

more) of the null hypotheses is maintained at the original critical value.  However, this is a very 

conservative approach and, depending on the research objective, is even considered to be 

irrelevant and counterproductive as it drastically reduces the power of a study [59].  With this in 

mind, Benjamini and Hochberg introduced the concept of the false discovery rate (FDR) as an 

alternative approach for handling multiplicity.  The control of FDR as opposed to Type I error 

increases power and is a suggested as a multiple comparison procedure (MCP) that balances the 
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number of true and false positives in gene expression and other genomewide studies [60]. 

Benjamini and Hochberg borrow the nomenclature “discovery” from Sorić, who used the term to 

define hypotheses that are rejected based on making some significance threshold regardless of 

their nature (rejected erroneously or non-erroneously) [61].  Table 27, adapted from their paper 

describing their approach [62], allows for a straight-forward comparison of how FDR operates 

relative to the Bonferroni correction. 

Table 27: Number of true and false rejections for 𝑚 different hypotheses tested in same dataset. 

 

In this table, 𝑚 is the total number of hypotheses being tested and of those tested 𝑅 

“discoveries” are made; 𝑆 of the 𝑅 are correct rejections whereas 𝑉 of the 𝑅 are falsely rejected.  

The per-comparison error rate (PCER) is the expected number of false rejections across all 

hypothesis tests, 𝐸(𝑉/𝑚), and the FWER is the chance of committing at least one type one error 

or 𝑃(𝑉 ≥ 1).  When the significance level is set at 𝛼 and there is no correction for multiple 

testing, 𝐸(𝑉/𝑚) ≤ 𝛼.  When the Bonferroni correction is applied, it ensures that the probability 

of making one or more false rejection is less than or equal to alpha: 𝑃(𝑉 ≥ 1) ≤ 𝛼.  The FDR, 

on the other hand, is the expectation of 𝑄, which is equal to 𝑉/(𝑉 + 𝑆), or simply 𝑉/𝑅.           

Once the NES and empirical p-values have been calculated for each gene set, the sets are 

separated into those with positive and negative NES values before they are assigned FDR q-

values.  For gene set S, the q-value represents the chance that S is a false positive finding given 

the distribution of empirical p-values for the other gene sets being tested at the same time.  As 

 Not Rejected Rejected Total 

True null hypotheses 
(“Should not” be rejected) 𝑈 𝑉 𝑚A 

Non-true null hypotheses 
(“Should” be rejected) 𝑇 𝑆 𝑚 −𝑚A 

 𝑚 − 𝑅 𝑅 𝑚 
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with alpha levels, the threshold chosen for FDR q-values in a given study is somewhat arbitrary 

but should help researchers filter their results in a meaningful way.  For example, the authors of 

the seminal GSEA paper chose FDR ≤ 0.25 for their analyses but in the upcoming discussion of 

ESEA, those authors chose FDR ≤ 0.05 as FDR ≤ 0.25 would not have effectively filtered their 

results.   

6.2 ESEA Overview 

The ‘raw’ starting input for the original incarnation of edge set enrichment analysis, 

ESEA, is exactly the same as GSEA – the expression levels for all genes measured in an 

experiment across all samples in both groups (typically cases and controls).  However, instead of 

using this data to make a background list (L) that ranks each gene by its normalized difference 

between cases and controls, the intermediary step of ESEA is to assign a measurement of 

differential correlation between cases and controls to pairs of genes.  The background set is not 

all possible pairs of genes but rather pairs of genes with a relationship documented in one or 

more of seven databases (KEGG, Reactome, Biocarta, NCI, SPIKE, HumanCyc, Panther).  

Importantly, the databases contain pathways with genes as nodes and biological relationships as 

edges between genes.   

The authors of the ESEA paper, titled “ESEA: Discovering the Dysregulated Pathways 

based on Edge Set Enrichment Analysis”, state that the goal of this approach is to “quantify the 

change of correlation between genes for each edge” in order to “identify dysregulated pathways 

associated with a specific phenotype by investigating the changes of biological relationships of 

pathways in the context of gene expression data” [63].  Although the objective is somewhat 

different than that of GSEA, the methodological background for ESEA is nearly identical with 

exception of the input for L and S.  As opposed to assigning single-gene-based measurements 
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such as S2N to each gene i, an EdgeScore for each pair of genes, 𝑔𝑒𝑛𝑒!	and 𝑔𝑒𝑛𝑒] 	or simply 

𝐸𝑑𝑔𝑒𝑆𝑐𝑜𝑟𝑒!], is the difference in correlation between cases and controls and is calculated as 

follows: 

Here, MI stands for mutual information.  MI is an information theoretic measurement, 

which is to say that it comes from a branch of applied mathematics concerned with the 

quantitative study of information, namely as it applies to communication [64].  The ‘information’ 

is the entropy of a system, or rather the balance of entropy and redundancy (non-random 

behavior) within that system [65].  Although this information theoretic approach to statistical 

systems had been introduced and described in the mid-20th century, it was not until the end of the 

20th century that the technology to generate large amounts of biological data made the approach 

amenable to the study of systems biology.  Then, the use of MI started to receive attention for its 

applications in reverse engineering gene networks from gene expression data [66] [67].  The 

measure of entropy in this context is, specifically, called Shannon’s entropy and for gene A with 

n different expression patterns represented by x, the value is calculated as [65]: 

When 𝐻(𝐴) is large for a gene, that gene has a more random distribution of its expression 

values; i.e. they are more difficult to predict [68].  Note that this is technically the form for 

discretized data; integration is performed as opposed to summation in the continuous case [69]. 

Then, for two different sources of information, for example genes A and B, their mutual 

information is calculated as: 

𝐸𝑑𝑔𝑒𝑆𝑐𝑜𝑟𝑒!] = 𝑀𝐼n''[𝑖; 𝑗] − 𝑀𝐼&Xm{sX'[𝑖; 𝑗] (27) 

𝐻(𝐴) = 	−�𝑝(𝑥!)𝑙𝑜𝑔B(𝑝(𝑥!))
m

!`8

 
(28) 
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where 𝐻(𝐴, 𝐵) is the joint entropy of genes A and B.  If the joint entropy is zero, then the 

information on the behavior from one gene can perfectly predict the behavior of the other and 

vice versa; there is no randomness when they are considered together.  MI will be large if one or 

both marginal entropies is large and the joint entropy is low.  When MI is zero, this means that 

the entropy of the two genes considered at the same time is the same as the entropy when each 

gene is considered separately – they function completely independently of one another.  MI is a 

correlation-type measurement with two key differences between itself and the traditional 

Pearson’s correlation coefficient; it is always non-negative (positive and negative relationships 

of the same magnitude reduce entropy by the same amount), and it can detect strength in non-

linear relationships.   

Recall equation 27 where the 𝐸𝑑𝑔𝑒𝑆𝑐𝑜𝑟𝑒!] for 𝑔𝑒𝑛𝑒!	and 𝑔𝑒𝑛𝑒] is equal to the MI of all 

samples considered together minus the MI calculated when only the control samples are part of 

the MI equation.  𝐸𝑑𝑔𝑒𝑆𝑐𝑜𝑟𝑒!] > 0 implies that MI between 𝑔𝑒𝑛𝑒!	and 𝑔𝑒𝑛𝑒] 	increases when 

the cases are added to the control samples whereas 𝐸𝑑𝑔𝑒𝑆𝑐𝑜𝑟𝑒!] < 0 suggests the opposite.  

After 𝐸𝑑𝑔𝑒𝑆𝑐𝑜𝑟𝑒!] has been calculated for all edges in the background set L, ESEA proceeds in 

a manner identical to GSEA for each pathway with edges in S; the only difference is that instead 

of matching single genes in S to L for the calculation of an enrichment score ES, edges from 

pathways are matched to pairs of genes in L to calculate an edge enrichment score EES.  EES(P) 

is used to denote the EES for pathway P.  If EES(P) > 0, then the edges in pathway P collectively 

exhibit gains in MI when cases are taken into consideration along with the controls and the 

pathway is labelled as a gain in correlation (GoC) pathway.  When EES(P) < 0, the opposite is 

true (MI collectively decreases) and the pathway is described as a loss of correlation (LoC) 

𝑀𝐼(𝐴, 𝐵) = 𝐻(𝐴) + 𝐻(𝐵) − 𝐻(𝐴, 𝐵) (29) 



 138 

pathway and in the event that EES(P) = 0 then pathway P is a no change (NC) pathway [63].  

The authors also describe a core set of edges for pathway P that we will call the leading edge 

edge (LEE) subset as they consists of the edges in P that are part of the leading edge subset – 

they are the members of P that contribute to the magnitude of EES(P) and are likely most 

associated with the biological process of interest. 

 Once the empirical EES(P) is calculated for pathway P, the calculation of the empirical 

p-value associated with that EES proceeds in a manner analogous to the calculation of the 

empirical p-value for the ES in GSEA.  In their paper, the authors describe a gene-based 

permutation test procedure that shuffles gene labels and recomputes EES(P) however the 

algorithm they employ to obtain their published results is actually an edge-based permutation 

procedure whereby an EES is calculated for a random list of edges (as many edges as are in 

pathway P).  Normalized edge enrichment scores (NEES) are then calculated based on the 

permuted edge set just as NES are calculated from the permuted gene sets in GSEA to allow for 

inter-pathway comparisons.  Finally, the same FDR correction is applied to a set of pathways 

with their corresponding empirical p-values to account for multiple testing.  Before interpreting 

the results, the pathways are separated into those with positive and negative NEES and then 

ranked by FDR q-value.  Plots of the running edge enrichment score may be produced and are 

identical in concept to the plot shown in Figure 51.   

 The authors give three examples of how ESEA may be applied to different gene 

expression datasets and compare the results to those obtained with GSEA.  The most relevant 

with regard to our eventual analysis, which we will review to show the proof-of-concept, comes 

from a dataset that spans 50 cell lines classified by their p53 mutation status (17 native, 33 

mutated) from the collection of NCI-60 (National Cancer Institute) panel of 60 cancer cell lines; 
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the rationale for the use of this subset can be found in [70].  The pathways chosen for this 

example are all KEGG pathways with more than 15 but less than 1000 edges; 187 pathways 

altogether (note: in this analysis and in the ESEA R package, the pathways are from the 

databases as they existed in 2015 [71]).  With an FDR q-value cutoff of 0.05, five KEGG 

pathways are deemed significantly enriched, all in the positive (gain of correlation) direction.  

Note that this FDR cutoff is much more stringent than the FDR cutoff of 0.25 suggested in the 

GSEA paper; although the ESEA authors do not explain their choice of this threshold, an FDR of 

0.25 in this first example would result in 30 pathways deemed significantly enriched.  The five 

significant ESEA pathways are Cysteine and methionine metabolism, Alcoholism, Dilated 

cardiomyopathy, ECM-receptor interaction, and Colorectal cancer, all of which have at least one 

example in the literature of being related to p53. 

Although the authors do not elaborate on the results for each pathway, they do spend time 

discussing the results of the colorectal pathway and map the members of the LEE subset to edges 

in the pathway as it appears in KEGG.  As with many KEGG pathways, the Colon cancer 

pathway is an amalgamation of many pathways, including the Wnt, PI3K/AKT, MAPK, and 

TGFβ signaling pathways.  Mapping the LEE subset to the KEGG pathway helps identify key 

GoC relationships in the PI3K/AKT sub-network that may explain why a mutation in p53 results 

in an overall GoC for the colon cancer pathway.  When the parallel GSEA analysis is performed 

on the same data set with the same pathways, only the N-glycan synthesis pathway is significant 

at the GSEA default FDR threshold of 0.25.   

When the same parallel analysis of GSEA and ESEA on the cell line data was performed 

with 157 Biocarta pathways as opposed to KEGG pathways with the same cutoffs applied as 

before, ESEA produced one significant pathway (CDK regulation of DNA replication) whereas 
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GSEA led to three significant pathways (hypoxia and p53 in the cardiovascular system, BCR 

signaling pathway and nerve growth factor pathway).  The authors do not discount the results 

GSEA but, rather, argue that the ESEA approach identifies a “new” pathway that shows promise 

for further research.   

The purpose of giving a detailed summary of this example is to support the notion that 

ESEA successfully applies existing node-based methodological architecture to an edge-based 

approach to data analysis which, at least in the context of gene expression data, can support 

hypothesis generation and bolster previous research finding.   It is also to import the idea that the 

results are heavily dependent on the database of choice and that the biological interpretation may 

require a closer inspection of pathway-level results.  In the p53 mutation status example, all of 

the significant pathways have an overall gain in correlation in the mutant samples but are still 

described as ‘dysregulated’; at least in the colon cancer example, the authors are able to identify 

key relationships to explain why an increase in correlation for a few key relationships may 

provoke differential regulation in the positive direction across the pathway. 

6.3 ESEA of LINCS Dataset  

6.3.1 Review of Concordance Measurements  
 
 The research question behind GSEA is whether the expression of groups of genes is 

correlated with a with a phenotype of interest; in ESEA it is whether the edges in pathways are 

differently regulated in cases versus controls.  Our research question when we apply ESEA to the 

LINCS data is, specifically, “are the edges in a given KEGG pathway more concordant [or 

discordant] in one cell line vs other cell lines?”.  Before moving on with the methods for this 

analysis, we will spend some time covering what it means to be concordant or discordant in the 

context of cell line comparisons. 
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Recall equation 5, where delta between the reference cell line A and comparison cell line 

B for edge (gene knock downs) X|Y is the standardized difference between the log of their odd’s 

ratios,	Δr%(,- =
'XY>LMHI

8 @Z'XY>LMHI
J @	

[>𝑆𝐸𝑋𝑌
𝐴 @

;
D>𝑆𝐸𝑋𝑌

𝐵 @
;

 .  Briefly, let 𝑁%(,- be the numerator of equation 5 and 𝐷%(,- be the 

denominator such that 𝑁%(,- = −1 ∗ 𝑁%(-, and 𝐷%(,- =	𝐷%(-,.  The denominator is a function of the 

number of L1000 genes (out of 200 up and 200 down, as decided based on the power analysis) 

that fall into each cell of the odds ratio table for the two different cell lines and will be small 

when there are many genes and large if there are few genes for one or both cell lines.  Although 

𝐷%(,- will have an impact on the magnitude of  Δr%(,-, it does not have any influence on its 

direction.  For an individual cell line, say cell line A, the term 𝑙𝑜𝑔l𝜃_%(, m will be: 

- Positive when more genes fall into concordant cells than discordant cells (i.e. 

L1000 genes are up or down for both gene knockdowns X and Y).    

-  Negative when more genes fall into discordant cells than concordant cells (i.e. 

L1000 genes tend to be up for knockdown X but down for knockdown Y or vice 

versa).    

- Approaches zero when the number of genes in discordant cells is equal to the 

number of genes in concordant cells (no association). 

With this in mind, Δr%(,- will be positive (more concordant or less discordant for cell line A 

relative to cell line B) for the following conditions: 

1) 𝑙𝑜𝑔l𝜃_%(, m is positive (concordant) and 𝑙𝑜𝑔l𝜃_%(- m is negative (discordant). 

2) 𝑙𝑜𝑔l𝜃_%(, m is positive (concordant) and 𝑙𝑜𝑔l𝜃_%(- m is positive but 𝑙𝑜𝑔l𝜃_%(, m > 𝑙𝑜𝑔l𝜃_%(- m. 

3) 𝑙𝑜𝑔l𝜃_%(, m is negative (discordant) and 𝑙𝑜𝑔l𝜃_%(- m is negative but 𝑙𝑜𝑔l𝜃_%(, m > 𝑙𝑜𝑔l𝜃_%(- m. 

4) 𝑙𝑜𝑔l𝜃_%(, m is positive (concordant) and 𝑙𝑜𝑔l𝜃_%(- m is close to zero. 
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Notice that in condition (3), the individual ORs are both in the discordant direction, but the OR 

for cell line A is less discordant and, hence, more concordant when compared to cell line B.  For 

completeness, Δr%(,- will be negative (more discordant or less concordant for cell line A relative 

to cell line B) for the following conditions: 

1) 𝑙𝑜𝑔l𝜃_%(, m is negative (discordant) and 𝑙𝑜𝑔l𝜃_%(- m is positive (concordant). 

2) 𝑙𝑜𝑔l𝜃_%(, m is negative (discordant) and 𝑙𝑜𝑔l𝜃_%(- m is negative but 𝑙𝑜𝑔l𝜃_%(, m < 𝑙𝑜𝑔l𝜃_%(- m. 

3) 𝑙𝑜𝑔l𝜃_%(, m is positive (concordant) and 𝑙𝑜𝑔l𝜃_%(- m is positive but 𝑙𝑜𝑔l𝜃_%(, m < 𝑙𝑜𝑔l𝜃_%(- m. 

4) 𝑙𝑜𝑔l𝜃_%(, m is negative (discordant) and 𝑙𝑜𝑔l𝜃_%(- m is close to zero. 

Delta measurements will be the input values for L1000 ESEA with KEGG pathways.  Therefore, 

when we make claims about pathways being more concordant or discordant in one cell line vs 

another (or others), we are saying that deltas tend to be positive or negative with regard to the 

reference cell line, but individual relationships may fall into one of the many categories listed 

above. 

6.3.2 Database and Input for ESEA with LINCS 
 

The underlying mathematical and statistical methodology we use to calculate edge 

enrichment scores and determine statistical significance for ESEA with LINCS data is identical 

to the methods detailed in GSEA and ESEA – the main difference is the nature of the input used 

to rank edges.  Also, instead of using the pathway database ‘snapshot’ provided by the ESEA R 

package from 2015, we will be using current (as of January 2021) KEGG pathway infrastructure 

to build our background edge set and specifically testing non-metabolic pathways with more than 

5 but less than 1000 edges for concordance enrichment (162 pathways).  We have already gone 

through our dataset and calculated pairwise (local, as described below) concordance-based 

measurements for all of the 5,604 edges in KEGG pathways that are ‘in’ our dataset (both nodes 
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[genes] have corresponding shRNA gene knockdown profiles in all 7 cell lines).  In order to 

account for potential bias among certain cell line comparisons, we will use the matrix in Figure 

23A to adjust the delta values as follows.  Let 𝑨 be the matrix in Figure 23A and let 𝑎,- be the 

value corresponding to the entry for reference cell line A and comparison cell line B.  Then, the 

adjusted delta for any edge X|Y is: 

The experimental setup for the GSEA approach is to make pairwise comparisons, 

therefor in this analysis we will perform all pairwise comparisons between all seven cell lines.  

However, in a manner similar to the example given for p53 status among cell lines for ESEA, we 

will also consolidate information across cell lines in order organize the results of this analysis 

using a global complement to a local approach as follows: 

1. Local: pairwise comparisons between all cell lines (21 unique comparison each with 

two different directional arrangements; i.e. A vs B and B vs A).   

Ranking metric = pairwise adjusted delta values = ∆'%(,- 

2. Global: reference cell line vs all other cell lines (7 unique comparisons).  

         where A = (reference cell line) and B = (cell lines ≠ A) 

The global comparisons will allow us to make broad claims about pathway level results 

which can then be interrogated at the local level to see if the differences hold across cell lines or 

if they are driven by specific cell lines.  To be clear, let 𝐸𝐸𝑆(𝑃,-) be the edge enrichment score 

for pathway P when A is the reference cell line and B is the comparison cell line for a local 

comparison and 𝐸𝐸𝑆(𝑃,) be the EES when A is the reference cell line for a global comparison.  

For local comparisons, when 𝐸𝐸𝑆(𝑃,-) > 0, pathway P is enriched with concordant edges in 

∆'%(,- 	= Δr%(,- − 𝑎,- (30) 

Ranking metric = average adjusted delta values = 𝛥̅%(, = 	 8
w
∑ ∆'%(,-w
-`8 	 (31) 
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cell line A relative to cell line B and when 𝐸𝐸𝑆(𝑃,-) < 0 the edges in pathway P are discordant 

in cell line A relative to cell line B.  In a global comparison, if 𝐸𝐸𝑆(𝑃,) > 0 then the edges in 

pathway P are more concordant on average than in other cell lines whereas 𝐸𝐸𝑆(𝑃,) < 0 implies 

more discordant edges on average for cell line A compared to other cell lines. 

6.3.3 Results  
  

The presentation of our results will proceed as follows.  A summary of the global and 

local results will be given to describe the overall breakdown of results with regard to significance 

as well as direction (concordant or discordant).  We will then showcase results from the MCF7 

breast cancer cell line to demonstrate how this approach might be used to support existing 

research findings and support hypothesis generation.  

6.3.3.1 Summary of Results by FDR q-value and Direction 
 

  

 
 

 

 

 

 

 

 

 

The global results across 162 are broken down by FDR q-value in Figure 53A.  The bins 

for FDR q-values were chosen to demonstrate how power might be affected under the liberal 

Figure 53: Breakdown of ESEA results by FDR q-value (A) and direction of results (B). 
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GSEA-suggested criteria (FDR ≤ 0.25), conservative ESEA-suggested criteria (FDR ≤ 0.05), 

and a traditional criteria level considered to be more moderate (FDR ≤ 0.10).  Regardless of the 

criteria, the cell line A549 does not have any pathways that are significantly enriched with 

concordant or discordant edges in this global comparison.  When FDR ≤ 0.05, the same is true 

for the cell line A375.  When FDR ≤ 0.10, six of the seven cell lines have pathways that meet 

criteria for significance and the same is true for FDR ≤ 0.25.  By increasing FDR from a 

moderate to a liberal level, however, three out of the six cell lines have significant results for 

over one third of the pathways that are tested (HA1E, MCF7 and PC3).  Appendix Figure A7 

breaks down the local comparisons by FDR in a manner identical to Figure 53A for each cell 

line acting as a reference and similarly, across the board, FDR ≤ 0.05 yields very few results 

whereas FDR ≤ 0.25 leads to an unwieldy number of pathways to consider.  Therefore, we will 

present results for pathways with FDR ≤ 0.10 as significant pathways of interest for both the 

global and local analyses as it provides an effective filtering mechanism for our results while still 

yielding meaningful outcomes.   

  With FDR ≤ 0.10 chosen as the thresholding level, Figure 53B breaks down the results 

by the direction of the EES value in the positive (concordant; less discordant) and negative 

(discordant; less concordant) directions.  In the global analysis, MCF7 [breast cancer] has the 

most enriched pathways (n = 36), followed by HA1E [immortalized kidney] (n = 21), PC3 

[prostate cancer] (n = 20), A375 [skin cancer] (n = 14), HEPG2 [liver cancer] (n = 7), HT29 

[colon cancer] (n = 6) and finally A549 [lung cancer] (n = 0).  In the case of MCF7, most (32/36) 

of the pathways are enriched in the positive direction whereas in HA1E and PC3 the opposite is 

true with 17/21 and 16/20 pathways respectively enriched in the negative direction.   
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The results for the global analysis are presented in Appendix Tables A4a-A4f (no global 

results table for A549) and the local analysis results are in Appendix Tables A5a-A5g.  The 

results are ordered by FDR q-value and the magnitude of the NEES as well as by comparison 

cell line for the local results.  ESEA was performed in both directions for the local comparisons, 

for example with A375 as a reference cell line and A549 as the comparison cell line as well as 

with A549 as a reference cell line and A375 as the comparison cell line.  Although the results are 

somewhat redundant, having the results laid out this way helps with interpretation and showcases 

some particular elements of the results that are introduced when permutation procedures are used 

to calculate the NEES and FDR q-values.   

Consider, for example, the result for the pathway Human T-cell leukemia virus 1 

infection between cell lines A374 and A549 as shown in Table 28.  This pathway is the 

concordant pathway with the lowest FDR q-value for the A549 vs A375 comparison (q-value = 

0) and also has a very low, but not exactly equal, q-value for A375 vs A549 (q-value = 0.081).  

Although the EES has the same magnitude in opposite directions as we would expect (0.324 in 

A549 vs A375 and -0.324 in A375 vs A549), the q-values as well as the NEES (1.506 and           

-1.518) and nominal p-values (0, 0.004) are close, but not equivalent in magnitude since they are 

calculated from different permuted EES distributions.  

  Table 28: Results of Human T-cell leukemia virus 1 infection between A375 and A549. 

Comparison # Edges EES NEES NOM p-val FDR q-val Direction 
A549 vs A375 119 0.324 1.506 0 0 Concordant 
A375 vs A549 119 -0.324 -1.518 0.004 0.081 Discordant 

 

 The directional breakdowns for local comparisons at FDR ≤ 0.10 are included in 

Appendix Figure A8.  Note that pathways are considered in this figure and are included in 

Appendix Tables A5a-A5g only if FDR ≤ 0.10 in both comparisons; for example, the pathway 
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Melanoma has FDR = 0.097 in A375 vs A549 but FDR = 0.13 in A549 vs A375 thus it is not 

included in Appendix Tables A5a or Appendix Tables A5b nor does it contribute to the counts 

in Appendix Figure A8.  The local pathway comparisons are, as we might expect, more 

powerful than the global comparisons since individual cell line behavior may be more extreme 

than the average behavior of all cell lines.  The only local comparisons with no enriched 

pathways are between A375 and HT29.  On the other hand, A549, which had no significant 

pathways at the global level, has enriched pathways in both directions across the panel of other 

cell lines.  Otherwise, the local results reflect the global results, for example, MCF7 has the most 

significant pathways across all cell lines and the majority of them are enriched in the positive 

direction. 

6.3.3.1 MCF7 Results 
 
Table 29: Top 15 pathways for MCF7 global analysis 

 

 Table 29 lists the results of the 15 most enriched pathways for the MCF7 cell line (breast 

cancer) global analysis; the full table of results for this global analysis is in Appendix Table 
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A5f.  There is a six-way tie for most significantly enriched pathway; all of these pathways have 

nominal p-values of zero which means that in each case, the permuted EES values were never 

more extreme than the empirical EES values.  While these pathways may have identical FDR q-

values, they have their own rank due to unique NEES values.  All of the pathways in this subset 

have positive NEES values and thus their direction is “Concordant”, thus we would expect that 

evidence for their association with breast cancer to be in the positive direction.  That is, in fact, 

what we find in the literature, as is summarized below for each of the pathways with FDR q-

values of zero. 

 
1) Regulation of lipolysis in adipocytes.  A very recent review article titled ‘Adipocytes in 

Breast Cancer, the Thick and the Thin’ states that “Numerous studies demonstrated that 

adipocyte lipolysis stimulated by cancer cells is at the very heart of the synergy between 

[breast] cancer cells and adipocytes” [72].  Specifically, MCF7 cells co-cultured with 

adipocytes have been shown to increase the lipolytic rate of those adipocytes which in 

turn drives cell proliferation and migration [73]. 

2) Platelet activation.  A review article states that “platelet activation has been observed for 

decades in women with breast cancer” [74].  Furthermore, MCF7 cells specifically have 

been shown to induce platelet activation/aggregation [75] [76]. 

3) Acute myeloid leukemia (AML) pathway.  There are quite a few papers have been 

published that conclude having breast cancer [and receiving therapy] increases a patient’s 

risk for developing AML [77] [78] [79].   

4) Chemokine signaling pathway.  This pathway has also been implicated in the 

progression of breast cancer and even specifically in MCF7 cells [80] [81] [82].   
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5) mTOR signaling pathway.  The mTOR signaling pathway is often found to be 

upregulated in breast cancer due to either mutations in mTOR or increased activity of 

upstream receptors or pathways [83].  For this reason, mTOR is often targeted with 

inhibitors in certain types of breast cancer [84]. Furthermore, mTOR inhibitors have been 

shown to specifically inhibit cellular grown in the MCF7 cell line [85]. 

6) Neurotrophin signaling pathway.  Neurotrophin nerve growth factor (NGF) receptors 

have been found in breast cancer cells, specifically MCF7, where NGF has been shown to 

be a mitogenic factor leading to cell growth [86].  Neurotrophin signaling has also been 

associated with an anti-apoptotic effect in the MCF7 cell line [87].  

These are just a few noteworthy examples of this global analysis.  Note that the Dopaminergic 

synapse pathway is only pathway with a negative NEES value in Table 29 (though three more 

pathways with FDR ≤ 0.10 are included in Appendix Table A5f).  While dopamine acts as a 

neurotransmitter in the brain, it acts as a hormone elsewhere in the body [88].  Studies have 

shown that the MCF7 cell line in particular does not respond to dopamine agonists, unlike other 

breast cancer cell lines which may mean that this pathway is less active in this cell line [89].  

 

 Table 30: Global and local results for RLA pathway with MCF7 as reference cell line. 
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 The results for each pathway can be probed for specific pairwise differences as is 

demonstrated in Table 30.  This table breaks down the results for the pathway Regulation of 

lipolysis in adipocytes (RLA) – the pathway with the largest NEES value when MCF7 is the 

reference cell line.  The RLA pathway is enriched with concordant edges in MCF7 not only in 

the global comparison, but across the board when compared to every other cell line in this study.  

Furthermore, 4 of the six pairwise comparisons yield FDR q-values at or below our prespecified 

threshold and the remaining two are very close to this threshold as well.  The same tables with 

the other six cell lines as the reference cell lines are included in Appendix Tables A6a-A6f and 

they show how this pathway is not significantly enriched globally for any of these cell lines and 

only one of the non-MCF7 local comparisons reaches the criteria for significance.  Taken 

together, this information suggests that the edges in this pathway are indeed more concordant for 

MCF7 and that the results are not heavily influenced by the behavior of one cell line.   
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The functionality provided in the KEGGlincs package also helps to interpret results at the 

pathway level.  With ESEA results mapped to KEGG pathways, we can answer questions such 

as:  Are the results being driven by specific parts of the pathway?  Is there agreement between 

paralogs? And, Are certain edges common across significant pathways?  In Figure 54B, we see 

the RLA pathway with edges formatted to reflect the concordance patterns among the edges as 

well as their membership in the LEE subset from Figure 54A.  This pathway is a relatively small 

pathway, and we can see that many of the edges that contribute to the large pathway EES are 

between the twelve combinations of paralogs for PI3K (PIK3CA, PIK3CB, PIK3CD, PIK3R1) 

and AKT (AKT1, AKT2, AKT3) that have corresponding shRNA knockdowns in the L1000 

data.   

This same approach is, perhaps, more useful when dealing with more complex pathways.  

Take, for example, the mTOR pathway with 106 edges.  Similar to the RLA pathway, the 

direction of enrichment is concordant in MCF7 across the panel of cell lines and, in addition to 

reaching the criteria for significance in the global comparison, achieves FDR ≤	0.10 in 3 of the 

local comparisons (A375, HEPG2 and PC3) and FDR ≤ 0.25 for the other three (A549, HA1E, 

and HT29).  One important question that visualization with KEGGlincs for this pathway in 

particular can help us answer is, do we see high concordance in MCF7 edges that are part of the 

mTOR complexes or is ESEA picking up on less integral relationships? 

In Figure 55, it is clear that many of the edges in the mTOR pathway are between 

paralogs for Wnt (WNT1, WNT5A, WNT7B, WNT9A WNT9B, WNT10B) and Frizzled (FZD1, 

FZD2, FZD4, FZD5, FZD7, FZD8).  We would be skeptical that ESEA was picking up a true 

mTOR signal if most of the members in the LEE subset were part of the 36 different connections 

between these paralogs.  Instead, only a small subset of these edges (7) contributes to the large 
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magnitude of the mTOR pathway NEES and most of (5) are between one Wnt paralog (WNT7B) 

and five of the six Frizzled paralogs (FZD1, FZD4, FZD5, FZD7, FZD8).  Remarkably, the Wnt 

paralogs WNT7B has been singled out for being significantly up-regulated in breast cancer and 

suppression of its activity has been suggested to mediate breast cancer angiogenesis [90] [91].  

Rather than the mTOR ESEA results depending on connections between, perhaps, 

redundant paralogs, Figure 55 suggests that edges throughout the pathway contribute to the large 

NEES.  Furthermore, five edges in the LEE subset involve relationships with mTOR itself.  The 

relationship between Rheb and mTOR has been studied specifically in the MCF7 cell line and 

Rheb, as an activator of mTOR, has been suggested as a target for inhibition in treatment of 
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breast cancer [92].  Of the four PIK3 paralogs, the one with the relationship between itself and 

mTOR falling into the LEE subset is PIK3CA.  Gain of function PIK3CA mutations specifically 

are among the most common in breast cancer and dual PIK/mTOR inhibitors have shown 

promise in the treatment of some breast cancers [93].  Two edges in the mTOR complex, 

between mTOR and MLST8 and RICTOR, are also in the LEE subset.  RICTOR, while not 

frequently mutated in breast cancer, has been suggested to be more active in breast cancer via 

gene amplification, transcription, and/or catalytic activity and is implicated in tumor progression 

[94].  MLST8, which is essential in the formation of both mTORC1 and mTORC2 (mTOR 

complexes 1 and 2), has also been recently suggested as a therapeutic target for breast cancer 

treatment [95].   

 

Table 31: Global and local results for Cell cycle pathway with MCF7 as reference cell line. 

 

The most relevant discordant pathway that reaches significance for MCF7 in the ESEA 

global analysis is the cell cycle pathway (NEES = -1.347, FDR q-value = 0.96).  Although  

Table 31 singles out the local comparison between MCF7 and PC3 as the only significant local 

comparison at our threshold, a few other comparisons approach significance (A549, HT29) and 

across the panel the sign for the EES/NEES is negative – that is the edges in MCF7 are less 
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concordant/more discordant in all local comparisons.  Figure 56 shows this pathway formatted 

to reflect the ESEA results and, while there is a lot to untangle in this particular pathway, one 

notable observation is that most of the edges that make up the LEE subset (26 out of 41) are 

inhibitory in this case.  While we have not made any claims with regard to inhibiting 

relationships and their association with discordance, this example demonstrates an added layer of 

dimensionality given to the interpretation of results.  

 

 Sustained proliferative signaling, evasion of growth suppressors, and resisting cell death 

(apoptosis) are hallmarks of cancer associated with disruption of the cell cycle program [96].  
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While we would expect all cell lines to exhibit abnormal behavior in this pathway when 

compared to normal cells, MCF7 is the only cell line in our panel with a significant ESEA result 

when compared to other cancer cell lines with this particular KEGG-defined pathway.  8 of the 

edges in the LEE subset involve relationships with RB1.  RB1, first identified in retinoblastoma 

patients, was the first tumor suppressor gene to be molecularly defined [97].  Although its exact 

characterization as a tumor suppressor is complex, one of the main routes of growth inhibition is 

via repression of the transcription factor E2F.  Though somewhat difficult to see against the blue 

edge connecting the RB1 and E2F1 nodes in Figure 56, the edge label “-+-” between these 

nodes is KEGG’s way of labeling dissociative relationships; thus, in this pathway representation, 

active RB1 prevents the association of the proteins forming the complex.  Although mutation of 

RB1 is associated with triple negative breast cancers, a subtype not characterized by the MCF7 

cell line, these results support the body of evidence that RB1 function is often compromised – 

either by decreased expression or dysregulation of upstream regulators - across molecular 

subtypes [98]. 

6.3.3.2 Examples from Other Cell Lines 
 
Table 32: Global and local results for Melanogenesis pathway with A375 as reference cell line. 
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Although we went into detail with the results for one particular cell line, the results for 

other cell lines also suggest the utility of this approach.  For example, as shown in Table 32, the 

Melanogenesis pathway is significantly enriched with discordant edges in the A375 skin cancer 

cell line global results as and the direction is discordant in all local comparisons (3 with FDR ≤ 

0.10).  In melanoma, loss of pigmentation is common because of dysfunction in melanogenesis 

proteins which, though not directly represented by edges in this pathway, may have their 

dysfunction attributed to deregulated proteins in this pathway.  In fact, there is research to 

suggest that malignancy in skin cancer may be reversed when using A375 as a model cell line 

[99].  Another pertinent example is the Platinum drug resistance pathway in the HT29 colon 

cancer cell line with significant enrichment in the concordant direction in the global comparison 

and concordant direction in all local comparisons.  HT29 is actually a model cell line for the 

development of platinum drug resistance in colon cancer [100]. 

 

Table 33: Global and local results for Platinum drug resistance pathway with HT29 as reference 
cell line. 

 

 

6.4 Discussion  

 There are two readily identifiable limitations of this approach.  The first is the 

completeness, or perhaps lack thereof, of the L1000 data set.  We are using a subset of the 
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available data for which all cell lines have the same shRNA perturbation.  The second limitation 

is the dynamic nature of KEGG pathways both in terms of available pathways and pathway 

specification.  KEGG pathways are manually curated with new pathways being added and 

existing pathways being modified as experimental evidence for the relationships between genes 

becomes available.  That being said, we have demonstrated how to conduct an unsupervised 

analysis of L1000 data with KEGG pathways that provides meaningful results without requiring 

any of our own manual pathway alterations.   

 There are also opportunities to apply this same type of analysis to the L1000 data set with 

different research objectives.  We have performed this analysis on a ‘slice’ of the data that 

considers records at the same dose of perturbagen (concentration = 1µl) measured at the same 

time (96 hours after perturbation).  The same approach that we used to make comparisons across 

cell lines could readily be applied within cell lines to see how pathway activity changes across 

dose or time.  Furthermore, as the database grows, new cell lines could be incorporated into the 

analysis.   

The LINCS L1000 dataset contains millions of data points, each with its own set of 

attributes with regard to specific cellular perturbation, cell line, and record for L1000 gene 

expression.  We have demonstrated a bioinformatics-based approach to the analysis of this multi-

dimensional data set that leverages existing methods with the format of our data.  As part of this 

effort, we have procured up-to-date records of pathway topology and incorporated interactive 

visualization tools in an effort to make the results relevant and interpretable.  The results of this 

analysis could be used to support ongoing research efforts or aid in hypothesis generation in an 

effort to further enrich the field of cancer research. 
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Appendix Tables 
 
Complete Null Parameterization 
 
Table A1.a: Group Size 
Scenario 𝑚8 𝑚B 𝑚= 𝑚6 𝑚F 𝑚w 𝑚; 𝑚x 𝑚y 
3RG 333 333 333       
5RG 200 200 200 200 200     
7RG 142 142 142 142 142 142 142   
9RG 111 111 111 111 111 111 111 111 111 

 
Table A1.b: Selection Weights 
Scenario 𝜔8 𝜔B 𝜔= 𝜔6 𝜔F 𝜔w 𝜔; 𝜔x 𝜔y 
3RG 1 1 1       
5RG 1 1 1 1 1     
7RG 1 1 1 1 1 1 1   
9RG 1 1 1 1 1 1 1 1 1 

 
Table A1.c: Direction Weights 
Scenario 𝜑8+ 𝜑B+ 𝜑=+ 𝜑6+ 𝜑F+ 𝜑w+ 𝜑;+ 𝜑x+ 𝜑y+ 
3RG 0.5 0.5 0.5       
5RG 0.5 0.5 0.5 0.5 0.5     
7RG 0.5 0.5 0.5 0.5 0.5 0.5 0.5   
9RG 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 

 

Null Selection Weight 

Table A2.a: Group Size 
Scenario 𝑚8 𝑚B 𝑚= 𝑚6 𝑚F 𝑚w 𝑚; 𝑚x 𝑚y 
3RG 100 100 800       
5RG 50 50 200 200 500     
7RG 50 50 100 100 200 200 300   
9RG 50 50 75 75 100 100 125 125 300 

 
Table A2.b: Selection Weights 
Scenario 𝜔8 𝜔B 𝜔= 𝜔6 𝜔F 𝜔w 𝜔; 𝜔x 𝜔y 
3RG 1 1 1       
5RG 1 1 1 1 1     
7RG 1 1 1 1 1 1 1   
9RG 1 1 1 1 1 1 1 1 1 
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Table A2.c: Direction Weights 
Scenario 𝜑8+ 𝜑B+ 𝜑=+ 𝜑6+ 𝜑F+ 𝜑w+ 𝜑;+ 𝜑x+ 𝜑y+ 
3RG 0.9 0.1 0.5       
5RG 0.9 0.1 0.7 0.3 0.5     
7RG 0.9 0.1 0.8 0.2 0.7 0.3 0.5   
9RG 0.9 0.1 0.8 0.2 0.7 0.3 0.6 0.4 0.5 

 
Null Direction Weight 

Table A3.a: Group Size 
Scenario 𝑚8 𝑚B 𝑚= 𝑚6 𝑚F 𝑚w 𝑚; 𝑚x 𝑚y 
3RG 100 100 800       
5RG 50 50 200 200 500     
7RG 50 50 100 100 200 200 300   
9RG 50 50 75 75 100 100 125 125 300 

 
Table A3.b: Selection Weights 
Scenario 𝜔8 𝜔B 𝜔= 𝜔6 𝜔F 𝜔w 𝜔; 𝜔x 𝜔y 
3RG 1 1 1       
5RG 1 1 1 1 1     
7RG 1 1 1 1 1 1 1   
9RG 1 1 1 1 1 1 1 1 1 

 
Table A3.c: Direction Weights 
Scenario 𝜑8+ 𝜑B+ 𝜑=+ 𝜑6+ 𝜑F+ 𝜑w+ 𝜑;+ 𝜑x+ 𝜑y+ 
3RG 0.5 0.5 0.5       
5RG 0.5 0.5 0.5 0.5 0.5     
7RG 0.5 0.5 0.5 0.5 0.5 0.5 0.5   
9RG 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 
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Table A4a: Global Comparisons for A375 - FDR q-value ≤ 0.10  

 
 

Table A4b: Global Comparisons for HA1E - FDR q-value ≤ 0.10  
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Table A4c: Global Comparisons for HEPG2 - FDR q-value ≤ 0.10  

 
 

Table A4d: Global Comparisons for HT29 - FDR q-value ≤ 0.10  
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Table A4e: Global Comparisons for MCF7 - FDR q-value ≤ 0.10  
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Table A4f: Global Comparisons for PC3 - FDR q-value ≤ 0.10  
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Table A5a: Local Comparisons A375 (1 - 40): FDR q-value ≤ 0.10  
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Table A5a: Local Comparisons A375 (41 - 80): FDR q-value ≤ 0.10  
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Table A5a: Local Comparisons A375 (81 - 88): FDR q-value ≤ 0.10  
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Table A5b: Local Comparisons A549 (1 - 40): FDR q-value ≤ 0.10  
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Table A5b: Local Comparisons A549 (41 - 50): FDR q-value ≤ 0.10  
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Table A5c: Local Comparisons HA1E (1 - 40): FDR q-value ≤ 0.10  
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Table A5c: Local Comparisons HA1E (41 - 80): FDR q-value ≤ 0.10  
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Table A5c: Local Comparisons HA1E (81 - 118): FDR q-value ≤ 0.10  
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Table A5d: Local Comparisons HEPG2 (1 - 40): FDR q-value ≤ 0.10  
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Table A5d: Local Comparisons HEPG2 (41 - 66): FDR q-value ≤ 0.10  
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Table A5e: Local Comparisons HT29 (1 - 40): FDR q-value ≤ 0.10  
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Table A5e: Local Comparisons HT29 (41 - 49): FDR q-value ≤ 0.10  
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Table A5f: Local Comparisons MCF7(1 - 40): FDR q-value ≤ 0.10  
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Table A5f: Local Comparisons MCF7(41 - 80): FDR q-value ≤ 0.10  
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Table A5f: Local Comparisons MCF7(81 - 120): FDR q-value ≤ 0.10  
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Table A5f: Local Comparisons MCF7(121 - 139): FDR q-value ≤ 0.10  
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Table A5g: Local Comparisons PC3(1 - 40): FDR q-value ≤ 0.10  
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Table A5g: Local Comparisons PC3(41 - 80): FDR q-value ≤ 0.10  
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Table A5g: Local Comparisons PC3(81 - 120): FDR q-value ≤ 0.10  
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Table A6a: Global and local ESEA results for RLA pathway with A375 as reference. 

 
Table A6b: Global and local ESEA results for RLA pathway with A549 as reference. 

 
 
Table A6c: Global and local ESEA results for RLA pathway with HA1E as reference. 
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Table A6d: Global and local ESEA results for RLA pathway with HEPG2 as reference. 

 
 
Table A6e: Global and local ESEA results for RLA pathway with HT29 as reference. 

 
 
Table A6f: Global and local ESEA results for RLA pathway with HT29 as reference.  
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Figure A1: Biased Condition  Scatterplots comparing sampling methods across two dimensions of 
bias at different numbers of simulations: s = 100 (A1 – D1), s = 1000 (A2-D2), s = 10000 (A3-D3). 
 



 194 

 Figure A2: Null Condition   Scatterplots comparing sampling methods across two dimensions of 
bias at different numbers of simulations: s = 100 (A1 – D1), s = 1000 (A2-D2), s = 10000 (A3-D3). 
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 Figure A3: Null CW  Scatterplots comparing sampling methods across two dimensions of bias 
at different numbers of simulations: s = 100 (A1 – D1), s = 1000 (A2-D2), s = 10000 (A3-D3). 
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 Figure A4: Biased Condition  Scatterplots comparing sampling methods across two dimensions of 
bias at different numbers of simulations: s = 100 (A1 – D1), s = 1000 (A2-D2), s = 10000 (A3-D3). 
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Figure A5: Individual cell line power plots – Delta  These graphs represent those from Figure 19 
broken up by each cell line acting as a reference; A375(A), A549(B), HA1E(C), HEPG2(D), 
HT29(E), MCF7(F) and PC3(G).  
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Figure A6: Individual cell line power plots – ∑𝒐𝒗𝒆𝒓𝒍𝒂𝒑𝒔		These graphs represent those from 
Figure 20 broken up by each cell line acting as a reference; A375(A), A549(B), HA1E(C), 
HEPG2(D), HT29(E), MCF7(F) and PC3(G).  
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Figure A7: Local Results for ESEA Bar plots for the number of significantly enriched pathways 
broken down by FDR for each cell line; A375(A), A549(B), HA1E(C), HEPG2(D), HT29(E), 
MCF7(F) and PC3(G). 
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Figure A8: Local Results for ESEA Bar plots for the number of significantly enriched pathways 
broken down by direction for each cell line; A375(A), A549(B), HA1E(C), HEPG2(D), HT29(E), 
MCF7(F) and PC3(G). 


