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Abstract

Corrosion and erosion damage pose fundamental challenges to operation of oil and gas in-

frastructure. In order to manage the life of critical assets, plant operators must implement

inspection programs aimed at assessing the severity of wall thickness loss (WTL) in pipelines,

vessels, and other structures. Maximum defect depth determines the residual life of these

structures and therefore represents one of the key parameters for robust damage mitigation

strategies. In this context, continuous monitoring with permanently installed sensors has

attracted significant interest and currently is the subject of extensive research worldwide.

Among the different monitoring approaches being considered, significant promise is of-

fered by the combination of guided ultrasonic wave technology with the principles of model

based inversion under the paradigm of what is now referred to as guided wave tomography

(GWT). Guided waves are attractive because they propagate inside the wall of a struc-

ture over a large distance. This can yield significant advantages over conventional pulse-echo

thickness gage sensors that provide insufficient area coverage – typically limited to the sensor

footprint.

While significant progress has been made in the application of GWT to plate-like struc-

tures, extension of these methods to pipes poses a number of fundamental challenges that

have prevented the development of sensitive GWT methods. This thesis focuses on these

challenges to address the complex guided wave propagation in pipes and to account for

parametric uncertainties that are known to affect model based inversion and which are un-

avoidable in real field applications.
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The main contribution of this work is the first demonstration of a sensitive GWT method

for accurately mapping the depth of defects in pipes. This is achieved by introducing a novel

forward model that can extract information related to damage from the complex waveforms

measured by pairs of guided wave transducers mounted on the pipe. An inversion method

that iteratively uses the forward model is then developed to form a map of wall thickness

for the entire pipe section comprised between two ring arrays of ultrasonic transducers that

encircle the pipe.

It is shown that time independent parametric uncertainties relative to the pipe manufac-

turing tolerances, transducers position, and ultrasonic properties of the material of the pipe

can be minimized through a differential approach that is aimed at determining the change

in state of the pipe relative to a reference condition. On the other hand, time dependent

parametric uncertainties, such as those caused by temperature variations, can be addressed

by exploiting the spatial diversity of array measurements and the non-contact nature of

electromagnetic acoustic transducers (EMATs).

The range of possible applications of GWT to pipes is investigated through theoretical

and numerical studies aimed at developing an understanding of how the performance of

GWT varies depending on damage morphology, pipe geometry, and array configuration.
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Chapter 1

Introduction

1.1 Motivation

Globally, oil production has increased over the past few years to its highest historical levels.

Current projections are that the production will increase by approximately 17.6 million

barrels per day by 2020 [1]. This leads to a total global production of more than 100 million

barrels per day. A main contributor to this increase is the production from the tight oil and

shale oil fields of the United States. The projected increase will put the United States as the

second largest oil producing nation by 2020 [2]. In addition, the United States is uniquely

positioned to make use of the oil shale formations due to the number of oil drilling rigs that

are equipped to perform horizontal drilling (95% of rigs are equipped), as well as a number

of small companies that are willing to explore the possibility of harvesting oil from these

geological formations [1, 2].

Shale oil is produced using a multistage process that unlocks the oil from the oil shale

geological formations. Shale oil recovery consists of drilling a vertical shaft through the

overburden (the geological formation covering the oil shale formation) which will eventually

provide an escape for the gas produced as well as contain a pipe string that will convey

the oil up from the horizontal shaft that is formed along the bottom of the shale bed.
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After these shafts have been drilled, the oil shale has to be broken up somehow in order to

create passages for the flow of oil out of the oil shale. This can be achieved by rubblization

(explosives placed in the oil shale via drilled passages), or hydraulic fracturing. Once the

shale has been broken up, heat must be applied to the oil shale. This heat can be supplied

in situ by burning a small amount of the shale oil/some auxiliary fuel, or using controlled

radio frequency fields in much the same way as a microwave to release the shale oil in a

process known as retorting [3–5]. Heat could be supplied ex situ as well. When oil shale is

retorted (heated to 600 – 900 ◦F in the absence of significant amounts of oxygen) pyrolysis

takes place. Pyrolysis is the process of destructively distilling kerogen to form, oil, gas, coke,

and water [4, 5].

Green River oil shale is physically composed of 80.5% Carbon, 10.3% Hydrogen, 2.4%

Nitrogen, 1% Sulfur and 5.8% Oxygen, as well as minerals, such as, Carbonates, Feldspars,

Quartz, Clays, Analcite and Pyrite [5]. This leads to the shale oil containing oxygen, nitro-

gen, sulfur, and metallic compounds, as well as, emulsified water and suspended solids [6].

The presence of these components has traditionally necessitated the upgrading (further pro-

cessing to reduce the amount of oxygen/nitrogen/sulfur) of the shale oil before transporta-

tion [7].

After upgrading, the shale oil is stored in tanks until it can be transported to either a

refinery to be used as feedstock, or some process where it will be directly used as fuel. Trans-

portation of shale oil is achieved via train, ship, truck or pipeline [8]. The oil pipelines used

are generally carbon steel. Transportation pipelines can be many miles in length between

an input and output port [9].

Due to the chemical compounds present in shale oil corrosion of the pipelines becomes

significant. Corrosion refers to the degradation of a structure via transformation of its

chemical makeup. In the case of steel, oxidation (anodic reaction) occurs when an iron atom

loses electrons [10], via

Fe→ Fe2+ + 2e−. (1.1)
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This happens at the grain boundaries in the steel when exposed to an aqueous electrolyte,

as this is where the steel is most reactive. The grain boundaries are also the site of the

reduction (cathodic reaction) which consumes the electrons created by the oxidation. The

simultaneous anodic and cathodic reactions in the presence of an aqueous electrolyte form

the electrochemical cell (triangle of corrosion) [10–14]. Oil and gas pipelines contain carbon

dioxide, hydrogen sulfide, organic acids, bacteria, sand and water which will react to the

oxidation of the iron by forming many different types of corrosion [10, 14]. Two common

types are sweet corrosion, given by

CO2 +H2O + Fe→ FeCO3 +H2, (1.2)

and sour corrosion given by

H2S +H2O + Fe→ FeSx + 2H +H2O, (1.3)

where FeSx represents a range of iron sulfides. This corrosive action causes a thickness loss

of the carbon steel structures used for transporting the shale oil, such as pipelines or tanks.

Pipelines carrying water alone experience wall thickness loss (WTL) rates of less than

1 mm/y [13]. The corrosion product will usually form a protective film over the steel.

This will effectively block further corrosion, via separating the anode from the electrolyte.

However, material loss can also come from the action of suspended solids eroding the inner

surface of the pipe walls. The WTL in pipelines is enhanced via the synergistic action of

erosion and corrosion (erosion-corrosion) [13]. Erosion-corrosion increases the WTL because

the corrosion product is more easily eroded, and once the corrosion product is eroded, this

exposes the base material to be further corroded. Pipelines carrying erosive-corrosive slurry

can yield WTL rates of approximately 10 mm/y, or 27.4 µm/day [13].

Erosion-corrosion WTL increases the stress in the pipe wall from the pressure load used

to transmit the oil as well as the weight of the structure, leading to failure [15]. Indeed, it is
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estimated that the yearly cost of erosion-corrosion across all industries is somewhere between

4% and 6% of the gross domestic product of the United States [11–13]. There have been

many recent cases of oil pipeline failure due to corrosion, such as the March 2006 incident

in Alaska in which 200,000 gallons of oil were spilled [16]. This instance led to a long court

battle and ultimately, the responsible company had to pay a US$20,000,000 fine to settle

criminal charges. In addition to this being costly, it is also devastating to the environment

and the general population.

This sort of catastrophic failure has necessitated the development of corrosion mitiga-

tion strategies. The main strategies available for corrosion planning are cathodic/anodic

protection, material selection, chemical dosing and the application of internal and external

coatings [10]. However, only chemical dosing and coatings are useful for internal corrosion

mitigation [10]. These strategies require as an input some type of evaluation of the pipeline

WTL rates in order to properly select a suitable combination of mitigation strategies. One

type of analysis used is based on the statistical fatigue/failure analysis for the estimation of

the structure’s useful lifetime [17] which is based on sampling the current wall thickness at a

few, statistically significant, locations along the pipeline. The effectiveness of this approach

relies on accurate and quasi-real time measurements of the wall thickness at selected loca-

tions. As mentioned earlier, the WTL rate of 27.4 µm/day would be the theoretical average

amount of sensitivity needed to monitor the corrosion-erosion caused by slurry, such as shale

oil [13], on a daily basis. This is made even more difficult due to the fact that the tolerance of

pipe wall manufacture is generally greater than this amount (ASTM standard A106 dictates

that the wall thickness tolerance lower bound is 87.5% nominal wall thickness) [18].

Ultrasonic nondestructive evaluation provides several methods for evaluating the WTL

rate that could give the desired accuracy, but would be prohibitively expensive due to the

cost of access. The cost to inspect one meter of pipe can be as high as US$2,000-US$5,000

due to the difficulty of access. Scenarios of difficult pipeline access include: the assem-

bly of scaffolding to inspect high segments, underwater access of subsea segments, and the
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excavation of buried segments.

To contain the cost of inspections, permanently installed sensors are now being used

in a number of industrial applications under the structural health monitoring paradigm.

Commercial devices use electrodes welded onto the pipe to inject current according to the

potential drop technique [19, 20] or ultrasonic transducers directly bonded, clamped [21] or

attached through buffer waveguides to operate at higher temperatures [22]. While these

sensors can provide accurate wall thickness estimations, their coverage is limited to the

area beneath the transducer which may render the inspection ineffective if the transducer

is not positioned at the point of maximum WTL or worse if it misses the damaged area

entirely. Moreover, these sensors are not suited for monitoring inaccessible regions such as

pipe supports or concrete penetrations.

To increase area coverage, guided ultrasonic waves provide an attractive solution since

they can propagate over a large distance from a single transducer position [13]. Indeed, the

long-range inspection capabilities of guided waves are now routinely used for the detection of

defects in pipelines [23–25]. However, current long-range screening systems cannot provide

accurate estimations of defect depth especially in the presence of complex morphologies [26].

On the other hand, the constant group velocity (CGV) method [27, 28] provides a medium

range solution, typically over a distance of several pipe diameters, for the estimation of

the average WTL between a pair of guided wave transducers arranged in a pitch-catch

configuration. While average WTL may be sufficient to assess large and relatively uniform

defects, more spatially localized information is needed to estimate the maximum depth of

irregular defects.

The possibility of providing spatially localized information with guided waves through the

combination of multiple transmission measurements and tomographic techniques was realized

in the early 1990s by Hutchins’s group [29] and has since received much attention [30–36].

The majority of research works on guided wave tomography (GWT) have focused on flat

plate geometries and it has now been demonstrated that highly accurate depth maps can be
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Figure 1.1: A schematic of a pipe, and defect with symbolic dimensions is shown. Tx and
Rx refer to the transmitter and receiver ring arrays.

obtained by implementing tomographic algorithms that can take into account refraction and

diffraction effects [36]. On the other hand, fewer works have investigated GWT applications

to pipes. Here, a pair of transmit- and receive-ring arrays of ultrasonic transducers encircles

the pipe and delimits the section to be monitored, as shown in Fig. 1.1. The arrays are used

to transmit guided wave signals from any transducer of the transmit array to any transducer

of the receive array thus insonifying potential defects from multiple angles. Assuming that

the pipe wall thickness is small compared to its radius, GWT can be implemented by ideally

unwrapping the section of pipe between the arrays and treating it as a flat plate. The ring

arrays therefore transform into two parallel linear arrays and the GWT problem reduces to

the classical borehole tomography configuration used for seismic profiling [37]. The borehole

configuration leads to what is known as the limited view problem [38,39] since it is not possi-

ble to perform transmission measurements at insonification angles approaching the direction

parallel to the arrays, i. e. the circumferential direction in the pipe. The missing angles

cause image degradation and hence lead to insufficient depth estimation accuracy. Leonard

and Hinders [32] and Volker and Bloom [35] suggested that the accuracy of GWT may be

improved by exploiting the information contained in higher-order helical modes; however,

they did not provide a methodology to do so and the extent of the potential benefits gained

from the higher modes remained unclear.

Indeed, a thorough assessment of the potential of GWT for monitoring corrosion rates

in real pipelines has not been conducted and very limited information can be found in the
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literature that may support the feasibility of this approach. To appreciate the magnitude of

the challenges posed by real field applications to GWT it is necessary to consider how GWT

yields maps of WTL.

GWT is a model based inversion method that uses a forward model to predict the data

that would be produced by the experiment if the input parameters (structure of the waveg-

uide, the geometry of the defects, transducer locations, and any other conditions that might

affect the propagation of the wave) are accurately incorporated into the model. In other

words, the model is meant to accurately mimic the relevant physics of a wavefield interact-

ing with the media through which it propagates. GWT uses a rule that updates the model’s

internal definition of the waveguide, specifically the defect geometry, based on the difference

between the measured data produced by the physical experiment, and the synthetic data

produced by the forward model. The difference between these two data sets is minimized

by iteratively updating the model’s internal definition of the waveguide and reevaluating the

error in the data until no further progress is made in the minimization. This means that

theoretically, if all of the input parameters that affect wave propagation can be included in

the model accurately, the reconstruction will yield an exact description of the current state

of the waveguide.

Due to the use of a forward model within GWT, errors in the input can propagate

through the inversion and limit the accuracy of the estimation of the state of the waveguide.

These errors in input parameters are termed parametric uncertainties. These can be divided

into two groups: time dependent and time independent. One important example of a time

dependent parametric uncertainty (TDPU) would be environmental temperature change

which causes significant changes in the ultrasonic properties of the waveguide. Temperature

variations can cause changes in the propagation characteristics of the waveguide regardless of

the occurrence of damage. It is well known that an increase in temperature causes a decreases

in Young’s modulus [40]. Temperature differentials of 100 ◦C or even greater are likely in

practice since pipelines are typically exposed to extreme weather conditions and variations
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Figure 1.2: Three examples of wave propagation are shown, where the green star is a trans-
mitter, the red hexagon is a receiver, and the white circles are point scatterers. Examples
of linear scattering are shown in (a) and (b) for different scatterer positions, where the dark
arcs represent the transmitted waves, and the light arcs represent the scattered waves. In
(c) both scatterers are shown producing the same scattered waves due to the transmitted
wave as in (a) and (b), but also secondary scattered waves (the dotted arcs) due to multiple
scattering between them.

in the temperature of the fluid transported in them. Another example of TDPU occurs when

the pipe experiences fluid loading during multiphase turbulent flow, or coating degradation,

which may affect the extent of energy leakage from the waveguide to the surrounding media.

A source of time independent parameter uncertainty (TIPU) occurs when the geometry

of the pipe is not uniform in cross section or wall thickness due to poor manufacturing

tolerances, leading to a waveguide with wave propagation characteristics different from those

used by the forward model. A second example of TIPU occurs in array element position

due to small shifts that may occur in the location of the transducer at the time of the array

installation on the surface of the pipe. All of these uncertainties will cause discrepancies

between the model predictions and the physical measurement that can affect the convergence

of the inversion and lead to significant errors in reconstruction called artifacts. It is therefore

essential to provide robust strategies to mitigate the effect of these unavoidable uncertainties.

Besides the parametric uncertainties, another source of complexity results from the non-

linear nature of the inverse problem. While the forward problem describing the propagation

and scattering of guided waves can be assumed to be linear, the inverse problem is nonlin-

ear due to the multiple scattering and refraction effects [41]. An example of the difference

between linear and multiple scattering is shown in Fig. 1.2. In Fig. 1.2(a) and Fig. 1.2(b)
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the point scatterers are shown to produce scattered waves excited by the transmitted wave

being incident upon them. Fig. 1.2(c) shows that the waves produced by the scatterers will

not only depend on the wave excited by the transmitter but also the multiple scattering

between them, which is represented by the secondary scattered wave shown as dotted arcs.

This means Fig. 1.2(c) is not a superposition of the linear scattering shown in Fig. 1.2(a)

and Fig. 1.2(b).

In some imaging problems the inverse problem can be linearized by adopting simplifi-

cations in the forward model such as the Born approximation [42]. The linearization leads

to reconstructions which are the convolution of the exact state of the structure with the

so-called point spread function (PSF). The PSF can then be used to characterize the per-

formance of the inversion regardless of the properties of the structure being imaged with

metrics such as the resolution and contrast. On the other hand, such a general character-

ization is not possible when the inversion is nonlinear. Therefore, it is necessary to define

more specialized metrics applicable to narrower ranges of material and structural properties

within the applications of interest.

The aim of this thesis is to undertake an investigation of the theoretical and practical

aspects of GWT to address these raised issues. Specifically, this encompasses four main

objectives:

• Introduce a framework for high resolution under the limited view offered by the ring

arrays mounted on a pipe

• Introduce a method to ameliorate the effects of both time dependent and independent

parametric uncertainties

• Introduce a new criterion characterizing the ability of the GWT implementation given

in this thesis to produce accurate reconstructions

• Study the attainable performance of GWT for practical monitoring scenarios
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The overall approach is based on a combination of theoretical, numerical and experimental

tasks. These aims will be laid out in further detail in the following sections.

1.1.1 High Resolution GWT

Central to achieving accurate WTL reconstructions is the availability of a suitable set of

ultrasonic signals that encodes all the information required to reconstruct the WTL map

within the desired level of accuracy. To obtain all the information of interest, it is important

to perform the ultrasonic measurements so that they can yield independent or complementary

data whilst minimizing the degree of redundancy. Such a set of measurements will be referred

to as a complete dataset.

For a selected guided mode and frequency of operation, which corresponds to a wave-

length, λ, the completeness of the dataset depends on the number and spatial locations of the

source and receiver transducers. According to the Nyquist criterion, spacing the transducers

of the receiver array by less than λ/2 apart leads to spatial oversampling of the wavefield

that results in redundant information. Based on a reciprocity argument, redundant infor-

mation is also obtained when the sources of the transmit array are spaced less than λ/2

apart. Therefore, the most effective spatial sampling condition is obtained when the spacing

between transducers is λ/2 which produces the minimum number of transducers required to

capture all the information encoded in the wavefield.

Besides the spacing between transducers, ultrasonic signals collected must be excited from

a sufficiently diverse set of viewing angles. Ideally, the region of interest should be insonified

from every possible angle and each time the resulting wavefield sampled all around the same

region. In the absence of noise and parametric uncertainties, this ideal full view configuration

would lead to a unique solution to the inverse problem and hence an exact reconstruction of

the WTL map.

For GWT applications, the spatial sampling along the aperture is limited by the size of the

transducers used to excite and detect the guided waves relative to the outside circumference
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of the pipe being inspected. The diameter of the transducers is dictated by the wavelength,

of the guided wave mode selected. To achieve optimal radiation efficiency, the diameter

should be equal to half the wavelength.

In addition, the full view configuration is not possible, when inspecting a section of pipe

length with two ring arrays as discussed earlier. To recover some of the missing viewing

angles, it can be observed that a wave pulse fired from a source acts like a two-dimensional

(2-D) point source propagating outward and forming circular wave fronts. In a pipe, this cir-

cular wavefront is made up of wave-paths including the axial and circumferential directions,

and a continuum of helical wave-paths. The method introduced in this thesis is based on

the observation that for a given transmit–receive transducer pair there exists infinite helical

wave-paths that connect the transmitter to the receiver each corresponding to a different

number of turns around the pipe. Thus, it follows that the higher the order of the helical

path, the larger the number of turns around the pipe and hence the better the ray coverage

in the circumferential direction.

1.1.2 Parametric Uncertainties

TIPU, as previously stated, are errors in the input parameters of the forward model that

cause distortions in the reconstruction of the state of the waveguide. Some of these errors

can be alleviated by using differential measurements rather than absolute ones. Therefore,

instead of attempting to retrieve the absolute state of the waveguide, the inversion is aimed at

determining the change of the state of the waveguide. The change is measured by comparing

the reference state represented by the so-called baseline measurements to the current state

represented by the most recent measurements.

The advantage of using the differential measurements comes from the idea that TIPUs

are present in both the baseline and current measurements, and since they are the same,

they cancel out by the differential approach.

The differential approach is not effective in addressing the TDPU such as those produced
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by temperature variation. In order to minimize the impact of temperature variations this

thesis introduces a compensation technique that adjusts the baseline measurements to match

the temperature of the current measurements. This approach is based on the observation

that due to the spatial diversity of the array measurements, a temperature change affects

the array measurements with a precise pattern determined by the relative distances between

transducers.

1.1.3 New criterion for accuracy of GWT

Due to the nonlinear nature of GWT there is no analogy to the performance criterion of

the PSF width in linear imaging methods. The forward model used in this thesis is based

on ray theory. The limitation on the applicability of ray theory to serve as an accurate

representation of wave propagation has been shown to be based on the size of the scattering

objects relative to the size of the first Fresnel zone [43–45]. However, one of the assumptions

made in developing this criterion is that the contrasts of the scattering objects are small.

In addition, the wavefront healing phenomenon is regarded as a further cause of resolution

degradation in ray tomography [46–48]. Wavefront healing can be considered by using the

geometrical diffraction theory of Keller [49]. Moreover, accounting for geometrical diffraction

becomes a necessity when realizing that ray theory supports this type of diffraction. This

thesis introduces a new criterion which incorporates both ray and geometrical diffraction, in

order to predict the accuracy of CRT based reconstructions.

1.1.4 GWT performance study

The performance of GWT refers to its ability to accurately size and characterize the extent

of corrosion and erosion damage in pipes. Unlike linear inversions, an evaluation of perfor-

mance cannot be given independent of the defect shape and size in the case of GWT, due

to its nonlinear nature. Therefore, a large scale parametric study based on numerical sim-

ulations will be carried out. The study will test the accuracy of GWT over a range of test
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configurations and defect morphologies. Pipes of different diameters and wall thicknesses

will be considered along with various separation distances between the transmit and receive

arrays, as well as numbers of elements per array. Accuracy will then be studied as a function

of pipe, defect, and array parameters. The objective is to obtain guidelines that indicate the

performance of GWT under various monitoring scenarios.

1.2 Outline

This thesis investigates and extends the ability of GWT to accurately reconstruct WTL

maps in pipes. A framework for implementing GWT which incorporates higher-order helical

modes in order to increase the amount of information characterizing damage in the pipe is

presented. Ultimately this results in increased accuracy of the reconstructions. Effective

methods for the amelioration of errors due to parametric uncertainties are also presented. A

novel criterion to predict the ability of GWT to accurately reconstruct the maximum WTL

is introduced, and validated against simulated data with both full view circular arrays, and

limited view parallel linear arrays. Finally, an investigation of the parametric effects on

GWT performance is carried out, and reported as a guide for the implementation of GWT.

In Chapter 2 a review of guided waves is undertaken. Links between guided wave prop-

agation in pipes and plates are made, and a justification for approximating guided waves

in pipes as those in plates is given. The applicability of this approximation relies on a

sufficiently small ratio of pipe wall thickness to pipe radius.

A method for the implementation of GWT is presented in Chapter 3. The description

contains a method of virtually extending the linear arrays using the higher-order helical

modes. A simulated example of the increased accuracy that results from the consideration

of higher-order helical modes is also given.

Parametric uncertainties are addressed in Chapter 4. A method for TIPU compensation,

based on a differential approach is reviewed. This method is used in all reconstructions in this
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thesis. The method for TDPU compensation based on the minimization of a cost function

is discussed, and subsequently applied to the TDPU of thermal variation, and experimental

results given.

In Chapter 5 a new criterion of accuracy is in introduced. This comes about naturally

by reconciling the geometrical diffraction theory of Keller [49], wavefront healing [46–48],

and ray theory. The result is a limit on the contrast that can be reconstructed by GWT

based on the width of the contrast support. The criterion is tested by evaluating the errors

in reconstruction of a series of fast and slow inclusions of multiple widths, and contrast

values. The results show that the criterion defines a space for slow inclusions in width and

contrast where defects are accurately reconstructed. Counterintuitively, there is no similar

limit observed for the case of fast inclusions.

This new criterion has important implications on the implementation of GWT studied in

this thesis due to all damage in pipes being characterized as slow contrasts within the GWT

algorithm. Chapter 6 serves as a performance review of GWT based on evaluations of the

error in maximum WTL reconstructions, as a function of pipe, defect, and array parameters.

In addition, the criterion introduced in Chapter 5 is applied as a filter so that errors observed

are not due to the defects whose width and contrast are outside of the criterion.

A summary of conclusions are presented in Chapter 7, as well as a review of potential

future research.
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Chapter 2

Guided waves

To understand guided waves, it is best to first review an example from optics. Consider

the problem of transmitting a binary message over a long distance. By turning a light bulb

on and off, one could transmit a binary message that could be received in any direction.

However, from very far away, it may be difficult to receive the message because of the loss of

signal strength due to the spreading of energy over the wavefront. While useful, this method

would not be reliable for sending long range communications.

In order to overcome this challenge, fiber optic cables have been developed as waveguides

which channel optical energy along their length with very little loss of signal strength. A

simple fiber optic cable has an internal glass core, which is surrounded by a cladding material.

To create the guided wave, light is sent into the glass core with some angle of incidence, shown

as θi in Fig. 2.1. At the boundary between the core and the cladding, some of the light is

reflected at an angle θr, and some light is transmitted through the boundary into the cladding

at an angle θt, in accordance with Snell’s law, given as

k1 sin(θi) = k1 sin(θr) = k2 sin(θt), (2.1)

where

k =
ω

c
=

2πf

c
=

2π

λ
. (2.2)
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Figure 2.1: A section of fiber optic cable is shown. The multiple reflections in the core result
in the generation of a guided wave.

The angles of incidence, reflection and refraction (shown as transmission) at the boundary

will be such that each of their wavenumber components parallel to the boundary will be equal

[50, p. 316]. In Eq. (2.1), k refers to a spatial angular frequency termed the wavenumber,

which is a function of the propagation velocity in the medium, c, and the angular frequency

of the wave, ω, as in Eq. (2.2). Angular frequency is a multiple of temporal frequency, f , by

2π. Finally, θ refers to the angle of the wave propagation direction relative to the direction

normal to the boundary between the two materials.

The vector k, can be represented as,

k2 = k2
‖ + k2

⊥ =
ω2

c2
, (2.3)

where it has been decomposed into the component of the wave that is parallel to the bound-

ary, k‖, and the component that is normal to the boundary, k⊥. Snell’s law shows that both

the incident and reflected waves have k‖ in the same direction and equal in value. As a result,

the two interfering waves form a new wave mode that propagates parallel to the interfaces.
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Using the definition of k as ω/c, the effective velocity of propagation along the waveguide is

termed the phase velocity, given by

cph =
ω

k‖
. (2.4)

In addition, by properly selecting the angle of incidence and the core/cladding materials,

a scenario in which no energy is transmitted to the cladding, termed total internal reflection,

can be achieved. The result is a wave with minimal energy loss whose net propagation is

along the length of the cable. In this way, the light transmitted through the fiber optic cable

is said to be a guided wave. The benefit of this is a reliable stream of binary data that is

received much further away than would be possible using the light bulb alone.

In the case of elastic waves, the optical wave advancing from a light bulb is analogous

to a source emitting bulk waves in an unbounded isotropic solid medium, which is described

by the Navier governing equation, given as

(λ′ + µ′)∇∇ · u + µ′∇2u + ρf = ρü, (2.5)

in [50, p. 274]. In Eq. (2.5), u describes a displacement vector field in an appropriate three-

dimensional (3-D) coordinate system. In this equation, ∇ represents the gradient operator,

and ∇2 represents the Laplacian. The material particle acceleration field is noted as ü. The

constant ρ refers to the material density of the medium, and f refers to the body force vector

field. Finally, the first and second Lamé constants, λ′ and µ′ are related to the Young’s

modulus, E, and Poisson’s ratio, ν, according to

λ′ =
Eν

(1 + ν)(1− 2ν)
, and µ′ =

E

2(1 + ν)
. (2.6)

The two types of bulk waves that are supported by an elastic medium are termed lon-

gitudinal (L) and shear (S ) waves. The L waves are characterized by their displacement

polarization (direction) being in the same direction as their wave propagation. Conversely,
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S waves displacement polarization is orthogonal to the direction of their wave propagation.

For this reason, the Helmholtz decomposition is given by

u = ∇φ+∇×Ψ, where ∇ ·Ψ = 0. (2.7)

This relation represents the displacement field as a superposition of the L wave component

(the gradient of a scalar, ∇φ), and the S wave component (the curl of a zero divergence

vector, ∇×Ψ) [51, p. 25].

It can be shown that by substituting Eq. (2.7) into Eq. (2.5) and neglecting the body

forces, the result is two separate wave equations,

∇2φ =
1

c2
L

φ̈, (2.8)

and

∇2Ψ =
1

c2
S

Ψ̈, (2.9)

where

c2
L =

λ′ + 2µ′

ρ
, and c2

S =
µ′

ρ
. (2.10)

Equations (2.8) and (2.9) govern the L and S waves independently in an infinite solid

medium. The velocity of the L and S waves propagation is given in terms of Lamé con-

stants in Eq. (2.10).

In the case where L or S waves interact with a boundary, mode conversion may occur.

Mode conversion refers to the generation of both L and S waves reflected and transmitted

from a boundary when an L or S wave is incident upon the boundary. The propagation

directions of the mode converted waves are related using Eq. (2.1). Note that the S waves

generated from an incident L wave will have a polarization in the plane defined by the normal

to the surface and the direction of the incident wave. In addition, an incident S wave with

polarization orthogonal to the surface normal will not mode convert.
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Just as in the fiber optic example, elastic bulk waves can also be guided by reflection from

boundaries. Additionally, many engineering structures present themselves as waveguides,

such as plates, pipes or rods. This makes inspection of such structures using guided waves

a natural choice. Of course in the case of elastic guided waves the interest is no longer in

transmitting binary data, but rather, transmitting a single wave pulse through the structure

in order to detect the presence of damage. In the following sections, a review of guided waves

in structures relevant to GWT will be carried out.

2.1 Guided waves in plates

The flat plate waveguide is a bit different than the fiber optic cable in geometry, but in

principle, the same rules will apply. The boundaries support the reflections of bulk waves

from the surfaces of the plate. The propagation directions of these reflections are again

governed by Eq. (2.1). In this case, the plate is subject to traction free conditions given by

σt = 0, and σb = 0, (2.11)

where σt and σb refer to traction vectors given at the top and bottom surfaces. These

boundary conditions in conjunction with Snell’s law determine the characteristics of the

guided waves that can propagate in the plate.

2.1.1 Shear horizontal waves

Similar to the fiber optic example, guided waves result from a superposition of the up and

down reflecting bulk waves. As the name suggests, shear horizontal (SH) guided waves

originate from the reflection of S waves with a polarization that lies in a direction that is

parallel to both surfaces of the plate, and orthogonal to the direction of wave propagation,

as shown in Fig. 2.2. Due to the polarization of the S waves, no mode conversion will

occur. Thus, the y direction is chosen as the direction of displacement polarization, and the
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Figure 2.2: An example of SH guided wave propagation in an infinite plate is shown. The
dotted plane is the mid-surface of the plate, in which a slice of the displacement distribution
is shown. The reflected S waves propagation directions are shown as u+

y and u−y , and the
SH direction is shown as cph.

x direction as being parallel to the propagation direction.

The displacement field of an SH guided wave can be expressed as,

uy(x, z; t) = Amy(z)ei(k‖x−ωt), (2.12)

where, A is an arbitrary amplitude, and my(z) describes the distribution of particle dis-

placement in the y direction through the thickness of the plate termed a mode shape. The

complex exponential factor describes the harmonic relationship between time, t, and prop-

agation along the x direction. This harmonic relationship is termed the phase propagation

factor. Just as in the fiber optic cable example, k‖ = ω
cph

, is the guided mode wavenumber.

Consider that k⊥ will define the mode shape by determining its number of oscillations.

Thus, k and k⊥ of the S waves will determine the guided propagation characteristics k‖ and

by extension cph. In order to find k⊥, the partial wave method [51, p. 107] is employed by

representing the multiple reflections of the bulk waves as one up and one down reflecting S

wave. These two partial waves must satisfy the traction free boundary conditions given in

Eq. (2.11).
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Due to the polarization of the S waves, only one shear stress component of the boundary

condition is required, given by the Hooke’s law relation

σzy = µ′
∂uy
∂z

. (2.13)

The polarization also reduces Eq. (2.9) to

∇2uy =
1

c2
S

üy. (2.14)

The partial wave solutions to the simplified wave equation (2.14) are defined as

u+
y (x, z; t) = A+ei(k‖x+k⊥z−ωt),

u−y (x, z; t) = A−ei(k‖x−k⊥z−ωt),

(2.15)

where u+
y is the up reflected bulk wave, and u−y is the down reflected bulk wave, as represented

in Fig. 2.2.

Substituting each partial wave given in Eq. (2.15) into the Hooke’s law given by Eq. (2.13)

gives the partial waves contribution to the surface shear stresses as, σt+zy , σt−zy , σb+zy and σb−zy ,

where the superscripts t and b respectively refer to the top and bottom surfaces, and as

before + and − refer to the component’s origin as either an up or down reflecting partial

wave. The summation of these components at the top and bottom surfaces together with

the boundary condition from Eq. (2.11), gives

σtzy = σt+zy + σt−zy = 0,

σbzy = σb+zy + σb−zy = 0.

(2.16)
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Reformulating Eq. (2.16) as a matrix equation yields

0

0

 =

dt+(θ) dt−(θ)

db+(θ) db−(θ)


A

+

A−

 ei(k‖x−ωt) = D aei(k‖x−ωt), (2.17)

where the d(θ) can be thought of as a directional component of the stress contribution in

terms of the incident/reflected angle, θ, the partial wave of origin, and the boundary with

which it interacts. In order for Eq. (2.17) to admit a non-trivial solution (a 6= 0), the

determinant of D must vanish, i. e.

|D| = 0. (2.18)

Since k⊥ = k cos(θ), this can be thought of as an equation in k⊥. It is termed the charac-

teristic, or secular equation. It is shown in [51] that it admits a countably infinite set of

solutions,

kn⊥ =
nπ

d
where


n ∈ {0, 2, 4, ...} for symmetric modes,

n ∈ {1, 3, 5, ...} for antisymmetric modes.

(2.19)

These correspond to the n modes of the SH guided waves. Each SH mode will from here on

be noted using a subscript n to refer to its order (e.g. SHn is the n-th order SH mode). An

example of the SH1 and SH2 mode shapes are shown in Fig. 2.3.

Equation (2.19) gives kn⊥ as a integer number of half oscillations that make up the mode

shape present in the thickness of the plate, d, where the even n give symmetric modes and

the odd give antisymmetric modes. This leads to each mode having its own relationship

to cph. In order to determine this relationship, Eqs. (2.19) and (2.4) are rearranged and

substituted into Eq. (2.3) yielding

ω2

c2
S

=
ω2

c2
ph

+
(nπ
d

)2

. (2.20)
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Figure 2.3: The mode shapes of SH1 and SH2 are shown in (a) and (b) respectively at a
frequency-thickness product of 5 MHz-mm in a steel plate 1 mm thick. These have been
normalized by power flow in the direction of guided wave propagation.

Solving Eq. (2.20) for cph results in

cph =
2cSfd√

4(fd)2 − n2c2
S

, (2.21)

which gives the phase velocities for all SHn.

The first six phase velocity curves for a steel plate are shown in Fig. 2.4(a). An interesting

result is that the phase velocity is dependent on the frequency-thickness product, f ·d, rather

than the frequency and thickness independent of one another. It should also be noted that

for each of the higher-order modes (i. e. n > 0) there exists a frequency-thickness product

where the phase velocity becomes infinite. These are termed cutoff frequency-thickness

products. Below these cutoffs, the energy flow of the modes vanishes and the mode becomes

nonpropagating.

For a given thickness, d, the phase velocity decreases with frequency. As a consequence,

the higher frequency components of a wave pulse tend to travel at a lower speed than the low

frequency components. This can cause significant pulse distortion as the slow frequencies

trail behind the fast ones. Under these conditions the velocity at which the pulse propagates
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Figure 2.4: The phase velocity (a) and group velocity (b) dispersion curves of SH waves in
a steel plate are shown. The red curves refer to the symmetric modes, and blue curves refer
to the antisymmetric modes. In both cases, the subscripts refer to the mode order n.

is given by the so called group velocity,

cgr =
∂ω

∂k‖
, (2.22)

which refers to the velocity of the center of gravity of the pulse envelope. The group velocity

dispersion curves corresponding to the modes shown in Fig. 2.4(a), are given in Fig. 2.4(b).

2.1.2 Lamb waves

Lamb waves are another type of guided wave that are supported in plates subject to the same

traction free boundary condition given in Eq. (2.11). They are the result of a superposition

of the L and S waves whose displacements adhere to a plane strain condition, given by

uy =
∂

∂y
= 0. (2.23)

Thus the displacement occurs only in the plane formed by the chosen propagation direction,

x, and the normal to the surfaces of the plate. This means that the L and S waves will mode

convert at the boundaries.
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The solution form for Lamb waves is given by,

ux(x, z; t)uz(x, z; t)

 = A

mx(z)

mz(z)

 ei(k‖x−ωt). (2.24)

This equation includes an arbitrary amplitude A and two mode shape terms, mx(z) and

mz(z). The mode shapes and dispersion curves can be solved by the partial wave method,

as was done in the review of SH guided waves. The multiple reflections are represented by a

pair of up and down reflecting partial waves for each of the L and S waves that propagate

in the xz plane.

Due to the plane strain condition, the traction free boundary condition will only involve

the corresponding shear and normal stresses at the surfaces of the plate. This boundary

condition is given as 

σtzz

σtzx

σbzz

σbzx


= 0. (2.25)

In addition, this boundary condition now implies that D will be a four by four matrix,

in which each element represents the contribution from each partial wave to a particular

surface stress component. In this case, the characteristic equation yields the Rayleigh-Lamb

equation [52–54] , given as

tan(k⊥Sd/2)

tan(k⊥Ld/2)
= −

[
4k⊥Lk⊥Sk

2
‖

(k2
⊥S − k2

‖)
2

]±1

(2.26)

where

k2
⊥L =

ω2

c2
L

− k2
‖, and k2

⊥S =
ω2

c2
S

− k2
‖. (2.27)

In Eq. (2.26) the +1 exponent of the right hand side yields an equation that gives the

symmetric modes (Sn) while the −1 exponent gives the antisymmetric modes (An), where
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Figure 2.5: The phase velocity (a) and group velocity (b) dispersion curves of Lamb waves in
a steel plate are shown. The red curves refer to the symmetric (Sn) modes, and blue curves
refer to the antisymmetric (An) modes. The subscripts n refers to the mode order.

the subscript, n, refers to the mode order. Also, in Eq. (2.27), k⊥L and k⊥S refer to the

corresponding L and S bulk wavenumber components that are in the direction normal to the

plate surfaces. Due to nonlinearity, this equation is only solvable by numerical methods. Such

a procedure is outlined in [51, p. 110]. DISPERSE is a software package that implements such

numerical methods for the analysis of guided waves, and is used to produce the dispersion

curves and mode shapes shown in the present review [55].

The symmetric and antisymmetric Lamb wave dispersion curves are shown in Fig. 2.5.

Many of the same features that were present in the SH dispersion curves are observed in this

case as well, such as the dispersion curves dependence on the frequency-thickness product,

and the existence of cutoff frequency-thickness products.

The mode shapes corresponding to A0 and S0 are shown in Fig. 2.6. These modes are

termed the fundamental flexural and extensional modes respectively.
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Figure 2.6: The mode shapes of A0 and S0 are shown in (a) and (b) respectively at a
frequency-thickness product of 1.4 MHz-mm in a steel plate 1 mm thick. These have been
normalized by power flow in the direction of guided wave propagation.

2.2 Guided waves in pipes

As before, guided waves in pipes result from a superposition of bulk waves reflecting between

the two cylindrical surfaces of the pipe. The boundary conditions are given by

σi = 0, and σo = 0, (2.28)

where σi, and σo refer to the inner and outer surface traction vectors. Using these boundary

conditions, dispersion curves for all axial and circumferential guided waves in pipes can be

solved for via the partial wave method. The form of D for the different classes of axial and

circumferential guided waves are given in [50,51,56,57].

Reconsidering guided waves in the plate, the propagation direction is assumed to be in

the x direction for both SH and Lamb waves. In the case of the pipe, modes similar to the

SH and Lamb modes will propagate in both axial and circumferential directions. This could

be conceptualized as wrapping the plate into a pipe by transforming either the x or y axis

of the plate into a ring. In the following sections, comparisons between the guided modes in

pipes and plates will be made to show the validity of approximating guided pipe modes as
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Figure 2.7: A section of pipe is shown with a representation of an axial guided wave propa-
gating along the z direction of the cylindrical coordinate system.

guided plate modes when the ratio of pipe wall thickness to the inner radius is small [58].

2.2.1 Axial guided waves

Axial guided waves are characterized by their propagation direction being along the axial

dimension of the pipe, as shown in Fig. 2.7, where the z axis is chosen as the propagation

direction in terms of the cylindrical coordinate system shown. The axial guided waves are

divided into three classes of modes: pure torsional, T(0, q), longitudinal, L(0, q), and flexural,

F(p, q), as done in [59]. The circumferential order, p, corresponds to the number of cycles

of variation of the displacement field around the circumference, while the radial order, q,

describes the displacement distribution through the thickness of the pipe, just as the mode

order did in plates. When the circumferential order is zero, the modes displacement is axially

symmetric, and the classes T(0, q) and, L(0, q) are obtained.

The general displacement field solution for the axial guided waves is given as


ur(r, β, z; t)

uβ(r, β, z; t)

uz(r, β, z; t)

 = A


mr(r)

mβ(r)

mz(r)

 eipβei(k‖z−ωt). (2.29)
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Figure 2.8: The mode shapes of T(0, 2) and T(0, 3) are shown in (a) and (b) respectively at
a frequency-thickness product of 5 MHz-mm in a steel pipe with 10 mm inner radius and
1 mm wall thickness. These have been normalized by power flow in the direction of guided
wave propagation.

In this equation, A is an arbitrary amplitude, mr(r), mβ(r), and mz(r) are the mode shapes

corresponding to each of the cylindrical coordinates, p represents the circumferential order,

and k‖ describes the wavenumber of propagation along the z axis. The dispersion charac-

teristics of each mode class are obtained by imposing the traction free boundary condition

given by Eq. (2.28). In the case of the pipe, the characteristic equation (2.18) is an implicit

transcendental function of d
λ

and fd
cS

. The roots of (2.18) can be determined by fixing d
λ

and solving for fd
cS

, or vice versa, as proposed by Gazis in [56,58]. The DISPERSE software

package is used in this review to generate dispersion curves and mode shapes of axial guided

waves in pipes [55].

T(0, q) pipe modes have only a single displacement component that is orthogonal to both

the surface normal direction, and direction of propagation. Thus, ur(z) and uz(z) vanish,

which simplifies the displacement field given in Eq. (2.29) to

uβ(r, z; t) = Amβ(r)ei(k‖z−ωt), (2.30)

which represents a pure twisting motion. The similarities between T(0, q) and SH modes are
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Figure 2.9: The phase velocity (a) and group velocity (b) dispersion curves of T(0, q) in a
steel pipe with 10 mm inner radius and 1 mm wall thickness are shown. The red curves refer
to the symmetric modes, and blue curves refer to the antisymmetric modes.

apparent when comparing the mode shapes of each in Fig. 2.8 and Fig. 2.3, and the phase

velocity dispersion curves of each shown in Fig. 2.9 and Fig. 2.4.

The L(0, q) displacements have no component in the circumferential direction, which

reduces the displacement field given in Eq. (2.29) to

ur(r, z; t)

uz(r, z; t)

 = A

mr(r)

mz(r)

 ei(k‖z−ωt). (2.31)

Similar to Lamb waves, the L(0, q) modes result from the outward and inward L and S

waves reflecting between the surfaces of the pipe. The mode shapes of L(0, 1) and L(0, 2) in

Fig. 2.10 appear to be similar to those of the A0, and S0 in Fig. 2.6. There is also agreement

between the respective dispersion curves shown in Fig. 2.11 and Fig. 2.5.

Unlike the T(0, q) and L(0, q) classes, F(p, q) has a full 3-D displacement solution as

given in Eq. (2.29). Due to the circumferential order, p, having a minimum of one, all

of the displacement components will vary sinusoidally, around the circumference, where the

circumferential order gives the number of oscillations. This leads to a situation in which some

radial orders of the F(p, q) modes will converge to the SH modes and others will converge to
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Figure 2.10: The mode shapes of L(0, 1) and L(0, 2) are shown in (a) and (b) respectively at
a frequency-thickness product of 1.4 MHz-mm in a steel pipe with 10 mm inner radius and
1 mm wall thickness. These have been normalized by power flow in the direction of guided
wave propagation.
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Figure 2.11: The phase velocity (a) and group velocity (b) dispersion curves of L(0, q) in a
steel pipe with 10 mm inner radius and 1 mm wall thickness are shown. The red and blue
curves refer to the symmetric and antisymmetric modes respectively.
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Figure 2.12: The mode shapes of F(1, 1) and F(1, 3) are shown in (a) and (b) respectively at
a frequency-thickness product of 1.4 MHz-mm in a steel pipe with 10 mm inner radius and
1 mm wall thickness. These have been normalized by power flow in the direction of guided
wave propagation.
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Figure 2.13: The phase velocity (a) and group velocity (b) dispersion curves of F(1, q) in a
steel pipe with 10 mm inner radius and 1 mm wall thickness are shown for q = {1, 2, 3}. The
L(0, 1), T(0, 1), and L(0, 2) dispersion curves are also shown for comparison.
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the Lamb modes.

In Fig. 2.12, the mode shapes of F(1, 1) and F(1, 3) are shown. Notice that the maximum

amplitude of mβ(r) is much smaller than those of the other mode shapes. When compar-

ing the more dominant mr(r) and mz(r) mode shapes of this figure with those shown for

L(0, 1) and L(0, 2) in Fig. 2.10 or A0 and S0 in Fig. 2.6, good agreement is observed in both

cases. Additionally, when comparing the dispersion curves shown in Fig. 2.13 it is clear

that the F(p, q) modes converge to the T(0, q) or L(0, q) modes, who in turn converge to the

corresponding plate modes for high frequency-thickness products.

In the present review of axial guided waves, it has been observed that each guided mode

in a pipe will have an analogy to a guided plate mode. However, it is necessary to understand

why the similarity between the pipe and plate modes dispersive characteristics exists. The

mode shapes in plates are made up of sinusoids, while mode shapes in pipes are composed

of Bessel functions [50, p. 476]. For large frequency-radius products, and small ratio of wall

thickness, d, to inner radius, ri, given as

η =
d

ri
, (2.32)

the Bessel functions will approximate the sinusoids well [56, 60]. Because the characteristic

equation is composed of the same terms as the mode shapes, the solution of the dispersion

curves will also depend on the ratio of wall thickness to inner radius [51, 56, 58], as well as

the frequency-thickness product. The effect of this is that for a pipe of given dimensions,

the low frequency-thickness products correspond to a disagreement between the dispersion

curves of the pipe modes and their plate analogs. In addition, increased circumferential

order is shown in [57,58] to increase the range of low frequency-thickness products for which

there is poor agreement between dispersive properties of plates and pipes. Given these facts

and the previous observations, it is concluded that it is reasonable to approximate the axial

guided waves in pipes by their plate counter parts when the ratio of pipe wall thickness to
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Figure 2.14: A section of pipe is shown with a representation of a circumferential guided
wave propagating in the β direction of the cylindrical coordinate system.

internal radius is small (η ≤ 0.1), and the frequency-thickness product used is above of the

region where the dispersion curves diverge.

2.2.2 Circumferential guided waves

Circumferential guided waves propagate in the z = 0 plane, and follow a circular path defined

by the inside and outside boundaries of the pipe, as shown in Fig. 2.14. The solution form

given in Eq. (2.29) is still valid, but now k‖ is set equal to zero to eliminate propagation

in the z direction. This leads to the incorporation of the exponential that contained the

circumferential order into the phase propagation factor, which results in the new solution

form given by 
ur(r, β; t)

uβ(r, β; t)

uz(r, β; t)

 = A


mr(r)

mβ(r)

mz(r)

 ei(k◦roβ−ωt). (2.33)

What was previously the circumferential order p in the axial guided wave solution is now

termed the angular wavenumber, and it is the product of the circular wavenumber, k◦,

and outer radius of the pipe, ro [57]. The circular wave number is analogous to k‖ from

the previous cases, but now it is related to the propagation of a guided wave around the
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circumference.

In the case of the shear horizontal type circumferential modes (CSH), the displacement

is limited to uz, as shown in Fig. 2.14. The circumferential Lamb symmetric (CLS) and

antisymmetric (CLA) modes abide by the plane strain, given as

uz =
∂

∂z
= 0. (2.34)

Again, each mode has a corresponding mode order, n, which is noted as subscript of the

specific mode (e.g. CLA0 is the zero order CLA mode). The dispersion curves and mode

shapes of the CSH, CLS, and CLA are solved again by the partial wave method as in the case

of axial guided waves, and thus the convergence towards the guided plate modes is similar.

Also, it is shown in [61, 62] that the dispersion curves of the circumferential guided modes

are universal for any pipe with common ratio of wall thickness to inner radius. A complete

derivation of CSH, CLS, and CLA is given in [57]. Similar to the axial dispersion curves,

there is disagreement between the dispersion curves of the circumferential guided waves and

those of the plate for low frequency-thickness products, and good agreement elsewhere, as is

stated by Rose in [51, p. 157], and shown in [61,62].

2.3 Mode selection for GWT

While reviewing guided waves, it was observed that there are many guided wave modes that

are available to be used to detect WTL in plates and pipes. In previous applications of GWT

to flat plates it has been shown that guided wave scattering by wall thinning can be described

through an acoustic model based on the dispersion characteristics of Lamb waves [34, 36].

The phase velocity of Lamb waves depends on the product of signal frequency, with plate

thickness. This dependence is shown in Fig. 2.5. For a selected mode and frequency, it is

postulated that the interaction of the probing guided wave with a region of reduced wall

thickness can be modeled as the perturbation experienced by an acoustic pressure wave
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Figure 2.15: The fundamental flexural (A0) and extensional (S0) phase velocity and group
velocity dispersion curves of Lamb waves in a steel plate are shown. The large black dot
shows the maximum of the A0 group velocity. The dotted black vertical line shows that the
maximum occurs at f · d ≈ 1.4 MHz-mm, which is termed the CGV point.

propagating in a medium with non-uniform sound speed. The sound speed distribution is

derived from the defect depth profile by evaluating the frequency-thickness product at each

point inside the defect and determining the corresponding phase velocity from the mode

dispersion curve. For instance, the A0 mode slows down as it enters the defect since its

phase velocity dispersion curve increases with frequency-thickness monotonically. Thus, for

a wave pulse of known frequency traveling in a plate, a measurement of the traveltime

and path length can be used to find the group velocity, and by extension determine the

thickness. In practice, to make use of dispersion one would use a narrow band pulse (i. e.

a pulse consisting of a tight grouping of frequencies) so that each frequency component of

the signal travels at approximately the same velocity, and thus the pulse distortion effect

is minimized. This allows a simple measurement of traveltime to be used to indicate the

presence of WTL.

Complications arise for some frequency-thickness products which support the propagation

of multiple modes with nearly the same velocity. For instance, when considering the A0

and S0 modes propagating in a plate, their phase velocities tend to the same asymptotic

value as the frequency-thickness product increases, as shown in Fig. 2.15. In addition, for
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high frequency-thickness product values many different modes can propagate simultaneously

leading to complex waveforms containing multiple overlapping wave pulses. In order to

avoid multiple modes of propagation occurring, one solution is to excite the zero order

modes, below the cutoff frequency-thickness product with the smallest value. Thus, the low

frequency-thickness product region of the zero order modes is focused on.

Assuming that all pipes analyzed will have a sufficiently low ratio of thickness to inner

radius such that their dispersive characteristics can be approximated by those in a plate

leaves only SH0, A0, and S0 as candidate guided waves to be used in GWT. The benefit of

WTL corresponding to a change in phase or group velocity is lost for the SH0 mode, because

its phase velocity is independent of frequency. For this reason it will not be appropriate

for GWT. Moving on, the A0 and S0 modes are dispersive, and thus their group and phase

velocities will be sensitive to changes in wall thickness. In addition, A0 and S0 have different

group and phase velocities for lower frequency-thickness products, such that they should not

overlap. For these reasons, A0 and S0 are both viable guided wave modes for the detection

of WTL.

When comparing the A0 and S0 dispersion curve characteristics in the low frequency-

thickness product region, it is important to keep in mind the intended use of the selected

mode as a probe to detect WTL. This makes it imperative to choose a mode that links

thickness to phase or group velocity with the greatest amount of sensitivity possible. Given

this, it is noticed when comparing the phase velocity dispersion curves, shown in Fig. 2.15,

that the S0 phase velocity curve plateaus as the frequency-thickness product approaches

zero. This implies a loss of sensitivity to WTL for deep defects. Conversely, the A0 has

an increasing slope as frequency-thickness product decreases. Thus, the sensitivity of A0 to

WTL will be greater than that of S0.

Furthermore, Fig. 2.15 shows that the A0 phase velocity curve is monotonically increasing,

in a frequency-thickness product region where its group velocity is at a maximum (around

1.4 MHz-mm in steel) and with fairly constant value over a range of frequency-thickness
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Figure 2.16: The effect of dispersion on a three-cycle Hann-windowed A0 wave pulse with
160 kHz center frequency that has propagated 400 mm is shown in plates of different thick-
nesses. Because each of the frequency-thickness products shown are near the CGV point,
the envelope of the pulse is relatively stable for different plate thicknesses.

products. The frequency-thickness product that corresponds to the maximum A0 group

velocity is the CGV point which is a key concept defined in the previously mentioned CGV

method [27]. The benefit of operating at a frequency-thickness product region near the CGV

point is observed in Fig 2.16. It shows a pulse that has propagated 400 mm from the source

to the receiver for various plate thicknesses and the same frequency. In spite of the change in

plate thickness, the wave group is received at the same time, with nearly the same envelope.

However, the phase of the signal changes significantly with respect to the change in plate

thickness. Ultimately, operating at the CGV point has the effect of allowing the arrival time

of the pulse to be predicted without knowledge of the actual wall thickness, and minimizing

the pulse distortion due to dispersion.

Up to this point, the pipes have been analyzed as if they were in a vacuum, but their

intended use in pipelines will have them transmitting oil or gas. In the case of gas transmis-

sion, the vacuum approximation is appropriate due to the low impedance of gas compared to

steel, but when transmitting oil, the effect of liquid loading must be considered. The guided

waves are said to ’leak’ energy into fluid, as a result of the boundary conditions between the

fluid and the pipe surface. Both A0 and S0 have displacement in the direction normal to the

surface, shown in Fig. 2.6. This displacement causes a wave to be generated in the liquid,
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Figure 2.17: The fundamental flexural (A0) and extensional (S0) attenuation dispersion
curves of Lamb waves in a 1 mm thick steel plate bounded by a water half space above, and
vacuum half space below are shown. In the region near the CGV point (f ·d ≈ 1.4 MHz-mm)
the attenuation of A0 is significantly higher than that of S0.

which results in the loss of energy of the guided wave. The attenuation curves of A0 and S0

for a steel 1 mm thick plate with a water half space on one side, and vacuum on the other

are shown in Fig. 2.17. It is clear that the attenuation value of A0 is larger than that of S0 at

the CGV point. Nevertheless, the benefits of the superior sensitivity of A0 to wall thickness

cannot be ignored, and so it is chosen as the mode which will be used as the probing wave

in the following implementation of GWT.

2.4 Summary

This chapter has reviewed the properties of guided ultrasonic wave propagation in plates and

pipes, as well as their relationship to one another. It has been observed, that the dependence

of curvature with propagation direction causes anisotropy since phase and group velocity vary

with curvature. However, when the thickness is small compared to the inner radius of the

pipe (η ≤ 0.1) the velocity dependence on curvature is negligible and the acoustic sound

speed map can be approximated using phase velocity values of Lamb waves propagating in

plates. The dependence of dispersion curves on the frequency-thickness product provides
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a means to determine wall thickness from the measured phase velocity of a mode. Due

to dispersion and the presence of multiple propagating modes, guided wave signals can be

highly complex. It is therefore necessary to identify suitable inspection parameters that limit

the adverse effects of such complexity. The use of the fundamental flexural mode (A0) at an

operating frequency-thickness product near the CGV point provides an optimal configuration

that maximizes sensitivity to WTL whilst minimizing the effect of group velocity dispersion

and limiting the presence of unwanted high order propagating modes.
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Chapter 3

Theory of high resolution GWT in

pipes

3.1 Theory

In order to reconstruct wall thickness maps from guided wave transmission signals, it is

necessary to formulate an inverse problem which can interpret the information contained

in the ultrasonic waveforms and translate it into a representation of the defect’s geometry.

To this end, a forward model is used to describe how the probing waves interact with the

defect and to provide the inversion scheme with the ’key’ to decode the defect geometrical

information from the measured ultrasonic signals. The forward model and inversion scheme

are discussed next.

3.1.1 Forward model

The aim of this section is to model the propagation of guided waves between the transducers

of the transmit and receive arrays. For this purpose it is observed that a pipe can be

represented by the surface of a circular cylinder, Σ, and a function d(P) providing the wall

thickness, d, at any point, P, on Σ. In the 3-D Euclidean space with Cartesian coordinates
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Figure 3.1: Coordinate systems used to form the parameterization of a circular cylinder. (a)
3-D physical space; (b) 2-D acoustic domain.

{O, x, y, z}, the position of P is uniquely determined by a vector, r ∈ R3, of coordinates

(x, y, z). In order to provide 2-D representation of guided wave propagation and scattering,

the 3-D surface can be unwrapped using the parametric equations

x = r sin
x′

r
, y = r cos

x′

r
, z = y′, ∀(x′, y′) ∈ [0 2πr]× [0 H] (3.1)

where r is the average pipe radius across the thickness and H is the length of pipe section

as shown in Fig. 3.1. Equations (3.1) are written with reference to the Cartesian coordinate

system {O′, x′, y′}, in which the position of a point P′ is uniquely determined by the vector

r′ ∈ R2 of coordinates (x′, y′). Moreover, they map a point P ′ ∈ [0 2πr]× [0 H] onto one

and only one point P ∈ Σ. In a more compact vectorial notation Eqs. (3.1) can be expressed

as

r = r(r′) ∀r′ ∈ Ω, (3.2)
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where Ω = [0 2πr] × [0 H]. Note that throughout the chapter the prime sign is used to

refer to quantities in the 2-D domain.

The acoustic model is formulated assuming that the influence of wall thinning on the

propagation of guided waves can be modeled by a phase velocity field defined as

c(r) = cph[f · d(r)], ∀r ∈ Σ, (3.3)

where cph(·) is the dispersion function of the selected Lamb mode and d(r) is the thickness

distribution along the pipe. As a consequence, the velocity field in the 2-D domain is

obtained by assigning to each point P ′ ∈ Ω the value of phase velocity associated with its

corresponding point P ∈ Σ i. e.

c′(r′) = cph{f · d[r(r′)]}, ∀r′ ∈ Ω. (3.4)

The velocity field in Eq. (3.4) is then used to define a 2-D acoustic medium in which guided

wave scattering reduces to acoustic scattering described by a scalar potential φ(x′, y′, f)

solution to the inhomogeneous Helmholtz equation [63]

∇2φ(x′, y′, f) + k2
0φ(x′, y′, f) = −4πOH(x′, y′, f)φ(x′, y′, f), (3.5)

where k0 = 2πf/c′0 is the background wavenumber dependent on the background velocity

c′0(f) = c(fd0), with d0 being a reference thickness, e.g. the thickness of the undamaged

pipe. OH(x′, y′, f), is the object function given by

OH(x′, y′, f) =
k2

0

4π

[(
c′0(f)

c′(x′, y′, f)

)2

− 1

]
, (3.6)

and is the acoustic representation of the WTL; OH(x′, y′, f) vanishes outside the damage

area. The high-frequency asymptotic form of Eq. (3.5) leads to the ray theory of geometrical
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acoustics described by the eikonal equation

(
∂τ

∂x′

)2

+

(
∂τ

∂y′

)2

= O2
e(x
′, y′), (3.7)

where the function τ(x′, y′) is the traveltime of the acoustic wave to point (x′, y′) and the

object function Oe(x
′, y′) is now defined as the slowness

Oe(x
′, y′) =

1

c′(x′, y′)
, (3.8)

where c′(x′, y′) can refer to the phase velocity at the center frequency of the wave pulse or

its group velocity at the same frequency depending on whether the propagation of the signal

phase or energy is to be considered.

The parametric representation (3.1) and Eqs. (3.5) and (3.6) or their asymptotic coun-

terpart (3.7) and (3.8), constitute the mathematical expression of the forward model. The

model can be used to describe guided wave propagation from the transducers of the trans-

mit array to those of the receive array. With reference to Fig. 3.2(a) the two arrays can be

represented by two closed curves ΓT and ΓR, each of length L, and delimiting a section of

pipe with lateral surface σ. Using the coordinate system (x′, y′) shown in Fig. 3.2(a), σ maps

onto the 2-D domain Ω = [0 L]× [0 D], where D is the distance between ΓT and ΓR.

Guided wave propagation from a point source T to a point receiver R on the pipe is

modeled by solving Eq. (3.5) in the Ω domain for a point source T ′0 and a receiver R′0, T ′0 and

R′0 being images of T and R, respectively. As an example, the direct wave-path from T to R,

Γ0, can be obtained by applying mapping (3.2) to wave-path Γ′0 which in the Ω domain joins

T ′0 and R′0. In the absence of damage, the velocity model is uniform, c′(r′) = c′0, and therefore

Γ′0 is the straight segment joining T ′0 to R′0; this path results in the shortest traveltime of

both phase and group and thus satisfies Fermat’s principle. Applying the isometric mapping

(3.1) to Γ′0 leads to a helical wave-path Γ0 with the same length as Γ′0 and therefore resulting

in the shortest traveltime from T to R.

44



y

z

x

x’

y’

0 L

D
Ω

2L 3L

x’

y’

0 L

D
Ω

Τ’0 Τ’1 Τ’2

R’0 R’1 R’2

2L 3L

Γ'0 Γ'1 Γ'2

Γ'-1 Γ'-2

r’ r1’ r2’

Lx’ Lx’
P’0

P’1 P’2

(a)

(b)

(c)

Γ'-1
Γ1

ΓT

σ
Γ0

x’

T

R

y’

ΓR

Figure 3.2: Replication method used to describe wave-paths wrapping around a pipe. (a)
3-D physical model showing the position of a point source (T) and receiver (R) and the corre-
sponding first three wave-paths Γ0, Γ1, and Γ−1; (b) Extended acoustic domain Ω∞ showing
the dependence of r′n on r′ for the first two replicas; (c) Acoustic wave-paths corresponding
to the guided wave-path on the surface σ.

In order to describe the higher-order helical modes, it is sufficient to extend the Ω domain

to infinity by connecting replicas of Ω. As a result, for any point P ′ ∈ Ω with position vector

r′ there exist an infinite number of points in the extended domain Ω∞, with the point P ′n
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belonging to the n-th replica being defined by the position vector

r′n = r′ + nLx̂′, (3.9)

where x̂′ is the unit vector parallel to the x′-axis as illustrated in Fig. 3.2(b). Equation (3.9)

is used to extend the object function

Õ(r′n) = O(r′n − nLx̂′), (3.10)

and to define a new parametric representation r̃ : Ω∞ → σ as

r̃(r′n) = r(r′n − nLx̂′), (3.11)

where r : Ω→ σ is the one-to-one mapping introduced earlier (3.2). By definition, mapping

r̃(r′n) is no longer injective as infinite points in the Ω∞ domain correspond to the same point

on the surface σ.

As illustrated in Fig. 3.2(c), all the higher-order helical modes can be modeled considering

the infinite replicas of T ′0, T ′n, and R′0, R′n, that can be generated from T ′0 and R′0 with

Eq. (3.9). As a result, the portion of the signal transmitted from T and measured at R and

corresponding to the wave-path undergoing n turns around the pipe, Γn, can be obtained

by solving (3.5) in the Ω∞ domain with a point source in T ′0 and a point receiver in R′n.

The wave-path Γn is obtained by applying mapping (3.11) to the wave-path, Γ′n, that joins

T ′0 in R′n in Ω∞. Similarly, the wave-path Γ′−n joining T ′n to R′1 maps onto the wave-path

Γ−n that wraps n-times around the pipe but in the opposite direction of Γn. It should be

observed that with the indexing used in this chapter the wave-path Γ′±n is obtained using

transducer pairs whose relative distance along the x̂′ axis is comprised between (n−1)L and

(n+ 1)L− L/N where it is assumed that n > 0 and the transmit and receive arrays consist

of N equally spaced transducers each. Since a full turn corresponds to a relative distance
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along the x̂′ axis equal to L, Γ′±n is associated with wave-paths that perform between n− 1

and n full turns plus a fraction up to (N − 1)L/N . In the remainder of this chapter, the

expression n-th order helical mode is used to refer to the family of wave-path Γ′±n.

An explicit expression can be given for the path lengths in the presence of a uniform

velocity model. In this case the paths Γ′n and Γ′−n are straight segments and the path length

of the n-th order mode from the q-th transmitter to the p-th receiver can be expressed as

Γn(p, q) = D

√
1 +

(
L

D

)2(
n+

p− q
N

)2

, (3.12)

where n can now be any integer number.

3.1.2 Virtual arrays

The replication process described by Eq. (3.9) and used to expand the Ω domain is central to

the resolution enhancement of GWT by higher-order helical modes. It can be observed that

neglecting higher-order helical modes is equivalent to considering acoustic wave propagation

in the Ω domain where there are N transmitters and N receivers. However, if the information

associated with the helical modes up to order m (|n| ≤ m) is included, the domain Ω has

to be replicated m times to describe these higher-order wave-paths. As a result, also the

transmit- and receive-arrays are replicated m times leading to two ’virtual’ arrays each with

N × (m+ 1) transducers and greater aperture L× (m+ 1). Hereafter, the N -element arrays

in the Ω domain are referred to as the physical arrays.

Although including higher-order modes increases the effective aperture of the physical ar-

rays, some of the information yielded by the replication process is redundant. The redundant

components can be examined by formatting the virtual array data into a square information

matrix U of dimension N(m+ 1)×N(m+ 1) whose ji-th entry is the information associated

with the signal traveling from the i-th transmitter to j-th receiver of the virtual arrays.

Here, information refers to one or more characteristics of the signal such as the traveltime
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Figure 3.3: Block structure of the information matrix. The sub-matrices have dimension
N × N and correspond to different combinations of the sub-apertures of the transmit and
receive virtual arrays.

or a complex Fourier component at a selected frequency. Due to the structure of the Ω∞

domain, the matrix has a block structure formed by N ×N sub-matrices each containing all

the transmit-receive combinations that can be formed with N -element sub-apertures of the

transmit and receive virtual arrays. In general, the sub-matrix in the j-th block row and i-th

block column corresponds to the i − 1 replica of the physical transmit array and the j − 1

replica of the physical receive array and is associated with a specific order n as shown in

Fig. 3.3. The sub-matrix on the top-left corner is obtained considering the transmit and re-

ceive physical arrays only. The matrix therefore contains the same information that would be

available if the higher-order helical paths were neglected, i. e. n = 0. The other sub-matrices

along the leading diagonal also correspond to n = 0 since they represent the information

obtained when transmitting and receiving with the n-th replicas of the physical transmit and

receive arrays. The first block column of U includes the matrices obtained transmitting with

the physical transmit array and receiving with all the replicas of the physical receive array.

Each of the following columns is obtained by switching the transmit array to the next replica

and leads to a total of 2m+ 1 independent block matrices as shown in Fig. 3.3. As a result,

the total number of independent information entries is N2(2m+ 1) which is greater than the

information available without considering the high-order helical modes by a (2m+ 1) factor.

This additional information is exploited to ameliorate the resolution of GWT.
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3.1.3 Inversion

The purpose of the inversion is to reconstruct the WTL map from the data contained in the

information matrix U. The numerical formulation of the inverse problem starts from the

discretization of the propagation domain into a grid of nodes where relevant field functions

such as the wave potential, φ(r′), or traveltime, τ(r′), are defined. For a grid containing

l nodes, φ(r′) and τ(r′) can be represented by l × 1 vectors, φ and τ , so that the i-th

entry of each vector defines the corresponding field function at the i-th node of the grid.

Similarly, the object function O(r′) can be represented by a p × 1 vector of parameters, o.

For instance, assuming that O(r′) is uniform inside each element of the grid, the i-th entry

of o will correspond to the average value of O(r′) inside the i-th element. Re-arranging the

columns of the matrix U into a single vector um, the inverse problem attempts to find the

solution o to the set of nonlinear equations

um = F(o), (3.13)

where F represents the forward model either described by the Helmholtz equation (3.5) or

the eikonal equation (3.7) depending on the desired level of accuracy. Once o is determined,

the spatial distribution of the guided wave phase velocity, c′(r′), is obtained by inverting

Eq. (3.6). From c′(r′) the residual wall thickness is found from the phase velocity dispersion

curve of the selected guided mode which is used to map the values c′(r′) to the corresponding

f · d(r′) products and hence d(r′) since the frequency is fixed. The most critical step in

this process is the solution of the inverse problem (3.13) which is ill-posed in the sense of

Hadamard [64]. The ill-posedness is a consequence of the instability of the inverse problem

due to the solution not being a continuous function of the input data [41]. As a result, small

errors in the data caused by noise and other experimental uncertainties can lead to large

artifacts in the reconstructed object function. Moreover, under the limited view configuration

the solution is not unique meaning that different defect geometries can correspond to the
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same measured dataset [38].

Since the introduction of regularization methods for ill-posed problems by Tikhonov

in 1963 [65], inversion of wave data has extensively been studied in many fields with major

advances in geophysics and optics made possible by progress in computer power. To illustrate

the main aspects of the inversion it can be observed that the forward problem defined by

Eq. (3.5) can be expressed as

φ = GH(o)f, (3.14)

where f is an l×1 vector representing point sources at the nodes of the grid and GH is the set

of approximate Green’s functions so that the ij-th entry of GH is the field observed at the i-

th node when a point source radiates from the j-th node, see for instance [66]. Importantly,

Green’s functions are calculated in the inhomogeneous background and take into account

the distortion that the wavefront radiating from the source undergoes as it travels through

the inhomogeneous medium defined by o. A similar expression is obtained under the ray

approximation where the solution to the eikonal equation (3.7) can be represented as

τ = Ge(o)o. (3.15)

Ge contains the lengths of the ray paths to all the nodes of the grid from a single source

position since under the eikonal model the object function is defined as the slowness. In

particular, the ij-th entry of Ge is the length of the ray segment intersecting the j-th

element and reaching the i-th node. Finally, it should be emphasized that the dependence of

Ge on o is included to account for ray bending due to refraction effects in non-homogeneous

media.

The forward models provided by Eqs. (3.14) and (3.15) can be used to predict the Fourier

components and traveltimes measured by the arrays for a known object function and lead

to a synthetic data vector, us. The objective of the inversion is to determine the vector o
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by minimizing the residual between the measured and predicted data

δu = um − us, (3.16)

This is usually achieved in a least-squares sense minimizing the cost function based on the

L2-norm of the residual

E(o) =
1

2
δuT δu∗, (3.17)

where the superscripts T and ∗ refer to the matrix transpose and complex conjugate, the

latter being irrelevant when considering traveltimes. The minimization requires the use of

iterative techniques such as gradient, Newton, or Gauss-Newton methods [67]. Among these,

gradient methods are more computationally efficient when the number of parameters in o is

large, and therefore they are widely used in inverse scattering problems. In particular good

convergence rates are obtained with the nonlinear conjugate gradient method which starts

from an initial guess of the object function o0 and defines the object function at the k + 1

iteration step as

ok+1 = ok + αkδk, (3.18)

where αk is the step size obtained from a line search that minimizes the cost function E(o)

along the descent direction δk i. e.

αk = arg min
α
{E(ok + αδk)}. (3.19)

In the steepest descent method, δk is chosen to be opposite to the gradient of the cost

function, i. e. δk = −∇E(ok). On the other hand, more rapid convergence is obtained using
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a different descent direction given by

δk+1 = −∇E(ok+1) + βkδk, (3.20)

where βk is the conjugate gradient update parameter. Various formulas for βk have been

proposed [68], in this implementation the Fletcher-Reeves formula

βk+1 =
‖∇E(ok+1)‖2

‖∇E(ok)‖2
, (3.21)

is adopted. Each iteration step requires knowledge of the partial derivatives ∂E/∂oi which

form the gradient ∇E. Direct computation of the derivatives is highly inefficient since the

large number of parameters in o would require the computation of a vast number of forward

models. However, this is not necessary as the gradient can be calculated by back-projecting

the residual δu.

When using the full wave model (3.14), the gradient is derived from the wavefield gen-

erated by N virtual sources coincident with the receiver positions and with the amplitude

of the i-th virtual source proportional to the conjugate of the residual δu∗i [69]. The conju-

gation of the residual is equivalent to the time reversal operation [70] in the time domain

thus implying that the residual is back-propagated into the medium. Similarly, under the

ray approximation, the gradient is evaluated by back-projecting the residual along the rays

that join the source to the receivers as in the filtered back-projection method [42] used in

computerized tomography. As a result, calculation of the gradient can be achieved with the

computation of a single forward model for both the full wave and ray based models.

The block diagram shown in Fig. 3.4 summarizes the steps involved in the iterative

solution to the inverse problem. At the beginning of the iteration, an initial guess for the

object function map, o0, is passed to a forward solver that predicts the synthetic dataset us

using the finite element or finite difference method to calculate the matrix GH in Eq. (3.14)

or ray tracing techniques to obtain Ge in Eq. (3.15). The synthetic and measured data are
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Figure 3.4: Block diagram of the iterative algorithm used to solve the inverse problem.

then used to compute the residual δu and evaluate the cost function E. If E does not meet

the convergence criterion, the object function is updated computing its gradient ∇E and

using the recursive expressions (3.18)-(3.21) until convergence is achieved. The convergence

criterion is typically based on a threshold level applied to the cost function or its slope. Here,

the latter is used as discussed at the end of Sec. 3.2.
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To address the instability of the inverse problem and ensure the convergence of the

iteration the cost function in Eq. (3.17) is modified by adding a regularization correction

Ereg(o) =
1

2
δuT δu∗ +

1

2
γ2‖Do‖2, (3.22)

where γ is a regularization parameter and D is a weighting operator. If D coincides with the

identity operator the minimization of Eq. (3.22) is equivalent to the damped least-squares

minimization.

For the GWT problem considered in this chapter additional regularization is sought

based on the prior knowledge that corrosion and erosion damage can only cause the wall

thickness to decrease and that the object function is replicated across the aperture of the

virtual transmit- and receive-arrays according to Eq. (3.10). The first type of regularization

is achieved by imposing phase velocity extrema. The phase velocity of a Lamb wave is a

monotonic function of the f · d product as shown in Fig. 2.5 (a). For a Lamb mode whose

phase velocity is an increasing function of f · d, such as the A0 mode, a WTL can only cause

a reduction in phase velocity. In this case the regularization condition is c′(x′, y′, f) ≤ c′0(f).

Conversely, for a mode whose phase velocity decreases with f · d, such as the S0 mode,

the regularization condition is c′(x′, y′, f) ≥ c′0(f). Phase velocity extrema translate into

object function extrema using Eq. (3.6) or (3.8) and can be imposed as search constraints

in Eq. (3.19).

The second type of regularization is dependent on the maximum order of helical modes,

m, used for the inversion. As discussed in Secs. 3.1.1 and 3.1.2 to account for all the helical

modes up to the m-th order, the Ω = [0 L]× [0 D] domain has to be expanded by adding

m replicas leading to the extended domain Ωe = [0 mL] × [0 D]. If l is the number of

nodes used to discretize Ω, the total number of nodes in Ωe is le = (m+ 1)l. Therefore from

Eq. (3.10) o has the cyclic structure

oi = oi+nl, 1 ≤ i ≤ l 0 ≤ n ≤ m. (3.23)
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Condition (3.23) is imposed when updating the object function in Eq. (3.18).

In concluding this section it is observed that the resolution of the images obtained through

the solution of the inverse problem is dependent on whether the inversion is based on the

eikonal equation of ray theory or the more accurate Helmholtz equation. In the former case

the inversion is referred to as traveltime tomography or curved ray tomography (CRT) [71],

whereas in the latter instance as full-wave tomography (FWT). The resolution of CRT is

dictated by the width of the first Fresnel zone,
√
λa, where λ is the wavelength of the

probing signal and a the average distance between transmit-receive pairs [72]. As a result,

the resolution of CRT is typically lower than that achievable with full-wave tomography

which can yield resolution as high as λ/2 or even greater if super resolution techniques are

used [73]. Despite the lower resolution, CRT is currently the most widely used inversion

technique in geophysical prospecting owing to its robustness and computational efficiency.

In fact, CRT can invert data from relatively sparse arrays while FWT requires wavefields to

be sampled at spatial intervals not greater than λ/2 according to Nyquist’s criterion [74].

The Nyquist criterion can be difficult to meet in practical pipe monitoring configurations

due to the transducer physical dimensions that limit the maximum number of transducer

elements along a single ring array. In addition, the ’goodness’ of the object function initial

guess is less critical on the convergence of CRT than FWT - in CRT the uniform sound speed

model associated with the undamaged pipe is used as the initial guess. As a result, FWT

and other more recent methods e.g. [36] use the reconstruction from CRT as the initial guess

for the iteration. Finally, the eikonal equation can be solved using advanced ray tracing

algorithms which are several orders of magnitude faster than the finite difference or element

schemes used to solve the Helmholtz equation [75]. For these reasons the rest of the studies

in this thesis will focus on CRT however it is understood that the results can be translated

to FWT and other methods accounting for diffraction effects.
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Figure 3.5: Model used for the numerical simulations. (a) WTL map; % values indicate wall
loss relative to thickness; (b) Phase velocity model containing two replicas; % value indicate
the phase velocity contrast. The red and black dots represent the position of the transducers
of the transmit and receive arrays.

3.2 Numerical example

This section illustrates how the accuracy of maximum WTL estimations is improved by using

the extended aperture of the virtual arrays. To simulate experimental datasets, a schedule

40, 8” diameter steel pipe with 215.50 mm outer diameter and 7.37 mm wall thickness

was modeled using a two-dimensional acoustic finite difference (FD) model that solves the

coupled first-order linear acoustic propagation equations, rather than the second-order wave

equation given by Eq. (3.5) in the time domain. This formulation of FD uses first order

finite differences in space and time carried out over a standard Yee grid [76].

The model contained one circular and two elliptical defects with depths ranging from 10

to 30% of the wall thickness with the absolute depth values given in Tab. 3.1 and the other

geometrical characteristics shown in Fig. 3.5(a) which represents the unwrapped pipe. The

Two One No
Nom. Replicas Error Replica Error Replicas Error
(mm) (mm) % (mm) % (mm) %

10% Defect 0.74 0.80 0.85 0.70 -0.50 0.59 -2.00
20% Defect 1.47 1.30 -2.36 1.20 -3.72 0.93 -7.38
30% Defect 2.21 2.24 0.39 2.02 -2.59 1.51 -9.51

Table 3.1: Nominal and reconstructed defect depths for different numbers of replicas.
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Figure 3.6: Simulated time delay matrix from the acoustic model in Fig. 3.5.

transmit- and receive-arrays each consisted of 16 transducers and were 646.50 mm apart

which corresponds to three pipe diameters. The source transducers excited a five-cycle,

Hann-windowed wave pulse centered at 160 kHz, i. e. f ·d = 1.18 MHz-mm. To simulate the

propagation of the A0 mode, the sound speed of the model background was set to c′0 = 2476

m/s which corresponds to the phase velocity of A0 at f · d = 1.18 MHz-mm according to the

dispersion curves shown in Fig. 2.5 (a). Similarly, the defects were modeled by regions of

lower phase velocity obtained from the corresponding f · d products. In addition, to model

helical modes up to the second order two replicas were added leading to the sound speed

map shown in Fig. 3.5(b) in which the virtual transmit- and receive-arrays now contained 48

transducers each. The domain was discretized into a grid of size 4668×1556 square elements

0.44 mm in size which corresponds to about 1/35th of the wavelength of A0 at the center

frequency, and the time step was 0.06 µs. Perfectly matched layers (PMLs) were introduced

to suppress unwanted reflections from the edges of the model [77]. To simulate a full dataset

the model was run 48 times and each time the wavefield measured at the 48 receivers was

stored.

Figure 3.6 shows the traveltime information matrix U obtained by applying the zero-
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crossing method to the time domain waveforms obtained from the FD simulations. The

simulations did not include signal dispersion and therefore it was sufficient to track the

position of the zero crossing closest to the signal envelope maximum. In reality due to

dispersion, the signal phase moves relative to the envelope and ambiguity may arise when

the phase shifts by more than one period. However, in continuous monitoring the ambiguity

is overcome by continuously tracking the zero crossing as the defect depth increases.

Each pixel in the image corresponds to a particular transmit-receive pair with the color

scale indicating the phase traveltime differences between the ’current’ signals measured in

the presence of damage and the ’baseline’ signals measured for the undamaged structure.

The dark blue pixels therefore correspond to wave-paths that do not intersect the defects

while the dark red ones indicate the wave-paths most affected by the presence of damage.

Due to the presence of two replicas in the model [see Fig. 3.5(b)], the matrix exhibits the

block structure introduced in Sec. 3.1.2. Moreover, three sets of patterns similar to those

observed in CT are present and correspond to the signatures from the three defects.

The traveltime matrix is used as an input for the iterative inversion scheme described in

Sec. 3.1.3 based on the ray approximation and illustrated in the block diagram of Fig. 3.4.

The image plane was discretized with a regular grid of square element 8 mm in size which is

significantly coarser than the discretization used to simulate the measurements with the full-

wave equation. The forward model was based on the shortest path ray tracing method [75]

which provides the first-arrival traveltimes as well as the geometry of the ray paths - the

latter is used for the back-projection within each iteration step.

The iteration starts using a uniform sound speed model c′0 = 2467 m/s as the initial guess.

Figure 3.7(a) shows the reconstruction at the end of the first iteration which for convenience

has been displayed as a map of WTL. Although the reconstruction provides an indication of

the presence of the deepest defect the estimated maximum depth is grossly underestimated.

As the iteration progresses, the maximum depth estimation improves and also the shapes of

the shallower defects begin to be visible. After 18 steps the iteration converges to the map
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Figure 3.7: Examples of reconstructed WTL map at different steps of the iterative inversion:
(a) At the end of the first step; (b) End of the third step; (c) End of iteration.

shown in Fig. 3.7(c) which provides accurate estimations of the defect depths as shown in

Tab. 3.1 where also the depth estimation error relative to the wall thickness is given. For the

deepest and shallowest defects the reconstruction overestimates the depth by less than 1%.

On the other hand, the depth of the 20% defect is underestimated by 2.36%. This greater

error is mainly due to shadowing effects from the neighboring defects combined with the

orientation of the defect.

To examine the benefit of the replication process, Fig. 3.8 compares the reconstructions

obtained considering two replicas as before, Fig. 3.8(a), one replica Fig. 3.8(b) and without

replicas Fig. 3.8(c), the latter corresponding to the case in which higher-order helical modes
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wave-paths.

are neglected. As expected, the larger aperture afforded by the virtual arrays over two

replicas leads to the best reconstruction in terms of defect shapes and most importantly

depth estimates, see Tab. 3.1. Without replicas, the defect shapes are highly distorted and

the maximum depth is underestimated by almost 10%. The shape distortion is a well known

consequence of the limited view problem that causes X-shaped artifacts radiating from the

defect [78]. When the array aperture is small the artifacts are large and smear the defects

as shown in Fig. 3.8(c). However, as the aperture increases the artifacts become weaker and

cause little image distortion as shown in Fig. 3.8(a).

3.3 Conclusion

A general inversion method has been introduced to ameliorate the resolution of GWT by

exploiting helical modes that circle around the pipe multiple times. It has been shown that

the information carried by the modes that wrap around the pipe up to m times can be

used to increase the effective array aperture by a m + 1 factor, thus leading to superior

ray coverage and hence improved wall thickness estimation accuracy. Numerical simulations

showed that using up to the second order helical modes is sufficient to reduce the maximum
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depth estimation error from -10% to under 0.5% of the wall thickness.
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Chapter 4

Parametric Uncertainties

In addition to the reconstruction errors caused by the limited view problem, another source

of error can be attributed to uncertainties in the parameters of the forward model. These

are termed parametric uncertainties, and refer to differences between parameters of the

experimental setup and corresponding simulation parameters, such as pipe geometry, array

geometry, assumption of background sound speed, etc.

This chapter introduces a twofold approach that is aimed at addressing both time in-

dependent parametric uncertainties (TIPUs) and time dependent parametric uncertainties

(TDPUs). The approach is validated using experimental data obtained under conditions

reproducing those encountered in field applications. The choice of experimental validation

instead of numerical testing is dictated by the complexity of the numerical models that

would be required to simulate the experimental conditions. Importantly, the fully 3-D na-

ture of the simulations required limits the range of cases that can be studied due to excessive

computational burden.

4.1 Experimental setup

Full-scale experimental validation was conducted on a schedule 40, 8” diameter (215.50 mm

outer diameter and 7.37± 0.05 mm wall thickness) carbon steel pipe of 3000 mm length. Two
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(a) (b)

Figure 4.1: Experimental setup: (a) An 8” diameter pipe is instrumented with two ring
arrays each containing 16 EMAT transducers; (b) Detail of the defect consisting of a deeper
region pointed by the arrow and smooth transition zone starting along the contour indicated
by the star arrow.

ring arrays of ultrasonic transducers were mounted 505 mm apart around the pipe center to

minimize the effect of end reflections. Each array consisted of 16 Electromagnetic Acoustic

Transducers (EMATs) held in position by a flexible metallic fixture clamped around the

pipe as shown in Fig. 4.1(a). A major advantage of EMAT transducers is that they do not

require direct contact to the pipe thus avoiding the need for couplant or bond layers. These

are known to introduce signal instabilities with conventional piezoelectric transducers due

to thermal sensitivity of the coupling medium and its material degradation with time. For

optimal stability the transducers were spring loaded to ensure that the lift-off distance was

not affected by structural vibrations. The transducers are designed for selective excitation

and reception of the A0 mode and minimize the coherent noise that would result from the

propagation of S0 in the same frequency range [28, 79]. The transducers were driven by

a custom-made, 32-channel array controller which acquired the 16 × 16 transmit-receive

combinations based on the electronic architecture described in [79]. The transducers were

excited with a three-cycle wave pulse centered at 160 kHz. For each transmit-receive pair

256 averages were performed and the resulting signals were digitalized at 3 MHz sampling
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(a) (b)

Figure 4.2: Temperature control setup: (a) The heater consists of four strands of heat tape
wrapped helically around a 90 mm diameter, 2000 mm length steel pipe; (b) The insulated
pipe/transducer setup is shown.

rate.

An irregular corrosion patch was simulated by manually angle grinding an area inside a

rectangle that was 100 mm wide in the circumferential direction and 200 mm long in the

axial direction, Fig. 4.1(b). The edges of the defect provided a gentle and smooth transition

towards a smaller deeper region 50×50 mm2 in size. A 20 MHz, fingertip probe 1/8” (3.2 mm)

diameter was used to estimate the maximum defect depth which was found to be 0.78 mm

or 10.6% of the wall thickness. Although the thickness measurement could be reproduced

within ± 5 µm, the initial wall thickness was not know with the same level of precision,

indeed due to loose manufacturing tolerance point-by-point wall thickness variations of ± 50

µm were observed on the intact pipe. This uncertainty should therefore be applied to the

maximum depth estimation.

To investigate thermal stability, an internal heater consisting of a 90 mm diameter, 2000

mm length steel tube with four strands of heat tape wound in a helical pattern over its

entire length was held concentric to the pipe, as shown in Fig. 4.2(a). A control system

passed current through the heat tapes at regular intervals and for adjustable duty times that
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allowed the temperature of the pipe to be continuously varied from room temperature up

to 400◦C. Shell insulation was applied to the pipe exterior to limit heat dissipation. The

insulated experimental setup is shown in Fig. 4.2(b).

4.2 Mitigation of TIPU

TIPU result from poor manufacturing tolerances of the pipes and positioning errors of the

array transducers. To address TIPUs a differential approach is proposed that is aimed at

reconstructing the state of the pipe relative to a reference state rather than the absolute

condition. The reference state is that of the pipe at the time of installation of the array

system. Letting ubm be the dataset vector corresponding to the baseline state measured at

the time of installation, and ucm be the dataset vector associated with the current state of

the pipe, the measured differential dataset is defined as,

∆um = ucm − ubm. (4.1)

Previously, inversion was based on a minimization of a cost function E dependent on the

residual between the absolute measured dataset and the synthetic one, given by

δu = um − us. (4.2)

With the differential approach a new residual based on differential measurements is intro-

duced as,

δu′ = (ucm − ubm)− (ucs − ubs). (4.3)

This new residual suppresses the TIPUs since it can be observed that the generic measured
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dataset can be expanded as

um = ûm + uT . (4.4)

where ûm is the portion of the measured data vector that would be collected if the exper-

imental setup parameters matched the forward model input parameters exactly, and the

portion of the data vector that is a result of the difference between the experimental and

forward model setup is, uT . By neglecting second order effects it can be assumed that uT is

the same for the baseline and current datasets therefore by substituting Eq. (4.4) in Eq. (4.3)

one obtains,

δu′ = (ûcm − ûbm)− (ucs − ubs), (4.5)

for which it is seen that the effect of TIPUs have been eliminated.

4.3 Signal pre-processing and temperature TDPU com-

pensation

As explained in Sec. 3.2 the inversion takes as an input the information matrix U that

contains the traveltime differences between the current and baselines signals. In practice

this requires the availability of robust methods to estimate the traveltimes from noisy signals

and compensate for thermal variations which affect the arrival times. These two aspects are

discussed in the next two sections.

4.3.1 Traveltime estimation

Figure 4.3 shows cascade plots of the baseline and current (with defect) signals measured

across the 16 elements of the receive array when the sixth element of the transmit array
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Figure 4.3: Waveforms measured across the transducers of the receive array when source #
6 radiates. The source is aligned with the defect and its effect on the transmitted signals
is most evident among the direct arrivals measured with receivers # 5-6. (Red waveforms)
baseline signals; (blue waveforms) current signals; (black curves) predicted group traveltimes
for different helical paths.

(in line with the defect) is active; both datasets being measured at room temperature. The

transducers of the transmit and receive arrays are labeled 1 to 16 in the clockwise direction

with the i-th transmitter facing the i-th receiver. Each waveform shows the presence of

multiple wavepackets arriving at different times and corresponding to helical modes that

have performed up to three full turns around the pipe. The solid black curves are the

traveltimes calculated dividing the path lengths in Eq. (3.12) by the group velocity of A0 at

160 kHz (3270 m/s). The set of wavepackets arriving just after time t=100µs corresponds

to a spurious S0 mode excited by the transmitter together with the A0 mode.

Recall that for steel, the group velocity dispersion curve of the A0 mode exhibits a
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maximum at the CGV point (f ·d ≈ 1.4 MHz-mm) around which the group velocity remains

almost constant with the f ·d [27,28]. It was previously observed in Sec. 2.3 that for f ·d near

the CGV point a change in the plate thickness does not cause a significant group velocity

variation. Thus the traveltime of the group is not affected by the presence of damage. This

is consistent with Fig. 4.3 which is obtained for f ·d =1.2 MHz-mm and where no discernible

differences can be observed between the group traveltimes of the current and baseline signals.

In contrast with the group velocity, the phase velocity of A0 varies almost linearly with

the f · d in the same frequency range and indeed enables GWT estimations of depth. As a

result, while the shape of the envelope of a transmitted signal is unaltered by the presence of

damage, the shape of the signal within the envelope and in particular its phase are sensitive

to the depth of the defect [27,28].

The signal phase change represents the input for the inversion based on the ray model

described by Eq. (3.7) with the object function (3.8) defined as the phase velocity slowness

at the center frequency of the signal, i. e. 160 kHz.

To illustrate how the signals in Fig. 4.3 are processed to obtain the information matrix

U, the helical modes up to the second order are considered, following the numerical example

studied in Sec. 3.2. Let sji(t) be the signal measured with the j-th element of the receive array

when the i-th element of the transmit array is active. According to the replication process

described in Sec. 3.1.1 the signal will contribute to multiple entries in the U matrix. These are

determined by considering all the replicas of the i-th transmitter and j-th receiver described

by Eq. (3.11) with the sji(t) signal therefore defining the (j + nN, i + nN) entries of U for

n ∈ {0, 1, 2}. The allocation of information from the signal to the matrix is performed by

considering the distances Dj+nN,i+nN between the virtual replicas of the selected transmit-

receive pair. In particular, the entry Uj+nN,i+nN corresponds to the wavepacket of sji(t)

arriving at time

τ =
Dj+nN,i+nN

cgr
, (4.6)
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where cgr is the group velocity. Expression (4.6) is used to center a window that is applied

to sji(t) to extract the wavepacket of interest. If no significant temperature variations occur

between the baseline and current measurements, the group arrival is not changed by the

presence of damage and the same window can be applied to both the baseline and current

signals. In the presence of temperature fluctuations the group velocity in Eq. (4.6) changes

and therefore the position of the window needs to be adjusted to the current temperature.

To evaluate the phase traveltime the zero-crossing method [80] is applied to the windowed

signal and the phase traveltime difference is then estimated by subtracting the zero-crossing

point of the baseline signal from the corresponding zero crossing of the current signal.

4.3.2 Temperature compensation

As previously stated, temperature variations can cause changes in the phase traveltime

regardless of the occurrence of damage. In metals it is well known that an increase in tem-

perature causes a decrease in the ultrasonic bulk velocities at a rate of about 1 m s−1◦C−1; in

mild steel the longitudinal and shear velocity temperature coefficients are −0.88 and −0.71

m s−1◦C−1, respectively [81]. This in turn alters the dispersion characteristics of phase

and group velocity in a complex fashion [82] although in the vicinity of the CGV point

these relationships are very much simplified [28]. Figure 4.4(a) shows the current signals

(with damage) measured at 126◦C and the baselines signals measured at room temperature.

Although the defect is the same as that of Fig. 4.3, the 100◦C temperature difference be-

tween the baseline and current measurements leads to clearly visible temporal shifts between

wavepackets. The temporal shifts are greater than those caused by the defect itself as it can

be seen in Figure 4.4(b) which is extracted from Fig. 4.3. Temperature differentials of 100◦C

or even greater are likely in practice since pipelines are typically exposed to extreme weather

conditions and variations in the temperature of the fluid transported in them.

In order to minimize the impact of temperature variations this chapter proposes a com-

pensation technique that adjusts the baseline measurements to match the temperature of
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Figure 4.4: Effect of temperature on the measured waveforms when source #6 radiates. (a)
Current signals measured at 126◦C; (b) Current signals measured at room temperature. In
both cases the baseline (red waveforms) is measured at room temperature.

the current measurements. The proposed approach is based on the observation that due to

the spatial diversity of the array measurements, a temperature change affects the traveltime

matrix with a precise pattern determined by transducer relative distances. Let τ b(Θb) be

the matrix of phase traveltimes obtained from the baseline measurements at temperature Θb

and τ c(Θc) the matrix of traveltimes obtained from the current measurements at tempera-

ture Θc; in general τ c(Θc) may be affected by the presence of damage. Defining ∆c as the

phase velocity change due to the temperature difference Θc−Θb, the j-i entry of the baseline

traveltime matrix at temperature Θc is

τ bji(Θc) = τ bji(Θb)−
Dji∆c

cb[∆c+ cb]
, (4.7)

where as before Dji is the distance between the i-th transducer of the virtual transmit

array and the j-th transducer of the virtual receive array, and cb is the phase velocity at

the temperature of the baseline measurements. Assuming that the defect is localized in a

confined region of the pipeline section comprised between the two arrays, it can be expected
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that the traveltimes of several transmit-receive pairs of the current dataset are not affected

by the defect and are only dependent on temperature variations. Under this assumption, ∆c,

can be estimated by minimizing the residual between τ c(Θc) and τ b(Θc). This is achieved

through a least squares criterion based on the minimization of the cost function

C(∆c) =

(1+m)N∑
i=1

(1+m)N∑
j=1

[τ cji(Θc)− τ bji(Θc)]
2. (4.8)

The value of ∆c resulting in a global minimum for the cost function C, ∆c†, provides the best

estimate for the change in phase velocity between the current and baseline temperatures,

i. e.

∆c† = arg min
∆c

C(∆c). (4.9)

The temperature compensated traveltime difference matrix is then

∆τji = τ cji(Θc)− τ bji(Θb) +
Dji∆c

†

cb(∆c† + cb)
. (4.10)

Figure 4.5 compares the traveltime difference matrices obtained before, Fig. 4.5(a), and

after, Fig. 4.5(b), temperature compensation for the current dataset measured at 126◦C

and the baseline measured at room temperature. Before temperature compensation large

traveltime differences as high as 10µs are caused by the 100◦C temperature differential

between the current and baseline dataset, and swamp the signatures from the defect (set of

three diagonal patters). On the other hand, the defect signatures are recovered in Fig. 4.5(b)

after temperature compensation with the largest traveltimes now being in the region of 1.5µs.

Moreover, the traveltime matrix in Fig. 4.5(b) reproduces the same features seen in Fig. 4.5(c)

which is the traveltime difference matrix obtained under stable temperature conditions, i. e.

both the current and baseline signals are measured at room temperature.

It should be observed that the phase velocity map reconstructed from the temperature
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Figure 4.5: Temperature compensation of experimental data: (a) Traveltime delay matrix
obtained when the temperature differential between current and baseline measurements is
100◦C; (b) Traveltime delay matrix after temperature compensation; (c) Traveltime delay
matrix obtained under stable temperature conditions — current and baseline measurements
are performed both at room temperature. Note the color scale of the uncompensated matrix
is different from the others.

compensated traveltime difference matrix refers to the dispersion curve of the selected mode

at the current temperature, cph(f · d,Θc). As pointed out earlier this is different from the

dispersion curve of the same mode at the baseline temperature, cph(f ·d,Θb). Therefore, the

defect depth should be determined by inverting the dispersion curve cph(f · d,Θc). However,

to a first order approximation the slope ∂cph/∂(f · d) can be assumed to be independent of

temperature. As a result depth reconstruction, which is mainly dependent on the velocity

contrast rather than the absolute velocity values, can be performed from the dispersion curve

measured at the baseline temperature.

4.4 Experimental depth reconstructions

The same inversion algorithm used to process the synthetic data in Sec. 3.2 is now ap-

plied to the pre-processed data from Sec. 4.3. Figure 4.6 demonstrates the benefit of using

higher-order helical modes (columns) and the effectiveness of the temperature compensation
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Figure 4.6: WTL maps reconstructed from the experimental data. The maps are obtained
by considering up to the second order modes (first column), first order (second column) and
direct wave-paths only (third column). The first row uses the data in Fig. 4.5(c) which was
measured under stable temperature conditions while the second row is obtained from the
temperature compensated data in Fig. 4.5(b). The estimated values of maximum depth are
indicated in each image.

method (rows). The WTL maps in the first row, Figs. 4.6(a)-(c), are reconstructed from

the traveltime difference matrix obtained under stable temperature conditions and shown in

Fig. 4.5(c). As observed with the numerical simulations, including up to the second order

helical modes in the inversion leads to a maximum depth estimation of 0.79 mm which com-

pares very well with the defect nominal depth of 0.78±0.05 mm. As fewer helical modes are

used in the inversion, Figs. 4.6(b)-(c), accuracy decreases and the maximum depth is under-

estimated by 0.18 mm when only direct paths are considered. A similar trend is observed

when inverting the temperature compensated data in Fig. 4.6(b). When using modes up to

the second helical order, the reconstructed maximum depth is 0.78 mm which agrees with the

nominal measurement and demonstrates the effectiveness of the temperature compensation

method.

Figure 4.7(a) shows the maximum depth estimation of the same defect monitored over
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Figure 4.7: Maximum depth monitoring: (a) The pipe is exposed to normal room tempera-
ture variations; (b) An internal heater is used to increase the pipe temperature up to 175◦C.
The horizontal lines indicate the nominal depth measured with a fingertip ultrasonic probe.

a period of one month at room temperature — no insulation was applied to the pipe and

temperature randomly varied between 20 and 30◦C. Under these conditions the hardware-

software system achieved high precision and accuracy, with a mean maximum depth of 0.78

mm and 0.02 mm standard deviation. The performance under more severe temperature

variations is shown in Fig. 4.7(b) where the pipe was heated up to 175 ◦C leading to a

temperature differential between the current and baseline measurements of 150 ◦C. The

mean maximum depth was now 0.79 mm with 0.04 mm standard deviation. The increased

data scattering is primarily due to small errors in the positioning of the signal windows
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applied to the current signals. This is based on an automated routine that adjusts the

windows used for the baseline to the current measurements. Overall, the system was still

remarkably stable and accurate despite a large temperature swing.

4.5 Discussion of EMATs

It should be stressed that central to the thermal stability of the system is the use of EMAT

transducers. In fact, the temperature compensation method introduced in Sec. 4.3 can

account for changes occurring in the pipe but cannot compensate for phase instability caused

by the transducers. In the experimental study presented in this chapter temporal shifts as

small as 0.5 µs corresponding to about 30 deg phase change were measured and used in the

inversion. For accurate depth estimation it is therefore essential that the transducer phase

is stable within a few degrees especially in the presence of small and shallow defects.

The thermal stability of the EMAT transducers was investigated by monitoring the pitch-

catch signal between two transducers mounted on a 200 mm diameter pipe, 12.5 mm wall

thickness and spaced 260 mm apart. The signal was monitored for over 100 days and under

different thermal cycles as shown in Fig. 4.8(a). For the majority of the test the temperature

was cycled between 40 and 250◦C with the exception of shorter periods of time when the

temperature was held constant at 300, 350, and 400◦C. The frequency of the signal (110

kHz) was centered at the CGV point were the true phase of the A0 mode is independent

of temperature [27, 28]. Therefore, at this frequency a change in the true phase of the

signal can only be due to thermal instability of the transducers, thus providing a means to

decouple transducer effects from changes in the pipe. The true phase of the signal is shown

in Fig. 4.8(b). For temperature fluctuations within 200◦C the transducers were very stable

with phase variations well within ±10 deg. Even when the temperature reached 400◦C,

the absolute phase change was about 20 deg. Similarly, the amplitude of the signal was

remarkably stable throughout the entire temperature range as shown in Fig. 4.8(b). The
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Figure 4.8: Long term monitoring of EMAT transducers under thermal cycling: (a) Applied
thermal cycles; (b) True phase; (c) Normalized amplitude.

good thermal stability of the EMAT transducers is largely due to the mechanism of energy

transfer from the transducer to the pipe which is based on electromagnetic coupling rather

than mechanical as in the case of piezoelectric transducers.
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4.6 Conclusion

Mitigation of the TIPU was shown to be possible using a residual based on differential mea-

surements comparing the baseline and current states of the pipe. The baseline and current

states correspond to the datasets acquired at the time of monitoring system installation, and

the current time respectively. Thus, the benefit of increased accuracy is obtained for the

relatively low cost of acquiring the baseline measurements.

To minimize the effects of temperature variations during continuous monitoring, a strat-

egy based on a temperature compensation scheme and the use of EMATs was developed.

The former uses the spatial diversity of array measurements to compensate for the changes

in phase and group velocity due to temperature variations inside the pipe wall. EMATs on

the other hand, avoid the use of mechanical coupling between the transducer and pipe and

therefore are intrinsically stable with temperature.

Both the inversion method and the temperature compensation scheme were tested with a

full-scale experiment performed on a schedule 40, 8” diameter steel pipe, with an irregularly

shaped defect of 0.78 ± 0.05 mm maximum depth. The pipe was instrumented with two

ring arrays each consisting of 16 EMAT transducers. When monitoring the defect at room

temperature for about one month GWT yielded a maximum depth estimation of 0.78 ±

0.02 mm. Accurate readings were also obtained when the pipe temperature was increased

to 175◦C with an estimated maximum depth of 0.79 ± 0.04 mm.
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Chapter 5

On the accuracy of wave speed

reconstructions below the resolution

scale of ray tomography

Mapping the speed of mechanical waves traveling inside a medium is a topic of great interest

across many fields from geoscience to medical diagnostics. Much work has been done to

characterize the fidelity with which the geometrical features of the medium can be recon-

structed and multiple resolution criteria have been proposed depending on the accuracy of

the wave-matter interaction model used to decode the wave speed map (WSM) from scatter-

ing measurements. However, these criteria do not define the accuracy with which the wave

speed values can be reconstructed and their use to predict the performance of quantitative

WSM can be overpessimistic. This chapter shows that the first-arrival traveltime predicted

by the eikonal equation of ray theory can be an accurate representation of the arrival of a

pulse first break even in the presence of diffraction and other physical phenomena that are

not accounted for by the ray model. As a result, ray-based tomographic inversions can yield

wave speed estimations that are also accurate in the case of objects whose characteristic size

is smaller than the resolution length of the inversion method provided that the traveltime of
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the pulse is estimated from the signal first break.

5.1 Introduction

The non-intrusive characterization of the state of an inhomogeneous medium can be achieved

by mapping the speed at which mechanical waves travel within its interior. Wave speed can

encode information about both the material and functional properties of the medium offering

the possibility of complementing conventional imaging, which provides shape information,

with quantitative information that better correlates to the state of the medium. Quantitative

imaging has far reaching applications in multiple fields. In seismology, the layers that form

the structure of the earth, from the inner core to the upper mantle, are characterized based

on the contrast of seismic wave speed and mass density across the different interfaces (see, for

instance, Nolet [83], Yilmaz [84]). Similarly, in medical diagnostics cancer can be detected

by exploiting the sound speed contrast of ultrasonic waves traveling between healthy tissue

and malignant masses [85–88]. In industrial applications, the microstructure, state of stress,

and the presence of damage in the material of safety-critical structural components can

be assessed based on ultrasonic velocity measurements [89, 90]. In addition, wave speed

information can be used to characterize the boundaries of the medium when it forms a

waveguide. In this case, the speed of the resulting guided wave is dependent on the geometry

of the waveguide and changes due to the presence of defects that alter its shape [36,91].

To form a wave speed map (WSM), the medium is interrogated using multiple sources

that launch waves from different angles and at different times. The wavefield excited by each

source propagates through the medium and is then detected by multiple sensors outside it.

If N sources and M detectors are used, a dataset consisting of N×M waveforms is measured

and constitutes the base to form the WSM using the principles of model based inversion.

For this purpose, a physical forward model in the form of a set of differential equations is

postulated to describe the interaction of the probing wave with the medium and predict
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the synthetic dataset associated with a given WSM. If a linear forward model is applicable,

the inversion is conducted by simply applying a linear operator to the measured dataset as

in the case of diffraction tomography or the filtered back projection method [42]. However,

linear forward models tend to be inaccurate for most applications involving mechanical waves

and therefore can lead to significant errors in the reconstructed WSM. To fully account for

diffraction, refraction, and multiple scattering effects nonlinear forward models are needed -

here nonlinearity refers to the dependence of the wavefield on the mechanical properties of

the medium [41]. As a result, also the inversion becomes nonlinear and must be performed

through the use of iterative schemes whereby an assumed WSM is adjusted until the residual

between the measured and synthetic datasets is minimized.

The accuracy with which wave speed can be estimated is central to the effectiveness of

quantitative imaging and is governed by multiple, interconnected factors including the wave-

length, λ, of the probing signals, the method of inversion, the availability of a sufficiently

diverse set of interrogation angles, and the level of experimental uncertainties and noise.

The complex interaction between these factors poses a significant challenge when trying to

define general criteria to predict the performance of model based inversion. In this context,

resolution is used as the main criterion to characterize the quality of the WSM and refers to

the ability of the inversion to discriminate between two closely spaced geometrical features

of the medium. However, resolution, which has the units of length, does not provide infor-

mation about the accuracy of the wave speed estimations. Moreover, a rigorous definition of

resolution criteria can only be obtained in the case of linear forward models. For instance,

Wolf [92] demonstrated that under the Born approximation, which leads to a linear scattering

model, the resolution limit of diffraction tomography is λ/2; however the limit is no longer

valid if multiple scattering effects are taken into account [93,94]. It is important to observe

that in the case of a linear forward model it is possible to establish a link between resolution

and wave speed estimation accuracy. This is based on the definition of the point spread

function (PSF) which corresponds to the WSM reconstructed for an ideal medium where the

80



wave speed is everywhere uniform except at one point. Due to the limited resolution of any

inversion method, the reconstructed WSM is a blurred disk around that point and whose

diameter is proportional to the resolution length of the inversion method. If the medium

is interrogated from a sufficiently diverse range of angles, the PSF is space invariant and

therefore the reconstructed WSM for an inhomogeneous medium is given by the convolution

of the PSF with the true WSM. As a result, if the diameter of the PSF disk is small com-

pared to the spatial scale over which the wave velocity varies, i.e. the resolution is high, the

WSM is reconstructed with high accuracy. On the other hand, if the diameter is large, the

reconstructed WSM is a smoothed version of the true WSM thus causing errors in the wave

speed estimations. While it is tempting to extend this relationship between resolution and

accuracy to the case of nonlinear forward models, it must be realized that it is not strictly

meaningful to define a PSF for a nonlinear forward model since the result of the inversion

cannot be cast in the form of the convolution of the PSF with the true WSM. In other words,

the image of a collection of points is no longer the same as the superposition of the images of

the isolated points. Therefore, while it is customary to assume that higher resolution leads to

higher wave speed accuracy, many instances can be found in the literature where this is not

necessarily the case. An interesting example is given by the comparison between full wave

inversion (FWI) and ray tomography (RT). The former uses a forward model that describes

the wave-medium interaction based on the full wave equation while the latter is based on

an approximate asymptotic form of the same equation known as the eikonal equation, which

accounts for refraction effects but neglects diffraction and multiple scattering. FWI has now

gained widespread use in geophysical exploration owing to its higher resolution compared

to the more conventional RT as clearly demonstrated in the seminal work by Pratt [69].

Here, FWI and RT are applied to experimental data measured on a resin block with an

inhomogeneous structure consisting of multiple homogeneous layers (uniform wave speed).

As shown in Fig. 11 of Pratt [69], FWI leads to a substantial increase in the sharpness of

the interfaces between layers compared to RT and hence higher resolution. However, the
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reconstructed wave speed within each layer is generally less accurate than that obtained by

RT thus demonstrating that the link between resolution and accuracy can break when using

nonlinear inversion methods.

Another argument against the validity of the link between resolution and WSM accuracy

lies in the observation that resolution criteria do not depend on the level of wave speed

contrast within the medium. This is apparent when considering the λ/2 resolution limit of

diffraction tomography or the
√
λL of RT [45], where L is the source-to-receiver distance.

Indeed, both criteria are derived under a weak-perturbation approximation which implies

that the wave speed contrast is generally small.

While it would be ideal to reconstruct a WSM with both high resolution and accuracy,

in some applications it is sufficient to accurately characterize the range of variation of the

wave speed throughout the medium. As an example, life management of pipelines in the

oil and gas industry requires knowing the maximum wall thickness loss due to corrosion or

erosion rather than knowing the exact defect shape. This translates into how accurately the

velocity extrema of guided waves traveling in the pipe wall can be estimated [91].

The objective of this chapter is to investigate whether WSMs can be reconstructed with

satisfactory accuracy also when the wave speed varies on a spatial length that is smaller

than the assumed resolution scale of the inversion method. The analysis is carried out in the

context of traveltime RT for three main reasons. First, the forward model of RT embodies

Fermat’s least time principle which directly relates to wave speed. Second, previous work by

Li and Duric [95] has already shown that RT can achieve resolution beyond
√
λL. Finally,

as seen in the case of FWI more sophisticated forward models do not necessarily lead to

higher accuracy in practical applications as they become more susceptible to parametric

uncertainties which are unavoidable under realistic experimental conditions. This is also the

reason why RT is typically more stable than more advanced inversion methods [96].

In Sec. 5.2 the sensitivity kernel theory (SKT) is reviewed to describe the classical in-

terpretation of the encoding of information in traveltime measurements, the definition of
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the resolution limit of RT, and the wavefront healing phenomenon. The limitations of the

SKT are highlighted in Sec. 5.3 where traveltimes estimated from full wave simulations are

compared against the first-arrival traveltimes predicted by the eikonal equation of ray the-

ory. Here, the accuracy of the eikonal traveltimes is studied as a function of wave speed

contrast and contrast bounds for its validity are defined. In Sec. 5.4 the accuracy of RT

is investigated for the case of objects occupying a spatial scale smaller than
√
λL. Finally,

concluding remarks are given in Sec. 5.5.

5.2 The encoding of information in pulse traveltimes

This section studies the mechanisms that govern how information about wave speed contrast

is encoded in the measured wave signals. Considering Cartesian coordinates {O, x1, x2, x3},

ray theory predicts that the traveltime of a wave pulse traveling from a source at s ≡

(s1, s2, s3) to a point x ≡ (x1, x2, x3), τ(x, s), satisfies the eikonal equation

[
∂τ(x, s)

∂x1

]2

+

[
∂τ(x, s)

∂x2

]2

+

[
∂τ(x, s)

∂x3

]2

=
1

c(x)2
, (5.1)

where c(x) is the wave speed at point x. RT reconstructs c(x) using as an input the set

of N ×M traveltimes extracted from the experimental signals measured for all the possible

transmit-receive pairs that can be formed with N sources and M receivers. Clearly, to

reconstruct c(x) it is necessary that the N ×M traveltimes encode sufficient information

about c(x) or in other words the traveltimes are sensitive to c(x). This leads to the concept

of sensitivity kernels which attempt to reconcile ray theory with diffraction theory [97]. In

ray theory the propagation of a wave pulse is modeled as a particle traveling along a ray

whose path is determined by reflection and refraction laws only. As a result, the traveltime

predicted by ray theory is only dependent on the wave speed along the path from the source
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Figure 5.1: Illustration of the effect of pulse distortion on traveltime estimations: (a) when
a pulse undergoes a rigid translation traveltime can be estimated by tracking any point in
the pulse; (b) due to distortion it is no longer possible to track the same pulse point leading
to ambiguity in traveltime estimations.

to the receiver Γ

τ(r, s) =

∫
Γ

1

c(x)
dΓ, (5.2)

where r ≡ (r1, r2, r3) represents the position of the receiver. Expression (5.2) implies that

the propagation of a wave pulse is equivalent to the rigid translation of the pulse along the

path Γ. Under this assumption the traveltime can be estimated from the measured signals

by selecting any arbitrary point of the pulse at the source, PS, and mapping it into the same

point of the pulse at the receiver, PR, as shown in Fig. 5.1(a). However, experimental pulses

can experience significant distortion due to diffraction, energy dissipation, dispersion, the

presence of overlapping pulses, and the fact that the wavefront is not confined to a ray but

rather a full volume around the ray. The distortion of the pulse implies that it is no longer

possible to unequivocally map PS onto the corresponding point PR of the received pulse, see
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Fig. 5.1(b). As a result, the definition of traveltime becomes somewhat arbitrary and has

led to a wide range of different traveltime picking techniques, see for instance Ref. [83].

The sensitivity kernel theory (SKT) is developed based on cross-correlation traveltime

picking and assumes that the wave speed field can be considered as a small perturbation

relative to a reference value, c0, i. e. δc = c(x)− c0. This allows ray bending to be neglected

and wave propagation to be formulated in terms of a perturbation problem in which the

absolute traveltime is replaced by the traveltime shift, δτ , caused by the velocity perturbation

δc. This leads to a new expression for Eq. (5.2)

δτ(r, s) =

∫
Γ

1

c0 + δc(x)
dΓ− L

c0

, (5.3)

where L = |r − s| is the distance between the source and receiver. By taking into account

diffraction effects based on linearized single scattering models (Born or Rytov) it can be

shown that δτ also encodes information about wave speed outside the ray path according to

δτ(r, s) =

∫
Ω

K(x, r, s)
δc(x)

c0

dΩ, (5.4)

where Ω represents the three-dimensional volume and K(x, r, s) is the sensitivity kernel [98,

99]. From Eq. (5.4), δτ(r, s) is the weighted sum of wave speed contrast δc over a volume

around the ray defined by the sensitivity kernel. As shown in Spetzler and Snieder [100] this

volume corresponds to the ellipsoid that defines the first Fresnel zone with foci at the source

and receiver and whose width is equal to
√
λL.

The width of the sensitivity kernel leads to a resolution criterion for RT. This can be

justified by first observing that RT would achieve unlimited resolution if the traveltime mea-

surements were consistent with the forward model given by Eq. (5.3). However, if a uniform

contrast perturbation δc occurs over a volume δΩ of size δl much smaller than
√
λL, the

measured traveltime is not only dependent on the contrast δc along the ray length δl but it

will also depend on the value of δc in similar size volumes, δΩ′, outside the ray as shown in
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Figure 5.2: Illustration of the role of the sensitivity kernel width,
√
λL, on the resolution

of ray tomography and the wavefront healing phenomenon. (a) A uniform sound speed
perturbation of size δl <

√
λL occupies a small portion of the kernel volume causing a small

change in traveltime and making it dependent on the sound speed contrast in the direction
transversal to the ray; (b) A perturbation with δl >

√
λL leads to a traveltime that is

only dependent on the sound speed contrast along the ray consistently with ray theory; (c)
Increasing the distance of the receiver from the source widens the kernel causing the sound
speed perturbation to become increasing smaller relative to the kernel and hence weakening
the effect of the perturbation on traveltime.

Fig. 5.2(a). As a result, the measurements are not consistent with the model and since δΩ is

small relative to the volume of the sensitivity kernel, the perturbation δc will contribute little

to the value of δτ(r, s), i.e. the measurements will have low sensitivity to δc. Conversely,

if δl >
√
λL, the traveltime is only dependent on the contrast δc along the fat ray element

δl, Fig. 5.2(b), which leads to a traveltime value that is more consistent with the model in

Eq. (5.3). Moreover, the perturbation now occupies a significant fraction of the volume of

the sensitivity kernel which translates into a higher sensitivity of the traveltime measure-

ments. Therefore,
√
λL defines a resolution length scale such that a uniform perturbation

δc occurring in a ball of diameter greater than
√
λL produces measurable traveltime shifts

that are consistent with the forward model of RT and hence can be reconstructed with high
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accuracy.

Related to
√
λL is the so-called wavefront healing phenomenon [101] which causes the

traveltime shift induced by δc to weaken as the wavefront propagates away from the volume

δΩ. As illustrated in Fig. 5.2(c) to detect a wavefield that has propagated a larger distance

from δΩ the receiver needs to be moved out compared to the configuration in Fig. 5.2(b). As a

result, the increased source-to-receiver distance, L′, leads to a larger volume of the sensitivity

kernel relative to δΩ which makes the contribution of δc to δτ(r, s) smaller. Consequently,

wavefront healing causes a loss of information and has a negative effect on the performance

of RT.

While sensitivity kernels are effective in providing a resolution criterion, their applica-

bility is limited to the case of weak scattering and traveltime estimations based on cross-

correlation. In particular, the use of cross correlation can lead to exceedingly conservative

resolution predictions. This is because localized (small spatial scale) velocity perturbations

manifest primarily as pulse distortions rather than rigid shifts thus making cross correla-

tion ineffective. For instance, Malcolm and Trampert [48] showed that in the case of fast

inclusions traveltime estimations based on the first break of the first arrival can help mit-

igate the effect of diffraction. They also provided a clear illustration of the limitations of

cross-correlation in Fig. 5 of Malcolm and Trampert [48] where they compared the wave

pulse measured before and after the introduction of a velocity perturbation which induces

significant pulse distortion but which is interpreted by cross correlation as a zero traveltime

shift.

The single order scattering approximation, neglecting ray bending, and the use of cross-

correlation may lead to an overestimation of the width of the sensitivity kernels. Therefore,

it is possible that traveltime measurements encode more information than that predicted by

the SKT and that this information is accessible provided that different picking methods are

used.
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5.3 Validity of the ray model beyond
√
λL

This section studies the accuracy of traveltime predictions based on the eikonal equation

for cases that are beyond the limits set by the SKT. These cases vary depending on a

vast range of parameters including L, λ, the relative contrast field µ(x) = δc(x)/c0, and

the characteristic size, D, of the support of µ(x). In addition, the traveltime analysis can

be affected by the nature of the medium, e.g. elastic solid versus fluid. Here, I consider

a two-dimensional acoustic model capable of rapid computation whilst accounting for key

refraction, diffraction, and multiple scattering effects based on the full wave equation given

by

∇2P (x) =
1

c2(x)

∂2P (x)

∂t2
+ F (x, t), (5.5)

where ∇2 is the Laplacian, P , represents the pressure field, c(x), is the local sound speed,

and F (x, t) represents the acoustic source. Equation (5.5) is a valid physical model when

mass density gradients are negligible and the spatial scale over which c(x) varies is greater

than λ. Equation (5.5) is solved using the finite difference (FD) method as discussed in

Sec. 3.2. In all simulations the wave is excited by a point source that launches a five-cycle

Hann-windowed pulse.

The eikonal equation for the acoustic problem is given by the two-dimensional expression

of Eq. (5.1) and is solved using the fast marching method (FMM) [102]. The FMM begins

with a start location, and incrementally expands the solution in order of increasing traveltime

or expanding wavefront. It should be noted that FMM can provide the first-arrival traveltime

while it fails to predict intersecting rays and later arrivals [103].

To estimate traveltimes from the full wave simulations, the instantaneous frequency (IF),

which detects the first break of the first arrival [104], is employed. Therefore, for a signal,

s(t), the traveltime is estimated by transforming the function s(t) into the instantaneous

frequency function, f(t), which is obtained from the Hilbert transform of the signal, h(t),
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Figure 5.3: Transformation of signal function with center frequency of 160 kHz, s(t) (a) into
the instantaneous frequency function (b). The black horizontal line shown in (b) corresponds
to the threshold associated with the picked traveltime.

according to

f(t) =
1

2π

d

dt
(∠[h(t)]), (5.6)

where ∠ refers to the phase of h(t), and d
dt

is the time derivative. Figure 5.3 shows an

example of a signal s(t) (Fig. 5.3(a)) and its corresponding instantaneous frequency function,

Fig. 5.3(b). The traveltime, τ , is determined by considering the point in time where f(t)

breaks above a prescribed threshold level, shown as the black horizontal line in Fig. 5.3(b).

How accurately the first break can be measured in actual experimental waveforms is de-

pendent on the traveltime picking method, the level of noise, and the shape of the transmitted

pulse. These factors are application specific and the optimization of the picking method is

the subject of active research [105] and therefore will not be considered in this analysis.

5.3.1 Cylindrical inclusions

This analysis is begun by considering the canonical case of cylindrical inclusions of uniform

contrast µ. The length scales are normalized relative to the wavelengths so that the separa-

tion distanced between the source and receive transducer is l = L/λ and the diameter, D,
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Figure 5.4: Normalized traveltime shifts predicted by the eikonal equation for a homogeneous
cylinder immersed in a homogeneous background. The traveltimes are computed for different
values of the sound speed contrast µ and for a range of cylinder diameter to width of the
sensitivity kernel ratios, d/w. The markers indicated the eikonal predictions while the curves
correspond to the analytical expressions given in the text.

of the cylinders is d = D/λ. The cylinders are placed at the midpoint between the source

and the receiver whose distance is fixed at l = 400 unless otherwise specified. Therefore, the

normalized width of the sensitivity kernel, w, is

w =

√
λL

λ
=
√
l = 20. (5.7)

Similarly, the traveltime shifts are normalized relative to the ideal traveltime shift that would

be observed for the straight refracted ray traveling along the diameter of the cylinder

δτR =
D

c0 + δc
− D

c0

= −D
c0

µ

1 + µ
= −Td µ

1 + µ
, (5.8)

where, T , is the period of the wave pulse at the center frequency.

Figure 5.4 shows the first arrival traveltimes predicted by the eikonal equation for a

90



L
co

c R

S

Refraction

Diffraction

Figure 5.5: Diagram illustrating the refracted and diffracted wave paths observed when a
cylinder is placed half way between a source S and a receiver R.

range of slow and fast cylinders with sound speed contrast varying from µ=-40 to +100%

and diameters varying from 10 to 500% of the sensitivity kernel width. For fast inclusions

(µ > 0), the least traveltime corresponds to a straight ray from the source to the receiver

and therefore the eikonal traveltime matches the ideal traveltime shift, i.e. δτ/δτR = 1. For

slow inclusions, the trajectory of the ray switches from the straight ray to the ray tangent

to the circular inclusion shown in Fig. 5.5. The transition occurs when the contrast is lower

than a critical value µcr according to

µ < µcr = −
√

(l/d)2 − 1 + arcsin(d/l)− l/d√
(l/d)2 − 1 + arcsin(d/l) + 1− l/d

≈ − 1

1 + 2l/d
, (5.9)

where the last identity is valid when l/d > 10. Criterion (5.9) is derived by imposing the

traveltime equivalence between the two ray paths shown in Fig. 5.5. The traveltime shift

associated with the tangent ray, δτD, is only dependent on the diameter of the inclusion and

c0 while it is independent of µ; its normalized expression being given by

δτD
δτR

= −1 + µ

µ

[√
(l/d)2 − 1 + arcsin(d/l)− l/d

]
≈ −1 + µ

µ

1

2l/d
. (5.10)

Equation (5.10) corresponds to the curved branches of the plots shown in Fig. 5.4. Therefore

for a given d/l ratio, if µ ≥ µcr, then δτ/δτR = 1 and the first arrival traveltime encodes

information about the sound speed inside the cylinder, while if µ < µcr the first-arrival

traveltime becomes insensitive to the contrast inside the cylinder.
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Figure 5.6: Full wave simulation of scattering by a slow cylinder (µ = −40%) of diameter
equal to the width of the sensitivity kernel. (a) diagram showing the position of the cylinder
relative to the source and 15 receivers, (b) waveforms measured by the 15 receivers, (c)-(f)
snapshots of the wavefield over the rectangular area around the cylinder shown in (a).

The tangent ray path corresponds to a wave diffracted around the cylinder as illustrated

in Fig. 5.6 which presents the results of full wave simulations for µ = −40%, l = 36, and

l/d = 6 or d/w = 1. For this configuration µcr = −7.7% which is much larger than the

contrast inside the cylinder and therefore it is expected that first arrival will correspond to

the tangent ray path. Indeed, the cylinder splits the incident circular wavefront radiating

from the source into a fast branch that circles around the inclusion and a slower one that

travels inside it, Figs 5.6(c)-(f). Because of the negative contrast, the cylinder acts as a lens
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Figure 5.7: Traveltime shifts estimated from full wave simulations using the IF method (a)
and the cross-correlation method (b) as a function of contrast, µ, and cylinder diameter to
width of the sensitivity kernel ratios, d/w. Note that the vertical scale of (b) is different
from that of (a).

which focuses the slow branch onto a point close to the boundary of the cylinder, Fig. 5.6(f),

from which the branch continues to propagate as if there were a source at that point. The

fast branch is the result of diffraction and corresponds to the tangent ray path shown in

Fig. 5.5. This is clearly demonstrated by the agreement between the first arrivals predicted

by the eikonal equations (square dots) in Fig. 5.6(b) and the arrivals of the pulses measured

by the 15 receivers at the locations shown in Fig. 5.6(a).

To further study the effect of diffraction and wavefront healing, Fig. 5.7(a) shows the

normalized traveltime shifts estimated from full wave simulations with the IF method for

the same parameter range considered in Fig. 5.4. In contrast with the SKT, the IF traveltimes

follow ray theory (δτIF → δτR) also when the diameter of the cylinder is significant smaller

than the kernel width. Even for d/w = 0.1, δτIF → δτR when the contrast is sufficiently

high. For lower contrast levels, IF begins to underestimate the traveltime shift due to the

wavefront healing effect consistently with the SKT which is derived under the small contrast

approximation.

The hypothesis considered here is that full wave simulations are consistent with ray
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d/w µcr µ < µcr µ ≥ µcr
0.10 -0.2% µ < −20.2% µ ≥ 32.9%
0.25 -0.6% µ < −9.6% µ ≥ 10.3%
0.50 -1.2% µ < −5.9% µ ≥ 3.9%
1.00 -2.4% µ < −4.8% µ ≥ 0
5.00 -11.1% Any Any

Table 5.1: Upper and lower contrast bounds for different cylinder diameters relative to the
width of the first Fresnel zone as predicted by the criterion in Eq. (5.13).

theory as long as the traveltime is estimated by considering the first break of the wave

pulses and that the traveltime difference between the arrivals of the diffracted wave, τD, and

the refracted wave, τR, is larger than half the period of the pulse so as to limit interference

effects. A new limit can therefore be introduced as

|τD − τR|
T

≥ 1

2
, (5.11)

which using Eq. (5.10) for l/d > 10 and the definition of µcr yields

d2

l
≥ 1− 2

µd

1 + µ
, ∀µ ≥ µcr

d2

l
< −1− 2

µd

1 + µ
, ∀µ < µcr, (5.12)

or in terms of the cylinder diameter relative to the kernel width

(
d

w

)2

≥ 1− 2
µd

1 + µ
, ∀µ ≥ µcr(

d

w

)2

< −1− 2
µd

1 + µ
, ∀µ < µcr. (5.13)

The criterion reduces to the standard RT resolution limit, d/w ≥ 1, when the contrast

vanishes. For a given d/w ratio, the expressions in (5.13) can be used to determine the

bounds of contrast that satisfy the criterion. Table 5.1 lists the values of µ obtained from

Eqs. (5.13) for the d/w ratios studied in Fig. 5.7. For d/w = 0.1, the criterion predicts that
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ray theory is valid for negative contrast lower than -20.2% or for positive contrast greater

than 32.9%. While this is true for the negative contrast, at µ = 32.9% the IF traveltime

shift is about 50% lower than the theoretical value, meaning that partial wavefront healing

occurs as it can be seen from Fig. 5.7(a). The accuracy of the criterion improves for larger

diameter cylinders. As an example, for d/w = 0.25 and µ = 10.3%, the IF traveltime shift

is more than 80% of the theoretical ray traveltime shift, i.e. the effect of wavefront healing

is much less significant than that predicted by the SKT.

The role of the picking method is illustrated in Fig. 5.7(b) in which the traveltime shifts

are now estimated through the cross-correlation method applied to the same full wave simu-

lations used to produce Fig. 5.7(a). It can be observed that for d/w < 1 the cross-correlation

traveltimes shifts, δτCC , tend to zero for most contrast levels according to the wavefront heal-

ing effect predicted by the SKT. On the other hand, for d/w > 1, the traveltimes match

the first arrivals predicted by ray theory. However for negative contrast, cross-correlation

picks the arrival of the slow branch that is refracted through the cylinder according to the

phenomenon illustrated in Fig. 5.6 thus leading to δτCC/δτR ≈ 1. This is because cross-

correlation tends to match the shape of the reference pulse to the dominant pulse in the

measured waveform. Due to the focusing effect the slow branch is energized at the expense

of the fast branch [see the central waveform in Fig. 5.6(b)] causing cross correlation to miss

the first arrival.

Cross-correlation severely underestimates traveltimes also when the cylinder diameter is

the same as the with of the sensitivity kernel [see d/w = 1 in Fig. 5.7(b)] and contrast is

positive. This is due to a defocusing phenomenon which causes the refracted waves to have

lower amplitude than the diffracted ones. This is demonstrated in Fig. 5.8 which shows

the result of full wave simulations as a function of contrast level when d/w = 1. For large

positive contrast, the first-arrival corresponds to the refracted wave while the second is the

pulse diffracted around the cylinder. The latter circles around the cylinder and its arrival is

not dependent on the contrast inside the cylinder.
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Figure 5.8: Example of defocusing occurring in the presence of positive contrast for a cylinder
diameter equal to the width of the sensitivity kernel. The cylinder is centered between a
point source and a receiver that are 400λ apart. (gray) baseline signals without the cylinder;
(black) signals detected in the presence of the cylinder.

5.3.2 Complex media

In order to study the accuracy of the ray model in the presence of complex inhomogeneous

media, consideration is given to a configuration similar to that shown in Fig. 5.6(a) in which

an array of aperture 12λ consisting of 60 receivers is placed at a 225λ distance from a source

(l = 225) and an inhomogeneous region is contained within a circle of diameter equal to the

width of the sensitivity kernel (w = 15). The array of receivers is centered relative to the

source. The inhomogeneous region is shown in Fig. 5.9(a) and is modeled using a contrast

map obtained as a sum of Bessel functions, as explained in Appendix A. The contrast is

antisymmetric relative to the vertical line joining the source to the center of the array. As

a result, the SKT predicts that a receiver at the center of the array would not see any

traveltime change since the integral in Eq. (5.4) vanishes. However, this is not true as it

can be deduced from Fig. 5.10 which compares the signal simulated with and without the

inhomogeneous region for the central receiver. Here, the IF method detects a traveltime
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Figure 5.9: Inhomogeneous contrast maps. Map (a) is antisymmetric relative to the x = 0
axis and is then modified by adding a cylindrical inclusion of diameter d = w/8 with contrast
varying from 10% (b) to 100% (c). The ray paths from the source to the receive array are
shown for the different contrast levels of the cylinder. Note that the source and receive array
are far from the edges of domain shown in the figure.
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Figure 5.10: Through-transmission signals for the antisymmetric inhomogeneous medium of
Fig. 5.9(a). (gray) signal propagated through the homogeneous background; (black) signal
through inhomogeneous region.

shift that is -70% of the signal period while cross correlation yields -35%, thus showing that

the SKT becomes inaccurate when contrast is not sufficiently small.

To study the effect of different contrast levels a circular inclusion of diameter equal to w/8

was introduced at the center of the inhomogeneous region as shown in Figs. 5.9(b) and (c).

The contrast of the inclusion was varied from 10 to 80% while the inhomogeneous background
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Figure 5.11: Traveltimes shifts measured along the aperture of the receive array for the
inhomogeneous models shown in Fig. 5.9. Six different contrast levels of the cylindrical
inclusion are simulated: 10, 20, 40, 60, 80 and 100% with the increasing contrast direction
being pointed by the arrows. (a) compare the eikonal and IF traveltimes while (b) the eikonal
and cross-correlation traveltimes.

was not altered. Negative contrasts were also simulated; however, the rays avoided the

cylinder and therefore there was no effect on the received signals. Figure 5.11(a) compares

the traveltime shifts predicted by the eikonal model and those obtained from the full wave

simulations using the IF method. The traveltime shifts are relative to the inhomogeneous

background of Fig. 5.9(a) and are normalized with respect to δτR [see Eq. (5.8)]. As observed

in Sec. 5.3.1 the difference between the eikonal and IF traveltimes decreases as the inclusion

contrast increases. While for high contrast levels the IF data follows a trend similar to that

of the eikonal data, at low contrast levels (10 and 20%) the eikonal equation predicts zero

traveltime shifts for some of the receivers. This can be explained by considering the ray

paths from the source to the 60 receivers shown in Fig. 5.9. When there is no inclusion or

the contrast is low, the group of rays pointed by the arrows does not intersect the area of the

inclusion and so these rays are not sensitive to its contrast. However, as the contrast of the

inclusion increases the rays veer over the inclusion which provides the path of least traveltime

and the ray become sensitive to the inclusion contrast. The corresponding IF data obtained
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from the full wave simulations do not show this effect due to diffraction. Finally, Figs. 5.11(b)

compares the eikonal and cross-correlation data. Due to the complex contrast distribution,

the wave pulses are distorted and therefore the accuracy of cross correlation in determining

the traveltime shifts degrades and leads to the large discrepancies with the eikonal model.

Moreover, since the diameter of the inclusion is 1/8 of the width of the sensitivity kernel, cross

correlation significantly underestimates the traveltime shifts compared to the IF method.

5.4 Tomographic reconstructions

In the previous section it has been shown that traveltimes estimated from the signal first

break encode more information than that obtained through the cross-correlation methods

and that the ray model is more accurate than what the SKT predicts. To translate this

result into the accuracy of wave speed reconstructions consideration is given to a full-view

tomographic configuration in which the area of interest is enclosed within a circular array

of diameter ∆ = 225λ, consisting of 100 equally spaced point-like transceivers. For such

configuration the source-to-receiver distance varies depending on which transducer pair is

considered. However, for small objects close to the center of the array it can be assumed

that L = ∆ and therefore the width of the sensitivity kernel is still W = 15λ.

The traveltimes are inverted using the curved ray tomography (CRT) method [71], which

accounts for ray bending and therefore performs a fully nonlinear inversion. The forward

solver is based on the eikonal equation which is solved with the fast marching method

FMM. The WSM is updated using the nonlinear conjugate gradient method as explained in

Willey et al. [91]. Since the forward solver is based on the FMM, the inversion adjusts the

WSM so that the corresponding first arrivals match the measured traveltimes.

When performing first-arrival CRT it is important to distinguish between the cases of

negative and positive contrast. In fact when the contrast is lower than µcr the first arrivals

correspond to the diffracted wave pulses which are insensitive to contrast smaller than µcr.
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Figure 5.12: Reconstructed minimum contrast versus the nominal contrast of a uniform
cylinder for three different cylinder diameter to sensitivity kernel width (d/w) ratios. The
absolute values of the negative contrast are shown. The solid line corresponds to µr = µ0.

This means that for µ < µcr, CRT stops updating the contrast map when the contrast reaches

a value close to µcr because reducing the contrast below µcr does not affect the traveltimes

predicted by the FMM. This effect is shown in Fig. 5.12 which provides the absolute value of

the minimum reconstructed contrast versus the nominal one for three cylinder diameters, i. e.

d/w =0.25, 0.50, and 1.00. Here, the traveltimes forming the input for CRT are calculated

using the eikonal equation and therefore the data is consistent with the forward model.

Therefore, CRT should achieve accurate reconstructions and all the data points should lie

on the solid line µr = µ0. Instead, it can be observed that for a given d/w ratio and for

decreasing contrast (increasing absolute value), the reconstructed contrast begins to diverge

from the true contrast and saturates around a constant value that depends on the d/w ratio.

The values of contrast where the data in Fig. 5.12 starts to diverge from the true values are

consistent with the values of µcr corresponding to the three d/w cases i.e. -0.8, -1.6, and

-3.2%. However, the saturation levels are higher (in absolute terms) than µcr because the

reconstructed cylinder diameters tends to be larger than the true diameter.

Figure 5.13 shows the maximum reconstructed contrast for a homogeneous cylinder as a

100



0% 20% 40% 60% 80% 100%
0%

20%

40%

60%

80%

100%

µo

µ r

 

 
Instantaneous Frequency
Cross−Correlation
eikonal

0% 20% 40% 60% 80% 100%
0%

20%

40%

60%

80%

100%

µo

µ r

0% 20% 40% 60% 80% 100%
0%

50%

100%

150%

200%

250%

µo

µ r

(a) (b) (c)

Figure 5.13: Maximum contrast of cylindrical inclusions reconstructed with curved ray to-
mography (CRT) as a function of nominal contrast. CRT is applied to traveltime data
obtained with the eikonal model and from full wave simulations though the IF and cross
correlation methods. Different cylinder diameters, d, relative to the width of the sensitivity
kernel, w, are considered: (a) d/w=0.25; (b) d/w=0.5; (c) d/w=1.

function of positive nominal contrast, µ, and the cylinder diameter relative to the width of

the sensitivity kernel, i. e. d/w = 0.25, 0.50, and 1.00. The inversion is applied to traveltime

data obtained: (1) from the eikonal solver, (2) with the IF method from full wave simulations,

and (3) with the cross-correlation method from full wave simulations. In all the simulations

the center of the cylinder is at a 28.125λ distance from the array center to avoid artifacts

due to the symmetry of the array relative to its center.

If the inversion achieved unlimited accuracy the data points would lie on the dashed

diagonal line, µr = µ0, and therefore the offset between the data points and the diagonal is

representative of the reconstruction error. The error is due to the limited numerical accuracy

of the inversion scheme and the approximation introduced by the ray model. The effect of

numerical errors is demonstrated when the inversion is applied to traveltime data obtained

from the eikonal model. In this case the data satisfies the ray approximation meaning that

the forward model used in the inversion provides an exact representation of the data and

therefore the inversion should achieved unlimited accuracy. Instead, absolute errors as large

as 9% can be seen in eikonal data shown in Fig. 5.13.

The maximum contrast reconstructed from the IF data obtained from the full wave

simulations provides results with accuracy similar to that obtained with the eikonal data,
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in the worst case scenario the error is 10% of the nominal contrast and is observed for the

largest cylinder diameter. Importantly, it can be concluded that accuracy does not degrade

for cylinder diameters smaller than the width of the sensitivity kernel. On the other hand,

the maximum contrast reconstructed from the cross-correlation data shows large absolute

errors as high as 150%. These errors are to be expected since the traveltimes estimated by

cross-correlation significantly differ from those predicted by the eikonal model.

It should be stressed that while the accuracy in maximum contrast estimations obtained

with the IF data is relatively good, the spatial resolution of the reconstructions is low and

leads to significant over estimations of the diameter of the cylinder as it can be seen in

Fig. 5.14 which shows diametral cross-section of the contrast profiles reconstructed with

CRT. It is therefore important to assess if in the presence of complex media a similar level of

accuracy can be obtained. Figure 5.15 refers to the complex medium shown in Fig. 5.9(a)

and shows the maximum contrast estimated for a cylinder of diameter d = 0.25w at the center

of the model, the corresponding reconstructed contrast profiles are shown in Fig. 5.16. The

maximum contrast is estimated within the area of the cylinder and the traveltime shift data

is calculated relative to the homogeneous background. Due to the complexity of the model,

especially the presence of regions of negative contrast, numerical errors in the inversion lead

to increased absolute contrast errors up to -41%, which are comparable to the errors resulting

from the IF method. However, the errors are small compared to those obtained with the

cross-correlation method which underestimates contrast severely.

5.5 Conclusions

When referring to the performance of wave-based tomographic methods it is common to

assume that the accuracy of ray based tomography is limited by diffraction effects that are

not accounted for by the ray model and that also cause information loss due to wavefront

healing. This chapter has investigated this issue by studying the accuracy of the eikonal
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equation as a forward model to predict the traveltimes of signals simulated with the full

wave equation. The rationale for this analysis has been that if it were possible to estimate

traveltimes from the wave pulses that are consistent with ray theory even in the presence of

diffraction effects then a ray-based inversion would yield accurate results.

It has been shown that first-arrival traveltimes estimated from the eikonal equation pro-

vide an accurate representation of the propagation of a wave pulse simulated with the full

wave equation as long as the traveltime of the pulse is defined based on the pulse first

break. Therefore, while the standard sensitivity kernel theory (SKT) predicts that ray the-

ory becomes inaccurate for regions of wave speed contrast over a spatial scale smaller than

W =
√
λL, where L is the source-to-receiver separation distance and λ is the wavelength,

it was found that ray theory can accurately predict the arrival of the signal first break even

for cylindrical objects with diameter as small as D = W/10 provided that the contrast is

sufficiently large. On the other hand, the eikonal traveltimes significantly differed from the

traveltimes extracted with the cross-correlation method. This is because cross correlation

is affected by pulse distortion and most importantly by the presence of multiple pulses in

the received waveform that result from complex phenomena including diffraction, multiple

scattering and ray splitting that are not accounted by the first-arrival ray model. Conversely,

the pulse first break is almost immune to these factors.

Whereas the first-arrival traveltimes predicted by the eikonal model are accurate for both

positive and negative contrast levels, an important distinction has to be made in the case of

negative contrast when considering tomography. In fact, there exists a critical contrast level,

µcr, below which the first-arrival traveltimes predicted by the eikonal equation correspond to

the wave pulses diffracted around the region of low contrast. Since these pulses do not travel

through the region they do not encode information about its contrast level. As a result, the

inversion cannot reconstruct contrast levels below µcr. This represents the main physical

limitation of ray tomography based on first-arrival traveltimes and is dictated by the value

of µcr introduced in this chapter rather than the resolution scale
√
λL.
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The possibility of reconstructing contrast maps for objects smaller than
√
λL has been

investigated in the case of positive contrast by considering the accuracy of curved ray tomog-

raphy (CRT) when evaluating maximum contrast. It has been shown that CRT applied to

first arrival data extracted from full wave simulations leads to accuracy which is comparable

to the numerical accuracy of the inversion. On the other hand, CRT applied to traveltime

data extracted with the cross correlation method provided highly inaccurate estimates as

predicted by the SKT. This proves that the effects of diffraction and other physical phe-

nomena that are not accounted for by ray theory can be mitigated by defining the pulse

traveltime based on its first break.
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Figure 5.14: Reconstructed contrast profiles corresponding to the data shown in Fig. 5.13.
The columns correspond to d/w =0.25, 0.50 and 1.00, while the rows correspond to contrast
levels of 10, 20, 40, 60, 80 and 100% from top to bottom. (black solid lines) true contrast
profile, (gray curves) CRT applied to eikonal data, (dash-dot curves) CRT applied to IF data
obtained from full wave simulations, (dashed curves) CRT applied to cross-correlation data.
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Figure 5.15: Reconstructed maximum contrast for a cylindrical inclusion of diameter
d/w=0.25 at the center of the inhomogeneous model of Fig. 5.9(a) as a function of the
cylinder nominal contrast. CRT is applied to traveltime data obtained with the eikonal
model and from full wave simulations though the IF and cross correlation methods.
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Figure 5.16: Reconstructed contrast profiles along the y = 0 axis for the inhomogeneous
medium of Fig. 5.9 and for different values of the contrast of the cylindrical inclusion. (black
solid lines) true contrast profile, (gray curves) CRT applied to eikonal data, (dash-dot curves)
CRT applied to IF data obtained from full wave simulations, (dashed curves) CRT applied
to cross-correlation data.
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Chapter 6

Performance analysis of GWT

6.1 Introduction

Central to the goal of using GWT as an effective tool in the field, is the task of defining

the range of its applicability to pipes, arrays, and defects of varying size. The form of

GWT studied in this thesis is based on CRT, which is based on ray theory. Traditionally,

the relationship between defect size and the sensitivity kernel width (i.e. the width of the

first Fresnel zone [43, 44]) has been the measure by which ray theory is deemed applicable.

However, in Chapter 5 the critical contrast criterion, was shown to determine whether the

contrast defining an inclusion can be accurately reconstructed.

There was a distinct difference shown in the ability of CRT to reconstruct fast (positive

contrast) and slow (negative contrast) inclusions. Fast inclusions were able to be recon-

structed with high accuracy for defect width scales significantly smaller than the largest

Fresnel zone width in the array. This comparison is reasonable since the defects studied

were near the center of the circular full view array where the relevant Fresnel zone widths

would be near the largest. For the case of two parallel linear arrays, as in cross borehole

tomography or GWT in pipes, the sizes of the Fresnel zone widths that encounter contrast

may vary greatly. Thus, there is a need to determine how the critical contrast theory can be
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applied for linear limited view arrays.

As previously mentioned, the linkage between thickness and wave speed studied in this

thesis is based on the CGV method [27,28]. The CGV method is meant to hold the A0 Lamb

mode group velocity nearly constant by operating in a region of frequency-thickness (centered

about the CGV point) where the group velocity curve is relatively flat. This ensures that

the A0 Lamb wave pulses arrive at the same point in time over a range of WTL, which

greatly simplifies data processing. The A0 phase velocity is used to encode defect data in

the pulses (i.e. defect data is captured as a pulse phase shift) as it is sensitive to WTL over

the same range of frequency-thickness near the CGV point. The A0 phase velocity curve is

monotonically increasing, thus thickness loss corresponds to a decrease in frequency-thickness

and phase velocity. This means all defects (i.e. WTL) will be characterized as a slow contrast

region. In Chapter 5, it was shown that there is a critical contrast that cannot be surpassed

when reconstructing slow inclusions. This leads to a certain saturation level (the critical

contrast) that is dependent upon the width normalized by array diameter. Again, the defect

width being normalized by array diameter is justified in this case because the defects were

near the center of the array, and thus represented a worst case scenario for that particular

array configuration. In the case of two parallel linear arrays, multiple path lengths must be

incorporated somehow into the calculation of critical contrast.

The critical contrast can be recast in terms of defect depth, δ, relative to the nominal

wall thickness, t, using the dispersion curve of A0. Specifically, the relationship that links

the phase velocity to the frequency-thickness product, f · t, can be transformed into an

equivalent expression that now links δ/t to the phase velocity contrast resulting from the

WTL δ - assuming that for δ=0, f · t=1.4 MHz-mm which corresponds to the CGV point.

This new relationship is given in Fig. 6.1 and shows that the contrasts (its absolute value is

shown) remains below 30% for defect depth up to 70% and subsequently increases to 100%

for deeper defects. Based on the results from Chapter 5, given a certain defect width, w, and

source to receiver separation distance, L, the critical contrast is determined using Eq. 5.9.
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Figure 6.1: Absolute value of the A0 Lamb wave phase velocity contrast, µ, given the nominal
phase velocity coincides with the CGV point (i.e. f ·t = 1.4 MHz-mm), in terms of normalized
defect depth, δ/t.

Subsequently, the curve in Fig. 6.1 can be used to determine the corresponding value of the

critical defect depth, δcr, beyond which ray tomography is no longer sensitive to a depth

increase. This representation of the critical contrast criterion in terms of defect depth will

be referred to as the critical defect depth criterion.

While it is clear that the critical defect depth has implications on the effectiveness of

GWT, there are other practical factors that must also be considered, such as pipe, array,

and defect sizes. Thus, the focus of this chapter will be to translate the results from Chap-

ter 5 to the case of damage detection (corrosion/erosion) using CRT based GWT in pipes,

as well as considering the other practical parameters defining the GWT problem, and its

accuracy. The remaining sections of this chapter will be: Sec. 6.2 studying parameters of the

GWT problem, containing Sec. 6.2.1 studying pipe parameters, Sec. 6.2.2 studying defect

parameters, Sec. 6.2.3 studying array parameters, and Sec. 6.3 containing conclusions.
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Figure 6.2: Schematic of pipe with arrays and defect profile.

6.2 Study of GWT problem parameters

In this section, the parameters important to GWT are grouped in three categories: pipe

(diameter, D, and nominal wall thickness, t), defect (width, w, and depth, δ), and array

(separation of ring arrays, L, and number of transducers per array, N). The thickness of

each pipe is represented with an equivalent acoustic model, as discussed in Chapter 3. Each

modeled defect has a small boundary around them equal in thickness to the defect depth, to

provide a smooth transition between nominal and defect thicknesses, as shown in Fig. 6.2.

The relationship between the acoustic wave speed and the pipe thickness is dependent on

the A0 Lamb mode phase velocity dispersion curve, as described in Chapter 3.

Three nominal pipe sizes (NPS) are studied: 8” schedule 40, 8” schedule 120, and

16” schedule 40. For each of these, a set of defects of prescribed width and depth are

investigated. The studied defect widths, w, will be multiples (1/4, 1/2, 1, and 2) of
√
λLavg

where, Lavg is the average straight line distance between sources and receivers (including

virtual ones). The studied nominal defect depths, δ, are 5, 10, 20, 30, 50, and 80% of nomi-

nal pipe thickness, t. Finally, for each of these combinations, the source and receiver array

separation will be studied as multiples (2,3, and 4) of pipe diameter, D, and the number

of transducers per array, N . The number of transducers per array, will be such that three

levels of array element spacing exist for each pipe diameter. This results in the number

of transducers per array for 8” schedule 40 and 120 pipes being 4, 8, and 16, and in the

16” schedule 40 pipe being 8, 16, and 32.
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Figure 6.3: Performance characterized as the agreement between the nominal defect depth,
δo, and reconstructed δr. The level of gray moves from dark to light for increasing defect
width: w = 1/4, 1/2, 1, 2 multiples of

√
λLavg. The marker faces (×, ◦, 4) correspond to

the array separation: L = 2D, 3D, 4D. Data for 8” schedule 40 (a), 8” schedule 120 (b), and
16” schedule 40 (c) are shown. The black line represents perfect performance where δr = δo.

Simulations are carried out using an acoustic time domain finite difference method dis-

cussed in Sec. 3.2. Each simulation runs for 1.3 hours on average. It should be noted however

that the acoustic model only provides a partial representation of wave pulse propagation in

an actual pipe wall. Notably, the pulse distortion due to guided wave dispersion is not

simulated. As a result, different traveltime picking methods are required to process the sim-

ulated and experimental data. In the simulations we continue to use the IF method as in

Chapter 5 while we process experimental data using the zero-crossing method as explained

in Sec. 4.3.1. The traveltime data is then inverted using the same GWT method studied in

Chapter 3 employing up to the second order helical mode.

6.2.1 Effect of pipe parameters

The results of maximum defect depth reconstructions presented in this section are based

on 16 physical transducers per array, and consider helical modes up to the second order.

Figure 6.3 shows the reconstructed maximum defect depth, δr, as a function of the nominal

defect depth, δo, where the level of gray moves from dark to light for defect widths, w, of 1/4,

1/2, 1, and 2 multiples of
√
λLavg, and marker symbols (×, ◦, 4) correspond to the array
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NPS t λ
8” SCH 40 7.37 mm 16 mm
8” SCH 120 18.24 mm 38 mm
16” SCH 40 12.7 mm 27 mm

Table 6.1: Wavelength, λ, and nominal thickness, t, for each pipe.

separation, L, of 2D, 3D, and 4D. Each set of data shown in Figs. 6.3(a)-(c) correspond

to the 8” schedule 40, 8” schedule 120, and 16” schedule 40 pipes respectively. Notice in

Fig. 6.3 that the two darkest gray lines correspond to defect width of 1/4 and 1/2 of
√
λLavg,

and thus their performance is expected to be lacking via sensitivity kernel theory, but for

the two lightest gray lines, there is good agreement between nominal defect depth, δo, and

reconstructed defect depth, δr, up to a particular point on the nominal depth axis that shifts

for each individual curve.

The obvious comparison to point out is between the 8” schedule 40 and 120 pipes shown

in Figs. 6.3(a) and (b). Both have the same diameter and thus array separations, number of

transducers per array, and defect depths as percentage of nominal thickness (i.e. contrasts)

are also the same. This leaves only the defect widths as the root cause of differences between

the reconstructed defect depth, δr, and the nominal defect depth, δo, resulting from the

defect widths dependence on
√
λLavg.

In terms of this study, the main contribution of pipe thickness is to the determination of

the wavelength. This is due to the CGV method being central to GWT. Thus, increasing

thickness leads to decreasing frequency and ultimately increasing wavelength, as shown in

Tab. 6.1. This leads to the defect widths in the 8” schedule 120 pipe being wider than those

in the 8” schedule 40 pipe. This points to the observation that even though all parameters

(other than width) are the same in the two examples, and the defect widths correspond to

the Fresnel zone width in the same way, there is increased performance (i.e. δr matches δo

for a wider range of defects in Fig. 6.3) in the case where the wavelength is longer. This

implies that the width of the defect is more important than its relationship to the Fresnel

zone width, or wavelength.
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It should also be true that if the defect widths are the same in the 8” schedule 40 and

120 pipes than the inputs (based on first-arrival traveltimes) to the two problems would be

nearly identical, and thus the result of GWT would be the same in spite of the difference

in wavelength/Fresnel zone width. This is demonstrated in the results shown in Fig. 5.13

where the reconstructed contrasts obtained using the eikonal and IF solver data are similar.

Most importantly, the saturation of the reconstructed depth, δr, occurs in all cases (even

those where widths are greater than the Fresnel zone width) which implies that the Fresnel

zone limit is insufficient to serve as the only criterion for predicting the accuracy of GWT

reconstructions. These observations, particularly those regarding the influence of defect

width, will be studied in greater detail in the section on defect parameters.

6.2.2 Effect of defect parameters

In this portion of the study, the CGV method must again be considered as it prescribes

the link between wave speed and pipe wall thickness. Consequentially, defect depth as a

percentage of nominal wall thickness is equivalent in terms of contrast across all pipes. This

normalization of defect depth, and equivalence of it to the contrast, provides a convenient

way of comparing the accuracy of the reconstructed maximum WTL. Furthermore, it means

that both the critical contrast, and critical depth curves are universal for all pipe and defect

sizes, when width is properly normalized. The purpose of this section is to investigate this

claim.

Defect width dependence on the first Fresnel zone width computed with respect to Lavg,

rather than the separation distance of the source and receiver arrays, L, was implemented

to ensure more than just the direct (shortest path) source-receiver pairs would encode accu-

rate information about the defect interior as predicted by the sensitivity kernel theory. As

previously mentioned, the use of the CGV method is that increasing pipe thickness leads to

increasing wavelength, which per the definition of defect size leads to larger defect widths in

thicker pipes.

113



0 0.1 0.2 0.3 0.4 0.5
5%

10%

20%

30%

50%

80%

w/Lavg

δ r

Figure 6.4: Performance characterized as the agreement between the nominal defect depth,
δo, shown as the horizontal grid lines, and reconstructed, δr. The level of gray moves from
dark to light for increasing defect depth: δ = 5, 10, 20, 30, 50, and 80% of wall thickness.
The marker type (×, ◦, 4) correspond to the array separation: L = 2D, 3D, 4D. Data is
the same as that shown in Fig. 6.3. The black line corresponds to the δcr criterion.

The existence of a critical defect depth criterion, suggests that the there will be similar

performance for defects of similar normalized size (i.e. size relative to the size of the pipe and

array dimensions). The consequence of the equivalence between normalized WTL and wave

speed contrast, shown in Fig. 6.1, should be that all GWT performance can be described by

the critical defect depth for any combination of pipe and defect.

Figure 6.4 shows the data from Fig. 6.3 reorganized so that the reconstructed defect

depth, δr, is a function of normalized defect width, w/Lavg, where marker symbols (×, ◦,

4) correspond to the array separations (2D, 3D, 4D), the level of gray corresponds to the

nominal defect depth (5, 10, 20, 30, 50, and 80% of wall thickness), and the critical defect

depth is shown as a solid black line. It should be noted that in the analysis shown in Fig. 6.4,

the normalized width is due only to the deepest part of the defect, and the portion due to

the boundary is neglected. The normalization of width by Lavg is done as a simple way to

incorporate not only the shortest ray paths, but also many of the longer ray paths into the
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Figure 6.5: Performance characterized as the absolute value of error, |e|, as a function of
normalized defect width, w/Lavg, for defects outside of (a), and within (b) the δcr curve
shown in Fig. 6.4. The level of gray moves from dark to light for increasing defect depth:
δ = 5, 10, 20, 30, 50, and 80% of wall thickness. The solid curves in (a) are the analytical
error curves calculated using the critical defect depth, shown in Fig. 6.4, substituted into the
δr term in Eq. 6.1 for each nominal defect depth, δo. The marker type (×, ◦, 4) correspond
to the array separation: L = 2D, 3D, 4D.

calculation of the critical defect depth curve, δcr.

In Fig. 6.4, defects whose nominal sizes are outside the critical defect depth curve are

observed as the points that accrue just above the critical defect depth curve. However, for

defects within the critical level, the maximum reconstructed defect depth is predicted with a

reasonable level of accuracy. This is observed as the convergence of the reconstructed defect

depths, δr, towards the nominal defect depth, δo, represented as the horizontal grid lines.

This confirms the assertion that the critical contrast theory applies to GWT reconstructions,

and that it is usable as a universal table, as the data shown in Fig. 6.4 is from all combinations

of defect and pipe size explored in this section.

To quantify performance the normalized maximum depth error is introduced as

e =
δr − δo
t

. (6.1)

Figure 6.5 shows the error, e, for two groups of defects: those whose prescribed nominal
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sizes are outside of the critical defect depth in (a), and those whose nominal sizes are within

the critical defect depth in (b). The solid lines in Fig. 6.5(a), correspond to analytical error

curves constructed by substituting the critical defect depth curve, shown in Fig. 6.4 into

δr in Eq. (6.1), for a particular nominal defect depth, δo, where the darkness of the line

indicates the level of δo. The drift between the error data points and analytical error curves

in Fig. 6.5(a) is due to the convergence of the reconstructed defect depth, δr, towards a value

slightly larger than the critical defect depth, δcr, when δo > δcr, but over all there is good

agreement, which suggests that for defects whose nominal size is outside of the critical defect

depth curve the majority of the error can be attributed to the saturation of reconstructed

defect depth near the critical defect depth. Most notably, in Fig. 6.5(b), the absolute value

of error is always low, and consistently stable across all widths. In this regime the maximum

absolute error is approximately 6%.

6.2.3 Effect of array parameters

In this section, only the errors of defects whose nominal size is within the critical defect depth

criterion will be considered in order to focus the study on the impact array parameters have

on the error in the reconstructed defect depth. This section will study both array separation,

L, and number of transducers per array, N , as it pertains to error, e, described in Eq. (6.1).

In Fig. 6.6 the data is described using box plots shown in black, mean error shown as dark

gray dots, and standard deviation error bars as light gray lines extending vertically from

the mean error dots. The data spread, and mean error increases slightly (less than 3%) in

all cases with increasing array separation. The low level of dependence on array separation,

indicates that there could be the potential to monitor larger sections of pipe between the

source and receiver arrays. Figure 6.7 displays the errors shown in Fig. 6.6 rearranged as a

function of normalized defect width, w/Lavg, so that (a)-(c) correspond to a particular array

separation, L. The solid black line corresponds to the error estimate, obtained by fitting the
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Figure 6.6: Performance characterized as signed error, e, in terms of array separation, L for
all defect width and depth combinations within the δcr curve. The error for each L, is rep-
resented by the average error (dark gray dot), standard deviation error bars (light gray bars
extending vertically from the average error), plotted over box plots (black) characterizing
the spread of the data. The 8” schedule 40 (a), 8” schedule 120 (b), and 16” schedule 40
pipe results are shown.
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Figure 6.7: Performance characterized as signed error, e, in terms of normalized defect width,
w/Lavg, for all defect width and depth combinations within the δcr curve. The marker type
(×, ◦, 4) correspond to the 8” schedule 40, 8” schedule 120, and 16” schedule 40 pipe
results. The level of gray moves from dark to light for increasing defect depth consistent
with Fig. 6.5. The solid black line and dotted black lines correspond to the fitted error
curve, and nonsimultaneous prediction bounds (based on 95% confidence interval). The
array separations, L = 2D, 3D, 4D, are shown in (a)-(c) respectively.
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data for each array separation independently using the assumed regression model

ê ≈ a+ b/(w/Lavg), (6.2)

where, a and b are the tunable parameters, and the dotted curves are nonsimultaneous

prediction bounds based on a 95% confidence interval. These bounds predict the range of

error that can be expected in the reconstructions based on normalized defect width.

By considering the signed error it is obvious that there is a cross-over point at which

the maximum reconstructed defect depth transitions from underestimations to overestima-

tions. The underestimations grow with decreasing normalized defect width, w/Lavg, and

overestimations reach a stable level above the cross-over point.

The regression analysis carried out on each set of error data associated with a particular

array separation L individually shows the cross-over point shifts towards increasingly larger

values of w/Lavg (from, 8.7% to 10.7%, to 15.8%) for decreasing array separations. The

cross-over point is determined by setting the error estimated by the regression model equal

to zero, ê = 0, and solving for normalized defect width, w/Lavg. It is observed that the fitted

error curve and the 95% confidence intervals shift by less than 2% error with increasing array

separation, thus it is confirmed that the error does not change significantly for the increasing

array separations.

Due to the lack of sensitivity of the error relative to the array separation, observed in

Fig. 6.7, the error data is combined in Fig. 6.8, and a regression fit analysis is performed for all

data simultaneously. Coefficients are determined to be (with 95% confidence bounds): a =

2.472(1.886, 3.059), and b = −0.2739(−0.321,−0.2268). From this analysis it is determined

that the cross-over point is 11% normalized defect width. The error for w/Lavg > 11%

converges towards a stable level of error (≈ 2.5%), and the error for w/Lavg < 11% is

increasingly negative for decreasing normalized width.

It is observed in Fig. 6.8 that the errors from common pipes (pipe type is indicated by
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Figure 6.8: Performance characterized as signed error, e, in terms of normalized defect width,
w/Lavg, for all defect width and depth combinations within the δcr limit. The marker type
(×, ◦, 4) correspond to the 8” schedule 40, 8” schedule 120, and 16” schedule 40 pipe
results. The level of gray moves from dark to light for increasing defect depth consistent
with Fig. 6.5. The solid black line and dotted black lines correspond to the fitted error
curve, and nonsimultaneous prediction bounds (based on 95% confidence interval). This
figure combines all data from Fig. 6.7.
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NPS 2D 3D 4D
8” SCH 40 0.12 m 0.13 m 0.14 m
8” SCH 120 0.19 m 0.20 m 0.22 m
16” SCH 40 0.21 m 0.22 m 0.24 m

Table 6.2: Fresnel zone widths,
√
λLavg, for each pipe, and separation.

NPS 2D 3D 4D
8” SCH 40 0.89 m 1.04 m 1.21 m
8” SCH 120 0.89 m 1.04 m 1.21 m
16” SCH 40 1.60 m 1.87 m 2.18 m

Table 6.3: Lavg, for each pipe, and separation.

marker symbol) and multiple defect depths (indicated by level of gray) collect in groups near

a common normalized defect width. The slight change in normalized defect width observed

in each group is due to the effect of the separation distance L. Defect widths are defined in

this study as multiples of
√
λLavg. The influence of Lavg on

√
λLavg, can be examined by

comparing each element of Tab. 6.3 to the corresponding one in Tab. 6.2. The normalized

width, w/Lavg, can be expressed as a multiple of
√
λ/Lavg. Thus as L increases so does Lavg,

but in each group normalized defect width actually decreases with increasing L. Ultimately,

this supports the concept that reconstructions are most sensitive to the normalized defect

width, rather than the width of defect or separation distance alone.

The final array parameter to be addressed is the number of transducers per array, N .

There is no stringent requirement for wavefield sampling (i.e. therefore array element spac-

ing) in the case of ray tomography. For this reason, a study is carried out here to determine

an optimal number of transducers to be used in the case of GWT, for the set of studied

defect and pipe sizes. Figure 6.9 presents a break down of all errors in reconstruction in

the same format as Fig. 6.6, where each column corresponds to a particular pipe size, and

each row corresponds to an array separation. Decreasing the number of transducers causes

in all cases a shift towards underestimations of defect depth (i.e. negative error). The shift

in error between 8” schedule 40 and 120 pipes is most likely explained by the difference in
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Figure 6.9: Performance characterized as signed error, e, in terms of number of transducers,
N , for all defect width and depth combinations within the δcr limit. The error for each N , is
represented by the average error (dark gray dot), standard deviation error bars (light gray
bars extending from the average error), plotted over box plots (plotted in black) character-
izing the spread of the data. Each column corresponds to the type of pipe: 8” schedule 40,
8” schedule 120, 16” schedule 40 moving left to right. Each row corresponds to the array
separation: L = 2D, 3D, 4D moving top to bottom.

defect widths. The decrease in the spread of the error between the 8” schedule 120 and

16” schedule 40, is accounted for by the fact that double the number of transducers were

used in the 16” schedule 40 pipe case. When comparing the error spread across pipes, for

common array separation and transducer number (e.g. 16), the spread and average error

121



are similar. This implies that the angle between transducers (or number of them) in a ring

array, rather than the absolute spacing between them, is the measure of element spacing that

should be used in evaluating the level of performance. Most importantly, for cases where

N > 8, the average error is near zero. Also, the spread is relatively low (approximately 10%)

when N > 8, indicating acceptable performance. For this reason, the minimum number of

transducers per array recommended for GWT reconstruction accuracy is 16 with regards to

the pipe, defect, and array combinations studied here.

6.3 Conclusions

In this chapter, relationships between pipe, defect, and array geometries were examined in

order to determine their impacts on the accuracy of the maximum WTL reconstructed by

GWT. The first Fresnel zone width (with respect to Lavg) is not by itself enough to determine

the accuracy of GWT reconstruction based on CRT. This is demonstrated by the saturation

of the reconstructed defect depth, δr, that is observed for increasing nominal defect depth, δo,

shown in Fig. 6.3. This occurs even for widths as great or greater than
√
λLavg. There is a

considerable amount of error in reconstructed defect depths for those defects whose nominal

size is outside of the critical defect depth curve, as shown in Fig. 6.5. In these cases, the

fact that reconstructed defect depths converge towards values near the corresponding critical

defect depth value further confirms the concept that GWT performance is limited by the

critical defect depth criterion.

Furthermore, it is demonstrated the critical defect depth criterion is universal for all GWT

configurations when the normalization occurs relative to Lavg. Additionally, reconstructions

of a particular defect can be evaluated by finding its normalized width, and maximum

reconstructed depth, and comparing these against the critical depth curve. This will give

the user of GWT some idea of whether the critical depth has been reached, and if the

particular reconstruction is accurate.
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It is also observed that defect width has a consequence other than determining the lim-

iting value of depth that can be reconstructed. For normalized defect width, w/Lavg, there

is a cross-over point at 11%, where defects shift from being underestimated, to being overes-

timated. For w/Lavg < 11% the error decreases with increasing w/Lavg. For w/Lavg > 11%

the estimated error curve converges towards 2.5%, and the error is no more than 5%.

Finally, when considering the number of elements in the ring array, the number of trans-

ducers rather than the absolute spacing between them is determined to be the most conse-

quential factor. Because the 8” schedule 40 pipe had the smallest defect in widths, and its

performance was only comparable to the other two pipes for the case of 16 transducers per

array, it is concluded that this is the minimum number of elements required for acceptable

accuracy (for the set of studied defects). In all pipes performance was acceptable (i.e. the

maximum absolute error is 6%) for 16 transducers. Even in the case where 32 transducers

are available, the decrease in spread of error/shift of average error, was not substantial, thus

16 transducers per array is a good trade off between accuracy, and cost.
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Chapter 7

Conclusions

7.1 Review

A full characterization of the performance of curved ray tomography (CRT) based guided

wave tomography (GWT) was undertaken in this thesis, as well as improvements made to

increase accuracy in order to yield highly accurate reconstructions of the maximum wall

thickness loss (WTL). Chapter 1 explained that the need for a highly accurate WTL struc-

tural health monitoring system is based in the necessity to evaluate damage in oil and gas

assets in order to provide the WTL rate needed as an input to corrosion mitigation strategies.

Chapter 2 reviewed the theory of guided waves. It began with an example of an optical

guided wave, and then transitioned to the case of elastic wave theory. The types of guided

waves available to plates were explored, along with an explanation of dispersion. Next,

guided waves in pipes were reviewed, and links to the modes in plates were pointed out.

Finally, justification was given for the selection of the A0 Lamb mode to be used as the

probing wave in GWT.

Chapter 3 introduced a framework for GWT based on CRT. A method for mapping

the pipe wall to a two dimensional (2-D) domain by representing the wall thickness with

an equivalent acoustic model was presented. In addition, a structure for the inclusion of
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information from high-order helical wave-paths in GWT was described. The benefit to

GWT is the virtual extension of the array aperture which increases the number of viewing

angles available to the limited view array. A numerical example of the reconstruction of a

WTL map containing three defects of varying width and depth was performed. The effect of

including increasingly higher orders of helical wave-paths in GWT was tested. Indeed, the

inclusion of the high-order helical wave-paths was found to result in increased accuracy of

reconstructions.

The problem of compensating for parametric uncertainties was addressed in Chapter 4.

These were split into the time independent parametric uncertainties (TIPU), and time de-

pendent parametric uncertainties (TDPU), and addressed separately. A method for the

mitigation of the TIPU based on residuals comparing the current state of the pipe to a

baseline state through the use of differential traveltimes was presented. A method for the

amelioration of TDPU due to thermal variations was also introduced. An experimental study

of GWT with, and without thermal variations was performed and the results showed the

methods of compensating for TIPU and TDPU to be effective.

A new criterion for the accuracy of CRT and by extension GWT was introduced in

Chapter 5. It was validated in its ability to predict agreement between measured and ray

theoretical traveltimes, and the ability of CRT to reconstruct the maximum absolute con-

trast for fast and slow inclusions. It was demonstrated that the limiting effect of the new

criterion, based on the relationship between an inclusions size and contrast, only applies to

the reconstruction of slow contrast inclusions. In addition, examples of the reconstruction of

more complex media that incorporate both fast and slow contrast into a single region were

presented.

Finally, in Chapter 6 a parameter study of the GWT problem was performed. The pa-

rameters studied described pipe, defect, and array geometries. The study was meant to

characterize the performance of GWT for a wide variety of pipes used in the petrochemical

industry, as well as defects due to corrosion/erosion patches of multiple sizes. It was demon-
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strated that the critical contrast criterion, developed in Chapter 5, can be transformed into

a critical defect depth criterion for use with GWT. The array parameters were studied in

terms of a statistical analysis of the error in reconstructed defect depth.

7.2 Main findings

This thesis introduces an advanced method for structural health monitoring of oil and gas

pipelines by combining ultrasonic guided waves with the CRT algorithm to provide a means

of accurately reconstructing the current state of wall thickness degradation in a region en-

closed by two ring arrays of sensors, termed GWT. In addition, this thesis has explored the

range of applicability of CRT (and by extension GWT) by making links between geometrical

diffraction and ray theories to yield a new criterion of accuracy, termed the critical contrast

criterion. This will not only have implications for CRT, but also for higher resolution imag-

ing methods that use CRT reconstructions as a starting point. Additionally, the critical

contrast criterion is used to construct a critical defect depth criterion that applies directly

to GWT. The high accuracy of GWT within the critical defect depth criterion, leads to a

structural health monitoring system capable of providing the level of accuracy required for

the evaluation of oil and gas assets. Moreover, the critical defect depth criterion serves as

a convenient tool for the assessment of GWT reconstruction error. Chapter 1 of this thesis

introduced the need for a highly accurate system for structural health monitoring of pipelines

in the oil and gas industry. It was concluded that current point monitoring techniques are

insufficient due to their limited area coverage.

In Chapter 3 not only was a general framework for GWT introduced, but also the tech-

nique for enhancing the resolution of GWT by making use of the helical wave-paths. By

including the information within the helical modes up to the mth order, the effective array

aperture is extended by a m + 1 factor, thus leading to superior ray coverage and hence

improved wall thickness estimation accuracy, as well as the suppression of artifacts. A nu-
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merical study showed that by considering increasing numbers of helical modes the maximum

depth estimation error could be reduced from -10% of nominal wall thickness (when no he-

lical modes are considered) to under 0.5% of nominal wall thickness (when two orders of

helical modes are considered).

Further increases in accuracy were obtained by introducing methods for mitigating the

effect of parametric uncertainties in Chapter 4. Each method is made possible by considering

a residual based on differential traveltimes rather than one based on absolute traveltimes.

The use of the differential residual has the effect of mitigating the TIPU. Alleviation of

the TDPU resulting from thermal variation necessitated the development of a scheme for

predicting the effect of temperature on the baseline traveltimes using the differential resid-

ual itself, and an assumed model linking the change in baseline traveltimes to a change in

the background wave speed due to temperature. This method was of course only possible

because of the thermal stability of the electromagnetic acoustic transducers (EMATs). An

experimental study was performed by monitoring an 8” schedule 40 steel pipe with a non-

uniform defect (maximum depth 0.78 ± 0.05 mm) over a number of days, and temperatures.

By implementing these parametric uncertainty compensation methods in conjunction with

the consideration of helical modes up to the second order, GWT was shown to yield re-

producible reconstructions of maximum defect depth of 0.78 ± 0.02 mm. Moreover, when

thermal effects were studied, the temperatures ranged from approximately 50◦C to 175◦C,

and still an estimated maximum defect depth of 0.79 ± 0.04 mm was obtained.

In Chapter 5 the theory of geometrical diffraction, and ray theory were considered in

order to construct a critical contrast criterion which defines the ability of CRT to accurately

reconstruct the contrast of an inclusion of given width. Traveltime shift curves constructed

by combining geometrical diffraction and ray theories were compared to measured traveltime

shifts for contrasts ranging from -40 to 100%, and widths ranging from 10 to 500% of the

sensitivity kernel width. It was found that good agreement was obtained when the data

picking method detected first-arrivals traveltimes. In addition, the critical contrast criterion
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was investigated by testing the ability of CRT to reconstruct positive and negative inclusions

whose widths were 25, 50, and 100% of the sensitivity kernel width using a full view circular

array. All positive contrast inclusions (contrast up to 100%) were accurately reconstructed

when data came from first-arrival traveltimes resulting from full wave simulations, or the

eikonal solution. Alternatively, for negative contrast inclusions, the reconstructed contrasts

were accurate for a given width up until the critical contrast was reached, and then were

observed to saturate just above the critical level.

The critical contrast criterion was studied further in Chapter 6, and adapted for use with

the limited view linear arrays used in GWT. It was shown to be especially important for

the implementation of GWT studied in this thesis due to the use of the A0 phase velocity

dispersion curve to link wave speed to pipe thickness. This led to all defects being described

as regions of negative contrast, and thus the critical contrast criterion applies. In addition,

it was shown that the critical contrast can be recast in terms of a critical defect depth

normalized by nominal plate thickness. When comparing the reconstructed defect depths

of many combinations of pipe, and defect size to the critical defect depth criterion, it was

observed that all reconstructed depths abide by this rule, thus confirming that the critical

defect depth criterion is universal. It was noted that the absolute error of the reconstructed

defect depth is typically below 1% of pipe wall thickness and does not exceed 6% for defects

whose nominal sizes were within the critical defect depth criterion. Finally, after analyzing

the error in reconstructed defect depths within the critical defect depth criterion, in terms of

array parameters, it was observed that the array separation is less sensitive than the defect

width, or the number of transducers per array.

7.3 Avenues of future research

In this thesis, GWT has been demonstrated to be effective in reconstructing WTL with

high accuracy using data from simulation, and controlled laboratory experiments. While the
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results of these experiments are encouraging, it is extremely difficult to test in the laboratory

every possible situation that might be encountered in the field. For this reason, the obvious

next step is to further validate GWT with field trials. Oil and gas pipelines exist all over the

world in a multitude of climates, and carrying various types of feedstock. It is possible that

each combination might have a unique effect on the rate of WTL. For this reason a pilot

program instituting structural health monitoring using the GWT system outlined in this

thesis should be carried out in each type of climate where pipelines exist. This would serve

to highlight unforeseen difficulties, and provide future avenues to improve the robustness of

GWT.

Another suggested path of research is the development of an eikonal solver that is capable

of discerning between the ray paths of geometrical diffraction and ray theory. Ideally, the

algorithm would track wavefronts of both geometrical diffraction, and ray theory. This would

involve building in a method for the identification of wavefront branches, and subsequently

tracking each. It is possible this could result in many wavefronts being tracked if the media

is sufficiently complex. An eikonal solver capable of multiple wavefront tracking could be

achieved by including some intuition of the laws of refraction and diffraction in the wavefront

tracking process. Further difficulty may arise when tracking wavefronts that cross over

themselves, as in the case of a wavefront being focused. If this more complex eikonal solver

could be built, it would have the potential to greatly increase the ray coverage, and ideally

the resolution of ray tomography. This of course leads to the need for a complementary

method of identifying the data present in the received signals in order to find appropriate

residuals required to perform the model updating that occurs during CRT iteration. This

would require that the traveltime data be reevaluated during the solution process of CRT.
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Appendix A

Definition of the inhomogeneous

region

The inhomogeneous region shown in Fig. 5.9(a) is derived from a function p(x1, x2) that is

the weighted sum of Bessel functions of the first kind and order two, J2, according to

p(x1, x2) =
3∑

m=1

3∑
k=1

QmkJ2

(
2zm

√
x2

1 + x2
2

W

)
sin(k∠(x1 + ix2) + π/2), (A.1)

where zm are the zeros of the Bessel function. The factor Qmk is a matrix of coefficients that

determine the contour of the inhomogeneous profile and are given in Tab. A.1. The support

of the inhomogeneous region is made compact via,

g(x1, x2) =


p(x1, x2) if

√
x2

1 + x2
2 ≤ W/2

0 if
√
x2

1 + x2
2 > W/2

, (A.2)

which limits the inhomogeneous profile to a circular region as wide as the sensitivity kernel,

and centered at the origin. The inhomogeneous contrast is finally obtained by scaling the
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(m,k) Qmk

(1,1) 0.0844
(1,2) 0.8001
(1,3) 0.1818
(2,1) 0.3998
(2,2) 0.4314
(2,3) 0.2638
(3,1) 0.2599
(3,2) 0.9106
(3,3) 0.1455

Table A.1: Factors of Eq. (A.1), noted as Qmk.

expression given in Eq. (A.2), as

µ(x1, x2) = 0.4g(x1, x2)/gmax, (A.3)

which has peak values of ±40%.
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