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ABSTRACT

This paper introduces an energy efficient clustering allgorifor sensor networks based on
the LEACH protocol. The proposed algorithm adds featurdsB#ACH and aims to reduce

the consumption of the scarce network resources in eachl r@intata gathering and commu-
nicating, leading to a more graceful breakdown of the netwAiso, fault tolerant technique

has been proposed to account for the mobilization of a alitad or a member node during
around. The algorithm has been simulated on a test-bed sésandes ranging from 50-350
nodes and results show marked reduction in the network grergsumption when compared

to LEACH.

The second part of the thesis develops a sensor networkzatah algorithm based on the
Time of Arrival (TOA) technique. Using field based experirteewe have found that our
localization algorithm converges to a stable distancernegion much quicker when compared
to a normal TOA based estimation. This leads to a significemduat of network energy

conservation that can be effectively utilized for data $rarssion and sensing.
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Chapter 1

Introduction

The fast-emerging field of wireless sensor networks combamsing, computation and com-
munication into tiny remotely deployable devices calledssg nodes. These nodes usually
have a networking stack that supports mesh protocols udednoa widely deployable, well
connected data acquisition and transmission base [29054T Bey also employ smart routing
protocols to ensure maximum connectivity in hostile envinents [27, 64, 18]. For example,
as the fire spreads in a building, the mesh networking coivitgowill seek out and use any
possible communication path to deliver data to its destnatThese sensor nodes are very
limited in resources (battery, transmission range, meirarythe composition of hundreds of

these devices has unprecedented new technological oppi@s$u



1.1 Features of WSNs

The mainstay of wireless sensors lies in their adaptalidityonfigure themselves into orga-
nized networks and keep sensing data till they run out oEbatir are damaged by environ-
mental incidents. Their usage varies from real-time tnaglaf vehicular activities to moni-

toring environmental conditions (for example, forest folam water level, humidity etc.), to

ubiquitous computing and structure/equipment health toang.

Wireless sensors can be used not only as data acquisitioceddwt also as actuators that
can control physical devices based on some electronicetrsgd-or example, a nuclear plant
may use hundreds of tiny sensors deployed around the reactiatect radiation leaks and
trigger an alarm mechanism if the radiation levels are bdybe safety threshold. Unlike a
traditional wired network where hundreds of meters of calnleed to be laid down through
expensive protective conduits, wireless sensor netwarksraich cheaper to deploy. They
are small in size which is an important characteristic sith@y are primarily used fonon

intrusive sensingAlso, sensor networks are highly scalable as they can lig eatended by

just adding extra devices to the already existing infrastme. Once deployed in the field, the

nodes can gather and report data for years running on a siegté batteries.

Wireless sensor networks not only reduce installation aathtenance costs, they are also
self-configurable (i.e., they form a working efficient netkiog mesh by themselves through
mutual interaction and decision making) and adapt to thegésiin the environment making
them very fault-tolerant. The self-organization featureensor networks makes it possible to
deploy them randomly over the region we are interested tergbsvithout doing a previous
survey of the area. These sensors can be installed in anymefaghion (for example, dropped

from an aircraft) without the knowledge of where the othersees are located.



On a comparative study of different wireless devices, onelavdind that wireless sensor
nodes do not necessarily communicate directly with theestdrase-station or control tower
like many other Wi-Fi devices. They usually just contacithearest neighboring sensor node
and use predefined peer-to-peer protocols to establishizlikesnterconnect to transmit data
between hundreds of nodes in a multi-hop fashion. This mksmetwork is highly adept to
support newly inducted nodes or to expand to cover a largegrgehical area. The strength
of a wireless sensor network depends on the number of nodesstitutes of. Unlike a cell
phone network where new calls are denied in the presence ohémy active calls in a small

area, the interconnection of a sensor network only becotmasger as nodes are added to it.

There is extensive research in the development of new #hgosi for data aggregation [30],
clustering [58, 28, 39], positioning [57, 12, 11, 46], ad nogting [37, 32, 47], and distributed
signal processing [15] in the context of wireless sensowaids. As the algorithms and
protocols for wireless sensor network are developed, thest ive supported by a low-power,

efficient and flexible hardware platform.

1.2 Contribution of the Thesis

In this thesis, we have attempted to solve two differentasgbat are basic to any sensor net-
work: "An energy efficient clustering algorithm for WSNs” @A fast converging algorithm

to find the location of a sensor node in a sensor network”.

For the sake of academic simplicity, some basic assumptians been made to isolate these
two issues so that solutions for ideal cases can be forntuls¥ile trying to find an efficient

clustering algorithm, it is assumed that all the nodes aesmdly aware of the location of all



other nodes in its range. As we shall see later, this is anitapbassumption for the success
of our algorithm. Similarly, when trying to find an efficiedgarithm for finding the location
of a sensor node, it has been assumed that there are ahiegsither nodes in the vicinity of
the node we are trying to find the location of. Also, we assuménodes have enough battery

power to allow our algorithm to converge to a stable solution

1.3 Structure of the Thesis

In the next chapter, we give a brief introduction to the filavioeless sensor networks. First
we discuss the layout of the physical devices and then go present some issues on location
awareness of the nodes, the underlying network architeetud the energy model of a sensor

network.

Chapter 3 discusses clustering mechanisms in sensor hkataod then describes a specific
clustering algorithm, LEACH, upon which our own clusteringdel is based. Chapter 4
describes our clustering model in detail and compares sdrits éeatures with LEACH to

establish the benefits of our model. Results of the simulaigperiments conducted with our
model are presented in Chapter 5. We show that our modetsasud lesser number of dead

nodes and achieves a higher network lifetime as compareBACH.

Chapter 6 presents an outline of the theory behind sensatorietocalization. It also dis-

cusses a few location finding algorithms currently in use. alge discuss our algorithm for
finding location of nodes in a sensor network at the end of @ In Chapter 7, results
of the field experiments conducted to test our localizatignr@thm are presented. Chapter 8

concludes this thesis with some final observations and Ipitiss for future research.



Chapter 2

Wireless Sensor Networks

Advances in micro-sensor technology have resulted in threldpment and deployment of
small low cost and low power devices with sensing, compaomadind communication capa-
bilities. These devices may be deployed in large numbersro 2t WSN that monitors a
specific parameter like temperature or humidity. Althouigldjvidually, these devices may
not be very accurate or reliable but their deployment indargmbers greatly enhances their
reliability. In addition, WSNs can provide area coverage wwvay that was not possible with
other wireless devices. They can be used to gather datayrhestile environments such as
volcanic sites, chemical/nuclear plant or in an inaccés®hvironment such as a spaceship

or remote terrains.

In this chapter, we shall discuss the application specifgigieissues pertaining to sensor
networks. Also, a few sample scenarios are presented wlesesnetworks prove useful for

data acquisition and system control.



2.1 Current Technology

MEMS technology has enabled a new generation of massive-seasor networks suitable
for a range of commercial and military applications. Themfacus of the production cycle
is to keep the devices low-cost and small in size while kegfie power consumption due to

data transmission at a minimum.

Figure 2.1: MICA Motes Hardware

The Berkeley/Crossbow Mica Motes (Fig. 2.1) are the sizepgamable to that of a US quarter
(25mm) with a multi-channel transceiver, an on-board teapee sensor and a processing
unit [5]. The transceiver can work on 8968/916 MHz or 433 Middustrial, Scientific and

Medical (ISM) bands.

Another successful implementation of small low-power sedgvices in the field is the Smart
Dust (Fig. 2.2). These devices are also called motes andctirepe s small as the size of a

grain of sand, or even a dust particle. Each device contaeimsoss, computing circuits, bidi-



Figure 2.2: A Smart Dust Node [6]

rectional wireless communications technology and a poweply. Motes would gather data,
run computations and communicate using two-way band radloather motes at distances

approaching 1,000 feet (300 meters).

2.2 Application of Sensor Networks

Sensor networks are designed to perform high-level infiongrocessing tasks such as de-
tection, tracking or classification [61]. There are well defl parameters for each of these
tasks, including detection of false alarms, tracking qualr accuracy and classification er-
rors. Applications of sensor networks are quite wide inrtkeope and vary a lot based on
their application requirements: mode of deployment (ad-tromanual), sensing modality or
power supply (e.g., battery versus wall socket). Most ofstiesor network applications can

be roughly divided into three parts:

e Space Monitoring: Includes environmental and habitat monitoring, indoomelie

control, surveillance and intelligent alarms.



e Condition Monitoring: Includes structural monitoring, condition based equipimen

maintenance, medical diagnosis and urban terrain mapping.

e Interaction Monitoring:  Monitors interaction of things with each other and the en-
compassing space. Includes disaster management, emgrgsponse, asset tracking,

ubiquitous computing and health-care.

This section discusses some of the more popular applicatbsensor networks that have

been successfully deployed and are currently in use.

2.2.1 Environmental and Habitat Monitoring

Many early variants of WSNs were deployed for environmeatal habitat monitoring. It
involves complex readings over time across a volume of sgieatas large enough to exhibit
significant internal variations of various sensed pararset@n a small patch of land 10 miles
off the coast of Maine, a team from UC Berkeley are conductimgxperiment in networked
sensing. About 190 wireless sensors are being used to otigst@onitor the habitat of the

nesting petrels [7] on Great Duck Island.

2.2.2 Bush-fire Response

An ongoing project in the University of Melbourne, Austeglis working towards an emer-
gency response mechanism against forest fires [1]. Thetrasiework includes an integrated
network of sensors on the ground monitoring local moistevels, humidity, wind speed and

direction, together with satellite imagery and longer teneteorological forecasting. This fa-



cilitates the determination of fire risk levels in targetedions as well as valuable information

on probable fire direction.

Such a network will provide valuable understanding of bfishdevelopment and most im-
portantly assist authorities in organizing a coordinatesaster response that will save lives

and property by providing early warning for high risk areas.

2.2.3 Smart Transportation

Plenty of sensors are already in use for traffic monitoringppses. Sensors embedded on
roadbeds or alongside highways can measure traffic flowslandcame up with correlative
data based on time frames of maximum and minimum traffic. Sudata can be very useful

in the design of an effective road network as well as constrgsafer intersections.

Sensors embedded in the vehicles can warn drivers aboutothggnt levels in vehicular

emissions, engine temperature and even tire pressure.orSeran also be used to report
traffic violations like over-speeding or checking for vdhioverload before it passes over a
bridge. Japanese transportation authority is alreadygusemsors to direct vehicles to the

nearest available parking space.

2.2.4 Structural Health Monitoring

Smart Dust Motes, developed by UC Berkeley, enable the regsea to find out the structural
integrity of a building at any given time [42]. It can also giet the behavior of the building
in near future. Outfitted with wireless radio transceivéts,battery-powered matchbox-sized

Motes can be built to sense numerous factors; from light antperature for energy saving



applications to dynamic response for a given structural,ldlae key characteristic for civil
engineering. Even the tiniest movement of a supportingmalin a building can reveal the
structural soundness and, for instance, suggest that theoas handling more load than it

should due to a problem elsewhere in the structure.

Currently, wired seismic accelerometers - which measuneements of structural units - cost
upwards of $8,000 each and are tricky to install. As a residtir deployment in buildings
is kept to a minimum. The trouble with the current minimapstradigm of structural mon-
itoring is that a handful of accelerometers in a large boddtan only provide a big picture
of a building’s structural integrity. As a result, a problemly becomes visible once the en-
tire building is affected and safety has already been com@®d. These issues are being

effectively resolved by the use of Smart Dust sensors.

2.3 System Architecture

Sensors typically consist of three main components: sgredéctronics, data processing unit,
transceiver (communication unit) and power unit (Fig. 2.B)formation from the physical
world is retrieved using the sensing unit and converted a&ithranalog to digital converter
(ADC) to digital data. This data is forwarded to the procegsinit which encapsulates it into
a packet and sends it to the sink node for further examinafidrve node-to-sink communi-
cation is facilitated by the transceiver. The power unit@igs operational power to all the

components used above.

The optional units, location finder and mobilizer, are usepesthding on the application. Most

application need some knowledge about the location of aosemsle to put the sensed data

10



Processing Unit
Sensing Unit

Processor

Sensgr ADC Storage Transiever

Power Unit

Figure 2.3: Components of a typical Sensor Node redrawn f&&h

into a system-wide perspective. Some other scenariostrifiaking a moving target, may
need to use the mobilizer unit as a major system componente $ther sensors also have an
additional power generating unit (not shown in Fig 2.3) tav@nge for power to prolong the

life-time of a sensor node. Currently, solar cells are theaary power-scavenging tools.

Out of these three, ttmdmmunicatiorunit is the most important as it is responsible for provid-
ing the sensors with the functionality of network formatiehich is the defining characteristic

of a smart sensor.

2.3.1 Location Awareness
Sensor nodes are usually spread randomly across the fieltharedore, they are not aware

of their own exact location. Many sensor network based apfptins, however, require an

estimate of the nodes position to achieve the desired fumality. Many location estimating

11



algorithms have been devised in the past [57, 12, 11, 43] laey htave their relative pros
and cons. Using GPS for positioning has been suggested Jrb[E2his is not a feasible
solution [57, 14]. First, these GPS locators are physidattye and also use up a lot of energy
in establishing their coordinates. Secondly, due to theraht nature of usages of sensor
networks, often the sensor nodes are situated in the fieldsenehdirect line-of-sight with the
GPS satellites is not possible. Also, GPS devices are guitensive and therefore, raise the

overall cost of the sensor network infrastructure.

Many other position estimation methods are proposed inalisee. In [36], a centralized
algorithm is proposed which uses convex position congsaerived from connectivity infor-
mation. The position information that is thus calculatecklative to other neighboring nodes

whose location information are knovenpriori.

In [12], a radio frequency based technique has been progossdimate node location. Each
sensor network has various beacons spread evenly acrosk pariodically signal overlap-

ping location information to the whole network. Assumingtteach node whose location is
unknown has atleast three beacons in range (to faciliti@iegmlation), nodes localize them-

selves to the centroid of their nearest three beacons.

RSS (Received signal strength) [48] uses the signal stneargt attenuation characteristics to
calculate the distance between two nodes. RSSI technigweslbw accuracy when used to

measure distances larger than a few meters.

Techniques like Time of Arrival (TOA) [41], Time Differencaf Arrival (TDOA) [55] and
Angle of Arrival (AOA) [44] use prohibitively large antenrarays and are therefore limited
in their usefulness. Later, in chapter 6, we have built anrglgn based on the basic TOA

techniques that gives a more accurate position estimatioshiort and mid-range distances.

12



2.3.2 MAC Layer Protocols

Sensor nodes are a unique variety of wireless devices. Teaysaally battery powered and
therefore, it is usually not possible to change or re-chttigdatteries once these nodes have
been deployed in the field. Prolonging the battery life ofsbasor nodes is therefore the pri-
mary aim of any MAC protocol that has been designed for samstwvorks. Another important
attribute of sensor networks is their scalability and théiaptability to change in network size,
node density and the network topology. A good MAC protocalgt absorb these frequent
changes in network attributes and provide the users witlil&t@lerant infrastructure on top

of which applications can be built.

Several MAC layer protocols for sensor networks have beepgsed. For a detailed list, the
reader could refer to [29]. Typical examples includme Division Multiple Acces&fiDMA)
[34], Code Division Multiple Acces&DMA) [2] and contention based protocols like IEEE
802.11 [3].

In [33], the authors have discussed a Self-organizing Madhecess Control for Sensor net-
works (SMACS). This is a distributed protocol that buildsa fbpology for sensor networks.
Eavesdrop and Register (EAR) algorithm [33] representsrbkility management aspect of
SMACS protocol and enables continuous connection betweemaodes in case of node mo-

bility.

In [19], TDMA and FDMA MAC protocols have been discussed. DMA, the transmission
time is minimized but the full network bandwidth is availalib a node for transmission.
However, TDMA leads to inefficient use of bandwidth. To imypeachannel usage, FDMA
[53] is used where the bandwidth is subdivided into difféfeequencies which are assigned

to different sensors so that no two sensors have the sansertission frequency.

13



In our thesis, we have assumed a TDMA based MAC layer. Eactlatian round is divided
into TDMA time slots and each sensor node sends data to treedtason (or cluster-head)
only in its allocated time-slot. TDMA was chosen as the MA§eiaprotocol purely for it's
simplicity and ease of simulation. It must be noted, howeet the work done in this thesis

is in no way dependent on the MAC protocol being used by themeametwork.

2.3.3 Routing Techniques

Due to the inherent unstable nature of a sensor network angdtver constraints that are
put on any network based activity, the standard TCP/IP igcles for routing such as im-
plementation of an IP addressing scheme and maintainigg fauting tables at each router
node, are rendered useless. In a sensor network, every @asd® lact as a router if need
be. Furthermore, proactive protocols of Distance-Veddd)(variety need to broadcast to the
whole network in case of a change of topology. Since topolafgyy sensor network changes
quite often, a DV type protocol for routing would use up moksthe bandwidth. Link-state

(LS) [13] type protocols broadcast to only local neighbargase of a topology change but
these protocols converge very slowly and need a lot of trsssams to synchronize multiple

changes in topology.

There are various suggested routing techniques to redadedt on a sensor node in case of
a topology change (sdisheye state routind49] and reactive protocols likdynamic source
routing (DSR) [32] andad-hoc on demand distance vector routi@PDV) [50]. However,

in a sensor network scenario, it is needed to focus on loa&tlstss algorithms that do not

require a node to know much more beyond their immediate heigh

The primary difference between a sensor network and othigronks is that in sensor net-

14



works, the classical differentiation afddressand contentis no longer valid [18, 26]. This
gives rise to a data-centric view of the network [18] whenatiray decisions are made on the
basis of destination attributes and its relation to thehattes of the packet content andt
on the basis of destination address. Based on this critegaputing mechanisms for sensor

networks can be classified into two broad categories, destnext.

Geographic, Energy Aware Routing

The routing protocols that deliver packets based on thergpbg: location of a node fall under
this category. As is the case with most other sensor netveartkng protocols, these protocols
discover route®n demandusing light-weight scalable techniques. Therefore, thmary

challenge is that of path discovery while keeping it time andrgy-efficient. These protocols
assume that all nodes know their as well as their one-hoghherg’ geographic locations.
Routing destination is specified either as a node with a gi@eation or as a geographic

region.

Some common protocols under this category are greedy distanting [66], compass routing
[66], convex perimeter routing [66] and greedy perimetatedess routing (GPSR) [35]. The
geographical and energy-aware routing (GEAR) protocacussed in [64], also does some

load-balancing on the nodes to avoid a fast depletion ofggner

Attribute Based Routing

This category of sensor network routing protocols repreaenore general nature of the net-
work where each node is not aware of its geographical locafitribute based routing strives

to establish a connection between nodes wieda certain information to the nodeving

15



that information. To perform this kind of matching, it is agged that all data that is collected

is stored in an object-oriented attribute fashion.

Various attribute based routing techniques are currentlyse. Directed Diffusion[31] uses

a generakink andsourceapproach. This is an inefficient method of routing as it resty
an initial flooding of the network in order to discover goodhsabetween sources and sinks.
If the amount of information needed is smalimor routing[10] is an attractive alternative.
Geographic hash tables (GHT) [22] is another robust ateilliased routing protocol that
treats the sensor network as a distributed database thas stioservations and readings from
the sensors for possible later retrieval by query requéstsédre injected anywhere on the

network.

2.3.4 Packet Structure

The design of a data packet is an important feature of sertmork architecture. If the size
of the packets are too small, too many transmissions woultekded to deliver data. If they
are too large and the data to be sent is small, it may lead toyhveastage of payload space.
As described in the previous section, any of the routingriegles can be chosen (geographic
or attribute based) by a given sensor network and all nodes agee to transmit packets in
accordance to that protocol. Based on which routing teclais|chosen, the packet structure

is also affected.

Fig. 2.4 shows a basic link layer packet structure [62]. Thekpts are divided into three
major parts, the packet header, the payload and the trdiley arelp, |, andl; bits long
respectively. The header contains information about thecgoand destination identifier. In

case attribute based routing is being used, the heademic@ttribute identifiers (described

16



in the previous section). Trailers contain error contrts bi

Header Packet Payload Trailer

| lp Iy

Figure 2.4: Basic structure of a typical Sensor Network Bgakedrawn from [62]

The payload size depends on the type of information that ilsgbgansmitted. In case of
temperature, humidity and pressure like attributes, tiy¢opa can be as small as a few bytes.
For power-aware routing, the payload also contains theentifvattery power for each node.
This information is used to calculate an efficient route fribva source to the destination. In
Chapter 4 we shall see how we have modeled our packets tgpmete mobility management

and fault tolerance in our clustering method.

Table 2.1: Optimal packet size in Link Layer [62]

FEC Method| n Min | Max
Without FEC| 0.70| 100 | 500
BCH,t=2 | 0.88| 400 | 800
BCH,t=4 | 0.93| 1000| 1500
BCH,t=6 | 0.95| 1500| 3000

Table 2.1 [62] shows a detailed analysis of payload estondtr energy efficiencyr(). The
payload size without an error control mechanism is founcetmhihe range of 50-500 bytes. In
the presence of an error correcting capability, the paysiealvaries from 1500 to 3000 bytes.
Here, BCH codes are used for error correction with diffeesndr correcting capabilities €

maximum number of bits that can be corrected simultanedusly

17



2.3.5 Energy Model

Sensor nodes spend most of their energy in sending/tramsgnimformation between each

other or to the base-station. To reduce energy consumgione of the primary design pa-
rameters for any sensor network [25]. If the sensors arequopped with energy-scavenging
tools like solar cells, once their batteries are exhaustexy, are no longer useful to the ap-
plication. As we know, sensor networks are based on mestendhg where each sensor
node routes the information one step closer to the sink (se Istation). For this reason, it
is all the more important that we keep alive as many nodes ssilfle so as to maintain the
overall connectivity of the network. A disconnected sulion of the network can render the
entire network useless [65] and therefore, the level of p@sasumption must be considered

at each stage in designing a sensor network.

Transmission Power Usage

In a radio propagation model in a single-path free-spacaratiathe transmitted powé is

related to the received powBy by the following relation:

P A
— —GtGr(R

A )? (2.1)

Gt andG;, are transmitter and receiver antenna gainsdigithe distance between the trans-
mitter and receiver antenna.= c/f, the wavelength of the transmitted signalsnd f are

the speed and frequency of the signals. Using Eq. 2.1, weadred

P = wd? (2.2)
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wherew = (P, /GGy ) (41/A)%. Eq. 2.2 can be re-written in a more general form as:
R = od” (2.3)

wherea (> 1) is known as the path loss exponent. For free-space chamnel®. In most

sensor applicationsy is assumed to be between 2 and 5.

There are two ways in which packets can be routed from soortieetdestination node: (1)
direct transmission from source to destination (1 hop) preéh node forwards the packets
all the way through to the destination (N-hop). From Eq. #&,can infer that the power
consumed at a receiver node )R related to the power while transmitting By the equation

[66]:

P OR/d” (2.4)
which can be rewritten as:

R OdP (2.5)

Hence, for an N-hop transmission over a single-hop trarsanswe have a power advantage
given by:
Ry~ (NDR NO -1

RE=NRy ~ Nrop

The N-hop mode of transmission is, therefore, a standarecetor sensor networks due
to the obvious power saving advantages. Studies have sh@tmltistering when coupled

with an N-hop environment allows the most efficient use ofseaesources (e.g., power and

19



bandwidth) thereby prolonging the life of the network [S1h our next chapter, we shall
analyze one of the most common N-hop based clustering &igoriLEACH, and lay the
ground-work for further chapters where we incorporateuess to LEACH to increase the

network lifetime and productivity.
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Chapter 3

Clustering in WSNSs

Clustering is the method by which sensor nodes in a netwg&roze themselves into hierar-
chical structures. This way, they are better equipped tahesscarce network resources, such
as bandwidth, power and frequency spectrum, more effigie@Gtustering also simplifies the
sensor network protocols much the same way sub-nettinglifiespthe Ethernet protocols.
For example, much simpler protocols for broadcasting antirg can used within the cluster.
Also, the same time (for TDMA) or frequency slots (for FDMAgrcbe reused in other non-
overlapping clusters. Clustering also allows ease of net\wealth monitoring since some of

the nodes can play the role of the watchdogs looking for niabieg/dead nodes.

Out of various types of sensor network nodes, we restrictedues to the case where all the
nodes have identical battery power and communication rafigesre are various ways of
choosing a cluster head in such a situation and the basimp#&gaassumed in most of them
is a unique node-ID which distinguishes one node from amo®eme of the ways in which
these node-IDs are assigned are discussed in [9], [21] &d$Bme nodes that can reach one

or more cluster-heads can actgatewaysNon cluster-head nodes choose their cluster heads
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soon after deployment and transmit data to them. Clustetshleave the job of transmitting
data to the base station. Various algorithms have been peopto get all the benefits of
clustering while distributing the load and battery draifbeing the cluster-head evenly among
all the nodes so that the network dies gracefully and not gnegmted disconnected groups
[8, 24]. In this chapter we shall concentrate on the LEACHg@rol and discuss some of the

pros and cons involved with using this protocol for clusterd selection.

3.1 Clustering with Leach

LEACH (Low-Energy Adaptive Clustering Hierarchy), an egyeconserving communication
protocol for wireless sensor networks, was proposed by zéénman, Chardrakasan and Bal-

akrishnan in [28]. The basic application scenarios for pinatocol are:

e The base station is far from the sensor nodes and is fixed.

¢ All the sensor nodes in the network have the same initiaebaftower and are homo-

geneous in all other ways.

LEACH is a dynamic clustering mechanism. Time is divided idifferentroundsor intervals

of data transmissions of equal length. For each time intégyaluster-heads are regenerated

and the cluster reconstructed. Each sensor matehe beginning of a round, generates a

random number such that<0 random< 1 and compares it to a pre-defined threshold value
T(i). If random<T(i), the sensor node acts as a cluster-head for that round waskeeit

becomes a cluster member.

Assuming thaP is the percentage of cluster-heads in a given network, waelefi
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e N=1/P
e M = current round the network is running in

e G = set of nodes that havetbeen cluster-heads in the last n rounds.

According to [28], the value of threshold for a sensi.

P . .
(i) = T-P(Mmodm)) if sensorn € G, (3.1)

0 otherwise

Once a node decides to become a cluster-head, it broaduaststssage to its neighbors (with
an upper bound on hovar it can broadcast) and each non-cluster-head node decidel wh
cluster-head to join based on the signal strength of theerhiiead broadcasts. For the rest
of the interval, the nodes send data to their respectiveeshiieads and the heads aggregate,
compress and route the data to the base station. After etaivah the whole clustering
set-up phase restarts. This rotation of nodes becomingltiséec-head allows the network
to spend its energy more evenly across all the member nodesearain active for a longer
time. Studies by the authors have shown that LEACH can extendgensor network life up to
eight times longer than its closest competitors (e.g.icsthiistering, direct transmission and

minimum energy transmissions).
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Figure 3.1: A typical Sensor Network layout

3.2 Disadvantages of LEACH

Despite the obvious advantages in using the LEACH protamotiuster organization, there
are a few features that the protocol does not support. LEAS3traes a very homogeneous
spread of sensors in a given area of interest. All the semmsi@siare assumed to be reasonably
far away from each other so as to to provide support for allcloster-head nodes. In a real
life scenario, this often is not the case. For example, letomsider a sensor distribution like

the one shown in Fig. 3.1 in which most of the nodes are grotgmpether close to one or two

cluster-heads (cluster-head A and B).
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Here, A and B will send broadcasts to their neighbors andemidl up having too many nodes
in their cluster. This would lead to a very fast depletion néegy in A and B and a part of
the network would lose connectivity with the rest of the nativv LEACH does have an upper

limit on the number of nodes a cluster-head can accept uhder i

Moreover, LEACH has no provision to account for movementades or cluster-heads during
the lifetime of a network. If a node moves away from it's ckrshead, it cannot update its
cluster-head even if it has another cluster-head closdsédf after having moved. Also, if

a cluster-head moves away from its nodes, it may so happésdhze nodes that belong to
another cluster-head may have this cluster-head at a mashrdllistance. LEACH does not

allow these nodes to join this cluster in the same round.

In this thesis, we have proposed an alternative to LEACH tifned to solve the above men-
tioned issues. In the next chapter, we will give a detailecbant of the algorithm and its

mode of operation.
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Chapter 4

Our Algorithm - Motivation and Details

The proposed clustering algorithm aims to rectify some eflttopholes left out by LEACH.
As discussed in the previous section, our algorithm suppbe following functionalities over

and on top of LEACH:

e Mobilization of a cluster-head or a member node during adi&ta transfer in a round.

e Current battery power and the number of members currentleiua cluster head are

taken into account before a node decides which cluster-togadh.

Our work derives from the research done on LEACH and some LHEA@luenced cluster

management protocols like PEGASIS [59]. We assume thabdks are aware of their and
their neighbors’ physical locations. They all have a preoesa memory and the hardware
needed to perform sensing, information gathering and comgation. Each sensor has a
sensing radius which is decided in a way that would covehalkensors in the network. Each

sensor is also assumed to be capable of sensing self movantieeffield (discussed later).
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4.1 Detalils

The algorithm (and the experimental simulations) are tsgwal in nature and have not been
implemented on the field. However, our primary objective Ib@sn to establish a simple and

robust clustering technique that can improve the netwdekithe considerably.

The basic principle for an energy based approach is thattteeved energy of a signal atten-

uates with propagation distance at a rate given by the exqugt6, 63]:
A (1) O [ x=x || %,1<i<N (4.1)

where || x — x; || is the distance between nodes x andAx x| is the attenuation for the

distance the signal travels, aoda € [2,5]) is the path loss exponent.

Based on the above attenuation model, mutual node distameesalculated at deployment
time (or if sensor mobility is detected). The clustering hnadsm in our model is similar
to LEACH but differs in a few important aspects. In LEACH, thedes choose their cluster-
heads based on the signal strength of broadcast transnmag$sam the cluster-heads. This may
lead to some cluster-heads being overloaded if they arddr@sdensely populated zone on the
field. Our model is based aronfidence valuassociated with broadcast from a cluster-head.
Confidence value of a cluster-head is a function of (a) degtdetween the cluster-head and
the node, (b) number of nodes already a member of this cthstd and (c) current battery
power of the cluster-head. Essentially, our model first khat, with the current battery
power the cluster-head has, it would be able to support tistirey members at maximum data
transmission rate. A node decides to join a cluster-hedtkihiead can still support the node
with its remaining resources. A higher confidence value fgivan {cluster-head— node

combination would imply that the node has a higher probighilf joining that cluster-head.
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Also, a round-based global threshold for the number of elustembers a cluster-head can
accept is defined. For a given round, this threshold is equile ratio of total live nodes and
number of cluster-heads. Confidence value is directly ptapwl to the remaining battery
power of a cluster-head and is inversely proportional taimaber of its cluster members and

its distance from a node.

Once deployed, cluster-heads interact amongst themsatekeshare their mutual location in-
formation periodically. During initialization in each rod, each node that receives a broadcast
from a cluster-head stores it in memory. Out of all the breatk; the one with the highest

associated Confidence value is chosen as the cluster-hehdtmode.

Algorithm-1 lays out the pseudo-code for our model. Lineef8he algorithm is where we

check if the cluster-head already has too many members.

Once the clustering has taken place, the nodes get busy mg deita-transmissions for the
rest of the time left in the round. The nodes transmit dataeéd tluster-heads which in turn,
aggregate and transmit the data to the base station. Wessleath Chapter 5 that our model

enhances the network lifetime to a substantial extent.

4.2 Mobility Support

To make sure that mobility of a cluster-head or a node doeaffextt performance adversely,
we first need to identify that a cluster-head has lost contétbta node or vice versa. There

are various ways a node and its cluster-head may lose coroatiom:

1. The cluster-head has moved away and established anaik&argroup leaving behind
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Algorithm 1 Our model for clustering
1: R+ 1/ClusterRatio

2: Th« Threshold
3: B.T + BATTERYTHRESHOLD
4: MCM + MAX_CLUSTERMEMBERS
5. while (currentround< TOTAL_ROUNDS) do
6: for i=0toTOTALNODES do
7 if (node # head in last R roundghen
8: if (random< ThAND nodg.battery> B_T) then
9: node < Head
10: end if
11: end if
12:  end for
13: for (i,k=0to TOTALNODES do
14: if (nodeg # head ANDnodegi = head)then
15: D « Distancénode «+» node&)
16: B < Batterynode)
17: CM <« ClusterMembersgnode)
18: if (CM > MCM OR B < BatteryTo supporCM + 1 nodes)}then
19: Confidencevalue=0
20: else
21: Confidencevaluel B/(MCx D)
22: end if
23: end if
24:  end for
25: end while

a few orphaned nodes.

(a) Solution (node):The orphaned nodes will need to contact and join the closest
cluster-head with the LI®RPHANED bit set in the headers. If those cluster-heads
have already taken up the maximum number of nodes allowetetn,tthen the
second closest cluster-head should be contacted and so smplify the model,
we assume that every cluster-head, when contacted by aar@gimode, increases
its member capacity to some extent to accept it as a specal &lso note that

in the case of node mobility, we do not follow a confidervedue based approach
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since the primary concern for the node is to get connecteueto¢twork again.

(b) Solution (cluster-hnead)The cluster-head sends another broadcast at the new lo-
cation and the nodes that find this cluster-head having aehigbnfidenceralue
than their current heads, may decide to join under it. Allsthaodes that were
under this cluster-head and ditbt lose contact with it once it moved will also be

informed to choose another cluster-head if it is more ecacalnfor them.
2. The node has moved away from the range of it's cluster-head

(a) Solution (node): The node will become an orphaned node and try to establish
contact with the nearest neighbors to find it's own locatiod the location of the
neighbors’ cluster-head. With this information, it'll joithe cluster-head that is
closest. The cluster-head will consider the orphaned nsde special case and

accept itin it's cluster.

(b) Solution (cluster-head)The cluster-head that has lost a node will identify it (ex-

plained later) and remove the lost node from its transmissaimedule.

One important task that has to be done before taking the steptoned above is to identify
the mobility of a node or a cluster-head. We assume that afiags are equipped to register
self-movement. This can be achieved by exchanging periodation information from other
nodes in the cluster . Location data from at-least threehimigng nodes is needed to ascertain
if a node has moved. Also, the cluster-head has to be in aartstach with its member nodes.
This is achieved using periodic status heart-beat messadwmges. We are assuming a
TDMA based MAC protocol [34]. Every cycle is divided into fiifent time slots. As seen in
Fig. 4.1, in every TDMA cycle, the cluster-head sends in 2 bitstatus information (1 bit

is for sign and other bit can be a 0 or 1). This field is initiatizo -1 after every TIMEOUT
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period and is overwritten (with 0) by the cluster-head evéne it sends a message to the

members.

STATUS_BITS (+/-, 0/1)

DATA_BITS (PAYLOAD) ONE CYCLE

P

TRAILER (CHECKSUM, etc.)
HEADERS
(NODE ID. BATTERY. LOCATION etc.)

Figure 4.1: A sample TDMA cycle

The member node first reads the headers to find the node-ICeafeihder. If it matches the
ID of its cluster-head, it accepts the message and befodirgeany data back, changes the
status bit to 1 and overwrites the node-ID field with its own Bdter every cycle, the node
resets an internal CYCLEIMER (timer limit = TIMEOUT). Assuming that the node has not
moved, if it does not receive a status update from the chitad before the timer runs out, it
assumes that the head has mobilized to some other locatibiolows a protocol (explained
later) to establish contact with other nearby heads. Tha@lthead maintains a table of every
node currently in it's cluster. If it does not receive a STABIT for a sensor scheduled to
transmit in a cycle, it assumes that the node has moved/bid®wn and removes it from its

database and takes the necessary steps to re-establishthe etc.
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4.2.1 Case |: Mobility of Cluster-Head

If a cluster-head moves to another location it needs to firdrean cluster for itself to manage.
It might become better suited for some nodes it doesn’t atlsrédnave under its cluster and
less suited for some nodes in had in its old cluster befor@ited. We need to reconfigure the
whole cluster to take care of this change. Take for exampie,42: CH1 moves to another

location and loses communication with sensor node(23) adé{24).

In this scenario we have the following procedure for faulkktance. Note that the procedure
below is followed after the cluster-head and nodes wait fiome-period of one cycle so that

all the nodes under CH1 are aware that their cluster-heachbasd:

New CH1 Location

Old CH1 Location

S e
- Node(24)

@
. Node(23)

Figure 4.2: Cluster-head mobilization leading to CH1 Igsoontact with Node(23) and
Node(24)

e Nodes who got out of range with CH1 [node(23) and node(24)wuait for a MOBIL-
ITY _TMOUT period (= time spent waiting for a status update fromlCHtime spent
waiting for a broadcast from CH1 after it has moved) waitiog $tatus update from

CHL1. Once they do not receive the updates, they will assuateGH1 is either dead
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or moved out of range and send a broadcast meant for othéerchsads requesting
to join their clusters. We assume that all sensor have an égo@dcasting range and
at deployment, every node has at-least 2 cluster-heads\gerdn later stages, some
nodes may end up disconnected from the network due to theedsd cluster-heads
near them. Also, if a cluster-head which is in range of an angll nodes broadcast
already has the maximum number of members allowed, it wooihgider this orphan

node as a special case as discussed earlier and would aceptinember.

The cluster-head that moves (i.e. CH21) will clear its old rhemdatabase and send
a broadcast to establish another cluster. Members fromlthelwster of CH1 still in
range of CH1 will end up joining CH1 again. The rest (e.g. r{@8gand node(24))
would wait till the end of this broadcast period and infertttiney are no longer in range

with CH1.

Some nodes from other clusters may find it more beneficialito@H1. They will
respond to the broadcast sent by CH1 and will join it. Thespesetive cluster-heads
will delete these nodes from their databases once they d@&oeitve any status updates

from them.

4.2.2 Case Ill: Mobility of Nodes

Assuming that all nodes, after startup, via some rangingnigcie (e.g, triangulation) find out

their locations w.r.t. a global coordinate [55], if a nodeve®to some other location, it might

end up in a region where the old cluster-head is no longersugstd for it.

When a node moves, it sends a broadcast to its nearest nesgl{ssuming there are at-least

three active neighbors present at all times, we can get tagitm of this node by triangulation
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New Node |

Q CH1 |

| @ Node(25) /

Node(24)

Figure 4.3: Triangulation done by 3 nodes of cluster-hea@ @ha new node that has recently
moved away from its old cluster, headed by CH1

as shown in Fig. 4.3. Once the node establishes its new do;ati broadcasts a message
meant for any other cluster-heads (if any) in range. If tle@es then this node gets accepted;
otherwise, the node remains disconnected from the netvlbekdluster-head moves closer
to it and tries to establish another cluster. In the scenahiere more than one cluster-heads
are in range, the head that is closer is chosen by the nodeayitsmhappen that we do not
have 3 nodes in the locality of the new node and thus, canaatlgestablish its location. For
example, in Fig. 4.4, the new node has only two nodes in iistyc(node-24 and node-25).
In such a case, the node stores both the resultant positonsizen trying to join any cluster-
head, it assumes the furthest possible location from théndlael to calculate the distances

from the cluster-head.
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‘ New Node
. | e
node(25)

node(24) “;h\;"

VoL

Location assumed by new node to calculate CV for CH

Figure 4.4: Distance between CH2 and NN =DD1. Distance assumed by NN to calculate
confidence value between CH2 and NN = D1

In Fig. 4.4, D2>D1 when measured from CH2 to the New Node (NN). When NN sentls ou
a broadcast requesting to join a cluster, CH2 will reply vitisHocation information. NN will
calculate its distance from CH2 based on its two set of coatds established via ranging
and assume the coordinates which gives the maximum distesmoeCH2 (D2 in this case)
even if it is not the actual location. This conservative aggh would not let a location to be

publicized that might result in a cluster prone to data loss.
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Chapter 5

Experimental Results

Part of the work leading to this thesis has been the developaie simulator to experimen-
tally simulate our algorithm and run tests for debugging mmpirovements of the model. In
our thesis, we have formulated the protocols for mobilifysart in a sensor network but have
not incorporated the mobility aspect of our model into theudation. The simulator, specific
to the needs of our model, was coded in C with GCC version 2.85d uses gnuplot for its

graphical needs.

For the purpose of this experiment, the simulator simulagésorks with size ranging from 50
to 350 nodes. Each simulation assumes a few default vanahles that have been declared
in the global header fileensorHeaderh within the code-base. For networks larger than 400
nodes, our algorithm does not give significantly betterltegshan LEACH. The surveillance
area is 30&300n?. Starting battery power (DEFAULB_POWER) is 3.0 units which is the
same for all the nodes. The ratio of cluster-heads to thénoties (DEFAULTCH_RATIO)

in the network is 0.05. The base station is assumed to be fix¢dbaated at the origin (0,0)

of the coordinate system. For each run of the simulationutieg can change the number of
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nodes in the network. The network undergoes 1000 round<cim rem.
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Figure 5.1: Total Network Battery Remaining after each RbuBest results are seen for small
to medium sized networks

Each round is divided into two phases: (a) cluster set-up@had (b) data transmission phase.
In set-up phase, nodes decide if they have to act as clusaelstor this round. Each cluster-
head transmits a CADVERTISEMENT data packet of length CADVERT _BIT _LENGTH
(set to 64). Also, other nodes decide which cluster to joselleon the confidence values for

the respective cluster-heads. The data transmission mhassde up of two phases again: (a)
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from the member nodes to their respective cluster-headggricom the cluster-heads to the
base-station. We have fixed the message bit length to 64 (BCHE_MSG_BIT_LENGTH).
The heads perform data aggregation to reduce the redundefase transmitting it to the
base station. The radio transmission range is set at 20 snd@®MA is the underlying MAC

protocol.

The primary metrics of interest are (i) the total networkrggeand (ii) total nodes still capable
of transmitting at the end of each round. In Fig. 5.1, we camplae total remaining network
energy after completion of a round for LEACH and our modeluiraifferent set of readings
have been taken for a network size ranging from 50 to 350 nodesseen in Fig. 5.1(a),
(b), (c) and (d), the total remaining network energy for owdeal remains substantially higher
than that in LEACH for all network sizes below 350. For a natwsize of 50, the final
network energy using LEACH is 38.28 units and with our altjor, it comes around 57.79
units, an improvement of almost 50%. Beyond network sizek)0f our results deteriorate to
the results obtained from the LEACH algorithm. This coule doi the additional overhead of
exchanging too many heart-beat messages within a clusiapgo identify node or cluster-
head mobility. Also, our results are effective for a spacsmid-sized sensor network. For a

large and widely distributed network, our model is not etffex

Figs 5.2(a), (b), (c) and (d) show the total nodes that saMehbattery power left in them. The
simulation starts with a network of 50 nodes and steps up tpeao 350 nodes with a step-
size of 50. For a low number of nodes (Fig. 5.2(a)), our modsliip dead nodes till the 860

round which is almost twice the number of rounds LEACH runthait a dead node. For
all the simulations, dead nodes start appearing in our nmadeh later than they show up in
LEACH. For a network size exceeding 400, the performanceiphmdel is not substantially

better than LEACH.
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Figure 5.2: Total Transmitting Nodes after each round. Bestlts are seen for small to
medium sized networks

The plot presented in Fig. 5.3 summarizes the resultanhgafi network energy achieved
with our model. In this figure, we have compared the final reingi energy in a sensor
network over a range of rounds with different samples of to¢éwork sizes (ranging from 150
to 350). The resulting over-all plot clearly shows the adagas of our model over LEACH.

The starting energy for each node was equal (= 3 units) fdr bot model as well as LEACH.
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Chapter 6

Localization in Sensor Networks

A very useful feature of sensor networks is that it can previlmformation that is highly
localized in space and/or time. For many sensor networkegipns like target tracking and
habitat monitoring, it is necessary to have the exact loodtiom where the information was
collected. Current sensor network installations are esesgigor a static network distribution,
i.e., the nodes do not change their locations over time. &M saostallations, one way to
know the position of the nodes is to have the network ingtdiitel these positions during
deployment. Since this is not a very useful technique (messars are dropped from an
aircraft), in this chapter we shall look at some commseti-localizationtechniques employed
by sensor nodes. Besides self-localization meth@mtsation servicexan also be used to
estimate the position of a node. However, in this thesis, awe mot discussed these methods
and concentrated only on the self-localization technigé¢she end of the chapter, we have
given an outline of our modified TOA algorithm which uses Radmip Time (RTT) of ping

packets to calculate distances between two wireless device
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6.1 Positioning through Self-Localization

Self-Localization methods aim at estimating the distarfca i@ceiver from a transmitter by
exploiting some known signal propagation characteristidsing self-localization, a sensor
node can calculate its geographic position on it own dutiegrtetwork initialization process.
These methods are based @mging i.e., each node assumes the presencenrele other

nodes with known positions in it’s vicinity. Given below isshort description of various

ranging methods.

6.1.1 RSSI

Received Signal Strength Indication (RSSI) is a populagiragtechnique that gives good
results for dense network configurations (i.e., distandevéen two nodes< 10 mts). The
results also deteriorate if the two nodes are not in the Lirigight (LOS) of each other. For
the purpose of our discussion, we will assume a basic fraeespath loss model where there
are no obstacles to alter or interfere with the RF signalse RR antenna is assumed to be

isotropic, i.e. it radiates RF energy equally in all direas (Fig. 6.1).

The power of signals attenuate according to the inversersquke:

1
Pre O T (6.1)

Using this law, we find that the RF signal is reduced by a faatdour every time the distance

is doubled. We can convert that to dB:

10log(4) = 6.02dB (6.2)
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ISOTROPIC RADIATOR FIELD STRENGTH DECREASES
AS DISTANCE INCREASES

Figure 6.1: Standard Isotropic RF Propagation Model

.. In free space, the received signal is reduced by 6dB every e double the distance.

Using the information, we can construct a free space pathruslel:

Lp(dB) = 20log(f) -+ 20log(d) — 27.6 (6.3)

where:d is distance between transmitting and receiving antenns) @mdf is frequency of

signals in MHz.

Building further on Eq. 6.3, we can calculate the signal pguvesent at the receiving antenna

if we know the antenna gain and the transmission power.

P=R-Lp+G+G (6.4)

whereP; B Lp G; andG, have their usual meanings.

RSSI techniques use Eq. 6.4 to calculate the distance thalsipave traveled to reach the

point where signal strength is being measured. In a reastinario, obstacles in air and on
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surface lead to multi-path fading and scattering which ceduthe accuracy of RSSI ranging
in an outdoor environment and also if the distances that @irggbmeasured are more than 10

meters.

6.1.2 AOA and TDOA

The Time of Arrival technique exploits triangulation to eéehine positions of the mobile
users. Position estimation by triangulation is based omimgthe distance from the node to
at least three other nodes whose positions are already kmaiedlandmarks The landmark

nodes determine the time signal takes from the source tcetteaver either on the uplink or

on the downlink.

For example, when 9-1-1 is dialed from a mobile unit, the wahihg base station prompts the
mobile to respond to an initial signal. The total time elapBem the instant the command is
transmitted to the instant the mobile responds is detedteid.time consists of the sum of the
round trip signal delay, and any processing and responsg @ethin the mobile unit. When
the processing delay is subtracted from the total measimed total round trip delay is found.
Half of the quantity would be the estimate of the signal in dimection. Multiplying this time
with the traveling velocity of the electro-magnetic wavesd give the approximate distance
of the mobile from the base station. The approximate digtdaache mobile determined by
two additional receivers could be used to determine the lm@lisition at the intersection of
circles from multiple TOA measurements, as illustratedio 6.2. The mobile position can
be determined accurately if there exists a complete LOSdmtwthe mobile station (MS) and
the base stations. However the occurrence of non-linegbit-¢NLOS) propagation causes
the signal to take a longer path to the base station receivethee measured TOA is generally

larger than the arrival time of an LOS signal. In such a cirstance, there is a need to detect
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Figure 6.2: TOA location measurement from Three landmadeso

NLOS and to correct the biased error in the TOA measuremeafitsdprocessing them.

Time Difference of Arrival (TDOA) is also known as the hypelie positioning technique.
It is made up of two stages. In the first stage, time delay ediim is used to find the time
difference of arrival (TDOA) of acknowledgment signalsrfrmodes to base-stations (or land-
mark nodes). This TDOA estimate is used to calculate theeraliffference measurements
between the base stations. In the second stage, an effitgentlam is used to determine the
position location estimation by solving the nonlinear mgmdic equations resulting from the

first stage.
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6.2 Modified TOA - Our Localization Model

Our algorithm to find distances between two nodes is basesklp@mn TOA. Most classic
approaches estimate the time of arrival (TOA) of pure radickpts (and not WLAN packets)
for localization purposes. Signal processing algorithamsell on cross-correlation techniques
are used for these approaches [40]. In this thesis, our pyipigective is to use WIFI based
wireless devices as a proof of concept and present a fewitllgrto justify the effectiveness
of our method based on a TCP/IP model. We are trying to useotivedrtrip travel time of a
ping packet in a WIFI system to estimate the distance bettweehVIFI devices. This section
lays the theoretical groundwork on which our experimenéscamnducted (shown in chapter

8).

6.2.1 Packet transmission in WIFI - IEEE 802.11

In IEEE 802.11, each packet that is sent is immediately aslaaged by the receiver. In other
words, there is no TCP/IBliding windowinvolved at the transmitters end. Fig. 6.3 shows a
basic data packet transaction between two WIFI nodes. Haeha data packet is sent out,

a timer is started at the senders end. Upon receiving theoad&kdgment, we stop the timer
and note the time the packet takes to travel round-trip. @klay also involves processing
time at the remote node as well and must be taken into comgiderwhile calculating the
distance. For the sake of simplicity, we assume that theesgmon both ends are identical
and therefore, the time the local node takes to acknowledqigeket is equal to the time the
remote node takes to do so. We call the total delay betweeatirgpa packet and receiving
an acknowledgment dg:5 and the delay in sending an acknowledgment at the local nede a

tprocessing USing these notations and assuming that the packets aated speed of light (c
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Figure 6.3: Distance Estimation using ICMP Ping requestyrenethod

~3. 10 m/s) we get:

distance=

(tiotal — tp;ocessind -C (6.5)

Since the clock resolution of most wireless cards is aroymslut the data packets travel
around 300mts in that time, we need to improve the accuratlyeaineasured time-delays by

taking multiple readings and using statistical method®tave errors.
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6.2.2 Our Approach

The approach that we have followed is based on the ideasrpeelsa [38] and [23]. We
useping packets between two wireless nodes to measure the timg-ddl@ansmissions. We
have used a modified source-code for ping where we can chhagayload of a ping packet
before transmitting it. After the first round of transmissidhe second round (and above)
encapsulates the distance calculated in the first rounctiiitdde a faster convergence of the

algorithm. A summary of the steps involved is given below:

Round 1:

e Node-1 sends a ping packet (ping[1]) to Node-2 with an ICMRsage.

e Node-2 replies back immediately with &CK;[1] to Node-1. Later, after upper-layers
process the ping packet, Node-2 replies to Node-1 with anR@®hareply (pingreply[1])

message.
e Node-1 receives Node-2's ACKACK>) and calculateggy).

e Also, Node-1 receives the ICMP echeply (pingreply[1]) from Node-2 and sends
back an ACK ACK[1]) and calculates the local deléyocessingand therefore, the first

estimate of the distanastimate[1].

e Node-2 receives ACKACK;[1]) from Node-1 and also estimates the distance between

itself and Node-1dstimate[1]).

This finishes the first round of ping packet exchanges. FromnB@® onwards, the steps

involved are as follows:
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Round n (n > 1):

e Node-1 sends a ping packet (ping[n],>n2) with inter-node distance calculated in

previous round (i.eestimate[n-1] during round ping[n-1]) encapsulated within.

e Node-2 receives ping[n] and sends an immedfi&s[n] and extracts the estimate of

nodal distance that is encapsulated within the ping pagketrig[n].
e Node-1 receives Node-2's ACKACKz[Nn]) and calculates the total time delty,).

e After upper-layer processing, Node-2 sends an ICMP eepty (pingreply[n]) mes-
sage to Node-1 with the distance averaged ouésisnate[n| = estimate[n — 1] +

estimatg[n—1])/2

¢ Node-1 receives pingeply[n] and sends an immediate ACK thereby calculatjngessing
Usingtiotal @ndtprocessing it finds a new distance estimgtestimate[n] = (estimate[n—

1] + estimate[n—1]) /2

The nodes continue to exchange the ping packets till we haemS8ecutive estimates of dis-

tances that do not differ from one another by more than 5%.

The algorithm described above has been represented in BigPBig responses are generated
by the operating systems’ kernel and are subject to higlatians of response-time. In con-
trast, the data ACKs are handled directly by the hardwareei#¥LAN radio and are highly
predictable [23]. On a standard IEEE 802.11, the MAC praogdsme (SIFS interval) is 105
(802.11b) or 16s (802.11a) with a tolerance of upt?5 ppm andt20 ppm respectively. We
use the packet sniffé&therealto sniff packets on a WLAN. Since the time-resolution of Ethe

real is around fis which translates to around 300 m, we need to take multipled4rip time

49



measurements to smoothen out the discrepancies. We alsdistdy encapsulating distance
estimations with ping packets, we get much faster convesgen the estimation algorithm.

Modifications were made to the ping utility at appropriategals to incorporate this feature.

6.2.3 Limits of Our Approach

Any positioning or distance measuring algorithm suffeerfrsome basic limits [45, 17]. For
example, our calculations above do not take into accourtdltuok drifts of the two nodes (PC,
in our case) during one round-trip time observation. Assgnai tolerance value af25 ppm
and the transmission time of @®to 32Qus, we may have an error in calculation ranging from

0.9 m to 4.8 m respectively.

Also, the speed of light isXa(® in vacuum In air, this value decreases due to the dielectric
constantg) of air. The two nodes may not be in the LOS (line of sight) afteather leading to
heavy multi-path fading effects. However, multi-path pagption does not effect time-delay
measurements as much as it effects signal strength. Theyefar time-delay model is more

robust and precise than RSSI model for distance measurement

In the next chapter, we have described the experiments ctedibased upon the algorithms
presented in this chapter. The results show that our appiedietter than standard TOA and

RSSI approaches for short range distances.
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Figure 6.4: Our algorithm (using encapsulated ping) foemmodal distance estimation

51



Chapter 7

Experimental Setup and Results

The experiment was setup in the open area in front of Zimméir atal Langsam Library.
The choice of area is important so as to have both the noddwifirte of sight (LOS) of
each other. Two sets of experiments were conducted. FsBtgunormal ping packets and
later, using ping packets with the distance estimationggsuwated in the payload. Round
trip times (RTT) measurements were taken at different desta (5, 10, 15, 20) and at each
distance, ping trace data was collected for 10 minutes usihgreal’s WLAN packet sniffer

module.

Both laptops used had identical installations of Suse-%8x, kernel 2.6.10. Also, both the
laptops had a Broadcom 802.11b/g WLAN adapter installec Sgeed of transmission was
set at 11Mbits/s.

Both data and the ACK packets begin with a preamble followed Physical Layer Conver-
gence Procedure (PLCP) header which contains the lengtimaddlation type of the packet.

For a 11Mbits/s 802.11 network, the time taken to transnatgheamble and the headers is
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144+48ys [23]. After the PLCP header, the actual MAC headers arestng@ted in a MAC
frame that consists of MAC headers (24 b), IP headers (20 bR beaders (8 b), RTP (16
b), Voice (20 b) and the frame-check sequence (4 b). OvéralMAC frame has a length of
92 b which takes 66.96 to transmit. Therefore, the overall length of the ping qheteket is
around 258.9(1s. The ACK frames are shorter and have a length of 10 bytespduSRC (4
b). They are transmitted over a 2 Mbits/s link and take| 480 between the data packet and
the ACK, there is a short inter-frame space (SIFS), whichf ie length of 1@s. In [23],
the authors have proven that for a system configuration ssiebave, the local delay is about

66.91+10+192+56=329.9%

7.1 Data acquisition and Analysis

We have made use of the Ethereal packet sniffer for packdéysasa The local delay is as-
sumed to be 329.Q8. Packet filters were used for the data capture to filter dumabanted
packets on the network and to sniff only ICMP packets. Figl shows a sample packet

capture when the two nodes are 10 meters apart.
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[=R=—]
Bk ay
—_
=]
B
—
o
2]
(=]
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 372005-10-22 21°25°50 022662 192 168.0.3 192 168.0.1 ICHE Echo (ping) request
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4 2005-10-22 21:25:C0.025851 192 .16B.0.1 192.168.0.3 ICHP Echo (ping) reply
4 2005-10-22 21:25:50.261750 192 .1668.0.3 192.168 ACK (ACK) =ent
5 2005-10-22 21:25:52.012981 192.1668.0.3 192168 ICHP Echo {(ping) request
5 2005-10-22 21:25:52.013302 192 166.0.1 192 168 ACE [ ACH) received

2005-10-22 21:25:53 014518 192 16B.
2005-10-22 21:25:53. 014491 192 1lef.
?’2ﬂﬂ5~iﬁa22’21?25?54?&15¥9§”19271&ET “arn
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F 2005-10-22 21:25:55 016872 192 168,

ACK fACK‘.I recelved
ICHP Echo {ping) reply
ACK (ACK) se=nt

ﬂDDqEE
L3 L bl L) L e

=

iy

[

~

(=1

=]

TOTAL DELAY LOCAL DELAY

Figure 7.1: Ethereal Packet capture data. Distance = 10 m
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Since we are assuming that data in a WLAN travels at the spdeghg we are interested in

only those entries where the difference betwggRh andtprocessings less than fis since light

travels around 300 mts iru$ and we are trying to measure distances smaller than 20 mts.

7.2 Results and Analysis

The distance between the nodes was calculated using Eqs @&riaed in chapter 6. Two

sets of experiments were conducted. In the first experimeninal ping messages were sent.

In the second set of experiments, ping packets also coutélireeresult of the estimation of

distance from the previous round. For both the experimemsstop sending ping packets as

soon as the three simultaneous calculated distance estmaaiffer from each other by less

than 5%. Fig. 7.2 shows a plot of the number of ping packethaaxged to reach a stable

distance estimate for both sets of experiments.
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Figure 7.2: Number of ping packets needed to reach a stadtkndie estimate

As we can see from Fig. 7.2, our modified TOA model gives betbewergence of distance
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estimation algorithm over short ranges (0-20 mts) as coetptr normal TOA. Also, since
lesser number of ping packets are needed to reach a mutusdrtsars over inter-nodal dis-
tance, it leads to much less wastage of bandwidth. In caserefess sensors, this directly
translates into a substantial conservation of battery pola would, otherwise, have been
wastefully spent in calculating node location. For largetahces between the nodes (distance
> 20 m.), both approaches (normal and encapsulated) are magscequally inefficient and

are not good choices.

Fig. 7.3 shows the accuracy of distance estimation using packets in our modified TOA
methods. With the estimated distance sent as a payloadiaraping packets resulted in
not only faster but also better and more accurate distanesunements as compared to the

normal ping technique.

Actual Distanlce
60 L Using normal ping --------
Using encapsulated ping

50 | ; -

30 S .

Average Estimated Distance (m)

10 | ‘ -

0 1 1 1 1 1 1 1
0 5 10 15 20 25 30 35 40

Actual Inter Node Distance (m)

Figure 7.3: Distance calculated using RTT using Normal andapsulated ping packets vs.
Actual Distances

We have used a set of 20 rounds to estimate inter-nodal detsdar the range 0-25 m. Fig. 7.3
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plots the average results of estimation at 5, 10, 15, 20 amde28&rs and it also plots the error-
bars which show the deviation from the mean distance avdrager all the 20 rounds. As we

can see, we have good results from our algorithm for shogeaiistances (0-20 m.) but the
estimations deteriorate at longer ranges and at distaboe® 25 meters, both the algorithms

give highly inaccurate estimations and should not be theciigice of any locationing system.

Although all the experiments were done in an open area dumigigt-time to avoid any dis-
turbances from people walking around the campus, someurages in the results can be
attributed to various heavily active wireless nodes thataways active in and around the
campus area. Also, the area in front of Zimmer and Langsamatylis surrounded by tall
buildings from all sides and it could also have affected tbeueacy of our experiments. It
should be noted that the data presented in this thesis idyhsgibject to change based on
where the experiments are conducted and also many otheoemental conditions. The
primary objective of our experiments was to establish wittaia amount of accuracy, the
significant improvements our algorithm brings to the fieldaxfation estimation using TOA
methods with Round Trip Time (RTT) measurements on a WLANuUAtimplementations

using a wireless sensor node would have to be much more rabdstccurate.
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Chapter 8

Conclusion and Future Work

In this thesis, we presented algorithmic improvements anrhajor sensor network areas: (a)
Clustering and (b) Localization. In the first part of our wonke formulated an energy efficient
sensor network clustering algorithm based on LEACH and désagned a fault tolerant ar-

chitecture to deal with mobility of cluster-heads and mermmeles. Work done also included
implementation of a simulator to simulate our model and apanative performance analysis

with LEACH. Our clustering model has the following advargagver LEACH:

e Our model can accommodate mobility of cluster-heads asagefiode using periodic

heartbeat messages exchanged between the cluster he&d arahiber nodes.

e We use the remaining battery power and the current membesmafch cluster-head as
a parameter used by the non cluster-head nodes to decidé wlhi&ter-head to join.
This approach makes sure that cluster-heads that are irtiautealy dense region of

the network are not overloaded with too many member nodesrihdm.

e Unlike LEACH, our design does not assume that all sensorsibdee the same initial
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battery power. Since in most real-life scenarios, the bagewer of every node in
a sensor network may not be same, our model comes one step thoduplicating a

real-world situation for experimentation.

Results of our experiments show that for a network size rapfiom 50 to 350 nodes, our
model results in higher average network energy as againSCEE This directly translates to
lesser number of dead nodes and thus, better overall netweorkectivity. We believe that
our algorithm can offer effective improvements on the perfance, energy-efficiency and
robustness of long running sensor networks. Furthermaredesign for a mobility aware
sensor system has numerous improvements over existingrebsand adds a layer of fault

tolerance to the overall design.

The second part of our thesis deals with finding an efficiegr@hm to measure the distance
between two sensor nodes. We used two WLAN devices (PC wihdirom 802.11b/g cards
running on Linux) and measured their mutual distance usiegRound Trip Time (RTT) of
ping packets sent back and forth between them. Instead ofjugirmal ping packets, we
changed the source-code for ping (freely available on theamel encapsulated the estimated
distance for each previous round as a part of the payloadhiéocurrent round. This approach
leads to a much faster convergence of the localization @itgortherefore leading to a lot
lesser wastage of battery power as compared to the methae widinary ping packets were

being sent.

In our experiments, we have compared the the estimatechdestaas well as the number of
packets needed to arrive at those estimations using bathahand encapsulated ping packets.
As shown in the previous chapter, encapsulated ping patdadsto 25-30% more accurate
distance estimation for short range distances (distan@® m). Also, since our algorithm

converges much faster, a lot fewer number of ping packdesa&tt40% less) are necessary to
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arrive at a stable estimation thereby saving precious tygitaver.

8.1 Future Work

We believe that our Clustering and Localization algorittoas improve the performance and
lifetime of existing sensor network infrastructures. Thgoathms discussed are targeted
specially for dense to mid-sized networks where the intatah distance is not more than

20-25 m. For future work, the following areas should be a goade to start:

e The simulator for our clustering model does not currentgoiporate mobility of nodes
or cluster-heads. A future version of the simulator shoaldude this feature of our

algorithm.

e To establish the usefulness of our clustering model, we avbal/e to implement it on
sensor network hardware (Mica Motes, for e.g.) and test iherfield to understand the

real-world issues faced by our model.

e The Localization algorithm uses RTT of ping packets over WWLéevices which are
essentially TCP/IP compliant nodes. Sensor network nodestifollow TCP/IP net-
working. Future implementations should port our algorithma sensor network hard-
ware (Mica Motes, for e.g.) so that we can start to improveraodel to cater to a

real-world scenatrio.

e All RTT calculations in our model assume that the clocks ahegiof the nodes do not
suffer aclock drift Every hardware clock loses time over a period and needs-to re
synchronize itself with a reference clock. This drift cardiféerent in each of the nodes

and must be incorporated into future implementations ofl@calization algorithm.
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