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Abstract

Multicarrier CDMA has emerged recently as a promising candidate for the next generation
broad-band mobile networks. Since multicarrier CDMA combines the multicarrier technique and
the spread-spectrum CDMA technique, many multiuser detection methods used in DS-CDMA
can be applied to multicarrier CDMA system. In this thesis, we propose a direct blind multiuser
detection method for multicarrier CDMA based on linear prediction. Using only the spreading
code of the desired user, we extract the column vector subspace corresponding to the signal of
interest from the channel matrix of the received complex signal. And then zero-forcing (ZF) and
minimum mean uare error (MMSE) detectors are constructed. Our algorithms do not require
channel estimation and avoid the channel estimation error. Simulations show that in most
conditions, our agorithms outperform the typical subspace-based algorithm and the eigen

method used in a multicarrier system.
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Chapter 1

| ntroduction

1.1 CDMA

CDMA (Code Divison Multiple Access) is a multiplexing technique where a number of
users simultaneously and asynchronously access a channel by modulating their
information-bearing signals with preassigned code sequences in the time domain and spreading
the signals over the entire band in the frequency domain. The receiver, knowing the code
sequences of the user, decodes the received signal and recovers the original data. Thisis possible
because the cross correlations between the code of the desired user and the codes of the other
users are small. The capability of suppressing multiuser interference is determined by the
cross-correlation characteristics of the spreading codes. Since the bandwidth of the code signal is
chosen to be much larger than the bandwidth of the informationbearing signal, the encoding
process enlarges (spreads) the spectrum of the signal and is therefore also known as
spread-spectrum modulation. The resulting signal is also called a spread-spectrum signal, and
CDMA is often denoted as spread- spectrum multiple access (SSMA).

Because of the advantageous properties of CDMA signals. large traffic capacity, multipath

interference rejection, narrowband interference rejection, lower probability to interception (LPI),



privacy and anti-jamming capability, etc., CDMA technique has been investigated extensively
and been considered the strongest candidate for the third-generation wireless personal
communication systems.

The remainder of this section is concentrated on the direct sequence CDMA (DS-CDMA),
one of the major CDMA techniques.

During the 1980s Qualcomm investigated DS-CDMA techniques, which finally led to the
commercialization of cellular spread spectrum communications in the form of the CDMA 1S-95
stardard in July 1993.

In a DS-CDMA system, the information-bearing signal (the original data signa) is directly
modulated by adigital, discrete-time, discrete- valued code sequence. The original data signal can
be either analog or digital; in most cases it is digital. In the case of a digital signal the data
modulation is often omitted and the data signal is directly multiplied by the code sequence and
the resulting signal modulates the wideband carrier. It is from this direct multiplication that the
direct sequence CDMA gets its name.

In Figure 1.1, a block diagram of BPSK modulated DS-CDMA transmitter is given. The
DS-SS signa resulting from this transmitter is shown in Figure 1.2.

After transmission of the signal, the receiver (Figure 1.3) uses coherent demodulation to
despread the SS signal, using a locally generated code sequence. To be able to perform the
despreading operation, the receiver must not only know the code sequence used to spread the

signal, but the codes of the received signal and the locally generated code must
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Figure 1.1: Block Diagram of a DS-CDMA transmitter.
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Figure 1.2: Generation of a BPSK-modulated SSsignal.

also be synchronized. This synchronization must be accomplished at the beginning of the

reception and maintained until

the entire signal has been

received. The code

synchronization/tracking block performs this operation. After despreading, a data modulated

signal results, and after demodulation the original data can be recovered.
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Figure 1.3: Block Diagram of a DS-CDMA receiver.
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Since direct sequence (DS) waveforms have a wide bandwidth, anytime the bandwidth
exceeds the coherence bandwidth of the channel, the channd fading tends to be frequency
selective. In the time domain, it means multipath phenomenon. Thus, the composite signals
transmitted can only be recovered through sophisticated receiver side processing, e.g. RAKE

receiver [5], [6].

1.2 OFDM

In a classica parallel data transmission system, channel frequency band is divided into N
nonoverlapping subchannels. Each subchannel is modulated with a separate symbol. Then the
N subchannels are frequency- multiplexed. It seems good to avoid spectral overlapping of
channels to eliminate interchannel interference. However, this leads to inefficient use of the
available spectrum. To cope with this inefficiency, the ideas using parallel data transmission and
FDM with overlapping subchannels to avoid the use of high-speed equalization and to combat
impulsive noise and multipath distortion, as well as to fully use the available bandwidth, were

published from the mid-1960s [4].

NANNANNNN o

Conventional Frequeney Division Multiplex ( FDM) multicarrier modulation technique
Saving ofthe bandwidth
" - frequency
e | L
>
Orthogonal Frequency Division Multiplex (OFDM) multicarrier modulation technique

Figure 1.4: Comparison of the bandwidth utilization.

4



Figure 1.4 illustrates the difference of bandwidths between the conventional nonoverlapping
multicarrier technique and the overlapping multicarrier technique (e.g. OFDM). It is obvious that
the latter is much more frequency efficient with ailmost 50% bandwidth saving. To redlize the
overlapping multicarrier technique, however, we need to reduce the crosstalk between
subcarriers, which means that we want orthogonality between the subcarriers.

Orthogonal frequency division multiplexing (OFDM) is a communications technique that
divides the communications channel into a number of overlapping frequency subchannels. A
subcarrier carrying a portion of the user information is transmitted in each subchannel. Each
subcarrier is orthogona (linearly independent of each other) to every other subcarrier,
differentiating OFDM from the commonly used frequency division multiplexing (FDM).

Following is the basic principle of OFDM.

Original data symbols with duration T, are seria-to-parallel converted into N parallel
symbol streams with symbol duration T = NT, and modulate N orthogona subcarriers
respectively. The number of subcarriers N is chosen such that NT, >>s, where s, isthe
rms delay spread of the channel.

The envelope of an OFDM signal is described by:

N-1

X(t) = Re| AR & d.f ,(t- kT)g (L1)

| k n=0

where the orthogonal waveforms f  (t) are chosen as

2p(n-NT'1)t
f,0=hOep ——2—}, n=l-N-1 12)




Here, h,(t) isthe pulse shaping filter. If it is rectangular, then the frequency separation of
the carriersis % and the carriers are orthogonal (Figure 1.5).

(m-N—'t (n- N'l)t

T . 2 , 2
OcﬁXID{- Jpr} exp{Jpr}dt

n-m. ., T (m=n)
T bt =( 0 (min’

= oxe{i2p nm=1--,N-1 (13)

A spactrum of an OFDM subchannel (during a singls kil

Figure 1.5: Example of OFDM spectrum (a) a single subchannel (b) 5 subcarriers, at the central
frequency of each subchannel, there is no crosstalk from other subchannels.

Considering the equivalent complex baseband notation, and assuming h, (t) is rectangular,

one OFDM symbol a k = 0hasthe form
"ot : nt
X(t) = Aa dO,n eXp{ J 2p W}’ o<t<T (14)
Sampling at t = KT, thisyields:
l\cl>-1
Xo(k)=AQ do exp{ j2pnk/N}, k=01---,N-1 (1.5)

Note that the samples{ X ,(k)} ., are just the Inverse Discrete Fourier Transform (IDFT) of

the block {d,,,} o - Thus, OFDM can be smply implemented as IDFT or the faster IFFT.



In the receiver, the DFT provides an efficient demodulation:

do, = DFT{ X, (K)} :%’g‘lxo(k)exp{- i2onk/N}, n=01--N-1 (1.6)

k=0

In order to avoid intersymbol interference (IS) arising due to channel memory, conventional
OFDM systems insert redundancy in the form of a cyclic prefix (CP) of length larger than the
FIR channel order [2] after IFFT transformation. CP is discarded at the receiver and the
remaining part of the OFDM symbol is FFT processed. A combination of IFFT and CP at the
transmitter with the FFT at the receiver converts a frequency-selective channel to separate
flat-fading subchannels [1], [2], [7]. Frequency domain equalization is then applied by dividing
the FFT output by the corresponding channel frequency gains. But sometimes, the channel has
nulls on (or close to) some subcarriers and the CP OFDM does not work in this case. If Channel
State Information (CSl) is available at the transmitter, channel nulls can be avoided by not
transmitting symbols on those subcarriers. But CSl is not always available or it may be costly to
acquire at the transmitter when the channel is time-varying. Thus, zero padding (ZP) has been
proposed to replace the CP, in order to guarantee symbol recovery regardless of channel zeros at

the cost of modifying the transmitter and complicating slightly the equalizer.
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Figure 1.6: Block diagram for CP-OFDM (top) and ZP-OFDM (bottom).



1.3 Multicarrier CDMA

Since 1993, Multicarrier CDMA based on a combination of DS-CDMA and OFDM
techniques has drawn much attention and been deemed as a promising candidate for the next
gereration broadband mobile networks. This combination allows one to benefit from the
advantages of both techniques. In a Multicarrier CDMA system, data sequence multiplied by a
spreading sequence modulates N, carriers, rather than a single carrier. By transmitting
high-speed data through multiple low-rate subcarrier streams, the symbol duration in each
substream increases, leading to higher immunity against multipath dispersion. In other words, a
multicarrier system requires alower speed, parallel-type of signal processing, in contrast to a fast,
seria-type of signa processing in a single-carrier RAKE receiver. This greatly reduces the
complexity of the receiver.

There are three main multicarrier schemes: “multicarrier (MC-) CDMA” [8]-[10],

“multicarrier DS-CDMA” [6], [12] and “multitone (MT-) CDMA™[1].

1.3.1 MC-CDMA

In a MC-CDMA system, the origina data stream is copied onto all the subcarriers at first,
and then on each subcarrier, the data stream is multiplied by just one code from the spreading
sequence (in other words, the spreading operation is in the frequency domain). So each carrier
conveys a narrowband waveform, rather than a spread spectrum waveform in a single carrier

system.



Y
N )
e — |
~ \l:,":lx1 [y cost2rfit}
- Tl Y,
= £ M
I ~]
[ar] ]
A ¥3 cos(Zafat)
Data | gb ?’é 5 R S';mfcrt]
stream Copier
i J/ -
2 _J Ne = Gmc
1, .

Time .
FAAE S
J; CGpar  COSIZMIGy 1)

{a) Transmitter Time

/?ﬂ/ﬂf\"‘/‘\ N

fa fGnc 1’rua--‘.:1uenl:g.I
(k) Power 5pe~ctrum of traru.mnttecl signal

Al

I
cos{Z2afii) g i
—b{%)——(%)—b( LPF
' ) I
cosi2nfzt) gz
¥
Received | ) <) LPF R
signal™ | . 7
. D
-~
L]
»—@— LPF
' i
ccstlﬁfﬂm‘.__t} G Gt
[c) Receiver

Figure 1.7: MC-CDMA scheme: a) transmitter; b) power spectrum of

transmitted signal; c) receiver.
Figure 1.7 is a block diagram of this discretized MC-CDMA scheme. Here we assume that

the number of carriers (N,) is equal to the processing gain (G,,. ). The proper choice of the
number of subcarriers and the guard interval (CP) is important in order to increase the robustness

against frequency selective fading.



However, the number of carriers does not have to be equal to the processing gain. We know
that it is crucial for muticarrier transmission to have frequency nonselective fading over each
subcarrier. So, when the original data rate is high enough to become subject to frequency
selective fading, the data needs to be first serial-to-parallel converted before spreading over the
frequerncy domain. Figure 1.8 shows this modified scheme.
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Figure 1.8: Modification of MC-CDMA scheme

1.3.2 Multicarrier DSS-CDMA

Multicarrier DS-CDMA (MC-DS-CDMA) is an enhanced version of MC-CDMA where
additional time-domain spreading is injected at the transmitter. In a MC-DS-CDMA system, the
original data stream is serial-to-parallel converted before being spread by a given spreading code

in the time domain, and then each of the data streams modulates a different carrier frequency

10



respectively, smilar to a normal DS-CDMA scheme. The available frequency spectrum is
divided into N, equi-width frequency bands, typically much less than the processing gain
G, » and each frequency band is used to transmit a narrow-band DS waveform. This scheme is
originaly proposed for an uplink communication channel, because the introduction of OFDM
signaling into DS-CDMA scheme is effective for the establishment of a quasi-synchronous
channel. Figure 1.9 shows the MC-DS-CDMA scheme.

Multicarrier DS-CDMA can be viewed as “a collection of synchronous narrowband
DS-CDMA” signas. Indeed, within each subchannel the received signal is exactly the same as
that in a synchronous narrow-band CDMA system. The difference, which is critica for
narrowband fading/interference resistance, is that signas in Multicarrier DS-CDMA are spread
across al subchannels.

Comparing Multicarrier DS-CDMA with MC-CDMA and DS-CDMA, it is obvious that
MC-DS-CDMA serves as a compromise between the frequency- and time-domain spreading.
When the bandwidth of the subchannel is fixed, Multicarrier DS-CDMA does offer stronger
fading resistance than regular narrowband DS-CDMA and higher degree flexibility than

MC-CDMA. The tradeoff, as expected, is a higher computational cost.
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1.3.3MT-CDMA

Figure 1.10 shows the MT-CDMA scheme. The MT-CDMA transmitter spreads the S/P

converted data streams using a given spreading code in the time domain so that the spectrum of

12



each subcarrier prior to spreading operation can satisfy the orthogonality condition with
minimum frequency separation. Therefore, the resulting spectrum of each subcarrier no longer
satisfies the orthogonality condition. (InaMC-DS-CDMA system, the resulting spectrum of each
subcarrier after spreading satisfies the orthogonality condition with the minimum fregquency
separation.) The MT-CDMA scheme uses longer spreading codes in proportion to the number of
subcarriers, as compared with a normal (single carrier) DS-CDMA scheme, therefore, the system

accommodate more users than the DS-CDMA scheme.

1.4 Receiver for Multicarrier CDMA Systems

The receiver design for multicarrier CDMA has been studied to achieve the full potential
from the combination of multicarrier modulation technique and DS spread- spectrum technique.
According to whether using cyclic prefix in transmission and whether using training bits to get
the channel information during the detection, normally, the receivers for multicarrier CDMA
systems can be classified into three categories.

The first category is both using cyclic prefix and training.

Actualy, in multicarrier systems, we only use CP on MC-CDMA system. In such asystem,
because of the combination of IFFT and CP at the transmitter with the FFT at the receiver, the
frequency-selective fading channdl is converted into flat-fading channels on each subcarrier
respectively. Thus, we just need one-tap equalizer for each subcarrier to get the estimations of the
transmitted data [32]. In this system, the channel information is essentia to the coefficients of the

equalizers, so training processes are performed to estimate the channel before the communication

13



is set up. Note that in a MC-CDMA system using CP, all users need to be synchronous to keep
the code orthogonality among users. So the MC-CDMA system using CP is usually used in the
downlink channel, where all user signals are synchronous by construction. While in the uplink
channel, where all users are potentially asynchronous, the orthogonality among users is distorted,
causing inter-symbol interference (ISl) and multiuser interference (MUI). In the receiver, the
received signal is combined, in a sense, in the frequency domain [37]; therefore, the receiver can
always employ all the received signa energy scattered in the frequency domain. We believe that
thisis the main advantage of the MC-CDMA scheme over DS-CDMA schemes.

Although using CP greatly reduces the complexity of channel equalization, it is not
transmission efficient because of the redundancy part (CP). So recently, most research is focused
on multicarrier systems without using CP. The other two categories of receivers we mentioned
above come from these systems.

The second category of receivers does not use CP, but use training bits to get the channel
fading information. In [22], the simple Despreading and Combing (DC) receiver is used because
it is computationa attractive. While the DC receiver is smple, the MM SE receiver offers better
performance. In [13], Miller and Rainbolt investigated two different design strategies for MM SE
detection in MC-DS-CDMA system. In one case, the MM SE filters are designed separately for
each carrier with the knowledge of the fading coefficient of the desired user, while in the other
case the optimization of the filter is done jointly with the knowledge of the fading coefficient of

al the users on all the subcarriers.

14
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The third category of receivers uses neither CP nor training. They use blind detection

methods.

For MC-CDMA systems, subspace-based blind MMSE receivers are proposed in [21]. For

MC-DS-CDMA systems, ablind batch DC receiver called eigen-method receiver is proposed in

15



[19], and a corresponding blind adaptive algorithm is presented to determine the weight vector,
which is used to combine the received signals from different carriers optimally to maximize the
signal-to-noise ratio (SNR).

Subspace-based estimation techniques [15]-[18], which have already been explored for single
carier DS-CDMA system, have also been explored in MC-DS-CDMA systems to get the
channel coefficients and timing of the desired user required to construct the MM SE detector [20].

Because subspace methods usualy require singular value decomposition (SVD) or
eigenvalue decomposition (EVD) of some form of the data correlation matrix, so they are
computationally costly. Also, it is difficult to determine the accurate rank of the signal subspace
(or the noise subspace) in a practically noisy environment.

Note that there is another kind of blind multiuser detection and channel estimation schemes,
namdy, linear prediction method that have already beenused on DS-CDMA systems [28]-[31].
This method is to bypass the channe estimation and directly estimate a linear filter that can
remove the ISl and MAI and /or suppress the additive noise. It is promising because linear
prediction method avoids the channel estimation error and is more robust than those subspace
methods.

In our thesis, we try to extend the use of linear prediction method from DS-CDMA systems
to multicarrier CDMA system receiver design. And we focus on those systems without using CP

or training, thus our receivers belong to the third category.
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1.5 Overview
The organization of the research work described in this thesisis as follows.

Chapter 2 contains an asynchronous MC-CDMA system model that will be used throughout
this thesis.

In Chapter 3, linear transformation and prediction of the received signal is devel oped.

We develop batch type agorithms for both zero-forcing (ZF) and minimum mean square
error (MM SE) receiver in Chapter 4. Then the algorithms are modified to adaptive versions.

In Chapter 5, we apply the linear prediction method discussed in the former chapters on
MC-DS-CDMA system.

Simulation result and comparison of our algorithms with a subspace method are presented in
Chapter 6.

Chapter 7 contains the conclusion.

17



Chapter 11
M C-CDMA Formulation

2.1 Notation

As a generad notational convention, matrices and vectors will be in boldface. The
symbols E{¥,(¥",(}",(",(3" stand for expectation, Hermitian transposition conjugatation,
transposition, and pseudoinverse, respectively. The symbol | (0) stands for the identity matrix

(the zero matrix or the zero vector) with a proper dimension.

2.2MC-CDMA Model

Fig 2.1 isablock diagram of a discretized MC-CDMA system.

K
e Y0 w

%ﬁfgﬁHwH%Hf%e

Figure 2.1: Block diagram of MC-CDMA system.

Assuming N, equally-spaced subbands within the given spectrum, we consider an

asynchronous MC-CDMA system with J simultaneous users, each of which modulates its signals

onto the N, subcariers. b;(k) is the jth wuser's originad data sequence.

¢, =[c;(0)---c; (L, - )]" is the jth user's spreading sequence, where L, denotes the

18



processing gain. In our system, we assume that the number of subcarriers and the processing gain

areequal,i.e. N, =L_.
The N, 1 symbol block for the jth user
s; (k) :bj(k)WHc].

(21)

where W " denotes the IFFT transform matrix.
Define Ej :Wch. After Parale-to-Serial transformation, the symbol stream can be

expressed as
5;(n) = & b; (k) (n- KL,) (22)

where Db, (k) is a the symbol rate 1/T,, and C;(k) and s, (n) ae a the chip rate

VT, =L /T,. Furthermore, itisassumed that C;(k) =0 for k<0 and k>1L -1.

The received signal before FFT transformation is
(K); (i - KL)g; (t- T, - d;T,)+v(D) (2.3)

QJO:_.

X=aaab,
j i k

where d; is the random chip delay of user j. v(t) is the Additive White Gaussian Noise with

!
iy

zeromean. g, (t) represents the multipath channel.
Sample at the chip rate, we get the discretized expression

a a b, (KE;(i- kL) g,(n-i- d,)+v(n)

R =4
= é a bj(k)g_lﬁj(i)gj(n- KL, - d; - i) +v(n)
:;‘f\ a b (k)h,(n- kL, - d,) +v(n) (2.4)

J
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Lc-1

(M =3 € Mg, (n- 1) (25)

Define
h,(M=h(nl +L-i-1), i=01-,L.-1 (2.6)
X(n)=X(nL, +L,-i-1), i=01-,L.-1 2.7)

Then,
imn:i%qmmmmm-m+wm,i:Qng-l (2.8)

where the subscript i +d; isin the modular L, sense. The S/P operation is to stack up X; (n)

for i=01,--,L.- 1. This gives

@?Lc-l(n)u é‘]J,dﬁLc-l(n- k)@
ST B S N
€ x,(n) U e.lak. ]( )g hj,d,+1(n' K) ﬂ (n) (29)
é _ G e y
& %(N) @ € h(n-k) ¥
Define
:~Lc 1(n)u
é ¥
XM=8 < 0 210
W=z m (2.10)
e - u
& % (N g
é’]j,dﬁLc-l(n)g
e
e . u
hi(nN=a () a (211
é jdj+ u
& hjy(n H

Then (2.9) can be written as
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QJO«'_.

X()=a a b;(Kh, (n- k)+v(n)

1

Ly-1

0=

b,(n- k)h, (k) +v(n) (2.12)

1
gJOt_.

1k

where L, isrelated to thelength of h;;(n) and the multiuser delay d;.

Suppose the actual channel coefficients are from g, (0) to g,(L,- D), where L, is the

maximum length of al J channels. By (2.5) we have

éL, +L 1+djl]

L, =maxg a » " (2.12)
é Lc a
gay . . -
where -~ isthequotientof a dividedby b.
&H
After the FFT transformation the received L.~ 1 signal vector is
- J ‘st
x(n) =Wx(n)=a a b, (n- KYWh (k) + Wv(n) (2.13)
j=l k=0
Assume the smoothing factor is N, then define
¢ xm u
é a
~ X(n-1 3
X(n) :g ( : ) 3 a H b, (n) +vEn) (2.14)
= S
é a
&x(n- N+1)g
where
éWh, (0) Wh, (L, - 1) 0 u
& 3 a
_é a
H, =< . i (2.15)
g h h. a
g O Wh;(©0) --- Wh,(L,-Dj
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¢ b0 0
é a
~ b.(n-J "
_€ j u
b;(n) =g ; ﬂ (2.16)
é ' a
g)j(n- L, - N+2)g
For simplicity, here we ignore noise at first. Then rewrite
ébl(n)g
é .
X(m=[H, - H,] § i 4 (2.17)
&, (Mg
Define
H =[|_|l HJ] (2.18)

H is the channel matrix corresponding to X(n) of dimensionNL_~ J(L, + N - 1). Note that
H should be of full column rank, for which a necessary condition ischoosing N such that
NL_ 3 J(L, +N- 1) (2.19)

From (2.5), we have

O
AN
L

h;(0)

[ ey a2
> D> D %SD) ™ D> D> D
P
=
(¢}
1
e

s

j(Lc+Lg - 2)

(@) D> D> D

e
(@ Y ey el e} an} e} eny e e

I
O
©

(2.20)

Therefore
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iguoa(KU & h(kL-d)
e . Ue G
_¢ u_e 0
itk =ep 2K Y (kL +L, - d - 2)0
é jdj+1 ] éj C c j lj
€ ho() 0 gkl +L.-d -

=C, (kL +1- d, :kL +L,- d,,) g,
= (Ej (k)g, (2.21)
Here we use MATLAB representation to denote E:J. (k) as the submatrix of C ; from row
KL, +1-d, to kL +L.-d,.

Then, the channel matrix H; corresponding to user | can be written as

éwC (0 WC. (L, -1 0o U .

S i(0) i(Ly-1) ' ) 0u

H =§ u ¢ a
j é U § u
é - - a éo Ul

g o WC,(0) -+ WC,(L,-Dg © Jiu
(2.22)
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Chapter 111
Channel Vector Space
Separ ation for MC-CDMA

The linear prediction method had aready been used in joint blind multiuser detection and
blind channel estimation/equalization [28]-[31]. In this chapter, we develop the new algorithm

for MC-CDMA detector based on the approaches of [28]-[31]. By linear transformation and then

linear prediction on the defined data vector X(n), we aim at extracting the desired signal from
the mixed signa received. Based on that, we can achieve ZF and MM SE detectors in the next

chapter.

3.1 Linear Transformation

Consider the asynchronous MC-CDMA system formulated in Chapter 11. Without loss of
generality, assume user 1 is the desired user and we want to detect b,(n- d;) from X(n). The
timing of user 1 is assumed to be known through timing recovery. Thus, let d, =0 for
smplicity, while other d;,j* 1 are unknown and are randomly distributed between O and
L.- 1. If the delays are larger than L, it will have the same effect as delaying the symbol

streams by an integer multiple of the symbol duration plusa d; that islessthan L - 1. Delays
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of integer multiple of the symbol duration will have no effect on the receiver performance. Also,
the equalizer delay d, is between O and L, + N - 1. Since choosing the middle value usualy

has better performance, we can, for example, let d, = gL, + N)/2(.

We construct a data vector as

e(: (n-d; +L, - ]-)u
e .
Yl(n):é

: (3.1)
g€ x(n-d))

ceonC

Proposition 1: There exits a full row rank L." L,L, matrix T suchthat TY,(n) does

not contain b,(n- d,).

Proof: From (2.15) (2.16) and (3.1), Y,(n) can be written as

&; (n- d +L, - Du

S &Wh () - Wh(L, - 1) 0§ : ﬂ
V(=43 g g e b-(n-df) G
e 0 Wh (0) - Wh,(L,-1 )£ ‘i
®.(n-d; - L, - DY

(32
In the channel matrix corresponding to user 1, the column vector corresponding to
b(n-d;) in Y;(n) is

anh (L, - Du EWE, (L, - g,
28 4=C.0, (3.3)

™D D> (D)

' a=é y
wh,(0) § § WC,(0)g, §
L,.

where the matrix C, has dimension L,L.~ Choosing T as the left singular vectors of

C, corresponding to its zero singular values, we get

25



=TC,9,=0 (34

From (2.12), we have L,L. - L, >L_, which guaranteesthe full row rank of T .

Since in our agorithm the desired user's spreading code is known, T can be computed
off-line. Furthermore, TY,(n) does not completely cancel other symbol components because

different code matrices do not have identical null space.

Using the transformed data vector TY,(n), we construct a new data vector

éx(n-d; +L, - 1+ M)

g x(n- d, +L, -1+1)
Y,(n)=¢ TY,(n) v (35)
é a
e x(n- df - 1) g
& x(n-d;,-M,) H
where M; and M, satisfy
M,L.3 IJ(M,+L, -1 and M,L.3J(M,+L, -1 (3.6)
Similar to X(n) , there is a channel matrix corresponding toY,(n), i.e.
é a
éHTl 0 HTzlj (3.7)
g Hu-H
where H,, ad Hus are channel matrices corresponding to
[*(n-d, +L, - 1+M) - x*(n-d, +L, - 1+2)" and

[x”(n- d, -1 - x'(n-d- Mz)]H with  dimenson  M,L.~ J(M,+L, -1 and
M,L."I(M, +L, - D). [HTl 0 HT2] is the channel matrix corresponding to TY,(n), with

0 being a zero column vector.
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3.2 Linear Prediction
In this section, we extract b, (n- d,) partof X(n) using linear prediction. Considering
that X(n) contains b(n- d,) while Y,(n) does not, we define the following linear
prediction problem:
e, (n) =X(n) - PY,(n) (3.8)

where P has dimenson NL.” ML with M =M, +M, +1. Assume that the origina data

symbols b, (n) are uncorrelated in time and that b,(n), ---, b,(n)are mutualy uncorrelated
with variances (powers) s?, -+, s3. Define

X(n)=h(n- d,)+H,b,(n) (3.9
where b,(n) contains all symbol componentsin [blH(n) - bf (n)]H except for b(n-d;).

h, is the column vector in the channel matrix H corresponding to b,(n- d,), whereas all the

other columnsof H comprise H,.
Proposition 2: the optimal linear prediction matrix P gives
e,(n) =hb(n- d,) (3.10)
Proof: Let H denote the channel matrix obtained by deleting the zero column in the channel

matrix of Y, (n) in(3.7),i.e.

SR u

x e u

H=8gH, Hpg (3.11)
8 Hy.H

The assumption that H in (2.18) is full column rank guarantees that H,, and H,,, are

both full column rank under (3.6). Therefore, H is aso full column rank. Rewrite
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Y,(n) =Hb,(n), where b,(n) does not containb,(n- d,) due to the structure of Y,(n) and
H.Then e,(n)can bewritten as

e,(n)=Rb(n-d,)+(0 H, 0]- PA)b,(n) (3.12)
where the O matrices are with proper dimensions due to the fact that b, (n)1 Sz(n).Then

Ele,(nef (M} =hs 7y +(0 H, 0]- PR)diag{s 3 {0 H, 0]- PR)"

(3.13)
Minimizing E{e,(n)e/ (n)} over P then gives
Hdiagfs 2}(0 H, 0]- PH)" =0 (3.14)
Because H is full column rank, we have
(o A, of-PA)=0 (3.15)
Hence, from (3.11) we obtain e (n) =h,b(n- d;).
?
Define
e,(n) =X(n) - e (n) (3.16)
Then, from (3.9) and (3.10), we have
e,(n) =H,b,(n) (3.17)

Hence, we separate the column vector subspace of the desired signal from the channel matrix
vector space of the data vector X(n).

Also, we will see that the solution of P and linear prediction errors can be explicitly
represented by the data correlations. Recall the linear prediction problem (3.8), it can be

rewritten as:
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i L p] €X(0U
e(m=[I -P] & (A (3.18)

Define

_eX(nu H H
R=g(g, i "o i)

=5 Rad (3.19)
&R, Ryl
It iswell known that the least squares solution for the linear prediction problem (3.8) [29] is
P=R,R}, (3.20)
Also, we can have
Ee,(ne;' (N} =hs ’h! =R, - R,RLR,, (3.21)
E{e,(n)e; (n)} =H,diag{s }H, =R,R,,R (3.22)
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Chapter 1V
M C-CDMA Receiver Design

In this chapter, we are concerned with receiver design for the MC-CDMA system based on
the result of the last chapter. We focus on the blind multiuser zero-forcing and MM SE detectors

without explicit channel estimation.

4.1 Batch Zero-Forcing Detector
A zero-forcing detector f withdelay d, and dimension NL, 1 must satisfy
fX() =f"hb(n-d,)+f"Hb,(n)=h(n- d,) 4.2
Therefore, we need
f"h, HJ=[1 0"] 4.2
Note again that for (4.2) to have an exact solution, it is necessary that [ﬁl ﬁl] = H should
be full column rank, i.e., (2.19) should be satisfied when choosing the detector length.
According to (3.21) and (3.22), f"h, 1 0 iff
s2"hh! =f"(R, - R,RLR,)® 0 (4.3)
and f"H, =0 iff
f"H,diag{s /}H; =f"R,,R;,R, =0 (4.4)
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Theoreticaly, R;; - R,,R,,R,, is with rank 1 due to (3.21). Let u be its left singular
vector corresponding to its nonzero singular value; then, u is an estimation of h, and

fHR, L 0 iff fHut 0.

Define
B=[u R,RLR,] (4.5)
Then we require
f"B=[1 0] (4.6)
Hence
f" =1 o (4.7)

The discussion above is under the noiseless assumption. In the noise case, we just need to
modify the correlationmatrix estimation as

R=R-s?2 (4.8)

In case when the noise power is not known, an SVD of R can be used to find the signal

subspace and noise subspace to estimate the noise power.

4.2 Batch MM SE Detector

It 58 well known that zero-forcing detector may enhance the noise part while performing
equalization. Thus, if noise is large, we prefer linear optimum MMSE detector. In this section,

we develop a batch agorithm for the MM SE detector.

The MMSE detector m with delay d, anddimension NL_ " 1 are designed to minimize

the mean square error
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E{fb.(n- d;)- m*X(n)[} (4.9)
The Wiener solution [24] is
m=R;;p (4.10)
where p = E{b,(n- d,)X(n)} =s 2h, due to (3.9), thus
m =s/R;;h, (4.11)
Since U can be an estimation of h,, the detector is

m =s ’R;;u (4.12)

4.3 Adaptive Detectors

In case the channdl is time varying, we can develop an adaptive algorithm.
First, we consider the Zero-forcing detector. We can solve the following minimization
problem to find f
n”!'n J(n) :||f Hez(n)”2 subject to fe (n) 0 (4.13)
From (3.17), u is the left singular vector of R, = E{e,(n)e," ()} corresponding to the
nonzero singular value. Thus, f can be estimated by optimizing
min Im=]fe,(m  subjectto tMu=1 (4.14)
Applying the Frost algorithm in the array signal processing literature [23] on this constrained
adaptive optimization, the adaptation of f is
f(n+D) =uuu) t+[I - u@"u) *u"[f(n) - me,(n)es (Nf (n)] (4.15)
where ucan be estimated adaptively as the column of R, with the largest norm and

Re, (n+) =(1- )R, (n) +I e, (n)e; (n) with some forgetting factor 1| .
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Now, consider the MM SE detector. Note that in solving the minimization problem of (4.9),
there are no constraints imposed on the solution. Now we consider minimizing the average
output power of the detector while the desired signa part in the output of the detector is
constrained to a constant, that is

min J(n) :"mHX(n)”2 =m"R,m subjectto m"u=1 (4.16)

Then, using the method of Lagrange optimization[24], we get

m = u"R;ju) 'R;ju (4.17)

Comparing (4.17) with the MMSE detetor (4.12), we find that the only difference is a scalar
factor. Thus, we can aso obtain MM SE detector through the optimization problem (4.16).

Therefore, we consider MMSE adaptive detector/equalizer by solving the constrained
optimization of (4.16). Just as the zero-forcing detector, the adaptation of m by the Frost
algorithmis

mn+1) =u(uu) ™ +[1- uu u) u" I [mn) - nX(N)X" (N)m(n)] (4.18)

4.4 Computational Complexity

In the batch agorithm, the expectation of the data correlation matrix (3.18) can be
implemented by average in time. Because of Hermitian symmetry of the correlation matrix, its
computational complexity can be reduced to O(20N,NL?) real operations, where N, is the
total number of original data symbols used in simulation and N is the smoothing factor. In
order to estimate u, we need to calculate R,,- R,R;,R,, first, where the computation of R3,

can be implemented by recursively estimating R, directly from data based on matrix inversion
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lemma (O(16N*LZ) per iteration) instead of computing the pseudoinverse (O(4N°L%)). The
matrix multiplications of R,,R;,R,, ae in the order of O(BN°L?) . Because matrix
(R; - R,R 5, R, ) isrank 1, each column of it is an estimation of h, up to a constant
factor. Therefore, we can simply choose u as the average of al columns or as the column with
the largest norm, instead of performing the SVD. Therefore, the computation of our batch
dgorithmisin the order of O(20N,NLZ +12N°L?).

In terms of the same smoothing factor N, we compare our batch agorithms with the
subspace algorithm, in which the computation of the expectation of the data correlation matrix is
in the order of O(4N,NL2). And because of the eigen decompositiors used to find the noise
subspace and to find the estimation of the channel, there are computations in the order of
O(8N°LY) . Thus, the total computation of the subspace method is in the order of

O(4N,NL2 +8N3L3).

, Correlation Matrix )
Batch Algorithm Calculation Other Computations
Linear Prediction Algorithm O(20N, NL?) O(12N313)
Subspace A lgorithm O(4N,NL?) O(8N°LY)

TABLE 1. Computations of the batch algorithm and the subspace algorithm.
Table | lists the computations used in the linear prediction batch algorithm and the subspace

algorithm.

Since N, is much largerthan N or L_, which isin the order of thousand, even tens of

thousand, we can see that our batch agorithm requires dightly more computation than the
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subspace algorithm. But it is well known that the subspace algorithm cannot be implemented
adaptively, while our algorithms can.
In our adaptive algorithm, in each recursion

R, (n+1) =(1- 1 )R, (n) +I el(n)elH (n) (4.29)
the updating of e,(n) (3.8) needs O(4MNLZ) computations. And because we need only one
column of R, (n+1) with the largest norm to estimate u(n), updating just one column can
save the whole matrix updating of R (n+1). So the computation is reduced to O(4NL,). The
updating of detectors (4.15) (or (4.19)) needs computation of O(4NZ?L?). Thus the total

computation of the adaptive algorithm is on the order of O((4N? + 4MN)L?2) per iteration.
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Chapter V
M C-DS-CDMA Formulation

Our new algorithm based on linear prediction can also be applied on the MC-DS-CDMA

system.
5.1 System Model

! ~
\) o)

LCJ WH ] Pis }mgj(n) Iﬁ—%iﬂ spi{w B PsH f |-
X, (n)

b; (k)

Figure 5.1: Block diagram of MC-DS-CDMA system.

Fig 5.1 isadiscretized MC-DS-CDMA system.

Different from the MC-DS-CDMA system model we mentioned in section 1.3.2, the jth
user's origina data sequence b;(k) is copied onto N, subcariers (instead of being
serial-to-parallel converted) before being spread in the time domain. The number of subcarriers
N, here no longer needs to equal to the processing gainL_, and actually it is much less thanlL, .

Actualy, our model is a modified version of that we mentioned in section 1.3.2, by adding a

copier on each of the data streams after the serial-to-paralel converter [6]. Note that in our
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model, the same data symbol modulates N, subcarriers, so even when the received signals on

some of the subcarriers are badly destroyed, as the system in Section 1.3.2 might be, we still can
detect out the right one according to the recelved signals on other subcarriers. For smplicity, we
omitted the serial-to-parallel converter here.

Define the MC-DS-CDMA signal after the IFFT block (W"™) of Figure 5.1 as

s, (kLN +0+I,N,)

s k- s,-(kLch+1+lch)
j\™le/ T :

CIB;CD> D> D D> D~
(=N eny ey ey ey end

((KLN, +N_ - 1+] N)

ec(l )u

= b, (KW" l,=01--L -1 (5.1)

u'c

()8

('Dg» D> ('D

After parallel-to-serial conversion, the symbol stream now is
_ Nt . Ip B
s (KILN, + p+1.N.) =b; (K)o, () & ex{i2p 1}, p=01--N.-1  (52)
1=0 c

Let n=kL.,N_.+ p+I_N_, then

Imod,, (n- kL N,
S b8 oot T e 10 69

s (n) = aC(

The received signal before FFT transformation is

~ 3 o o é-k NCUNcS1 | mod c("kLch)
x(n)=aaacj(eN—L° & expl 20— b, (K
i ik e ¢ Ui=0 c

3 o Lt aNt  Tmod, (i)
=aabika cleg—gpaepf] }
=1 k i=0 eNcU 1=0 Nc

ng(n- i - KL.N, - dj)+v(n)
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G Imody ()
o/ (gr@eel 12—

C

g, (n- - kLN, - d;) +v(r)

J
=4 & bj(k)é hy(n- KN, - 1) +v(n)
k

j=1

:5 a hl(n- kLN, - d,)b, (K) +v(n) (5.4)
where
LeNc-1 Od ()
h;(n,1) = a C(e—u) expf | 210 ———19;(n- i) (5.5)
h,(=[h(n0) hnl - h(nN, -
et eiq o Omod ()
B T
e i U N, - Dmod, (i T ;
e, (G-t j2p Dy o)
e'NcUu c
= 450,00 (56
b;(K)=[b;(k) by(k) -+ b (K] (57)
Define
h, (M) =h,(NL,N,+L,N.-i+3),  i=0L-- LN, -1 (5.8)
X, (n) = X(NL,N, + LN, - i+1), i =01, LN, -1 (5.9)
Then
X (n) = ééﬁ..+d (n- k)b, () +V(n) =01, LN, -1 (5.10)
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where the subscript i+d; is in the modular LN, sense. Stack up X (n) for

i=0L---,L,N_-1 toobtain

é;(dl_ch-1(n)U ghldﬂN 4(n- k)u
é . u J é
e : U_ 9 o X .
B -aace b (k) +v(n) (5.11)
€ xm U =i e haul-K g
8 %(n) g 8 th’dl(n- k) El
Define
§~LN 1(n)U
€ U
XO=¢ - 4 (5.12)
Z X, () 3
@ Xo(n) 9]
g:\]-;—:dj*'Lch—l(n)l:J
< Y
~ e U
Him=¢ 4 a (5.13)
] é h-}—,djﬂ(n) U
é ﬁT l;’
g Mg (n) g
Then (5.11) can be written as
J ~ ~
X(n) = éé H,(n- k)b, (k) +v(n)
=1k
Jd glta o~
=& & A1, (Kb, (n- K+ v(n) 510
j=1 k=0

where L, isrelated to the length of ﬁTj’i(n) and the multiuser delay d; .

Suppose the actual channel coefficients are from g, (0) to g,(L,- D), where L, is the

maximum length of all J channels. By (5.3), we have

éL N +L 1+d U )
e~ o (5.15)
e a
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After FFT transformation, the received L_N_." 1 signal vector is

WA (KB, (n- k) +Wv(n)

0

QJOL.
o

x(n) = Wx(n)

'u‘
=~
1l

where we define LN, " L N, matrix

ew Oy
~ & (
W=g a
go Wg

W isthe N_.” N, FFT transform matrix.

Assume the smoothing factor is N, then define

e x(n u
e u
< X(n-1 J
X(n) =€ (n-D g a H b, (n) +vEn)
€ U a2
e
&x(n- N+1)g
where
éWH (0 - WH,(L,- 1)
e .
H, =¢ '
e
g o WH (0) WH (L, - 1)
¢ by(n)
é ~ U
€ b.(n-J a
b,(n=e : a
e a
ﬁ.(n- L, - N+2)lAJ
i h u

For smplicity, here we ignore noise at first. Then rewrite
é, (N0

ée .
XM=[H, - H] & ¢
&, (N

Define
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U
U
U
U
B

(5.16)

(5.17)

(5.18)

(5.19)

(5.20)

(5.21)



H:[Hl e HJ] (522)
H is the channel matrix corresponding to X(n) of dimension NL.N_ " JN_(L,, + N - 1).
It is the same as in MC-CDMA system that H should be full column rank, for which a

necessary conditionischoosing N such that

NL.N, 3 IN_(L, +N- 1) (5.23)
From (5.6), we have
¢ (0 y
¢ : u
¢ h'(0 u € _ U ¢ diag{g ()} v U
; ,,() ‘ a & (0) ¢ g{g,g)}Nch a
é a= &1 : é : a
<~ &, (|_ N, - 1) S0 s, /
G (LN +L,- 28 3 g Sdiag{g; (L, - D}y n Y
¢ ¥
g C (N - Dy
=C,G, (5.24)
Then
/AT ~
hara®f ¢ RkLN )
n é : a g : ﬂ
H (k=é -, 4=3%. /
e Mgk a ghjkLN +LN, - d; - 2)4
€ - u 4
é th,dJ (k) g eh-]r (kLch+ Lch' d]- - 1)g
=C, (kLN +1- d, :KL,N, +L,N.- d,,) G,
=C,(K)G, (5.25)

Here we use MATLAB representation to denote C ; (k) as the submatrix of (~3j from row

KL,N,+1- d, to KL,N,+L,-d,.
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5.2 Linear Transformation

Asin chapter 111, we construct a data vector Y, (n)

&(n- d; +L, - DU

Yl(n):g : ﬂ

§ x(n-d;) d
. . (- d; +L,-
[ SR - WAL, o & y
=a_.§ : - SR g bj(n-df) H
Tg oo WH (0 - WH,(L,- D : 0
%, (n- df-L H

(5.26)

In the channel matrix corresponding to user 1, the matrix corresponding to Bl(n -d;) is

I)

1Ly - 1)U e'VVC(L )G,

u_
0= =C,G, (5.27)
{

D:(D> D ('D)g
l

MDD ('D> D
[t eni¥ e} C

WH.l(O) WCl(O)Gl

Thus, due to proposition 1, we can find afull row rank L_N." L,L.N_, matrix T such that
TY, does not contain Bl(n- d,) . Choosng T as the left singular vectors of C,

corresponding to its zero singular values, we get

eWHl(L - 1)u
T 4=TC,G, =0 (5.28)

WH,(0) g

D:D> D D

The construction of Y, (n) and the linear prediction part are almost the same as those in

the MC-CDMA system, except for using channel vector corresponding to Bl(n - d,) instead of

that corresponding to b,(n- d,) in the MC-CDMA system. Also note that the corresponding

vectors or matrices need to be modified to the proper dimensions.
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5.3 Batch Detectors
Define
X(n) =Hb,(n- d,) +H,b,(n) (5.29)
where b, (n) contains all symbol components in [blH(n) bJH(n)]H except for Bl(n- d,).
H, isthe matrix in the channel matrix H corresponding to Bl(n— d,), whereas al the other
columnsof H comprise H,.
So, according to Section 4.1 and Section 4.2, a zero-forcing detector f with delay d, and
dimenson NL.N, 1 for a MC-DS-CDMA system must satisfy
fX(n) =f Hﬁoﬁl(n- d,)+f"H.b,(n) =b(n-d,) (5.30)

Therefore, we need
¢ &l /
gl Ha=h o] (5.31)
& &g
Define

XU
R=Elg, u [0 v o)

_ éRn Rlzg
- 3? g (5.32)
21 22U
According to (4.3) and (4.4),
fh=[L o"B" (5.33)

where
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¢ 4 u

_8u P U
B= §Ué-l] RRR 21U (5.34)

€ AWy u

: 8, :

Note that R, - R,R,,R,, here is no longer rank 1 but rank N_, so U is its left

c!
singular vectors corresponding to its nonzero singular values.

The MMSE detector m with delay d; anddimension NL.N_ 1 is

m =R;]p (5.35)

s u
where p= E{X(nb,(n- d,)} =H,gi g thus
&e1y

u
i (5.36)
d
U

(5.37)



Chapter VI

Simulation Results

Under different channel conditions, simulation results are presented in this chapter for both
the MC-CDMA system and the MC-DS-CDMA system to investigate the performance of the

linear prediction algorithms proposed in this thesis.

6.1 MC-CDMA system
In this section, simulations are focused on the MC-CDMA system described in Section 2.2.
Comparisons of the performance between the proposed method and the commonly used subspace

method [21] are made.

We use Gold codes with length L, =31 as the spreading sequences. There are altogether

J =10 users, unless otherwise stated. Assume user 1 as the desired user. For smplicity, we use
random binary sequences (+1, -1) with equal probability as users’ original data sequences. The

noise is zero- mean Additive White Gaussian Noise (AWGN) with variances .

The multipath fading channel is randomly generated [15] by
c'-)d
gty =a a,pt-t,) (6.1)
g=1

where
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L,: total number of multipaths;
t,: associated delay of the gth path;

a,: dtenuation of the gth pathy

p(t): pulse function (e.g. raised-cosine pulse with roll-off factor of 0.5).

In our asynchronous system, the user delay d,, the number of multipath components L,
and the multipath delay t,are uniformly distributed within L L], L L] and [0 T,]

(where T, isthe maximum delay spread of the channel) respectively.

Define the maximum number of resolvable paths of the channel as Ly i.e

e, U

g ZQT—Q+1 (6.2
e'cu

In order to keep the flat fading on each subcarrier, the bandwidth of each subcarrier has to be

smaler than the coherence bandwidth of the channd, i.e. i<

s g'c

Usualy, we
choose L, »i.
4

Following are some definitions:
1. Signal-to-Noise Ratio (SNR)

Signal-to-noise ratio (SNR) is defined as the ratio of the power of the desired user s;

(assume s 7 =1) to noise,

SNR=10log,, (Z—li) (dB) (6.3)

\

2. Near-Far Ratio (NFR)
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We assume that user 1 is the desired user and al other users have the same signal powers Jz

Near-far rétio is defined as

g ?
NFR=10log,,(—) (dB), jt1 (6.4)
S

1

3. Signal-to-Interference -and-Noise Ratio (SINR)
Signal- to-interference -and-noise ratio is defined as the ratio of the power of the signa of
interest to interference, including inter-symbol interference (1SI) and interference from other

users, and noise.

Form (3.9), for any linear detector f , the output SINR is

f"h,h "

SNR= =
f ; (Rll - hlth )f

(6.5)

As performance measures, we estimate the SINR and the BER at the output of the detector.
All results are average of 100 Monte Carlo simulations.

Smulation 1 For the asynchronous MC-CDMA system, performance of batch algorithm
versus SNR was tested with different channel length L. We implemented the zero-forcing
batch algorithm (ZF) and the minimum mean square error batch algorithm (MMSE), and
compare with the subspace-based algorithm (SS) [21] with the same detector length 2L.. There
are J =10 users;, NFR=0dB (Figure 6.1) or NFR=10dB (Figure 6.2) and the detection
delay is d, =0. We use 1,000 data symbols to estimate the ZF and the MM SE detectors in our
algorithm and the desired user’s channel in the subspace algorithm. Up to 10,000 data symbols
are used to obtain all the stochastic results.

In the subspace algorithm, the rank of the signal or noise subspace was determined by taking
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empirically selected threshold. Specifically, the threshold is obtained by finding the largest
eigenvalue of the received data correlation matrix, and multiplying it with e. e isa parameter
determined by trying many test rounds and finding one that gives the best result.

Simulation results show that our linear prediction algorithm outperforms the subspace-based
algorithm as expected. As channel length increases, i.e. the number of multipath components
increases, the SINR at the output of the ZF and MM SE detectors for our algorithms decreases a
little bit, while the subspace-based algorithm deceases much more. Hence, the BER of the ZF
and MM SE detectors for our algorithms increases a little bit, while the subspace-based algorithm
increases much more. Also, we can see when SNR is larger than 10dB, the MM SE detector

performs excellently no matter how long the channel is.
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Figure 6.1: Performance of the batch algorithms versus SNR (dB) for different channel length of
asynchronous MC-CDMA system. J =10, near-far ratio OdB.
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Figure 6.2: Performance of the batch algorithm versus SNR (dB) for different
channel length of asynchronous MC-CDMA system. J =10, near-far ratio 10dB.
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Smulation 2: For the asynchronous MC-CDMA system, performance of the batch
algorithm versus NFR was tested. The SINR of the subspace-based algorithm is 3dB below the
SINR of the ZF and MMSE detectors of our algorithms when the NFR is less than 15dB. As the
near-far ratio (NFR) increases, the SINR of the ZF and MMSE detectors of our algorithms
remain the same, but the SINR of the subspace-based algorithm drops grestly when the NFR is

larger than 20dB, which implies that our algorithm is much more near-far resistant than the

subspace-based algorithm.
Asyn MC-COMA Batch
20 : : 7 T T
SR S S S —
e
I
ﬂ- | 1 1 |
o | | | |
o -10f----- ——F |- 1monee R EEEL SRR
—— MMSE ! |
—— oo . .
Mp-----== s R e e T
e l : : l
[ 5 10 15 Pl 25 a0
MFF {dB)

Figure 6.3: Performance of the batch algorithm versus NFR of asynchronous MC-CDMA system.
J =10, L, =6 and SNR=10dB.
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Smulation 3: For asynchronous MC-CDMA system, performance of batch algorithm versus
number of users was tested. Results show that out algorithms perform better than the subspace

algorithm.

Asyn MC-CDMA Batch

MC-COMA Batch

BER
=]
SINR (dB)

0 1 10 15 20 25 o 5 10 15 20 25
Mumber of Users Mumber of Users

Figure 6.4: Performance of the batch algorithm versus number of users of asynchronous

MC-CDMA system. L, =6, near-far ratio 10dB and SNR=10dB.

Smulation 4. We test the BER performance of the adaptive algorithm versus SNR here

(Figure 6.5) with different channel lengths. The detector length of the zero-forcing adaptive

algorithm (ZF) and MMSE adaptive algorithm (MMSE) is both 2L_. Thereare J =10 users,
NFR =10dB and the detection delay is d, =0. We use up to 3,000 data symbols for iteration.
Simulation results show that as the channel length increases, the performance of both algorithms
decrease because of the multipath interference. Also, the output SINR versus the recursion
number in symbols is shown in Figure 6.6. It is shown that after 500 to 1,000 iterations, the

algorithms converge well.



Asyhn. MC-CDMA Adaptive NFR=10

SNR (dE)

Figure 6.5: Performance of the adaptive algorithm versus SNR (dB) for different channel length

of asynchronous MC-CDMA system. J =10, near-far ratio 10dB, L, =3and 6.
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Figure 6.6: Performance of the adaptive algorithm versus recursion in symbols of asynchronous

MC-CDMA system. J=10, L, =6, NFR= 10dBand SNR=15dB.
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6.2 MC-DS-CDMA system

In this section, smulations are focused on the MC-DS-CDMA system described in Section
5.1. We compare the performance of the proposed method with the subspace method [20] and the

eigen method [19].

We keep the total available system bandwidth l_:—a constant, i.e, T, is constant. Since in

c

the MC-DS-CDMA system, T,=N.L.T, and T, is usually kept constant, thus we
have N_L, = const..
We choose the number of subcarriers N, so as to meet the following conditions:

Each sub-band of the MC-DS-CDMA system hasonly flat fading, i.e.,, T4 £ N_T..

1+a , Ti,where 0<a £1 and

c'c d

All sub-bands are subject to independent fading, i.e.

NL is the bandwidth of each sub-band.

c'C

T T
From above, we have —£ £N_£ (1+a)-=, dueto (6.2), wechoose N, =L, .
T T ’

Cc Cc

Furthermore, we use Walsh codes as the spreading sequences instead of Gold codes and kept
the number of users as 10. Other conditions and definitions are the same as in the MC-CDMA
system.

Smulation 1: For the asynchronous MC-DS-CDMA system, performance of batch

agorithms versus SNR was tested with different channel length L, and number of subcarriers

N.. We implement the zero-forcing batch algorithm (ZF) and MM SE batch algorithm (MM SE)
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with the detector length 2L_, and compare with the subspace-based algorithm (SS) and the
eigen-method (EIGEN). NFR=0dB or 10dB and the detection delay is d, =0.

Simulation results show that when the NFR is low, our algorithms work better than the
subspaced-based agorithm, but not so well as the eigen method. When the NFR increases, the
performance of the eigenmethod becomes worse much more quickly than the other three
algorithms. When the SNR is low, e.g. below @B, the eigen-method is better, as the SNR

increases, our linear prediction algorithms out perform others.
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Figure 6.7: Performance of the batch algorithm versus S\R (dB) for different channel length
and number of subcarriers of asynchronous MC-DS-CDMA system. J =10, near-far ratio 0dB.

@ N, =L,=2and L., =32 (b) N, =L,=4 andL, =16.

58



Asyn MC-DS-CDMA Batch
MFR=10 Mc=Lyg=2 Lc=32

Asyn MC-DS-CDMA Batch
MFR=10 Me=Lg=2 Lc=32
——————— R S EEEE

[ R Rt e S A Rt
1
i
o =
] o
o = i
7]
) S R PR
A .
—— ZF
—— MMSE
—&— S5
% —= Elz
10 . i i i 0 | | i i i
-5 u] 5 10 15 20 258 -5 o =1 10 15 20 25
SMR (dB) SMR (dB)
Asyn MC-DS-COMA Batch Asyn MC-DS-COMA Batch
o NFRE=10 Mc=Ly=4 Lc=16 NFR=10 Mc=Ly=4 Lc=16
- - 20 T T T T T

: : : —&- 55
4 : : : = EIG
- i ¢ 1 5 i i i i i
5 0 g 10 15 20 2% 5 0 5 10 15 20 25
SNR (dB) SNR (dB)

(b)

Figure 6.8: Performance of the batch algorithm versus SNR (dB) for different channel length
and number of subcarriers of asynchronous MC-DS-CDMA system. J =10, near-far ratio 10dB.
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Smulation 2: For the asynchronous MC-DS-CDMA system, performance of batch
algorithm versus NFR was tested. As the near-far ratio (NFR) increases, the SINR of the ZF and
MMSE detectors of our algorithms decreases little, but the SINR of the subspace based
algorithm and the eigen-method drop greatly, which implies that our algorithm is much more
near-far resistant than other two algorithms. When the SNR increases, the near-far resistance of

the subspace agorithm improves, while the eigen method still performs poorly.
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Figure 6.9: Performance versus NFR of asynchronous MC-DS-CDMA system. J =10,
N,=L,=4 and L =16.(a) SNR=5dB, (b) SNR=10dB.
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Chapter VII

Conclusion

In this thesis, we have proposed linear prediction based blind multiuser detection algorithms
for multicarrier systems, including the MC-CDMA and the MC-DS-CDMA system. We focus
the research on an asynchronous MC-CDMA system at first. With some modifications, our
algorithms are then directly applied to the asynchronous MC-DS-CDMA system. With the
knowledge of only the desired user’s spreading sequence, the zero-forcing (ZF) and MMSE
detector can be obtained without explicit channel estimation. This avoids the channel estimation
error, which exists in the subspace-based blind algorithms. Comparisons are made between our
algorithms and the subspace-based agorithm (one more comparison is made in the
MC-DS-CDMA system with the eigen-method). Simulation results show that our algorithms
outperform other algorithms because our algorithms are more robust and accurate and more

near-far resistant.
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