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In this dissertation, the structural properties of bulk alloys and thin films are

studied using a variety of different techniques including density functional theory

(DFT) and accelerated dynamics. The first part of this dissertation involves the use of

DFT calculations. In particular, in Chapter 3 the stability and mechanical properties

of 3d transitional metal carbides in zincblende, rocksalt, and cesium chloride crystal

structures are studied. We find that the valence electron concentration and bonding

configuration control the stability of these compounds. The filled bonding states of

transition metal carbides enable the stability of the compounds.

In the second part of this dissertation, we use a variety of accelerated dynamics

techniques to understand the properties of growing and/or sublimating thin-films. In

Chapter 4, the results of temperature-accelerated dynamics (TAD) simulations of the

submonolayer growth of Cu on a biaxially strained Cu(100) substrate are presented.

These simulations were carried out to understand the effects of compressive strain

on the structure and morphology. For the case of 4% compressive strain, stacking

fault formation was observed in good agreement with experiments on Cu/Ni(100)

growth. The detailed kinetic and thermodynamic mechanisms for this transition are

also explained. In contrast, for smaller (2%) compressive strain, the competition

between island growth and multi-atom relaxation events was found to lead to an is-
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land morphology with a mixture of open and closed steps. In Chapter 5, we then

study the general dependence of the diffusion mechanisms and activation barriers

for monomer and dimer diffusion as a function of strain. The results of TAD sim-

ulations of Cu/Cu(100) growth with 8% tensile strain are also presented. In this

case, a new kinetic mechanism for the formation of anisotropic islands in the pres-

ence of isotropic diffusion was found and explained via the preference for monomer

diffusion via exchange over hopping. In Chapter 6, we then study the early stages

of CdTe thin-film deposition. In particular, molecular dynamics simulations based

on a bond-order potential are used to investigate the dependence of the attachment

probability and deposition site for Cd and Te2 clusters deposited on Cd-terminated

and Te-terminated (100) and (111) surfaces of zincblende CdTe on deposition angle,

energy, and substrate temperature. In general, we find that the deposition of Cd

atoms and/or Te2 dimers on the oppositely terminated surface leads to an attach-

ment probability that is close to 1 and relatively independent of deposition conditions.

In contrast, deposition on the same terminated surface leads to a significantly lower

attachment probability which generally decreases with increasing deposition angle,

energy, and substrate temperature. Our results also indicate that vapor deposition

on both the (100) and (111) surfaces, as well as sputter deposition on the (111) sur-

face, leads to a significant excess Te sticking probability. In Chapter 7 we then use the

same bond-order potential, along with two different accelerated dynamics methods

- to study the process of CdTe sublimation, which is important in the deposition of

CdTe thin-film solar cells. Our results explain the temperature-dependence of the

experimentally observed activation energies and also elucidate the key mechanisms

involved in CdTe(100) sublimation. An analysis of our results also leads to good

agreement with experimental results for the total sublimation rate at high tempera-

tures (T > 360◦C). They also provide a possible explanation for the lower effective

activation energy observed for T < 360◦C. Finally, in Chapter 8 we summarize our

iv



results and discuss possible future work.

In addition to the first-author works [1–5] discussed in Chapters 3 - 7 of this

dissertation, I am also a co-author on several additional publications [6–11] which

have not been included in this dissertation.
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Chapter 1

Introduction

The properties of metal alloys and thin films have attracted significant interest

due to their use in a variety of applications including solar cells, optoelectronic de-

vices, thermoelectric devices, hard coatings, computer components, and biomedical

devices. In this dissertation, we present the results of our computational explorations

of the properties of bulk alloys and thin films. The benefit of these studies is that

they allow us to gain a better understanding of key atomic and nanoscale properties

such as defect structure, vacancies, dynamic behavior, and stability which cannot be

easily obtained directly from experiments. In addition, the ability to control the key

parameters in our simulations allows us to obtain a fundamental understanding of

the effects of individual parameters on their properties.

This dissertation is organized as follows. In Chapter 2, we first give a brief in-

troduction of the methodologies used in our calculations. This includes a discussion

of the density functional theory (DFT) method as well as of the molecular dynamics

(MD) and temperature accelerated dynamics (TAD) methods. A brief discussion of

the empirical potentials used in our MD and TAD simulations is also included. In

Chapter 3, we then present the results of DFT calculations which we have carried out

to understand the relative stability and mechanical properties of 3d transitional metal

carbides in the rocksalt, zincblende, and cesium chloride structures [2]. We find that
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the valence electron concentration and bonding configuration control the stability of

these compounds while the filled bonding states of transition metal carbides enable

the stability of the compounds.

In Chapter 4 the results of TAD simulations which were carried out to study the ef-

fects of biaxial compressive strain on Cu/Cu(100) submonolayer growth are presented.

We find that in the presence of 4% compressive strain the formation of submonolayer

islands leads to substrate vacancies which in turn promote the formation of stacking

faults. Interestingly, while we find that the activation barrier for stacking fault forma-

tion is quite large, the prefactor is also very large due to the large increase in entropy

[1]. In Chapter 5, we continue to discuss the effects of strain in Cu/Cu(100) growth

with a focus on the submonolayer island morphology. For the case of smaller (2%)

compressive strain, we find that multi-atom pop-out events lead to irregular island

shapes which are similar to those observed in Cu/Ni(100) submonolayer growth. In

addition, in the case of very large (8%) tensile strain, we find that the preference for

monomer diffusion via exchange over hopping leads to a new kinetic mechanism for

the formation of strongly anisotropic islands [4]. In Chapter 6, we then study the

early stages of CdTe thin-film deposition. In particular, we present results for the

dependence of the Cd and Te2 sticking probabilities and attachment sites on kinetic

energy, substrate temperature, and deposition angle for the Cd- and Te-terminated

(100) and (111) surfaces [5]. In Chapter 7, we then present the results of acceler-

ated molecular dynamics simulations which were carried out in order to understand

the mechanisms and kinetics of CdTe(100) sublimation [3]. We note that this is of

technological interest since close-spaced sublimation is one of the leading methods

to produce CdTe thin-films in solar cells. We find that Cd vacancy nucleation and

growth is the rate-limiting step for sublimation at high temperature (T > 360o C)

while our results are also in good agreement with experiments over this temperature

range.
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A possible low-barrier desorption pathway is also presented which may explain

the lower value of the activation energy obtained experimentally at low temperature.

Finally, in Chapter 8, we summarize our results and discuss possible future work.
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Chapter 2

Methodology

2.1 Density Functional Theory

2.1.1 The Schrödinger equation

Obtaining the solution of the time-independent Schrödinger equation [20] for a

many-body system which includes both ions (nuclei) and electrons in a crystal is a

difficult problem. However, in many cases the Oppenheimer approximation [21], in

which the nuclei are considered to be fixed, can be used. In this case, the correspond-

ing Schrödinger equation for the electrons may be written,

[
−h̄2

2m

N∑
i=1

∇2
i +

N∑
i,j=1

V (|ri −Rj)|) +
∑
i<j

U(ri, rj)

]
φ({ri}) = Eφ({ri}) (2.1)

where ri is the position of electron i, Rj is the position of ion j and φ({ri}) is the

many-electron wavefunction. In equation 2.1, the first term on the left is the kinetic

energy operator, the second term corresponds to the attractive Coulomb interaction

between electrons and ions, and the third term corresponds to the repulsive electron-

electron Coulomb interaction. DFT provides a relatively inexpensive computational

method to obtain an accurate solution for such crystal properties as the ground-state

energies and forces as well as the band-structure.
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2.1.2 The basic foundation of DFT

The density functional theory (DFT) method is based on the assumption that the

energy of a system is a unique functional of the overall electron-density function,

n(r) =
∑
i

φ∗i (r)φi(r) (2.2)

and φ∗i (r) is the complex conjugate of φi(r). The basis of the DFT based on two

theorems [22]

Theorem I. For any system of interacting electrons in an external potential, the

ground state energy is a unique function of the ground state electron density n0(r).

Theorem II: A universal functional Eν [n(r)] that defines the energy of a system in

a given potential V(r) can be defined strictly in terms of the above-mentioned electron

density n(r). The global minimum value of this energy functional corresponds to the

true ground state density, n0(r).

2.1.3 The Kohn-Sham equations

With the help of the electron density n(r), the Schrödinger equation from equation

2.1 can be transformed to the Kohn-Sham equation [23], where the single-electron

wavefunctions φi(r) can be found by solving,

[
− h̄2

2m
∇2 + V (r) + VH(r) + Vxc(r)

]
φi(r) = εiφi(r) (2.3)

where V(r) is the ionic potential and VH(r) and Vxc(r) are the Hartree and exchange-

correlation potentials respectively which can be expressed as:

VH(r) = e2
∫

n(r′)

|r− r′|
d3r′ (2.4)
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Vxc(r) =
δExc[n(r)]

δn(r)
(2.5)

while Exc[n(r)] is unknown and needs to be approximated.

Figure 2-1: Iterative procedure of solving the Kohn-Sham equation. Adopted

from Payne et al. [13].

The approach of solving the Kohn-Sham equation numerically is illustrated by

Fig 2-1. With an initial guess for the electron density n(r), one can construct

the effective potential Veff (r) and obtain the single-electron wave functions φi(r) by

solving the Kohn-Sham equation. A new electron density from equation 2.2 based on

the wave functions is found and is then used as a new trial density. The procedure

is then repeated until the new density is numerically equal to the old one and the

6



ground-state electron density n0(r) and energy are obtained.

2.1.4 The electronic exchange-correlation functional

As mentioned earlier, the exchange-correlation function is not precisely known

and needs to be approximated. The simplest approximation is the Local Density Ap-

proximation (LDA) [24] in which the exchange-correlation energy per atom is similar

to that of a homogeneous electron gas with the same density, i.e.

Vxc(n) = V electrongas
xc [n]. (2.6)

A commonly used and ofter more accurate approximation for the exchange-correlation

energy is the Generalized Gradient Approximation (GGA). This approximation takes

into account both the density and the gradient of the density, i.e.

EGGA
xc =

∫
f((n(r)),∇n(r))d3r (2.7)

Two popular versions of the GGA approximation are the PW91 scheme by Perdew

and Wang [25, 26] and the PBE scheme by Perdew, Burke and Ernzerhof [27]. In

our DFT calculations we have used the popular PBE scheme along with the code

package Vienna Ab initio Simulation Package (VASP) [28–32]. The technical details

and parameters used are discussed in Chapter 3.

2.2 Molecular Dynamics

In the molecular dynamics (MD) simulation method, Newton’s equations of mo-

tion:

Fi = miai, (2.8)
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are used to determine the positions and velocities of a set of atoms i as a function of

time. Here Fi is the force exerted on atom i due to its interaction with other atoms,

mi is the mass of atom i, and ai is its acceleration. Numerical integration of Eq. 2.8

then yields a trajectory that describes the positions, velocities, and accelerations of

the atoms. As a result, by providing an initial set of positions and velocities, the

state of the system can in principle be completely determined at any time.

With an appropriate interatomic potential energy V, the force can be described

as

Fi = −∇iV = mid
2ri/dt

2, (2.9)

where ri is the atomic coordinate of atom i. Thus, Newton’s equation of motion can

be related to the derivative of the potential energy to the change in position as as

function of time. The probability distribution of the velocities vi of atoms i at a given

temperature T are often determined by the Maxwell-Boltzmann as,

f(vi) =

(
mi

2πkBT

) 3
2

exp

[
−miv

2
i

2kBT

]
, (2.10)

where kB is Boltzmann’s constant. The temperature can be evaluated from the ve-

locities using the following relation,

T =
2

3kB

〈
1

N

N∑
i=1

|pi|2

2mi

〉
, (2.11)

where, < ... > denotes the time-averaged quantity, N is the number of atoms in the

system, and pi is the momentum of atom i.

2.2.1 The velocity Verlet algorithm

A variety of numerical algorithms have been used to integrate the equations of

motion in MD. We use the velocity Verlet algorithm [33, 34] to integrate the equation
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of motion with a chosen small time step ∆t. The advantages of this algorithm is that

it is straightforward and the storage requirements are modest. The velocity Verlet

algorithms for a new position, velocity, acceleration, are given by

r(t+ ∆t) = r(t) + v(t)∆t+
1

2
a(t)∆t2 +O(∆t4) (2.12)

v(t+ ∆t) = v(t) +
1

2
∆ta(t+ ∆t) + a(t)] +O(∆t2) (2.13)

a(t+ ∆t) = − 1

m
∇V (r(t+ ∆t)) (2.14)

2.3 Thermalization

2.3.1 Berendsen temperature coupling

While the velocity-Verlet algorithm naturally leads to simulations at constant

energy corresponding to the microcanonical (NVE) ensemble, in many cases it is of

interest to carry out simulations at constant temperature. One method to do this is

the use of a Berendsen thermostat [35]. In this case, the temperature of the system

is maintained by coupling to an external heat bath at the desired temperature T0. In

particular, at each step ∆t the velocities are rescaled such that the rate of change of

temperature is proportional to the difference in temperature

dT

dt
=

1

τ
(T0 − T ) (2.15)

where τ is a coupling parameter that determines how the bath and the system are

coupled together. This leads to an exponential decay of the system towards the
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desired temperature i.e.

T = T0 − Ce−
t
τ (2.16)

In discrete terms, Eq. 2.15 then becomes:

∆T =
∆t

τ
(T0 − T ) (2.17)

This implies that at each time-step the velocities {vi} are all multiplied by a scaling

factor λ where,

λ =

[
1 +

∆t

τ

(
T0
T
− 1

)]2
(2.18)

2.3.2 Langevin Thermostat

The Langevin equation is a stochastic differential equation used to simulate the

atoms which are assumed to be in a sea of much smaller frictional particles. In general

the Langevin equation can be expressed as:

mv̇ = Fext + FF + FR (2.19)

where m is the mass of the particle, v its velocity, Fext = ∇V (r) arises due to

the inter-particle interactions (i.e. V (r)), FF = −mγv is frictional force and γ as

frictional coefficient, and FR is the random force. The random force is assumed to

have the following properties:

< FR(t) >= 0 (2.20)

< FR(t)FR(t′) >= 2Aδ(t− t′) (2.21)
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where t is time, <> denotes a time-average, and the fluctuation-dissipation theorem

implies that A = 3
2
mγkBT . The acceleration on each atom i is then given by,

ai(t) =
Fi(r(t))

m
− γvi(t) +

√
3γkBT

m
ξi (2.22)

where the ξi’s are independent Gaussian random variables satisfying < ξi >= 0 and

< ξ2i >= 1.

2.4 Potentials

Two popular types of potentials that were used in our simulations are the embed-

ded atom method (EAM) potential and bond order potential (BOP).

2.4.1 Embedded Atom Method (EAM)

This method was developed by Murray Daw and Mike Baskes [36, 37] and is par-

ticularly good for metallic systems since in the original method it takes into account

the local electron density but does include any angular dependence. In this type of

interatomic potential, the potential energy function includes both a pair-interaction

as well as a many-body interaction which takes into account each atom’s interaction

with the electron density due to all nearby atoms. The total energy of a system of N

atoms is the sum over the atom energies as:

Etot =
N∑
i

Ei. (2.23)

where the energy Ei of atom i is given by,

Ei =
1

2

∑
j 6=i

φµν(rij) + Fµ(ρi,tot) (2.24)
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where ρi,tot =
∑

j 6=i ρµν(rij) is the total electron density at atom i due to nearby

atoms, φµν(r) is a species and distance-dependent pair-interaction and Fµ(ρi,tot) is

the embedding energy which is a function of the total local electron density. Here µ

and ν are the types of atoms i and j. For a binary alloy, the EAM potential requires

seven functions:

a. three pair-wise interaction potentials (α− α, α− β, β − β)

b. two embedding functions

c. two electron density function ρµν .

2.4.2 Bond Order Potential (BOP)

The analytical form of the BOP has been derived in the Refs. [38–42] from

quantum mechanical theories which take into account of both π and σ bonding.

In the tight-binding theory, the bond energy is the multiplication of bond-order Θ

and bond-integral β [41]. In the BOP framework, The total energy of the system

containing N atoms (i = 1, 2, 3, ..., N) can be expressed as

E =
1

2

N∑
i=1

iN∑
j=i1

φij(rij)−
N∑
i=1

iN∑
j=i1

βσ,ij(rij).Θσ,ij −
N∑
i=1

iN∑
j=i1

βπ,ij(rij).Θπ,ij, (2.25)

where φij(rij) is a short-range two-body potential representing the overlap repulsion

between a pair of ion cores [40, 41], βσ,ij(rij) and βπ,ij(rij) are, respectively, σ and π

bond integrals, Θσ,ij and Θπ,ij are σ and π bond-orders and are function of the local

environment of atom i and j, and j = i1, i2, ..., iN represents neighbors of atom i. rij

is the interatomic distance between atom i and j. We note that the expressions for

Θσ,ij,Θπ,ij, σσ,ij, and σπ,ij are quite complex and involve a variety of three-body terms

as well as a large number (39) of parameters which are typically fit to experiments
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and DFT calculations. In the case of our CdTe simulations in Chapter 7 these pa-

rameters were fit [43] to a variety of experiments as well as density-functional theory

calculations for CdTe clusters, bulk lattices, defects, and surfaces.

2.5 Temperature Accelerated Dynamics (TAD)

While molecular dynamics simulations are useful for the study of properties (such

as vibrations and local ordering) which involve time-scales of µs or less, in many

cases we are interested in infrequent events which involve transitions between different

states separated by energy barriers which happen on much longer time-scales. Fig 2-

2 shows an example of such an infrequent event (Fig 2-2. (a) corresponding to the

monomer exchange of an atom from one site to another with forward (reverse) barrier

0.29 (0.55) eV) along with a schematic showing the corresponding energy barrier

(Fig 2-2 (b)). One method which has been developed to deal with this issue is

temperature-accelerated dynamics (TAD).

Figure 2-2: (a) is an example of monomer exchange with forward (reverse)

barrier 0.29 (0.55) eV and (b) is a pictorial representation of the

Harmonic Transition State Theory [14].
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In the TAD method a series of basin-constrained MD simulations at a high-

temperature Thigh is used to determine the state-to-state trajectory of the system

at a desired low-temperature Tlow [15, 44]. It is based on harmonic transition state

theory (hTST) [15, 44–47] which states that the rate νi of an activated event i with

energy barrier Ei can be expressed using the Arrhenius law,

νi = νo,i exp

[
−Ei
kBT

]
, (2.26)

where νo,i is prefactor, kB is Boltzmann’s constant, and T is the temperature. During

the high temperature MD, the system escapes from an initial state or energy basin

to a final state in a time ti,high. By determining the activation energy Ei of each

event i using the nudged elastic band (NEB) method [47], the time tlow at which that

event would have happened at low temperature Tlow [15] can be determined using the

relation,

ti,low = ti,high exp

[
Ei(

1

kBTlow
− 1

kBThigh
)

]
. (2.27)

The system is then returned to the original state and equilibrated to search for ad-

ditional transitions. This process continues until one is confident, with confidence

level 1− δ (where typically δ ' 0.01− 0.1) that no transitions with extrapolated low

temperature times ti,low which are shorter than the smallest value of ti,low found so

far (tlow,short) will be found if additional high-temperature MD simulations are car-

ried out. In particular, the high temperature MD run can be terminated once the

high-temperature ti,high reaches the value,

thigh,stop = [ν∗min]−1(ν∗mintlow,short)
Tlow
Thigh (2.28)

where ν∗ = νmin
ln(1/δ)

. At this point the transition corresponding to tlow,short is accepted

and the system is moved to the corresponding state in order to carry out another
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basin-constrained high-temperature simulation. The method is illustrated pictorially

in Fig. (2-3).

Figure 2-3: Pictorial representation of the TAD method [15].
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Chapter 3

Correlating the stability and

mechanical properties of 3d

transition metal carbides with

valence electron concentration and

crystal structure

3.1 Introduction

Many transition metal carbides (TMCs), nitrides, and carbonitrides are known to

display a wide range of remarkable physical and chemical properties [48–61]. These in-

clude but are not limited to exceptional hardness and wear resistance, robust stability

at high operating temperatures, and high thermal conductivity [54]. Moreover, TMCs

have been the subject of intense research interest in the fields of catalysis and surface

science [62]. Detailed reviews of previous work on well-studied TMCs and their alloys

can be found in Refs. [48–69]. Owing to their versatile properties, several TMCs have

been considered for industrial applications involving hard coatings [70, 71], refractory
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materials, conducting barriers, energy storage devices [72, 73], catalytic agents [74],

and potentially even high-temperature superconductors [75]. Depending on the ap-

plication in focus, many previous studies have aimed to study the electronic structure

and its influence on the bonding characteristics of the TMCs [49, 63, 76]. Because

the underlying electronic structure may be tuned using both structure and compo-

sition, it is possible to fine-tune the materials by design. However, this requires a

detailed understanding of the correlation between atomic-level electronic interactions

and macroscopic properties. We, therefore, aim to build upon previous work [77, 78].

to illustrate a clear framework describing the factors influencing the stability and

mechanical performance of TMCs.

Numerous studies have been conducted on TMCs using both experimental [79–

82] and theoretical techniques, primarily focusing on the rocksalt structure which is

most commonly adopted by these compounds [17, 83–91, 91–97]. With respect to

their mechanical properties, Balasubramanian et al. [77] identified the valence elec-

tron concentration as a dominant factor controlling hardness and ductility across

many rocksalt TMCs based on orbital filling. Using similar arguments, Häglund

et al. [58] found that the cohesive energy in 3d TMCs is correlated with the filling

of bonding and antibonding orbitals, with TiC showing the most exothermic cohe-

sive energy of all compounds considered. Moving toward TMCs with higher group

numbers, Singh et al. [86] reported that instability arises as metal-carbon bonds be-

come weakened upon the increased filling of the antibonding orbitals, e.g., in CrC.

This effect becomes more pronounced when dealing with the intermediate and late

TMCs (FeC, CoC, and NiC), where previously reported mechanical properties imply

relatively weak bonding [89].

While there has been extensive work done involving TMCs, a detailed and sys-

tematic investigation of 3d TMCs has not yet been reported across three unique

cubic structures: rocksalt (RS), zincblende (ZB), and cesium chloride (CsCl). Here,
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we address this shortcoming by presenting the results of first-principles calculations

based on density functional theory. We specifically choose to focus on the electronic

structures, formation energies, and phonon dispersion curves calculated for all ten 3d

TMCs. We restrict our main analysis to cubic structures as those are suspected to

balance good hardness and ductility, whereas materials with a hexagonal (wurtzite)

structure tend to be brittle owing to a lack of slip planes [98, 99]. Our calculated

results comprise a theoretical guide that may be used to understand how valence

electron concentration and bonding configuration each play a role in the stability of

these compounds. In addition, we have also studied the mechanical properties of

compounds that are predicted to be stable using calculated elastic tensors. Derived

properties are then considered to reveal insight into the performance of the TMCs for

hard coating applications.

3.2 Computational methods

All density functional theory (DFT) calculations were carried out using the Vi-

enna Ab initio Simulation Package (VASP) [28–32]. The projector augmented wave

(PAW) [100] method was utilized with exchange-correlation interactions treated by

the generalized gradient approximation (GGA) in the Perdew-Burke-Ernzerhof (PBE)

formalism [25–27]. For the early 3d transition metals Sc, Ti, and V, semi-core s and

p electrons were included as valence states, whereas only semi-core p electrons were

included for Cr and Mn. Only outer-core electrons were explicitly considered in the

late transition metals Fe, Co, Ni, Cu, and Zn. A plane-wave basis set was constructed

using a kinetic energy cutoff of 520 eV. Γ-centered grids of 4,000 k-points per recipro-

cal atom (KPPRA) were employed for all calculations in the Brillouin zone [101, 102].

Electron minimizations, for which Gaussian smearing of width 0.05 eV was used, were

performed with a convergence criterion of 10−6 eV/atom as in previous work [7, 11].
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Spin-polarization was taken into account for all compounds. Four possible magnetic

configurations were tested with respect to the transition metal ions: (i) non-magnetic

ordering with each moment set to zero, (ii) ferromagnetic ordering with all moments

aligned parallel, (iii) antiferromagnetic ordering with moments alternating along the

[001] direction, and (iv) antiferromagnetic ordering with moments alternating along

the [111] direction. For all compounds studied in this work, a non-magnetic or fer-

romagnetic configuration was identified to be the lowest-energy state – these ground

states were used throughout the remainder of the calculations. Ionic relaxations were

performed using a conjugate-gradient algorithm with a force constant criterion of

0.01 eV/Å as described in earlier works [103]. To precisely determine equilibrium

lattice constants and bulk moduli, energies were computed for each compound at six

volumes about the approximate energetic minima; these values were then fit to a

Birch-Murnaghan equation of state [104, 105].

To study the stability of each compound, we consider two key aspects: dynamics

and energetics. Understanding the dynamical behavior of the structure is necessary

to determine whether it is stable against perturbations; these include changes to the

unit cell dimensions (strain), as well as collective atomic displacements (vibrational

modes). To gain insight into the former, we calculated the independent elastic con-

stants corresponding to the cubic crystal system (C11, C12, and C44) by computing

the energy of the unit cell under varied sets of strain and fitting the resulting values

to a quadratic stress-strain relationship, as is described in detail throughout previous

work [6, 10]. From the elastic constants, stability against cell strain was determined

using the Born criteria [106, 107]:

C11 − C12 > 0, C11 + 2C12 > 0, and C44 > 0, (3.1)

As for the effects of vibrational modes, we computed phonon dispersion curves
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along high-symmetry paths in the Brillouin zone. This was done by calculating the

Hessian matrices for 5×5×5 supercells using density functional perturbation the-

ory (DFPT) [32] as implemented in VASP, with post-processing conducted via the

PHONOPY [108] software. Compounds are deemed dynamically stable if all phonon

frequencies are real, which implies that all atoms occupy positions corresponding to

local energy minima. Should this condition hold, the next question is whether they

are stable with respect to decomposition into competing phases, i.e., does the com-

pound represent the energetic ground state. Here, we calculate the formation energy

per atom of each binary carbide with respect to its constituent elemental ground

states using the following equation:

∆EF =
EMC − EM − EC

2
(3.2)

Accordingly, compounds with ∆EE < 0 are energetically preferable to the competing

elemental phases, whereas compounds with ∆EE > 0 are energetically unstable.

However, we note that such compounds may still be metastable assuming kinetic

barriers are significant. The ground state structures of metal and carbon were used

from Ref. [109].

To study the mechanical properties of the TMCs, we used the calculated elastic

constants to obtain the bulk modulus (B), Cauchy pressure (Pc), shear modulus under

the Voigt (Gν) and Reuss approximations (GR) as well as Hill’s arithmetic mean (G),

Pugh’s ratio (κ), Poisson’s ratio (ν), and Young’s modulus (Y) using the following

equations:

B =
(C11 + 2C12)

3
(3.3)

Pc = C12 − C44 (3.4)
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Gν =
[(C11 − C12) + 3C44]

5
(3.5)

GR =
[5(C11 − C12)C44]

[4C44 + 3(C11 − C12)]
(3.6)

G =
(Gν +GR)

2
(3.7)

κ =
G

B
(3.8)

ν =
(3− 2κ))

[2(3 + κ)]
(3.9)

Y =
9G

(3 + κ)
(3.10)

The Vickers hardness (Hν) was calculated using the following relation by Tian et.al.

[110]:

Hν = 0.92κ1.137G0.708 (3.11)

To relate the macroscopic properties of TMCs to their underlying electronic struc-

ture, we calculated the density of states for each compound using the tetrahedron

method with Blochl corrections [111]. Densities were further separated into elemen-

tal and orbital components to highlight the effects of the ligand field present in each

structure. The ionic characters of individual bonds were revealed using metal-to-

carbon charge transfer calculated within Bader’s division scheme [112–114], which

partitions real space to quantitatively attribute charge to each atom. On the other

hand, covalent interactions were studied using Crystal Orbital Hamiltonian Popula-
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tions (COHP) calculations performed with the LOBSTER package [115–119], which

separates electronic occupancies into bonding and antibonding states.

3.3 Results and Discussion

3.3.1 Structure and stability

The calculated volumes (per formula unit) of the 3d transitional metal carbides

(TMCs) in the ZB, RS, and CsCl structures are listed in Table 3.1, showing excellent

agreement with previously reported [120, 121] data where available. Analyzing trends

in volume with respect to structure, we observe an inverse correlation between the

volume and the coordination number of the underlying atomic arrangement. Namely,

VZB > VRS > VCsCl owing to their respective coordination numbers of four, six,

and eight. As for the effect of chemistry, there exists a nearly parabolic relationship

between the volume and group number in all structures. This trend is directly related

to the size of the metal element, which decreases from the early to intermediate

TMs, then increases from intermediate to late TMs. As displayed in Fig. 3-1, subtle

deviations from the parabolic relationship can be attributed to variations in the degree

of bonding covalency versus ionicity [16]. Those elements with a large number of

unpaired d electrons (e.g., Mn and Fe) tend to exhibit bond lengths representative

of their covalent radii [16], whereas those with fewer unpaired electrons more clearly

adopt highly ionic bonds.
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Table 3.1: Calculated volumes (V), normalized per formula unit (f.u.), for all

3d transition metal carbides (TMCs) in the zincblende, rocksalt,

and cesium chloride structures. Previously computed data, where

available, are given for comparison. The mechanical and dynam-

ical stability of each compound are also presented. “MS/MU”

corresponds to the mechanically stable/unstable according to the

Born criteria and “DS/DU” correspond to the dynamically sta-

ble/unstable as indicated by fully real-valued phonon mode fre-

quencies.

Compound Zincblende Rocksalt Cesium chloride

V (Å3/f.u.) Stability V (Å3/f.u.) Stability V (Å3/f.u.) Stability

ScC 32.78 MU, DU
25.71

25.72[T,[121]]
MS, DS 23.81 MS, DU

TiC 26.50 MS, DS
20.40

20.37[T, [121]]
MS, DS 19.97 MU, DU

VC 23.04 MS, DS
18.08

18.03[T, [121]]
MS, DS 17.51 MU, DU

CrC 21.14 MS, DS
19.91

19.96[T, [120]]
MS, DS 16.12 MS, DU

MnC 20.06 MS, DS 16.31 MS, DU 15.33 MS, DU

FeC 19.27 MS, DS 15.95 MS, DU 15.00 MU, DU

CoC 19.50 MS, DS 16.14 MS, DU 15.48 MU, DU

NiC 20.60 MS, DU
16.82

16.95[T, [121]]
MS, DU 16.35 MU, DU

CuC 22.72 MU, DU 18.95 MS, DU 18.44 MU, DU

ZnC 25.72 MS, DS 21.31 MS, DS 21.06 MU, DU

T : Computed value
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Figure 3-1: Comparison between dependence of calculated lattice constants

of the 3d TMCs on valence electron concentration with corre-

sponding ionic and metal covalent radius [16] for zincblende (ZB)

(a), rocksalt (RS) (b), and cesium chloride (CsCl) (c) structures.

Calculated lattice parameters and elastic constants are listed Table 3.2 and 3.3

respectively, and are in good agreement with available experimental [122, 123] and

calculated value [124]. The calculated elastic constants are used to determine whether

each compound is mechanically stable, i.e., if they satisfy the Born criteria [106, 107]

and are therefore able to withstand strain without undergoing a phase transforma-

tion. We find twenty total compounds to be mechanically stable; these include eight

ZB, ten RS, and two CsCl structures. Interestingly, there appears to be a clear differ-

ence in the origin of mechanical instability in the ZB and CsCl configurations – the

former exhibits a lower value of C11 than C12, whereas the latter exhibits a negative
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value of C44. This suggests that the ZB structures are prone to instabilities arising

from normal (uniaxial) strain, whereas CsCl structures are more likely to transform

via shear strain. This agrees with expectations based on the connectivity of each

structure - the ZB arrangement favors strong directional and shear-resistant bonding

but is less robust against uniaxial compression owing to its low atomic density. In

contrast, the CsCl structure is amenable to isotropic bonding, which is much more

susceptible to shearing instabilities, while its high density is more resistant to normal

strain. An intermediate situation is found in RS, which is commonly adopted by

compounds formed via strong covalent (directional) and ionic (isotropic) bonding, in-

cluding titanium carbides and nitrides which are known to be exceptionally resistant

to deformation. As a result of these hybrid bonding characteristics, all ten 3d TMCs

are mechanically stable in the RS structure.
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Table 3.2: Calculated lattice parameters (acalc) for all 3d transition metal

carbides (TMCs) in the zincblende structure (ZB), rocksalt struc-

ture (RS), and cesium chloride structure (CsCl). Experimental

data, where available, are listed in parenthesis for comparison.

The mechanical and dynamical stability of each compound are

also presented. “MS/MU” corresponds to the mechanically sta-

ble/unstable and “DS/DU” correspond to the dynamically sta-

ble/unstable.

Compound Zincblende Rocksalt Cesium chloride

acalc (Å) Stability acalc (Å) Stability acalc (Å) Stability

ScC 5.08 MU, DU 4.69 MS, DS 2.87 MS, DU

TiC
26.50

4.74[ T, [124]]
MS, DS

4.33

4.33[E, [125]]
MS, DS

2.71

2.72[T, [124]]
MU, DU

VC 4.52 MS, DS
4.16

4.18[E, [122]]
MS, DS 2.60 MU, DU

CrC 4.39 MS, DS
4.07

4.03[E, [123]]
MS, DS 2.52 MS, DU

MnC 4.31 MS, DS 4.05 MS, DU 2.49 MS, DU

FeC 4.26 MS, DS 3.99 MS, DU 2.46 MU, DU

CoC 4.28 MS, DS 4.00 MS, DU 2.50 MU, DU

NiC 4.35 MS, DU 4.07 MS, DU 2.54 MU, DU

CuC 4.50 MU, DU 4.23 MS, DU 2.64 MU, DU

ZnC 4.69 MS, DS 4.40 MS, DS 2.76 MU, DU

T : Computed value, E : Experimental value
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Table 3.3: Calculated elastic constants (C11, C12, C44), and mechanical sta-

bility of 3d transitional metal carbides (TMCs) in zincblende

(ZB), rocksalt (RS), and cesium chloride (CsCl) structures. The

mechanical and the dynamical stability of each compound are also

presented; “MS/MU” indicates mechanically stable/unstable and

“DS/DU” correspond to the dynamically stable/unstable.

Compound C11 (GPa) C12 (GPa) C44 (GPa) Stability

ZB RS CsCl ZB RS CsCl ZB RS CsCl ZB RS CsCl

ScC 85.6 298.1 103.2 107.0 82.9 175.6 23.9 61.6 -132.7 MU, DU MS, DS MU, DU

TiC 193.8 517.2 11.0 151.1 120.4 325.2 59.5 173.8 -342.0 MS, DS MS, DS MU, DU

VC 289.3 625.3 438.2 164.9 145.5 213.0 60.3 165.7 -65.3 MS, DS MS, DS MU, DU

CrC 301.3 621.4 665.9 194.7 179.7 161.4 25.4 138.5 109.5 MS, DS MS, DS MS, DU

MnC 306.3 578.7 756.3 210.8 210.8 143.6 42.3 21.6 46.3 MS, DS MS, DU MS, DU

FeC 342.9 589.4 769.9 208.7 205.8 132.3 65.3 77.6 -28.2 MS, DS MS, DU MU, DU

CoC 307.9 530.6 558.6 204.0 195.5 170.1 62.1 49.2 -19.2 MS, DS MS, DU MU, DU

NiC 201.1 319.5 362.4 200.0 223.5 162.6 24.1 67.8 -38.1 MS, DU MS, DU MU, DU

CuC 147.3 240.1 222.6 150.8 153.3 160.2 19.0 20.5 -38.0 MU, DU MS, DU MU, DU

ZnC 117.4 225.7 128.4 107.4 101.9 143.7 25.2 41.7 -40 MS, DS MS, DS MU, DU
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Table 3.4: Calculated formation energy per atom (∆EF ) in eV of the

transition-metal carbides in zincblende (ZB), rocksalt (RS), ce-

sium chloride (CsCl), and wurtzite structure.

Compound ZB RS CsCl Wurtzite

ScC 0.44 -0.17 0.37 0.09

TiC -0.17 -0.83 0.35 -0.57

VC 0.13 -0.42 0.42 -0.34

CrC 0.51 0.16 0.68 0.05

MnC 0.44 0.33 0.70 0.19

FeC 0.43 0.56 0.92 0.45

CoC 0.57 0.80 1.24 0.67

NiC 0.93 1.10 1.44 0.94

CuC 1.70 1.71 1.90 2.14

ZnC 1.67 1.64 1.92 1.59
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Table 3.5: Calculated Integrated Projected Crystal Orbital Hamiltonian

Populations (ipCOHP) in eV of the transition-metal carbides in

zincblende (ZB) and rocksalt (RS). M and C correspond to metal

and carbon respectively.

Compound ZB RS

M-M M-C C-C M-M M-C C-C

ScC 0.019 1.398 0.037 -0.007 1.223 0.048

TiC 0.103 2.235 0.079 0.008 1.546 0.034

VC 0.054 2.108 0.151 0.038 1.292 0.078

CrC 0.161 2.071 0.145 0.114 1.211 0.071

MnC 0.154 2.131 0.163 0.095 1.189 0.090

FeC 0.134 2.042 0.159 0.0761 1.217 0.106

CoC 0.109 1.987 0.124 0.057 1.073 0.131

NiC 0.081 2.023 0.154 0.044 1.091 0.140

CuC 0.056 1.679 0.199 0.031 1.142 0.142

ZnC 0.023 1.398 0.220 -0.016 0.889 0.083
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Table 3.6: Comparison of electronegativity (χ [12] of the transition metals

and calculated Bader charge transfer (qtran) from the metal to

the carbon atom in zincblende (ZB), rocksalt (RS), and cesium

chloride (CsCl) structure.

Compound qtran-ZB qtran-RS qtran-CsCl Electronegativity (χ)

ScC 1.59 1.64 1.56 1.20

TiC 1.69 1.66 1.43 1.32

VC 1.49 1.52 1.26 1.45

CrC 1.25 1.29 1.09 1.56

MnC 1.08 1.11 0.90 1.60

FeC 0.79 0.88 0.70 1.64

CoC 0.66 0.78 0.65 1.70

NiC 0.63 0.75 0.61 1.75

CuC 0.64 0.73 0.63 1.75

ZnC 0.83 0.90 0.86 1.66
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Table 3.7: Calculated Cauchy’s pressure (Pc), Poisson’s ratio (ν), and Pugh’s

ratio (κ) of each stable 3d transition metal carbides (TMCs) in the

zincblende structure (ZB) and rocksalt structure (RS). Instability

is denoted by “U”. Since all TMCs are unstable in the cesium

chloride structure (CsCl), the corresponding values are not pre-

sented here.

Compound Pc ν κ

ZB RS ZB RS ZB RS

ScC U 21.4 U 0.29 U 0.50

TiC 91.6 -53.5 0.39 0.21 0.24 0.73

VC 104.7 -20.1 0.37 0.24 0.30 0.63

CrC 167.3 41.2 0.43 0.28 0.15 0.51

MnC 168.5 U 0.41 U 0.18 U

FeC 143.4 U 0.38 U 0.26 U

CoC 141.9 U 0.39 U 0.24 U

ZnC 82.1 60.2 0.44 0.35 0.12 0.34
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Figure 3-2: Phonon dispersion curves of 3d TMCs in cesium chloride (CsCl)

structure calculated within the quasi-harmonic approximation.

To further investigate stability, we calculated the phonon dispersion curves of all

3d TMCs. As summarized in Table 3.1, we identify seven compounds as dynamically

stable in the ZB structure, five in the RS structure, and zero in the CsCl structure.

The presence of imaginary frequencies, as shown in Fig. 3-2, shows the dynamical

instability of all the carbides in CsCl structure. The persistent instability of TMCs
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in the densely packed CsCl structure arises from its 8-fold coordination, which is

deleterious to covalently bound systems such as the carbides studied here. The CsCl

structure, with an 8-fold coordination, is commonly adopted by ionic systems as it

maximizes (minimizes) the electrostatic attraction (distance) between cations and

anions with a radius mismatch ratio near 0.64, according to Pauling’s rules. In addi-

tion, an 8-fold coordination with square antiprismatic geometry would require sp3d4

hybridization, which is rare owing to its high energy cost [126, 127]. Indeed, previous

works have demonstrated that TMCs may adopt the CsCl structure only at excep-

tionally high pressures, coupled with a transition to metallic bonding [128, 129]. As

we aim to focus only on materials which may be useful under ambient conditions, we

exclude the CsCl structure from consideration for the remainder of this work. With

respect to the RS and ZB structures, our calculations confirm the stability of the

previously reported TMCs based on the early transition metals (e.g., ScC, TiC, VC,

and CrC) [124]. Purely predictive findings are proposed for the intermediate and late

TMCs.

To uncover the origin of instability throughout intermediate TMCs in the RS and

ZB structures, we identify any regions of the Brillouin zone in which phonon modes

exhibit imaginary frequencies. Intermediate TMCs in the RS structure are found to

exhibit instabilities surrounding the L point, with ~k = 2π
a

(0.5, 0.5, 0.5). As illustrated

for MnC in Figure 3-3, the associated phonon mode yields an off-center displacement

of the central transition metal atom toward an edge of the octahedral complex, there-

fore shortening the 2nd nearest-neighbor metal-metal bond. Specifically, the energy

of the system is minimized when the separation between adjacent metal atoms is

equal to 2.605 Å, reflecting the formation of Mn4+ dimers [130]. From an orbital oc-

cupation perspective, this effect can be related to the nominal d1 configuration which

Mn adopts owing to the tetravalent state of the carbides. Each metal ion contributes

one electron to the metal-metal bond, therefore forming an energetically preferred
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singlet state. Based on our calculated maps of the electron localization function (i.e.,

ELF maps displayed in Figure 3-4 ), the metal-metal interactions are mostly metallic

in nature as electrons are delocalized between adjacent metal atoms with low ELF

values (< 0.5) [131]. The effects of metallic dimerization are further illustrated by the

projected electronic density of states displayed in Figure 3-6. While the early TMCs

exhibit complete occupation of the hybridized p-eg orbitals and little to no occupation

of the higher-energy p-t2g orbitals, the latter frontiers display increasing occupation

as the electron count is raised throughout the intermediate TMCs, including MnC

and NiC. Since the apices of the t2g orbitals lie directly between metal-carbon bonds

within the octahedral coordination, they show some degree of overlap between the

2nd-nearest neighbor metal atoms. As a result, the initially non-bonding electrons

occupying the t2g orbitals begin to interact with one another, encouraging the for-

mation of metal dimers. Moreover, the distortions associated with dimerization face

only weak resistance from the exceedingly weak metal-carbon bonds found in the

intermediate TMCs, as will be discussed in Section 3.3.2. These combined effects

of increased metal-metal interactions and decreased metal-carbon strengths yield the

dynamic instabilities found in the RS configurations of MnC, FeC, CoC, NiC, and

CuC.
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Figure 3-3: Illustration of the energy landscapes, modulated along instabil-

ities at high-symmetry points according to phonon dispersion

calculations, for NiC (top) and MnC (bottom) in the zincblende

and rocksalt structures respectively. Insets show local bonding

configurations (tetrahedra and octahedra) before and after ap-

plication of distortions. For the latter, bond lengths and angles

corresponding to a minimum in energy are listed.
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Figure 3-4: Electron localization function of stable/metastable 3d transition

metal carbides in rocksalt (RS) structure.

Figure 3-5: Phonon dispersion curves of the 3d TMCs in zincblende (ZB)

structures which were found to be dynamically unstable in the

harmonic approximation.

36



Figure 3-6: Projected density of states (PDOS) and Crystal Orbital Hamil-

tonian Populations (COHP) of four unique TMCs spanning the

3d row. Compounds considered in the zincblende and rocksalt

structures are presented in the top and bottom panels respec-

tively. For the PDOS, 3d densities are separated into t2g and

eg components to illustrate the effects of crystal field splitting.

In the COHP curves, covalent interactions among metal-carbon

(M-C), metal-metal (M-M), and carbon-carbon (C-C) bonding

pairs are shown. Positive and negative values of COHP repre-

sent bonding and antibonding respectively. For all plots, the

Fermi energy is set to 0 eV.

For compounds adopting the ZB structure, the origin of instability can be di-

vided into two major categories: those occurring in ScC, an early TMC, and those
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occurring in the intermediate-to-late TMCs of Ni and Cu. The former case of ScC

is characterized solely by elastic instabilities, as demonstrated by the aforementioned

low value of C11 and equivalently the soft acoustic phonons surrounding the Γ zone-

center shown in Figure 3-5. In addition to the effects of connectivity and density

discussed earlier in this Section, the instability of ScC can also be attributed to its

unsaturated metal-carbon bonds, given that Sc may only contribute three valence

electrons per atom. In contrast to the CsCl and RS structures, wherein respective

metallic and ionic interactions may play a significant role, the ZB configuration relies

heavily on covalent bonding. These bonds are insufficiently supported by the partially

occupied orbitals in ScC, and therefore its structure is unstable with respect to cell

distortions. In contrast, there is an excess of valence electrons available to participate

in covalent bonding for both NiC and CuC, with nominal configurations of d6 and d7

respectively. Further distinguishing from ScC, these intermediate TMCs are prone

to dynamic instabilities associated with imaginary phonon frequencies surrounding

the K and W points of the Brillouin zone, with coordinates of ~k = 2π
a

(0.75, 0.75, 0.5)

and ~k = 2π
a

(0.5, 1.0, 0.0) respectively. By following the corresponding atomic dis-

placements, we identify an off-center displacement of the central metal atom parallel

and away from the direction of one of the coordinated carbon atoms, essentially flat-

tening the tetrahedral complex. This effect, illustrated for NiC in Figure 3-3, leads

to a decrease in energy of 10 meV when the nickel atom is displaced by about 0.03

Å. The distortions found in NiC and CuC are suggestive of a Jahn-Teller instability

[132–134]. In the tetrahedral ligand field of the ZB structure, the 3d orbitals are split

into two low-energy e orbitals and three high-energy t2 orbitals. When t2 orbitals

become sufficiently occupied, as in the d6 configuration of NiC, there are three degen-

erate electron configurations possible. By Jahn-Teller distorting (i.e., by displacing

the central atom and lowering the symmetry of the tetrahedeal ligand field), a lower-

energy configuration is adopted. This is further supported by the projected electron
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density of states, shown for NiC in Figure 3-6, which display partially occupied, non-

bonding t2 orbitals near the Fermi level. These states are initially degenerate and

high-energy in the ideal tetrahedral coordination. However, as the orbitals are only

partially filled by the d6 configuration of NiC, the total energy of the system can

be decreased via the aforementioned displacement of the central metal atom, which

serves to enhance hybridization between the t2 and p orbitals of the three nearest

carbon atoms. Accordingly, both NiC and CuC are unstable in the ZB structure,

whereas earlier TMCs may retain their ideal tetrahedral geometries owing to their

decreased electron count serving to mitigate the incentive for Jahn-Teller [134, 135]

distortions.

Lastly, we study the thermodynamic stability of the TMCs in each structure by

calculating the formation energy with respect to the constituent elements in their

ground states, with results displayed in Figure 3-7. Agreeing with their previously

discussed dynamic instability in the earlier paragraph, all compounds adopting the

CsCl structure are highly unstable with respect to decomposition, as signified by

large, positive formation energies. In contrast, compounds in the RS and ZB struc-

tures generally exhibit much lower formation energies than those in the CsCl struc-

ture. Between these two configurations, RS is preferred for earlier TMCs owing to

the substantial ionic character of their bonds, whereas ZB becomes energetically fa-

vorable for intermediate to late TMCs for which covalent interactions play a greater

role. We emphasize that the vast majority of TMCs, regardless of structure, are ther-

modynamically unstable – agreeing with previous reports in the literature suggesting

the difficulty to synthesize a variety of crystalline, stoichiometric carbides containing

elements beyond Ti and Cr [17, 90]. Indeed, the calculated stability and experi-

mental synthesizability of TMCs are both restricted to the early transition metals.

ScC, TiC, and VC are thermodynamically stable and experimentally synthesizable

[79, 136, 137]. Although CrC is thermodynamically unstable, its formation energy
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is relatively low, and it can be accessed using low-temperature synthesis techniques

[138].

Trends in formation energy across the period can be directly correlated with the

effects d orbital filling, which influence the occupation of bonding and anti-bonding

states. To more clearly illustrate this effect, we analyze the COHP curves displayed in

Figure 3-6 wherein positive values (above the y-axis) and negative values (below the

y-axis) represent bonding and anti-bonding interactions respectively. First, ScC is

shown to contain only partially filled bonding states resulting from the inability of Sc

(s2d1) to contribute four electrons to its metal-carbon bonds. Despite this shortcom-

ing, its high ionicity yields negative formation energies in the RS and ZB structures.

Next, the increase in electron count allows all metal-carbon bonds to saturate as re-

flected by completely filled bonding states in the COHP curves. For this reason, TiC

displays the lowest negative formation energy out of all TMCs studied here. From

TiC on to the intermediate and late TMCs, the increasing electron count causes the

antibonding states to become partially filled. These unfavorable interactions, me-

diated by electron repulsion, cause the formation energies to continuously increase

moving from left to right across the period.
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Figure 3-7: : Calculated formation energies of all 3d transition metal car-

bides in the rocksalt structure (RS), zincblende structure (ZB),

and cesium chloride structures (CsCl). Symbols represent calcu-

lated values, whereas the lines represent interpolations plotted

to highlight general trends. a: Experimental formation energies

are from Ref. [17]
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Figure 3-8: -Crystal Orbital Hamiltonian Populations (-COHP) of MnC (a

and b) and FeC (c and d) individual bonding pairs, metal-carbon

(M-C), metal-metal (M-M), and carbon-carbon (C-C), in rock-

salt (RS) structures are shown. Positive values represent bond-

ing states, whereas negative values represent anti-bonding states.

The Fermi level is set to 0 eV.

Subtle deviations from the monotonic trend in formation energy described above

are observed in TMCs where magnetic ordering plays a significant role. Both MnC

and FeC adopt a ferromagnetic ground state caused by a Stoner instability [139] in

which the intra-atomic exchange and electronic occupation at the Fermi level become

sufficiently strong such that ferromagnetic ordering is preferred. The ferromagnetic

rearrangement of electrons allows the majority-spin M-M bonding states to become

fully occupied (fall below the Fermi level), while the minority-spin M-M antibonding

states become unoccupied (rise above the Fermi level). This is illustrated by our

spin-polarized COHP plots provided in Figure 3-8. A more in-depth analysis of
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ferromagnetic instabilities in RS TMCs can be found in our previous work [10].

Lastly, ZnC acts independently owing to its filled, nonbonding d shell, resulting

in a slightly lower formation energy than the carbides of nearby metals. Because Zn

has no unpaired electrons, it is more electropositive than nearby metals – e.g., Zn

has an electronegativity of 1.66, whereas Cu has an electronegativity of 1.75 [12].

Therefore, the ionic contribution to the metal-carbon bonding is greater in ZnC than

in TMCs with a comparable (lower) atomic number. Despite this difference, ZnC

remains highly thermodynamically unstable, with an energy of 1.64 eV/atom above

the convex hull formed by Zn and C.

As mentioned previously, we chose to focus on cubic structures as they are sus-

pected to have promising mechanical properties. However, for the sake of complete-

ness in our analysis, we also tested all ten TMCs in the hexagonal (wurtzite) structure,

with the corresponding formation energies listed in Table 3.4. The results indicate

the a hexagonal structure is preferred only for CrC and MnC. However, these still

remain unstable with respect to decomposition into elemental ground states. We note

that while most of the intermediate and late TMCs are thermodynamically unstable,

many of those identified as dynamically stable may still be synthesizable using chimie

douce techniques, which are commonly employed to access metastable states.
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3.3.2 Bonding and mechanical properties

Figure 3-9: Calculated elastic constants (C11, C12, C44) shown for all the

stable/metastable compounds in the rocksalt structure (RS) and

zincblende structure (ZB). Symbols represent calculated values,

whereas the lines represent interpolations plotted to highlight

general trends.

To study the mechanical properties, we look to the calculated elastic constants dis-

played in Figure 3-9 and provide an explanation of any trends throughout the TMCs

by analyzing their electronic structure. From the elastic constants, derived quantities

including bulk moduli, shear moduli, Vicker’s hardness, Cauchy’s pressure, Poisson’s

ration and Pugh’s ratio are listed in Table 3.3, and are in good agreement with avail-

able experimental [140, 141] and calculated [79] values. The derived quantities such

as bulk moduli, shear moduli, and Vicker’s hardness are displayed in Figure 3-10 to
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gain insight into directly observable properties. For both the ZB and RS structures,

we find that increasing valence electron concentrations leads to higher values of C11

and C12 throughout many of the stable TMCs. These changes raise the bulk moduli

across the intermediate TMCs, with maxima occurring at FeC and CrC in ZB and RS

respectively, corresponding to calculated bulk moduli of 252.9 GPa and 326.4 GPa.

Figure 3-10: Correlation of Vickers hardness (HV ), shear modulus (G), and

bulk modulus (B) with increasing group number across all sta-

ble/metastable 3d TMCs in the rocksalt structure (RS) and

zincblende structure (ZB). Symbols represent calculated values,

whereas the lines represent interpolations plotted to highlight

general trends.

45



Figure 3-11: Phonon dispersion curves for TiC and ZnC, each of which rep-

resents extrema in the valence electron concentration of all sta-

ble compounds. To illustrate dynamic differences arising from

varying structural factors, individual curves are plotted for the

rocksalt (RS) and zincblende (ZB) structures.

The observed correlation between bulk modulus and group number can be at-

tributed to three effects. First, the introduction of additional valence electrons (be-

yond a configuration of d0 in TiC) mediates increased filling of the antibonding states.

In this respect, the PDOS plots in Figure 3-6 illustrate that the Fermi level mono-

tonically increases moving left to right across the periodic table, leading to enhanced

occupation of the high-lying t2 and eg states in the ZB and RS structures respectively.

From the COHP curves, these states are confirmed to be strongly antibonding in na-

ture. Consequently, a higher occupation of the antibonding orbitals ensures that the
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structures are more resistant to compression given that such deformation will decrease

the metal-carbon bond lengths and therefore raise the energy of the antibonding lev-

els [142, 143]. The changing occupation of the antibonding orbitals are quantified

by integrating COHP curves below the Fermi level, yielding ipCOHP values whereby

larger (more positive) values signify enhanced bonding and decreased antibonding.

As shown in Table 3.5, a maximum ipCOHP is achieved for TiC in both structures

(2.23 eV and 1.55 eV for ZB and RS, respectively), whereas ipCOHP decreases across

the later TMCs as the covalent interaction strength weakens. Second, the amount of

electronic charge transferred between the metal and the carbon ions varies with the

electronegativity of the TM. These changes, quantified by our Bader charge transfer

values listed in Table 3.6, show that less charge is transferred between the ions in the

late TMCs. Those TMCs with lower charge transfer tend to have higher bulk moduli

as their attractive electrostatic force is decreased – hence, compression is favored less.

Third, intermediate TMCs adopt structures with higher atomic densities owing to

their short ionic radii. The increased strength of electrostatic repulsions acting across

shorter distances encourages a more robust resistance to compression and therefore

higher bulk moduli. In contrast, both electronic and steric effects lead to lower values

of C11 and C12 in the late TMCs. ZnC, for example, has a filled d shell in which many

of its valence electrons occupy non-bonding states as confirmed by the COHP curves

shown in Figure 3-6. The corresponding orbitals respond weakly to compression, thus

contributing little to the mechanical properties. Moreover, the atomic density of ZnC

is relatively low, further reducing its bulk modulus.

There appears to be a more subtle relationship between C44 and group number

across the TMCs that correlate quite closely with the calculated formation energies.

Initially, C44 exhibits a large increase from ScC to TiC owing to a complete filling of

the bonding orbitals as shown in the PDOS and COHP curves. For RS-structured

compounds beyond TiC, a clear monotonic decrease in C44 is observed with increasing
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group number due to enhanced filling of the antibonding orbitals. Electrons occu-

pying these states favor shearing as it reduces overlap between σ orbitals mediating

nearest-neighbor bonds in the RS structure, thereby lowering the energy of the anti-

bonding levels. Moreover, an increased electron count favors shearing as it enhances

d orbital overlap between TM neighbors, thereby enabling metal dimer formation as

discussed in the previous section. This further contributes to low values of C44 in

the intermediate-late TMCs. Interestingly, changes in C44 are somewhat different for

TMCs adopting the ZB structure. In this case, C44 displays a minimum for CrC

before increasing back to relatively high values across the intermediate TMCs with a

maximum at FeC. Then, a return back to low C44 is shown for the late TMCs such as

ZnC. We propose that magnetic ordering likely plays a large role in lowering the occu-

pation of antibonding states in the intermediate TMCs, as the splitting of majority-

and minority-spin states reduces Pauli repulsion between like electrons. Similar trends

may indeed be observed throughout compounds in the RS structure. However, most

intermediate TMCs are not stable in this structure and therefore cannot be reliably

considered.

To further investigate the effect of structure on the resulting mechanical properties,

we directly compare the elastic constants calculated for each compound adopting

RS and ZB structures. Figure 3-9 shows that C11 and C44 are consistently larger

in the RS structure, C12 is more dominant in ZB. These differences arise from the

underlying bonding configurations of each structure, as the direct σ overlap between

metal d and carbon p orbitals in the RS structure ensure is highly resistant to uniaxial

compression (C11) and shearing (C44). However, this same configuration is relatively

dense and displays weaker resistance to transverse strain (C12). In contrast, direct σ-

bonding in the ZB structures requires some energy cost associated with hybridization

as the original (atomic) d orbitals do not directly overlap with the carbon p orbitals.

Furthermore, the tetrahedral coordination environments comprising the ZB structure
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are more readily distorted without causing substantial compression or elongation of

individual bond lengths. These features lower the observed values of C11 and shearing

C44. Though, because compounds adopting the ZB structure have larger volumes,

they readily accommodate volume dilation associated with higher values of C12.

Differences in atomic interactions can also be illustrated through analysis of the

phonon dispersion curves, which are plotted for TiC and ZnC in Figure 3-11. Between

RS and ZB structures, there are several key distinguishing features. First, the slope of

the acoustic branch near the Γ point is higher in the RS structure for the early TMCs

(as shown by TiC), which suggests increased hardness and is in good agreement with

our calculated elastic cosntants. In contrast, ZnC has very soft (low-frequency and

weakly sloped) acoustic phonon modes near Γ when adopting the RS structure, which

reflects weaker metal-carbon bonding due to the filled 3d states as supported by our

earlier COHP analysis. On the other hand, increased covalent interactions in the ZB

structure stabilize a raised slope in the acoustic branches near Γ for ZnC. Second,

while the RS phonon dispersion curves display large anomalies (e.g., deviations in

the longitudinal acoustic mode along Γ-X) that indicate strong electron-phonon cou-

pling, in accordance with previous work [11], the ZB phonon dispersion curves display

no noticeable anomalies. This highlights the difference in local interactions between

metal d orbitals; electron-phonon coupling in RS is mediated by significant d-d over-

lap between nearest metal neighbors, whereas the distance between metal atoms in

the ZB structure is too large to support any significant coupling via d-d interactions.

Hence, unconventional superconductivity is suspected in the RS structure, but not in

the ZB structure. Last, the optical frequencies of the ZB structure are shown to be

higher than those in the RS structure for TiC and ZnC, possibly due to enhanced C-C

interactions [144]. Despite the longer C-C bond lengths in the ZB structure relative

to the RS structure, the tetrahedral coordination of the ZB structure is suspected

to mediate stronger overlap of the p orbitals when compared to the octahedral coor-
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dination of the RS structure. This is supported by our calculated ipCOHP values,

which show enhanced C-C interaction in the ZB structure (80 meV) relative to the

RS structure (30 meV) for TiC. Interestingly, despite the increased mass mismatch

between Zn and C (as opposed to Ti and C), significant acoustic/optical overlap is

observed in RS-structured ZnC, further signifying the anomalous behavior of that

compound due to its filled d shell and strong electron-phonon coupling.

Last, to consider these TMCs as applications in hard coatings, it is of interest to

determine their hardness (measured by Vicker’s hardness) and ductility. A material

is expected to be ductile if its Pugh’s ratio is below 0.5-0.6, its Poisson’s ratio is above

0.25-0.28, and its Cauchy pressure is greater than zero [99] Here, we find that TMCs

maintain much higher values of Vicker’s hardness in the RS structure as opposed to

ZB. This difference can be traced back to the lower values of C44 found in the ZB

structure as discussed in the previous paragraph, which preclude them from being

used for high-hardness coating applications. As for the RS materials, a maximum

hardness of 25.66 GPa is identified in TiC, matching with previous findings [145].

Though, both VC and CrC also display reasonably high hardnesses of 22.63 and 16.11

GPa respectively. Of these compounds, both TiC and VC are predicted to be brittle

according to their reported values of Pugh’s ratios, Poisson’s ratios, and Cauchy

pressures in Table 3.7. For the remaining stable TMCs, their properties instead show

ductile behavior. Therefore, although TiC is the hardest material studied here, we

propose that CrC may be preferred in applications where toughness is also required.

3.4 Conclusions

The work presented here illustrates how valence electron concentration and struc-

ture play dominant roles in controlling the stability and mechanical performance of 3d

TMCs. In particular, for early TMCs adopting the RS structure, our findings confirm
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the importance of filled bonding states to enable robust stability and exceptionally

high hardness. Our results also provide insight into the source of the instability of the

RS structure for the intermediate TMCs, which we have shown to be due to enhanced

metal-metal interactions and weakened metal-carbon bonds. With regards to the ZB

structure, our calculations reveal several new compounds that are metastable and

potentially synthesizable if the thermodynamic ground state can be avoided (e.g., via

chimie douce techniques). Our results also indicate that - although their mechanical

properties are not as promising as those displayed by TMCs in the RS structure -

due to their potentially interesting and unexpected electronic properties, they may

warrant further investigation. Our results also indicate that all 3d TMCs are unstable

under ambient conditions in the CsCl structure, due to the fact that the resulting

dense eight-fold coordination is inconsistent with covalent bonding. However, if these

structures can be stabilized in high-pressure conditions, then there exists a possibil-

ity to find new and interesting properties such as unconventional superconductivity

previously reported [11] in several RS TMCs.

Based on the findings presented above, we focus on the RS structure and propose

several guiding principles for the design of novel TMCs that may be used in next-

generation hard coating applications. First, to maximize hardness and stability, a

valence electron count of four (e.g., TiC) is critical. In this case, covalent M-C in-

teractions dominate owing to the completely filled bonding orbitals, whereas metallic

M-M interactions are minimized because of the d0 configuration (empty metal or-

bitals). Second, if ductility rather than hardness is to be optimized, then a valence

electron count well beyond four is favorable. In this case, M-M interactions play a

larger role as the non-bonding d orbitals become filled, which favor shearing defor-

mations that allow the d orbitals to overlap. However, it is also important to prevent

over-filling of the d orbitals so that the structure does not become dynamically unsta-

ble with respect to metal dimer formation (e.g., as in MnC). Third, to achieve tough
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materials with a balance between hardness and ductility, one may consider a valence

electron count that is only slightly higher than four. Because an increase beyond four

electrons causes enhanced ductility but worsened hardness, we suggest that an opti-

mal tradeoff may be realized through ion substitution – e.g., between TiC and CrC.

By forming solid solutions with controllable compositions, the mechanical properties

may be fine-tuned by varying Ti-Cr content. Although past works suggest that high

temperatures are necessary to form such solutions [146], alternative techniques such

as high-energy ball milling or doping (e.g., high-entropy alloys) may be considered in

the future.
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Chapter 4

Mechanism of Stacking Fault

Formation in Metal(100)

Heteroepitaxial Growth

4.1 Introduction

Strain in heteroepitaxial thin-film growth can lead to a variety of interesting mor-

phological and structural effects [18, 19, 147–162] including dislocation formation

[149, 155, 162] and the Asaro-Tiller-Grinfeld instability [147, 148, 161], as well as

island-shape transitions [18, 19, 150, 151, 153, 154, 156, 158–160] and stacking faults

[19, 157]. Of particular interest are the experiments carried out by Müller et al.

[18, 19, 152, 153] in which both submonolayer and multilayer Cu islands grown on

a Ni(100) substrate (corresponding to 2.7% compressive strain) were found to form

ramified island shapes followed by the subsequent formation of ‘stripe’ defects corre-

sponding to stacking faults.

While it was initially thought [18] that the ramified island shapes might be due

to the coalescence of anisotropic (rectangular) islands whose anisotropy was due to

strain [151, 163], theoretical calculations of the critical island-size or armwidth Lc for
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anisotropy [164] indicate that for Cu/Ni(100), Lc is many orders of magnitude larger

than the critical value (22 b, where b is the nearest-neighbor distance) observed for

the formation of ramified islands. Instead, it was found [164] that this corresponds to

the critical island-size for strain-induced in-plane multi-atom ‘pop-out’ events which

lead to a competition between open and closed island step-edges as is observed ex-

perimentally [18].

Kinetic Monte Carlo (KMC) simulations [164] which take these events into account

were found to reproduce the experimentally observed submonolayer island morpholo-

gies at 250 K and 300 K. However, since these were on-lattice simulations, they were

unable to explain the subsequent formation of stacking faults. We note that stacking

faults have been found to play an important role in determining the quality of strained

thin films. For example, by blocking the extension of threading dislocations in GaN

growth [165], as well as by blocking dislocation motion in ultra-hard high-entropy al-

loy thin films [166], stacking faults have been shown to improve the quality of strained

thin films. Accordingly, in order to gain a better understanding of the energetics and

kinetics of stacking fault formation as well as to separate out chemical effects from

strain effects, we have carried out fully off-lattice temperature-accelerated dynamics

(TAD) simulations of the submonolayer growth of Cu islands on a biaxially strained

Cu substrate.

In order to maximize the boost due to accelerated dynamics so that we can sim-

ulate growth on time-scales close to experiments, our simulations were carried out

using a relatively low substrate temperature T = 200 K. This value also implies that

the average island size will be significantly smaller than the typical system-size that

can be efficiently simulated using TAD [45, 164]. In addition, since the substrate

temperature was relatively low compared to experiment, our simulations were carried

out using a value of the compressive strain (4%) which is somewhat larger than the

value (2.7%) for Cu/Ni(100) growth. The choice of this value was also motivated by
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preliminary calculations in which we found that the barrier for vacancy diffusion in a

Cu monolayer on a Ni(100) substrate decreases linearly with increasing compressive

strain, and then abruptly goes to zero at a strain value of 4.7%.

Somewhat surprisingly, we find that stacking fault formation occurs in our sim-

ulations. Our results also indicate that the formation of islands plays a key role in

promoting stacking fault formation by lowering the barrier for vacancy formation as

well as decreasing the vacancy formation energy. Once two substrate vacancies are

formed and diffuse to form the appropriate configuration near an island, this leads to

the formation of a stacking fault in both the substrate and island, with a morphology

very similar to the structures suggested by Müller et al. [18, 19, 153] based on their

experiments.

Our results also indicate that while the activation barrier for stacking fault for-

mation is very high (1.0 eV), due to the presence of a large number of low-frequency

vibrational modes which increase the saddle-point entropy, the transition rate prefac-

tor is also unusually large (8.8× 1027 s−1). As a result, the average time-interval for

this transition is only 3.2 msec. Similarly, an analysis of the entropy of the stacking

fault (SF) state indicates that the reverse prefactor is much smaller, and that the free

energy of the SF state is lower than that of the initial state. These results indicate

that in the presence of compressive strain, the formation of stacking faults is both

kinetically and thermodynamically favorable at sufficiently high temperatures.

The organization of this Chapter is as follows. We first briefly discuss our TAD

simulations in Sec. 4.2 and then present our results in Sec. 4.3. Finally, in Sec. 4.4 we

summarize our results and also discuss the implications for stacking fault formation

in Cu/Ni(100) growth.
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4.2 Temperature-accelerated dynamics simulations

In order to access experimental time-scales while including both the effects of

strain and on-lattice and off-lattice transition pathways, we have carried out temperature-

accelerated molecular dynamics (TAD) simulations [15, 44, 46, 47]. As discussed in

more detail in Refs. [15, 44–46], TAD simulations are based on the assumption of har-

monic transition-state theory along with the use of a molecular dynamics simulation

at a high temperature (Thigh) which is used to accelerate the search for the state-to-

state pathways and transition times at a lower temperature (Tlow). In particular, for

each visited state, a high temperature basin-constrained MD simulation is first carried

out to determine the possible escape pathways along with the corresponding high-

temperature transition times and activation barriers. Once sufficient information has

been accumulated, the time and pathway for the first transition which will occur at

the desired low temperature Tlow can be determined and this transition is then ac-

cepted. This process is then repeated for a given, desired interval of low-temperature

time.

Our simulations were carried out using an embedded-atom method (EAM) po-

tential [167] with a Cu substrate consisting of six (100) layers with width L = 10 a

(where a is the lattice constant of copper). The three bottom layers were held fixed

while the temperature of the three top layers was controlled by a Langevin thermostat

[168] with a friction coefficient of 1012 s−1. In order to include the effects of strain, the

substrate was compressed biaxially by 4% while periodic boundary conditions were

assumed in the x−y (in-plane) directions. In order to simulate submonolayer growth,

Cu atoms were deposited randomly with a deposition rate of 1 monolayer (ML)/sec

while the substrate was equilibrated at 200 K. Since one monolayer corresponds to

200 atoms this implies a deposition rate of 200 atoms/sec or equivalently an average

time-interval between depositions of 0.005 sec. We note that while this deposition
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rate is still significantly faster than that used in experiments (typically 10−3 − 10−2

ML/sec) it is still many orders of magnitude slower than is typically used in molecular

dynamics simulations.

For each deposition, the Cu atoms were launched normally from a random position

above the substrate at a height equal to that of the highest point of the film plus the

cutoff distance rcut = 5.51 Å with an initial kinetic energy Ki = 2 kBTm = 0.23 eV

(where kB is the Boltzmann constant and Tm = 1358 K is the melting temperature

of Cu). Molecular dynamics of the entire system was then carried out for 4 ps before

continuing TAD simulations until the time for the next deposition event.

In order to maximize the acceleration or “boost” while minimizing the number

of attempted (but not accepted) high-temperature transitions, our TAD simulations

were carried out with a high temperature Thigh = 650 K. In our TAD simulations

a minimum value of the prefactor νmin = 1012/s was also assumed along with an

uncertainty δ = 0.1. The total number of atoms deposited in our simulations (27)

corresponded to 0.135 monolayers (ML), while the total time simulated (at 200 K)

until the formation of a SF was approximately 0.14 sec. While TAD automatically

calculates the activation barriers for all accepted events, for selected events we also

calculated the corresponding forward and reverse prefactors (ν) using the Vineyard

expression [169] ν =

3N∏
i=1

νi

3N−1∏
i=1

νs,i

where νi (νs,i) are the normal mode frequencies for the

initial state (saddle point) respectively, and N is the number of moving atoms. In

order to monitor the evolution of the free energy, including vibrational contributions,

we have also calculated the change in free energy at T = 200 K with respect to a

reference state with energy E0 using the harmonic approximation expression F =

(E−E0) +kBTlow ln
3N∏
i=1

νi
ν0,i

where E (E0) and νi (ν0,i) are the minimized energy and

normal mode frequencies of the selected (reference) state.
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4.3 Results

Formation of 2nd vacancy Ea = 0.63 (0.24) eV

Left dimer atom embedding Ea = 0.17 (0.85) eV

Formation of 1st vacancy  Ea = 0.63 (0.23) eV

Re-formation of 2nd vacancy Ea = 0.63 (0.43) eV

Monomer embedding Ea = 0.17 (0.85) eV Re-formation of 2nd vacancy Ea = 0.63 (0.25) eV)

45 events 12 events

0 events 53 events

454 events 143 events

E = 0.40 eV, F = 0.24 eVE = F = 0 eV E = 0.76 eV, F = 0.49 eV

E = 0.18 eV, F = - 0.04 eV E = 0.38 eV, F = 0.05 eV

E = - 0.23 eV, F = - 0.51 eV E = 0.25 eV, F = - 0.19 eV

E = 0.37 eV, F = 0.19 eV

E = 0.86 eV, F = 0.57 eV E = 0.18 eV, F = - 0.04 eV

E = 0.44 eV, F =  0.09 eV E = - 0.12 eV, F = - 0.43 eV

(a) (b)

(c) (d)

(e) (f)

Figure 4-1: Sequence of key events leading up to stacking fault formation

(a) Formation of first vacancy (b) Formation of second vacancy

(c) Left dimer atom embedding and vacancy annihilation (d)

Re-formation of second vacancy (e) Monomer embedding and

vacancy annihilation (f) Re-formation of second vacancy.

Fig. 4-1 shows 6 of the key events which occur after the deposition of 0.135 ML

and prior to the formation of a stacking fault at t ' 0.14 sec. For each event, the

initial, saddle, and final minimized configurations are shown along with the corre-

sponding forward activation barriers. (The reverse activation barriers are shown in

parentheses.) Also shown for both the states before and after each transition are

the energy (E) and free energy (F) relative to the starting configuration in Fig. 1(a).

As can be seen, due to the small system size as well as the relatively large rate of
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monomer diffusion (624 hops/sec) and dimer diffusion (8,532 hops/sec) at 200 K, at

this coverage there is only one island containing 25 atoms in the system, along with

a dimer.

As indicated in Fig. 4-1 (a), the first key event leading to the formation of a

stacking fault corresponds to the pop-out of a Cu atom from the substrate, leading

to the formation of a substrate vacancy. As indicated by the middle (saddle-point)

configuration, this involves a collective move of two atoms, in which one atom leaves

the substrate and attaches to the island at a kink site, while the second atom replaces

the first atom, leaving a vacancy behind. We note that the barrier for vacancy

formation in this case (0.63 eV) is significantly smaller than that for vacancy formation

on the bare substrate away from the island (0.92 eV) or for vacancy formation at a

straight island edge away from a kink (0.81 eV). In addition, the reverse barrier (0.23

eV) is higher than the barrier (0.13 eV) for the vacancy to diffuse away from the

island, thus allowing the vacancy to diffuse away before it can be annihilated. As

also shown in Fig. 4-1 (a), while the energy increases significantly due to the increase

in the number of missing nearest-neighbor bonds, the increase in the free energy is

significantly smaller due to the increase in vibrational entropy.

Due to the relatively low diffusion barrier for vacancy diffusion, one would expect

the vacancy to migrate rapidly via single hops away from the island. Instead, since

the barriers for a variety of collective string-like moves are comparable, while the

corresponding prefactors are on the order of 100 times higher, after a few hops back

and forth near the island edge, the vacancy then moves by a sequence of 3 long-

distance string-like moves [167] involving 4-6 substrate atoms, until it is near the

dimer as shown in Fig. 4-1 (b). A variety of additional long-distance vacancy diffusion

moves are then carried out along with a number of island re-arrangements after which

the island returns to its initial state.

As shown in Fig. 4-1 (b), a second vacancy is then formed near an island kink site
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with the same activation energy as for the first. A variety of low-barrier collective

vacancy diffusion moves then occur, including a 7-atom move which includes both

the island and substrate, after which both vacancies are near the dimer as shown by

the first picture in Fig 4-1 (c). This leads to the very low activation barrier vacancy

annihilation event shown in Fig. 4-1 (c) in which the left dimer atom pushes a nearby

substrate atom into the vacancy and replaces it. While the free energy at this point

is slightly lower than that of the initial state, immediately after embedding the free

energy is again increased by the re-formation of a second vacancy at a kink site, as

shown in Fig. 4-1 (d). Even though the activation barriers are the same, as discussed

in more detail below, the energy increase for this event is almost 0.2 eV smaller than

for the vacancy formation event shown in Fig. 4-1 (b).

Figs. 4-1 (e) and (f) show the two key remaining transitions leading up to the

stacking fault transition shown in Fig. 4-2. In particular, Fig. 4-1 (e) shows the

embedding of the remaining monomer via an exchange process which involves a nearby

substrate atom and one of the two substrate vacancies. The barrier for this process

(0.17 eV) is equal to that for the first embedding process, while the resulting free

energy is now significantly lower than that for the initial state. This is then followed

by a large number (454) of low-barrier collective vacancy diffusion processes as well

as some island re-arrangement, leading to the initial configuration shown in Fig. 4-

1 (f). A second substrate vacancy is then re-formed near an island kink site via a

collective 3-atom pop-out event with the same barrier (0.63 eV) as for the other two

vacancy formation events. As can be seen, the system now consists of two substrate

vacancies and one island containing 27 atoms, while the free energy remains negative

with respect to the configuration shown in Fig. 4-1 (a).

While a total of 570 events take place during the time from the first configuration

in Fig. 4-1 (a) to the final configuration in Fig. 4-1 (f) - due to the relatively low

barriers of these events - this corresponds to a time difference of only 1.3 msec. A
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comparison of the island configurations indicates that while the vacancy formation

transitions in Fig. 4-1 (b) and Fig. 4-1 (f) correspond to the creation of two additional

first-, second-, and third-neighbor “bonds” in the island, for the transition shown in

Fig. 4-1 (d) only one additional second-neighbor bond is created. This leads to a

reduction in the total strain energy and explains the reduced increase in the total

energy for the vacancy formation event in Fig. 4-1 (d) compared to those shown in

Fig. 4-1 (b) and (f).

As shown in Fig. 4-2, after 143 additional low-barrier events (including primarily

vacancy diffusion events and some island re-arrangement) a collective move involving

69 atoms occurs, leading to the formation of a stacking fault. We note that the

activation barrier for this event is extremely large (1.01 eV) which implies that with

a normal prefactor of the order of 1013s−1 it would take a time of the order of 1012

sec before occurring. However, the Vineyard prefactor for this event is also extremely

large (ν = 8.8 × 1027 s−1). This implies an average waiting time at 200 K of only

3 msec, which is somewhat larger than but still consistent with the elapsed low-

temperature time of approximately 1.5 msec. As indicated in Fig. 4-2 the reverse

prefactor is significantly smaller, and as a result the reverse transition rate is negligible

at 200 K.

Examination of the normal modes also indicates that the extremely large forward

prefactor is primarily due to the presence of a large number of vibrational modes

at the saddle-point whose frequencies are slightly lower than for the initial state.

Similarly, the much smaller reverse prefactor is due to the presence of a large number

of low-frequency modes in the final stacking fault state. These results indicate that

both the transition state and the final SF state have much higher vibrational entropy

than the initial state. This is consistent with the fact that even though the energy

of the stacking fault state is 0.3 eV higher than that of the initial state, the total

relative free energy at 200 K (-0.25 eV) is reduced by 0.27 eV. We have also carried
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out TAD annealing simulations at 200 K in order to test the stability of the stacking

fault configuration. As expected, for the maximum annealing time studied (1.1 sec)

the stacking fault remains stable.

Fig. 4-3 (a) shows a close-up of the stacking fault (SF) configuration which includes

two rows of the top substrate layer as well as two rows of the island, each of which

have shifted by one-half the nearest-neighbor distance. As can be seen, there is still a

vacancy in the substrate next to the stacking fault as well as a partial vacancy in the

stacking fault itself. Fig. 4-3 (b) shows a view of the same configuration in which the

top substrate layer in the bottom right corner of the system has been removed (see

caption). As can also be seen, one row of atoms in the layer below the substrate has

also shifted by one-half the nearest-neighbor distance, thus indicating the formation

of small (111) facets along the stacking fault defect.

For comparison, the suggested structure [152] for the formation of stripe defects

in Cu/Ni(100) growth after 3 ML have been deposited at 350 K is also shown in

Fig. 4-3 (c). As can be seen, except for the difference in the number of layers, the

two structures are essentially identical. In addition, an analysis of the configuration

in Fig. 4-3 (b) indicates that for the minimized (0 K) state, the atoms in the surface

stripe (stripe below the surface) have also shifted up by an amount ∆h = 0.35 Å (0.33

Å) from their initial positions. Due to the presence of relaxation, this amount is

close to but somewhat smaller than the prediction (∆h ' 0.4 Å) based on a “hard-

sphere model” which takes into account the difference in geometry between a four-fold

hollow site and a bridge site. We note that the experimentally measured value [19]

obtained for single-row stripes formed in second-layer Cu/Ni(100) islands at 350 K

(∆h = 0.5 ± 0.15 Å) is slightly higher than this value, perhaps due in part to the

effects of thermal expansion. For comparison, also shown in Fig. 4-3 (d) is an STM

picture which indicates a single-row stripe SF in one of the Cu islands grown on

Ni(100) at 350 K after only 0.35 ML have been deposited.
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Figure 4-2: Nudged elastic band results for stacking fault formation tran-

sition. Top picture indicates saddle-point configuration while

bottom two pictures correspond to initial and final minimized

configurations.
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Figure 4-3: (a) Close-up of final configuration shown in Fig. 2 (b) Same as

(a) but with top substrate layer atoms removed in bottom right-

hand corner. Stacking fault atoms in row below substrate layer

are shown in red, while remaining atoms are purple. (c) Faceting

model for Cu/Ni(100) [18] (d) STM picture (from Ref. [19]) show-

ing single-Cu islands grown on Ni(100) at 350 K after 0.35 ML

have been deposited. Arrow points to single-row stripe in center

island.
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4.4 Summary

In order to understand the effects of strain on defect formation in the early stages

of heterepitaxial growth, as well as to separate out chemical effects from strain effects,

we have carried out temperature-accelerated dynamics simulations of the growth of

Cu on a strained Cu(100) substrate at T = 200 K, with a deposition rate (1 ML/s)

close to typical experimental values. Since our simulation temperature is somewhat

lower than typical experimental temperatures (T ≥ 300 K), in order to observe defect

formation on the time scale of our simulations, our simulations were carried using a

somewhat larger value of compressive strain than that in Cu/Ni (100) growth.

Our results indicate that, in addition to compressive strain, the formation of both

islands and vacancies is crucial to stacking fault formation. In particular, we find that

when two substrate vacancies have formed and have reached the right configuration

near an island, a stacking fault is formed. Interestingly, while the activation barrier

for this many-atom collective event is extremely large (1.0 eV), the prefactor is also

“gigantic” (e.g. 8.8 × 1027s−1), and as a result the average time-interval for this

transition is only approximately 3.2 msec. The large prefactor is due to the presence

of a large number of vibrational modes at the saddle-point whose frequencies are

slightly lower than for the initial state. Similarly, the much smaller reverse prefactor

is also due to the presence of a large number of low-frequency modes in the final

stacking fault state. As a result, even though the energy is higher, the free energy

of the stacking fault state is lower than that of the initial state. We note that in

previous work on the transformation of 20-45 atom vacancy voids to stacking fault

tetrahedra in unstrained bulk Cu, a very large prefactor with a correspondingly large

energy barrier and number of atoms involved in the transition has also been observed

due to entropic effects [170].

Our results also indicate that the presence of islands is crucial for the formation
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of vacancies. In particular, while the presence of compressive strain lowers the energy

for vacancy formation in the bare substrate from 1.54 eV to 1.32 eV, this still leads

to a negligible equilibrium vacancy density. Similarly, at 200 K, the difference in free

energy of a vacancy-monomer pair and that of the bare substrate is approximately

1.27 eV. In contrast, in the presence of compressive strain the formation energy of

a vacancy at an island kink site is significantly lower (ranging from 0.2 eV to 0.4

eV depending on the kink site) while the free energy increases by only 0.1 - 0.3 eV

depending on the island configuration. Thus, island formation and growth play a

crucial role in promoting vacancy formation.

In addition to these results, a number of other interesting effects have been ob-

served in our simulations. In particular, we found that - rather than migrating via

single-atom hops - since the barriers for collective moves are comparable in the pres-

ence of compressive strain while the prefactors are on the order of 100 times higher,

substrate vacancies diffuse primarily via collective (3-6 atom) string-like moves. In

contrast, in the absence of strain the barriers for vacancy diffusion are significantly

higher ranging from 0.44 eV for single-atom moves to 0.6 - 1.0 eV for string-like

moves. We also found that while the value of the barrier for monomer diffusion is

significantly reduced (from 0.51 eV to 0.42 eV) in the presence of strain, the key

barrier for dimer diffusion (for which the corresponding transition involves one atom

of the dimer hopping from a nearest-neighbor site of the other dimer atom to that

atom’s next-nearest neighbor site) is also significantly reduced (from 0.49 eV to 0.38

eV). Interestingly, the next-nearest neighbor dimer separation was also found to be

significantly reduced in the presence of strain (2.72 Å with strain versus 3.3 Å with-

out strain) even though the nearest-neighbor separation (2.47 - 2.49 Å) is almost the

same with and without strain.

Finally, it is interesting to compare our simulation results with those obtained

experimentally for Cu/Ni(100) growth at 350 K. While there is no compressive strain
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in the substrate in this case, there is a 2.7% compressive strain in the islands. As

a result, the initial (single row) stripes occur in the islands (see Fig. 4-3 (d)) rather

than the substrate-plus-island as in our simulations. In addition, the formation of

multilayer SFs only occurs after the deposition of more than one layer.

Since our results indicate that vacancies play an important role in the formation

of SFs during the growth of Cu on strained Cu(100), we conjecture that this is

also the case in Cu/Ni(100) growth. As discussed in the Introduction, it has been

previously shown [164] that for Cu/Ni(100) growth, the barrier for in-plane pop-out

events at island edges with kinks decreases significantly with island-size. While these

events have already been demonstrated [164] to lead to the ramified island shapes

observed experimentally, they can also lead to vacancy formation within the island.

Accordingly, we speculate that one possible pathway for stacking fault formation in

Cu/Ni(100) submonolayer islands might involve the simultaneous formation of two or

more vacancies in an island, perhaps due to in-plane pop-out events, since such events

are kinetically favorable for sufficiently large islands and/or temperatures. It would

be of interest to carry out simulations of Cu islands on Ni(100) for larger island-sizes

and higher temperatures to see if this is the case.
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Chapter 5

Dependence of island morphology

on strain in Cu/Cu(100) growth

5.1 Introduction

In addition to the results discussed in Chapter 4 for the case of growth on a 4%

compressively strained Cu(100) substrate, we have also carried out additional TAD

simulations for both 2% compressive strain and 8% tensile strain. We have also

studied the general strain dependence (ranging from -6% to +8%) of the activation

barriers for Cu monomer and dimer diffusion via hopping and exchange on a biaxially

strained Cu(100) substrate.

5.2 Simulations and Calculations

Our growth simulations and calculations of the strain-dependence of the activation

barriers for monomer and dimer diffusion were carried out using an embedded-atom

method (EAM) potential [167] with a substrate consisting of six Cu(100) layers with

width L = 10 a (where a is the lattice constant of Cu) with the three bottom layers

held fixed. In order to include the effects of strain, the substrate was strained biaxially,
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with the misfit ranging from -6% (compressive strain) to +8% (tensile strain) while

periodic boundary conditions were assumed in the in-plane directions. In order to

study the dependence of the dominant transport mechanisms on strain, nudged elastic

band calculations were carried out for both the case of hopping and exchange.

In order to simulate submonolayer growth on time-scales close to experiment while

also taking into account strain-induced activated events, our simulations were carried

out using temperature-accelerated dynamics (TAD) [15, 44, 46, 47, 164]. While we

have already described this method in detail in Ref. [1], here we note that it involves

the use of a basin-constrained molecular dynamics (MD) simulation at a high tem-

perature Thigh to accelerate the search for the next activated event which will occur

at low temperature Tlow. In order to maximize the “boost” or acceleration, we have

carried out our growth simulations at a relatively moderate value of Tlow (Tlow = 200

K) while the high-temperature MD simulations were carried out with Thigh = 650 K.

In our simulations, Cu atoms were deposited randomly with a deposition rate of 1

monolayer (ML)/sec. While this deposition rate is still somewhat faster than that

used in experiments it is still many orders of magnitude slower than is typically used

in molecular dynamics simulations. As already indicated, our growth simulations

were carried for both the case of 2% compressive and 8% tensile strain.

5.3 Results

5.3.1 Dependence of dominant diffusion mechanisms and bar-

riers on strain

Fig. 5-1 shows our results for the dependence of the activation barriers for monomer

and dimer hopping and/or exchange on strain. As can be seen, in the absence of

strain. monomer and dimer hopping dominate over exchange, while the barrier for
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dimer diffusion (0.49 eV) is actually slightly lower than that for monomer diffusion

(0.51 eV). With increasing compressive strain the activation barriers for hopping de-

crease further while the barriers for exchange increase. As a result, for the case of

compressive strain and/or less than 2% tensile strain, hopping dominates over ex-

change. In contrast, for greater than 2% tensile strain, the activation barriers for

monomer and dimer exchange are smaller than for hopping. As a result, exchange

dominates over hopping.

We note that these results are qualitatively similar to those previously found by

Ratsch [171] for Ag monomer diffusion on Ag(100), while the approximately linear

dependence on strain is also in good agreement with the theoretical prediction [172]

that the activation barrier should depend linearly on misfit. In the case of monomer

hopping the increase in the activation barrier with increasing tensile strain may be

explained [171] by the fact that this leads to a greater variation in the potential

energy surface. In contrast, the decrease in the exchange barrier with increasing

tensile strain is due to the fact that this leads to more space, which is needed for the

exchange mechanism, and also weakens the strength of the interatomic bonds in the

substrate layer.

70



0.2

0.4

0.6

0.8

1

1.2

1.4

-6 -4 -2 0 2 4 6 8

B
a
rr

ie
r 

(e
V

)

Misfit (%)

Dimer
exchange

Monomer 
exchange

Dimer (monomer) hopping

Figure 5-1: Energy barriers for monomer and dimer hopping and exchange

on strained Cu(100) as a function of misfit.

5.3.2 Submonolayer growth with 2% compressive strain

Previously we have carried out KMC simulations of Cu/Ni(100) growth [164] with

the same deposition rate and island density as in experiments [18, 153] which were

able to explain the observed ramified island morphology. However, due to the low

71



experimental deposition rate (0.0015 ML/sec) and island density, and high growth

temperature (250 K) we were unable to carry out full TAD simulations in this case.

Accordingly, in order to compare with these results and also take into account all

possible collective events which might not be included in KMC simulations, here we

present the results of full TAD simulations for the case of 2% compressive strain at a

somewhat lower temperature (T = 200 K) and higher deposition rate (1 ML/sec).

72



Figure 5-2: Evolution of system during growth of Cu on Cu(100) with 2%

compressive strain. Also, shown (arrows) are typical multi-atom

pop-out events (see text). The corresponding barriers with (with-

out) strain are: (a) 0.32 (0.46) eV, (b) 0.43 (0.63) eV, (c) 0.46

(0.72) eV, and (d) 0.49 (0.79) eV.
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Figure 5-3: (a) and (b): Same as Fig. 5-2 but at higher coverage. (c) and

(d): Evolution of elongated island during annealing. Barriers

with (without) strain for events indicated in (c) are: (1) 0.62

(0.73) eV (2) 0.44 (0.63) eV and (3) 0.32 (0.51) eV

Fig. 5-2 shows the evolution of the island morphology in this case. As can be

seen, once the coverage reaches 0.245 ML there are two relatively large islands in the
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system. As in our previous kinetic Monte Carlo simulations of Cu/Ni(100) growth

[164], the two larger islands in Figs. 5-2(c) and (d) have a mixture of open ([100])

and closed ([110]) step-edges. As indicated by the arrows in Fig. 5-2, a variety of

multi-atom in-plane pop-out events - whose barriers are significantly reduced due to

strain - play an important role in determining the island morphology. The coalescence

of the two small islands on the left-hand side of Fig. 5-2 (a) to form the larger island

in Fig. 5-2(b) also involves a large number of similar 2-, 3-, and 4-atom moves.

At a coverage of 0.285 ML (see Fig. 5-3 (a)) the two large islands in Fig. 5-2(d)

have coalesced to form one large elongated island with both open and closed step-

edges, while at the end of deposition (0.305 ML, see Fig. 5-3(b)) four additional

atoms have been deposited two of which have attached to the island. Interestingly,

the resulting elongated structure is similar in shape to but approximately one-third

the size of some of the elongated islands obtained in KMC simulations of Cu/Ni(100)

growth at 250 K with a much lower deposition rate (0.0015 ML/s) after 0.5 ML have

been deposited [164].

To study the morphological evolution of the large island over a longer time-scale

(10 sec) we then annealed the system at 200 K with the heptamer removed to eliminate

repetitive low-barrier edge-diffusion events. Fig. 5-3 (c) shows the island morphology

after 3.92 sec of annealing at which point the total system energy has been reduced

by 0.76 eV. A portion of this reduction (0.13 eV) was due to island re-arrangement

events which occurred during the first 1.85 sec (just before the monomer attached to

the island) while the system energy was further reduced by 0.51 eV after monomer

attachment at a kink site. As a result of additional island re-arrangement events

the energy was then further reduced by an additional 0.12 eV. As an illustration of

the typical re-arrangement events, also shown in Fig. 5-3 (c) (arrows) are the next

three events ((1) - (3)) which occur just after 3.92 sec of annealing along with the

corresponding activation barriers with and without strain. As can be seen, all of these
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moves correspond to 3-atom events while the corresponding barriers are significantly

reduced due to strain.

Fig. 5-3 (d) shows the final morphology after a full 10 sec of annealing. While the

number of open step-edges has been further reduced, the island remains elongated as

previously found in KMC simulations of the annealing of ramified Cu/Ni(100) islands

at 250 K for 103 sec [164]. In addition, the total system energy has been reduced by an

additional 0.32 eV. While the entire annealing process involved 230 activated events

including monomer hopping, the overwhelming majority corresponded to collective

events involving at least 3 atoms while the corresponding barriers ranged from 0.24

eV (monomer edge-diffusion) to 0.62 eV.

5.3.3 Submonolayer growth with 8% tensile strain

For comparison with our results for compressive strain, we have also carried out

TAD simulations of Cu/Cu(100) submonolayer growth for the case of 8% tensile

strain. As indicated in Fig. 5-1, the dominant mechanisms for adatom transport in

this case are monomer and dimer diffusion via exchange with the substrate. As can

be seen in Fig. 5-4 (corresponding to the end of growth with 0.215 ML deposited)

due to the relatively low barriers for monomer and dimer diffusion only one island is

formed. However, starting with a stable tetramer (atoms labeled ‘1’ in Fig. 5-4) the

island growth becomes highly anisotropic. In particular, as indicated by the ‘atom

numbers’ in Fig. 5-4 - which correspond approximately to the order of island growth

- the island first forms an L-shape with both sides of the ‘L’ of width equal to two

atoms (see atoms labeled ‘1 - 3’) and then grows along the ‘top’ arm, forming an

extended two-atom wide rectangle, as well as at the ‘base’.
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Figure 5-4: Growth of anisotropic island during deposition of Cu on Cu(100)

with 8% tensile strain. Atom numbers correspond to order of

island attachment (see text).
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(a) 0.32 (0.32)

(c) 0.21 (0.23)

(f) 0.36 (0.34)

(h) 0.27 (0.80)

(d) 0.27 (0.83)

(g) 0.29 (0.51)

(b) 0.29 (0.55)

(e) 0.37 (0.51)

Figure 5-5: Key forward and reverse (in parentheses) barriers (in eV) in-

volved in anisotropic island growth for case of 8% tensile strain:

(a) monomer exchange on substrate (b) monomer attachment at

tip (c) corner-rounding (d) attachment of 2nd monomer at tip

(e) attachment to close-packed step-edge (f) approach to close-

packed step-edge (g) corner-attachment (h) attachment to open

step-edgel. 78



One possible explanation for the strongly anisotropic island growth is that the

strain energy contribution to the total energy is significantly lower for anisotropic

islands than for compact islands, thus compensating for the gain in perimeter energy.

This is consistent with previous work on strained island growth in which a transition

from square islands to anisotropic islands was found [151, 154, 156–159, 173] for

sufficiently large island sizes. However, calculations which we have carried out for

a variety of different island-sizes and aspect ratios indicate that at least for islands

with up to 256 atoms, both the energy and free-energy at 200 K are always smaller

for isotropic (square) islands than for anisotropic islands with the same number of

atoms. Our calculation of the free energy takes into account the vibrational entropy

as in Ref. [1]. While relatively small at 200 K, this contribution also tends to favor

isotropic islands. Similarly, we find that the energy and free-energy at 200 K of an

almost isotropic 43-atom island (corresponding to a compact 6 by 7 island with one

edge atom) is significantly lower than the energy of the 43-atom island in Fig. 5-

4. These results clearly indicate that the formation of an anisotropic island in our

simulations is not due to energetics but is instead due to kinetics.

We now consider the kinetics of island growth. As can be seen in Fig. 5-5, while

the barrier for monomer diffusion far away from the island (Fig. 5-5 (a)) is 0.32

eV, the barrier for attachment to the two-atom wide tip (Fig. 5-5 (b)) is only 0.29

eV, corresponding to a “negative” attachment barrier. Similarly, the barrier for a

monomer to attach to the “side” corner of the two-atom wide tip (not shown) is also

0.29 eV, while the barrier for an exchange move from this corner to the front of the

tip (Fig. 5-5 (c)) is only 0.21 eV. In addition, the barrier for a second monomer to

attach at one of the tip corners (Fig. 5-5(d)) is only 0.27 eV.

In contrast, the barrier for attachment to a close-packed step-edge away from a

corner (see Fig. 5-5 (e)) is significantly higher (0.37 eV). The activation barrier to

approach one step away from a close-packed step-edge (0.36 eV, see Fig. 5-5 (f)) is
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also higher than the monomer diffusion barrier, while the reverse barrier (0.34 eV) is

lower than the forward barrier. As a result, atoms are repelled from the long close-

packed step-edges shown in Fig. 5-4 and attracted to the two-atom-wide tip. In fact,

in our simulations only one atom attached to the upper close-packed step-edge of the

island and that atom eventually migrated to the tip via two edge-diffusion moves with

a barrier of 0.42 eV. These results clearly indicate that growth of the two-atom wide

tip is strongly kinetically favored over sideways growth, thus explaining the island

anisotropy.

Since Fig. 5-4 also indicates that significant island growth occurs in the lower half

of the island, we have also calculated the corresponding attachment mechanisms and

barriers. As can be seen in Fig. 5-5 (g), the barrier for attachment at the bottom

corner (0.29 eV) is the same as for attachment at the tip (Fig. 5-5 (b)). In addition,

the barrier for attachment at an open step-edge (0.27 eV, see Fig. 5-5 (h)) is the same

as for the attachment of a second atom at the tip (see Fig. 5-5 (d)). As a result, in

addition to growth at the tip, the island also grows at the base via attachment at open

steps and corner sites, followed by multi-atom re-arrangement moves to minimize the

number of open steps.

We now consider the mechanism for the decrease in the activation barrier for at-

tachment via exchange at a corner compared to at a close-packed step-edge. Analysis

of the local geometry indicates that in both cases there are three substrate atoms in

front of the attaching atom (yellow atoms in Fig. 5-5 (b) and 5(e)) - one on each side

of the final position and one in front. One of these substrate atoms has no island

nearest-neighbors. However, in the case of attachment at a close-packed step-edge

the other two substrate atoms each have two island nearest-neighbor bonds while in

the case of attachment at a corner or tip, one of them has only one island nearest-

neighbor bond. This implies that it is easier for nearby atoms to relax during the

attachment process in the case of tip/corner attachment than during attachment at
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a close-packed step-edge, thus leading to a reduction in the tip/corner attachment

barrier.

A similar argument also indicates that the energy reduction after tip/corner at-

tachment should be larger than for attachment at a close-packed step-edge. In par-

ticular, we find that while attachment at a corner (Fig. 5-5 (g)) decreases the system

energy by approximately 0.26 eV, attachment at a closed step-edge away from a cor-

ner only decreases the energy by 0.14 eV. Thus, the difference in the final state energy

between close-packed step-edge attachment and tip attachment (0.12 eV) is consistent

with but somewhat larger than the corresponding difference in the energy barriers

(0.08 eV). In contrast, in the absence of strain - for which the dominant diffusion

mechanism involves hopping - the activation barriers for attachment at a two-atom

wide tip and a close-packed step-edge are the same (0.45 eV). Accordingly, square

islands are both kinetically and energetically favored in this case.

5.4 Summary

Using an EAM potential, we have studied the strain dependence of the Cu monomer

and dimer diffusion mechanisms and activation barriers on a biaxially strained Cu(100)

substrate. As in previous calculations for Ag on strained Ag(100) [171] we find an

approximately linear dependence of the activation barriers on strain. In particular,

we found that while hopping is favored for compressive and/or small (< 2%) tensile

strain, for greater than 2% tensile strain the exchange mechanism is favored.

In order to compare with Cu/Ni(100) growth and also separate out chemical

effects from strain effects as well as take into account all possible collective events

which might not be included in KMC simulations, we have also carried out TAD

simulations of submonolayer homoepitaxial Cu growth at 200 K for the case of 2%

compressive strain. As in previous KMC simulations of Cu/Ni(100) growth [164],
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the competition between island growth and multi-atom “pop-out” events was found

to lead to an island morphology with a mixture of open and closed steps. We also

found that at a coverage of 0.305 ML, island coalescence leads to elongated islands as

in Cu/Ni(100) growth. These results suggest that the primary cause of the ramified

islands in Cu/Ni(100) growth is in fact strain rather than chemical effects.

We have also studied the annealing process for longer times (10 sec). Our simu-

lations indicate that the primary relaxation processes involve a variety of multi-atom

events involving 3 or more atoms whose barriers are significantly reduced due to

strain and which tend to significantly reduce the number of open steps. These results

clearly indicate that the island morphology during growth is due to a competition be-

tween island attachment (which leads to open step-edges) and multi-atom relaxation

processes.

For comparison, we have also carried out TAD simulations of Cu/Cu(100) growth

for the case of 8% tensile strain. In this case, due to the low barriers for monomer

and dimer diffusion, the island density is relatively low and so only one large strongly

anisotropic island was formed. Surprisingly, we found that despite the large strain

the island anisotropy is not due to energetics but is instead due to anisotropic at-

tachment barriers which favor the exchange-mediated attachment of monomers to

corners over close-packed step-edges. We note that anisotropic islands have also been

observed in the growth of Co on the reconstructed Pt(111) surface corresponding

to 9.7% tensile strain [174]. However, in this case the anisotropy is a result of the

Pt(111) reconstruction [175] which occurs in the absence of Co deposition and leads

to highly anisotropic Co diffusion. In contrast, in our TAD simulations we have

isotropic diffusion and there is no surface reconstruction. Thus, our results provide

a new kinetic mechanism for the formation of anisotropic islands in the presence of

isotropic diffusion and tensile strain.

82



Chapter 6

Energy, temperature, and

deposition angle dependence of Cd

and Te2 deposited on CdTe

6.1 Introduction

Cadmium Telluride (CdTe) is an attractive absorber material for solar cell ap-

plications due to its optimal bandgap and high absorption coefficient [176, 177].

However, while CdTe thin-film solar cells are being successfully used in a variety

of applications [178], the energy conversion efficiency is still significantly less than

the Shockley-Queisser limit [179]. This difference may be due to a variety of effects

such as deviations in stoichiometry as well as defects such as interstitials, vacancies,

dislocations, and grain boundaries [180–182].

Recently, Yu and Kenny [183] have used molecular dynamics simulations based

on a realistic bond-order potential [43, 184] to study the effects of the initial kinetic

energy of small CdxTey clusters deposited normally on CdTe (100) and (111) surfaces

at 300 K. In particular, depending on the deposition energy as well as the cluster

type, surface orientation and termination type (e.g. Cd or Te), the probabilities
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of a variety of different outcomes (see cases 1-7 in Fig. 6-1) including reflection,

dissociation, penetration, and atom replacement were determined. While a variety

of results were obtained which may have an impact on the early stages of thin-film

growth, these results were limited to the relatively high initial kinetic energies (e.g. 1

- 40 eV) used in sputter deposition, and were only carried out for the case of normal

incidence with relatively low substrate temperature (Tsub = 300 K). In addition, the

simulations were only carried out for the deposition of Cd atoms, Te atoms and a

CdTe dimer, while the case of Te2 cluster deposition, which is known to play an

important role in vapor deposition and closed-space sublimation [185–188] was not

considered.

Figure 6-1: Illustration of 8 cases of the final states after impact.

Here we present the results of molecular dynamics (MD) simulations of Cd and Te2

cluster deposition which were carried out in order to understand the dependence of

the sticking probabilities and deposition modes on substrate temperature, deposition

energy, and deposition angle. Our simulations are motivated in part by the fact that

in both vapor deposition and close-spaced sublimation (CSS) the dominant depositing

clusters are Cd atoms and Te2 dimers (rather than Cd atoms, Te atoms and CdTe

clusters as in Ref. [183]). Similarly, in both vapor deposition and CSS the deposition

energy is typically much smaller than 1 eV (in the case of CSS the source temperature

is typically close to 800 K) while the substrate temperature in vapor deposition may
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be low as in Ref. [183] or much higher. In addition, in both cases, depending on vapor

pressure and target-substrate distance, it is also possible that deposition may occur

at relatively large angles with respect to the substrate normal.

Our results may be summarized as follows. In general, we find that the deposition

of Cd atoms and/or Te2 clusters on the oppositely terminated surface leads to an

attachment probability which is close to 1 and relatively independent of substrate

temperature, kinetic energy, and deposition angle for both the (100) and (111) ori-

entations. In contrast, the deposition of Cd atoms and/or Te2 clusters on the same

terminated surface leads to a significantly lower attachment probability which gener-

ally decreases with increasing substrate temperature, kinetic energy, and deposition

angle. We also find a significantly higher attachment probability (compared to Cd

atoms) for Te2 dimers deposited on the (111) surface at both low and high temper-

ature or kinetic energy, as well as for Te2 dimers deposited on the (100) surface at

low kinetic energy. However, in the case of deposition on the (100) surface at higher

energy (1.0 eV), the excess Te sticking probability is significantly lower, and is even

slightly negative for the case of normal deposition at 300 K. Since in most experiments

the growth is polycrystalline but with (111) facets dominating, our results also sug-

gest that both vapor deposition and sputter deposition at low substrate temperature

(Tsub = 300 K) will tend to lead to Te-rich films. Although not discussed in detail

below, we have also carried out simulations of Te atom deposition with 1 eV kinetic

energy and substrate temperature Tsub = 300 K as a function of deposition angle.

Consistent with the results of Ref. [183] for normal deposition - and in contrast to

our results for Te2 - we find that in this case the sticking probability is equal to 1 for

all substrate terminations and deposition angles.
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6.2 Molecular Dynamics Simulation Details

Our simulations were carried out using the Large-scale Atomic/Molecular Mas-

sively Parallel Simulator code [189, 190], using an analytical bond-order potential

(BOP) [38–42] for CdTe which was parametrized [43, 184] by fitting to the proper-

ties of a variety of clusters, lattices, surfaces, and defects calculated using density-

functional theory as well as testing crystalline growth simulations. We note that

the analytical form of the BOP has been derived [38–42] from quantum mechanical

theories which take into account both π and σ bonding.

Deposition on the Cd-terminated (100) and (111) surfaces as well as Te-terminated

(100) and (111) surfaces was studied (see top view of all the surfaces in Fig. 6-2), while

the zinc-blende structure of CdTe was assumed with lattice constant a = 6.83Å [43].

In each case, simulations were carried out for both Cd and Te2 cluster deposition.

Starting from an initially bulk terminated surface, the system was annealed at the

desired temperature for 20 ps before carrying out depositions for the case of the Te-

terminated (100) surface this led to the 2×1 dimer reconstruction. In order to compare

with previous work [183], we also carried out simulations of Te atom deposition for the

case of normal incidence with Ki = 1.0 eV and Tsub = 300 K. Fig. 6-2 shows minimized

configurations corresponding to each of the four CdTe terminations considered.
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Figure 6-2: Top view of ( (a) (100) and (c) (111) ) Te-terminated and ( (b)

(100) and (d) (111) ) Cd-terminated CdTe surfaces.

In order to determine the effects of deposition energy and substrate temperature

on the sticking probability and mode, our simulations were carried out using two

different cluster kinetic energies (Ki = 0.14 eV, and Ki = 1.0 eV) as well as for

two different substrate temperatures (Tsub = 300 K and 800 K). Similarly, in order

to study the dependence on deposition angle, simulations were carried out with six

different deposition angles θ with respect to the surface normal, ranging from θ = 0o

(normal incidence) to 75o (grazing incidence). In each case, the depositing cluster
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was initially placed at a height ∆z above the highest atom on the surface layer which

was equal to 1.5Å plus the maximum cut-off radius for the Zhou et al [43] potential

(4.9 Å), while the x and y positions were chosen randomly. MD simulations of the

whole system were then carried out for 10 ps, after which the system was minimized

and then analyzed to determine the sticking probability and deposition mode (see

Fig. 6-1).

In order to determine the effects of deposition energy and substrate temperature

on the sticking probability and mode, our simulations were carried out using two

different cluster kinetic energies (Ki = 0.14 eV, and Ki = 1.0 eV) as well as for two

different substrate temperatures (Tsub = 300 K and 800 K). As shown in Fig. 6-3, in

our simulations, the substrate corresponded to a total of 14 layers with 4 fixed layers,

4 layers thermostated using the Berendsen thermostat [35], and 6 non-thermostated

layers at the surface (see the side view in Fig. 6-3). Both the heat bath coupling

constant and the time-step were set to 1 fs. Periodic boundary conditions were

assumed in the lateral (x and y) directions while growth was in the z-direction. For

the (100) surface, the lateral dimensions were 10 a × 10 a, corresponding to 200

atoms in each layer. In contrast, for the (111) surface the dimensions were 6 a1

(where a1 =
√

8/3a) in the x-direction and 6 a2 (where a2 =
√

2a) in the y-direction,

corresponding to 192 atoms in each layer.
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Figure 6-3: Side view of the CdTe substrate, where θ is the depostion angle

to normal and φ is random azimuthal angle.

In order to obtain good statistics, averages were taken over 10,000 depositions for

each cluster type and deposition angle with a given substrate termination, temper-

ature, and initial kinetic energy, resulting in 32 different simulation runs for each of

6 different deposition angles. We note that the value Ki = 0.14 eV was motivated

by the fact that at 800 K (which is approximately equal to the source temperature

used in both vapor deposition and CSS) this corresponds to the average translational

kinetic energy 2kBT of depositing clusters. In the case of the Te2 cluster, we have also

included initial internal rotational and vibrational kinetic energies equal to 1/2 kBT

per degree of freedom, with T = 800 K. In this case, in addition to randomly choosing

the starting x and y positions, we have also randomly chosen the initial dimer axis

orientation as well as the directions of the two rotational axes with respect to the Te2

bond direction.
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6.3 Results

6.3.1 (100) surface

Fig. 6-4 shows our results for the overall sticking probabilities for both Cd atoms

and Te2 clusters, deposited on the (100) Cd-terminated surface as a function of de-

position angle θ for both kinetic energies (Ki = 0.14 eV and 1 eV) and substrate

temperatures (Tsub = 300 K and 800 K). As can be seen, for the case of Te2 de-

position, the sticking probability is essentially 1 for all cases. In this case, the Te

atoms sit on the top layer (case 3) which is consistent with the growth of the next Te

layer. In contrast, the sticking probability for Cd atoms is significantly less than 1

even for normal deposition, and decreases with both increasing deposition angle and

increasing substrate temperature. Interestingly, for low deposition angle (θ < 45o)

the sticking probability for Cd atoms increases with increasing kinetic energy while

the reverse is true for θ > 45o. In all cases the Cd atoms join the top layer (case 5).

While the non-sticking case corresponds entirely to reflection at 300 K (case 1) which

increases with deposition angle, at 800 K there is also a small amount of sputtering

(1-7%), which decreases with increasing deposition angle.

The corresponding results for the (100) Te-terminated surface are shown in Fig. 6-

5. As in Fig. 6-4, except for the case of both low deposition energy and substrate

temperature (Ki = 0.14 eV, Tsub = 300 K), the deposition of Cd on the oppositely

terminated (100) surface leads to a relatively high sticking probability (Pstick = 0.85−

0.95) which increases slightly with deposition angle. While the dominant sticking

mode corresponds to sitting on the top layer (case 3) there are also contributions from

case 4 (penetration) and case 5 (join 1st layer). However, for both low kinetic energy

and substrate temperature (open circles with dashed line) the sticking probability is

significantly lower, especially at small angles - due primarily to the reduced probability

of joining the 1st layer - although it still increases with increasing deposition angle.
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Figure 6-4: Sticking probabilities as function of deposition angle, substrate

temperature, and initial kinetic energy for Cd atoms (dashed

lines) and Te2 clusters (solid lines) deposited on the (100) Cd-

terminated surface.
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Figure 6-5: Same as 6-4 but for deposition on the (100) Te-terminated sur-

face.

Also shown in Fig. 6-5 are our results for the deposition of Te2 on the (100) Te-

terminated surface. As for the case of Cd deposition on the Cd-terminated surface,

in this case the sticking probability decreases with increasing deposition angle and

temperature. In addition, it decreases for all angles with increasing kinetic energy.

In this case, the sticking atoms primarily join the first layer (case 5) although the

sticking probability also includes some case 3 (sit-on) and a very small amount of

dissociation (case 6). As for the case of Cd deposited on the “same” (Cd-terminated)

(100) surface, the dominant non-sticking mode corresponds to reflection while the

probability of reflection (for fixed deposition angle) increases with increasing temper-

ature and/or kinetic energy. In addition, the relatively large reflection probability for

Te2 clusters deposited normally with Ki = 1 eV and Tsub = 300 K is in contrast to

the negligible reflection probability found [183] for single Te atoms deposited under
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the same conditions. There is also a small amount of partial reflection (case 8) in

which one atom of the Te2 dimer joins the first layer while the other is reflected. This

is in contrast to the results of Ref. [183] for CdTe cluster deposition, in which partial

reflection was never observed.

Using these results, we have calculated the overall excess Te sticking probability

(averaged over both Cd- and Te-terminated (100) surfaces) as shown in Fig. 6-6, both

for normal incidence as well as averaged over all angles (corresponding to a uniform

flux). We note that in this case, the “excess Te sticking probability” also takes into

account the small amount of Cd substrate atom sputtering which occurs for the case of

Cd atom deposition on the (100) Cd-terminated surface at 800 K. As can be seen, the

deviations from equal Cd and Te2 sticking probability are generally larger for the case

of normal incidence than the angle-average. In addition, for the case of low kinetic

energy (0.14 eV) the excess Te sticking probability is particularly large, although it

decreases with increasing substrate temperature. In contrast, for high kinetic energy

(1 eV) the difference between Te2 and Cd sticking probabilities is much smaller (and

in some cases is even negative) due in part to the increased probability of reflection

for Te2 clusters from the Te-terminated (100) surface. This behavior is in contrast to

the negligible reflection probability found [183] for single Te atoms deposited with 1

eV kinetic energy on the Te-terminated (100) surface.
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6.3.2 (111) surface
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Figure 6-7: Sticking probabilities as function of deposition angle, substrate

temperature, and initial kinetic energy for Cd atoms (dashed

lines) and Te2 clusters (solid lines) deposited on the (111) Cd-

terminated surface.
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Figure 6-8: Same as Fig. 6-7 but for deposition on the (111) Te-terminated

surface.

Fig. 6-7 shows our results for the (111) Cd-terminated surface. As for the (100)

Cd-terminated surface, the sticking probability for Te2 is close to 1 for all angles,

kinetic energies and substrate temperatures, while the Te atoms sit on top (case 3).

In contrast, the sticking probability for deposited Cd atoms at 300 K is significantly

lower and decreases with increasing kinetic energy and deposition angle. In this case,

the Cd atoms also sit on top (case 3). Surprisingly, the sticking probability for Cd

atoms on the (111) Cd-terminated surface at 800 K is negligible at both low and high

kinetic energies. At both 300 K and 800 K, reflection is the dominant non-sticking

mode.

The corresponding results for the (111) Te-terminated surface are shown in Fig. 6-

8. Just as for the case of Te2 on the (100) Cd-terminated surface, the sticking proba-
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bility for deposited Cd atoms is close to 1 for all angles, kinetic energies and substrate

temperatures while the Cd atoms sit on top (case 3). For Te2 deposition the attach-

ment mode also corresponds to case 3. In this case, at low temperature and kinetic

energy, the sticking probability (open circles with solid line) is also close to 1 for all

angles and temperatures. However, for higher kinetic energy and/or temperature,

the Te2 sticking probability is significantly less. In addition, while for both substrate

temperatures, the Te2 sticking probability decreases with deposition angle for high

kinetic energy (Ki = 1.0 eV) for low deposition energy (Ki = 0.14 eV) it increases

with increasing deposition angle. Interestingly, the three cases of Cd deposited on the

(100) Te-terminated surface at low kinetic energy and temperature, and Te2 deposited

on the (111) Te-terminated surface at low kinetic energy are the only cases in which

the sticking probability increases significantly with increasing deposition angle.

The overall excess Te sticking probability (averaged over both Cd- and Te-terminated

(111) surfaces) for this case is also shown in Fig. 6-6. As can be seen, in contrast to

our results for (100) surfaces, for (111) surfaces there is a significant excess Te sticking

probability for all deposition energies and substrate temperatures. In addition, the

relatively close agreement between the angular average and that obtained for normal

deposition is consistent with the relatively weak angular dependence.

6.4 Summary

Motivated by experiments on CdTe thin-film growth we have investigated the

attachment probabilities and modes for Cd atoms and Te2 clusters deposited on the

(100) and (111) surfaces as a function of kinetic energy, deposition angle, substrate

temperature, and substrate termination. Our results complement those previously

obtained by Yu and Kenny [183] who focused on the case of normal deposition of

Cd, Te, and CdTe clusters at low substrate temperature (Tsub = 300 K) and higher
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energies (1− 40 eV).

In general, we find that - over the range of kinetic energies (Ki = 0.14 − 1 eV)

and temperatures (T = 300 − 800 K) considered in our simulations - the deposition

of Cd atoms and/or Te2 clusters on the oppositely terminated surface leads to an

attachment probability which is close to 1 and relatively independent of substrate

temperature, kinetic energy, and deposition angle for both the (100) and (111) orien-

tations. The one exception is the case of Cd deposition on the (100) Te-terminated

surface with both low deposition energy and substrate temperature. In this case the

attachment probability is only about 66% for normal deposition but increases to a

value of approximately 88% at a deposition angle θ = 75o. While there is some pene-

tration (case 4) and joining of the first layer (case 5), the dominant attachment mode

in all cases corresponds to ”sit-on” (case 3) thus leading to the growth of the next

layer in the crystal.

In contrast, the deposition of Cd atoms and/or Te2 clusters on the same termi-

nated surface leads generally (for both the (100) and (111) orientations) to a signif-

icantly lower attachment probability which decreases with both increasing substrate

temperature and deposition angle. In particular, the attachment probability for Cd

deposition on the (111) Cd-terminated surface with substrate temperature 800 K is

close to zero for both low and high kinetic energies and for all deposition angles. The

one exception to these general results is the case of Te2 deposition with low kinetic

energy and substrate temperature on the (111) Te-terminated surface. In this case,

while the attachment probability is still less than for Te2 deposition on the (111) Cd-

terminated surface, it is relatively close to 1 and increases with increasing deposition

angle.

It is also interesting to consider the dependence of the deposition mode on atom/cluster

type and surface termination. Interestingly, we find that for deposition on the (111)

surface, the dominant deposition mode corresponds to case 3 (sit-on) regardless of
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cluster type, surface termination, deposition angle, substrate temperature and kinetic

energy. This is also the case for opposite termination deposition on the (100) surface.

In contrast, for same termination deposition on the (100) surface the dominant depo-

sition mode corresponds to case 5 (join first layer) regardless of cluster type, surface

termination, deposition angle, substrate temperature and kinetic energy. This differ-

ence may be explained by the more “open” nature of the (100) surface compared to

the (111) surface which allows deposited atoms to join the first layer and form bonds

with the “opposite” layer below. These results also imply that, as previously found

in Ref. [183], (100) surfaces are more likely to create interstitials in the surface layer

than (111) surfaces.

As shown in Fig. 6-6, for the case of deposition on (111) surfaces with both low and

high deposition energy, as well as for (100) surfaces with low deposition energy, our

results indicate a significant excess sticking probability for Te. This result is consistent

with the simulation results of Ref. [183] obtained for the case of normal deposition of

Cd, Te, and CdTe clusters and Tsub = 300 K with kinetic energies ranging from 1 eV

to 40 eV. A detailed examination of our results suggests that this tendency towards

an excess sticking probability of Te may be explained as follows. While Cd and

Te2 both have high sticking probabilities on oppositely terminated (100) and (111)

surfaces, for the (111) surface as well as for the (100) surface with low kinetic energy,

the Te2 clusters have a higher sticking probability to the Te-terminated surface than

the corresponding sticking probability of Cd atoms to Cd-terminated surfaces. This

difference is consistent with the fact that the Te dimer bond is much stronger than the

Cd dimer bond. In contrast, for the case of Te2 deposition on the Te-terminated (100)

surface, the probability of case 3 (sit on top layer) is reduced, while the probability

of reflection also increases with increasing kinetic energy. As a result, the excess Te

sticking probability tends to be much smaller and even negative in the case of normal

or low angle (θ ≤ 45o) deposition on the (100) surface at both high (1 eV) kinetic
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energy and low substrate temperature (300 K). The latter behavior contrasts with

that found in Ref. [183] for the deposition of Cd atoms, Te atoms, and CdTe clusters

for which the excess Te sticking probability (averaged over all deposition energies

from 1 eV to 40 eV) remained positive in all cases.

While our results are restricted to the initial stages of deposition, they also suggest

that for the case of low kinetic energy as well as low substrate temperature Tsub = 300

K (for which there is negligible sublimation) there will be a significant excess Te

concentration in CdTe thin films grown on the (100) and (111) surfaces. This is

in qualitative agreement with the experimental results of Ref. [191] for the vapor

deposition of CdTe on glass substrates at 300 K. Since in most experiments the

growth is polycrystalline but with (111) facets dominating [191–193], our results also

suggest that both vapor deposition and sputter deposition will tend to lead to Te-

rich films. However, at a substrate temperature of 800 K sublimation will play an

important role [185, 186, 193]. Accordingly, in the future, it would be of interest

to simulate the sublimation process in order to understand its effects during high

temperature growth.
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Chapter 7

Mechanisms of CdTe(100)

sublimation

7.1 Introduction

Cadmium telluride (CdTe) is an attractive absorber material for solar cell appli-

cations due to its optimal bandgap and high absorption coefficient [177, 194]. As

a result, CdTe thin-film solar cells have been shown to be quite efficient and com-

mercially useful. One of the most important methods of CdTe thin-film deposition

involves the process of closed-space sublimation [177]. However, while there have

been a number of experimental [195–199] and theoretical [200–203] studies, the key

sublimation mechanisms are still not well understood.

In particular, direct measurements of the CdTe(100) sublimation rate for T >

360 ◦C [197, 199] indicate that the effective activation energy for sublimation Ea over

this temperature range (Ea ' 1.98± 0.18 eV) is significantly higher than the value

(Ea ' 1.55 eV) obtained at lower temperature [196, 199]. In contrast, the value

of Ea obtained from reflection high-energy electron diffraction (RHEED) oscillation

measurements [195, 198, 199] has been found to be approximately equal to 2.0 eV

over the entire temperature range. While it has been proposed [199] that this may be
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due to a change in the sublimation mechanism from vacancy nucleation and growth to

“step-flow” with decreasing temperature the detailed atomistic mechanisms have not

been determined. In addition, while some calculations of the binding energies of Cd

and/or Te atoms on the CdTe(100) surface have been carried out [200, 201, 203, 203],

they were not able to fully explain the observed values of Ea or the overall sublimation

rate. Accordingly, it is of interest to carry out further simulations to gain insight into

the mechanisms for CdTe sublimation as well as to better understand the kinetics.

Here we present the results of binding energy calculations and accelerated-dynamics

simulations we have carried out for the case of sublimation from the (100) CdTe sur-

face. In particular, we have carried out accelerated molecular dynamics simulations

of Cd atom and Te2 dimer desorption for a variety of different configurations of the

Cd-terminated and Te-terminated CdTe(100) surfaces. We have also calculated the

corresponding binding energies as well as additional activation energies for step-edge

detachment and diffusion.

This Chapter is organized as follows. In Sec. 7.2, we discuss our simulation meth-

ods. We then present our results in Sec. 7.3. Finally, in Sec. 7.4 we further analyze

our results and compare with experiments.

7.2 Simulations

Our simulations were carried out using the LAMMPS molecular dynamics (MD)

code [189, 190] along with an analytical bond-order potential [38] for CdTe which

has been shown to provide good agreement [43] with experiments as well as density-

functional theory calculations for small clusters, bulk lattices, defects, and surfaces.

Using molecular dynamics, the activation barriers Ed and prefactors νd for desorption

were determined for four different cases: (i) Te2 desorption from the (2× 1) fully Te-

terminated (100) surface corresponding to a full monolayer or ML (ii) lone Te2 dimer
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Figure 7-1: Snapshots of (a) Te2 desorption from Te-terminated (100) surface
after 1.5 ns of MD simulation at T = 1000 K and (b) Cd atom
desorption from Cd-terminated (100) surface after 1.2 ns at T =
1100 K. Cd (Te) atoms are red (blue).

desorption on the Cd-terminated (100) surface (iii) Cd atom desorption from the

fully Cd-terminated (100) surface and (iv) lone Cd atom desorption from the (2× 1)

fully Te-terminated (100) surface. The corresponding binding energies Eb were also

calculated as well as the binding energies for four other cases: (i) a Te2 dimer next to

a dimer vacancy (ii) a lone Te2 dimer on the fully Cd-terminated (100) surface (iii) a

Cd atom next to a Cd vacancy and (iv) a lone Cd on the (2× 1) Te-terminated (100)

surface. Fig. 7-1 (a) and (b) show typical snapshots of a Te2 dimer and a Cd atom

desorbing from the fully Te-terminated and Cd-terminated surfaces.

To determine the desorption prefactors and activation energies for the first four

cases, two different acceleration methods [204–206] were used. In the first temperature-

accelerated (TA) method, the desorption rate k(T ) for a variety of temperatures T =

TMD/s (where s ≥ 1) was calculated from MD simulations carried out at temperature

TMD using the transition-state theory expression [205, 206]:
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k(T ) =
(4kBT

πm

)1/2 1

b

〈∑
ti,h<zi<h+b

W (R, ti)∑
ti,zi<h

W (R, ti)

〉
runs

(7.1)

where the re-weighting function W (R, ti) is given by,

W (R, ti) = exp
[(1− s

s

)V (R, ti)

kBT

]
. (7.2)

and V (R, ti) is the total system potential energy at time ti.

Here m and zi are the mass and height of the desorbing species (Cd or Te2 de-

pending on the case) above the substrate at time ti, h is the height of the bottom

of a narrow window of width b above the substrate (where h is slightly larger than

the potential cutoff distance Rc) and the angular brackets in Eq. 7.1 indicate that an

average is taken over many (typically 300) uncorrelated MD runs, each starting with

an equilibrated surface for which desorption has not yet occurred. In our simulations,

data was taken every ∆ti = 10 fs, while the window width b ranged from 0.8 to 2.0

Å in steps of 0.2 Å. To maximize statistics, the calculated desorption rate was an

average over all window widths. Depending on the case, TMD ranged from 1000 K to

1100 K.

In the second repulsive potential (RP) method, a quadratic repulsive bias potential

of the form Vrep(r) = C (r−Rc)
2 was added to the interaction between the top-layer

atoms and the atoms in the layer below. In this case Eq. 7.1 above was still used to

determine the desorption rate but the re-weighting function in Eq. 7.2 was replaced

by the expression, W (R, ti) = Exp[−Vrep(r)/(kBT )]. In this second case, a series

of separate repulsive-bias MD simulations with s = 1 (with the strength C of the

repulsive potential appropriately adjusted) were carried out for each temperature T

of interest. Depending on the temperature, species, substrate, and MD run, typical

desorption times ranged from 0.5 ns to 9 ns.

In our simulations the substrate contained a total of 12 (100) planes consisting of
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4 fixed (bottom) layers, 4 thermostatted Langevin (middle) layers and 4 free (NVE)

top layers. The Langevin damping time was set to 1 ps while the MD time-step was

1 fs. In all cases, the lateral dimensions were 10 a (where a is the lattice constant)

corresponding to 200 atoms in each layer. Periodic boundary conditions were assumed

in the lateral (x and y) directions while sublimation occurred in the z- direction. In all

cases the (per atom) desorption rate was calculated by dividing the total desorption

rate by the total number of atoms in the desorbing layer.

7.3 Results

Fig. 7-2 shows Arrhenius plots of our results for the (per atom) desorption rate of

Cd atoms from the Cd-saturated (100) surface (red symbols with solid lines) as well

as the (per-atom) rate of Te2 desorption from the (2 × 1) Te-saturated (100) surface

(black symbols with solid lines). In each case, there is good agreement between the

results obtained using the TA method (open symbols) and the RP method (filled

symbols). In addition, the corresponding values of the activation barrier for Cd

vacancy nucleation (Ed = 2.15 ± 0.01 eV) are close to the values (2.0 ± 0.1 eV,

see Fig. 7-3) obtained from mass-loss measurements of the total overall CdTe(100)

desorption rate for T > 360◦C [196, 197, 199]. The corresponding binding energy Eb

(see table 7.1) is also in good agreement with the activation energy while the value of

Eb for a Cd atom next to a vacancy (2nd Cd, see Table 7.1) is the same. In contrast,

the activation barrier (2.6 ± 0.05 eV) for Te2 dimer desorption from a full (2× 1)

Te ML (corresponding to Te vacancy nucleation) is significantly larger. However,

since the prefactor is approximately four orders of magnitude larger than that for

Cd desorption (see Table 7.1), Cd desorption is the rate-limiting step for vacancy

nucleation over this temperature range.

Also shown in Fig. 7-2 is an Arrhenius plot for the (per atom) desorption rate
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dashed line fits correspond to desorption of last Te2 (Cd) in ML
(see text). Corresponding prefactors and activation energies are
given in Table 7.1.

of a lone Te2 dimer on the (100) Cd-terminated surface. As shown in Table 7-2,

the desorption barrier for a lone Te2 adsorbed on the Cd-terminated (100) surface

is close to that obtained for a Te2 which is part of the fully Te-terminated (100)

surface, although the prefactor is somewhat smaller. In addition, the corresponding

binding energy is in good agreement with the estimated activation energy, while the

binding energy for a Te2 next to a dimer vacancy is also approximately the same as

the other two cases. These results indicate that the (per atom) rate of Te2 desorption

is relatively independent of the Te coverage. However, the binding energy for a lone
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Te adatom on the (100) Cd-terminated surface (Eb ' 2.16 eV, see Table 7.1) is

somewhat lower but still significantly higher than the effective active energy found

experimentally (e.g. 1.4 - 1.56 eV) at low temperature.

Table 7.1: Desorption barriers Ed (eV), prefactors νd (s−1), and binding en-
ergies Eb (eV) for Cd and/or Te desorption from the (100) CdTe
surface.

Species Method νd(s
−1) Ed(eV ) Eb (eV)

1st Te2 (full Te ML) TA 4.0× 1020 2.65 2.60
RP 7.9× 1019 2.54 2.60

2nd Te2 (full Te ML) 2.50
lone Te2 (full Cd ML) RP 1.4× 1019 2.47 2.48
lone Te (full Cd ML) 2.16
1st Cd (full Cd ML) TA 1.7× 1016 2.14 2.16

RP 1.3× 1016 2.16 2.16
2nd Cd (full Cd ML) 2.16
lone Cd (full Te ML) RP 1.3× 1012 1.37 1.33

In contrast, both the desorption barrier and prefactor for a lone Cd atom on the

(2× 1) Te-saturated (100) surface (Ed ' 1.37 eV, νd = 1.3×1012 s−1) are significantly

lower than for Cd vacancy formation. One possible explanation for this difference is

the (2 × 1) Te reconstruction. In particular, for the case of large Cd coverage the Te-

layer underneath is not reconstructed and so bonds more strongly to the Cd atoms

above. In contrast, for the case of a lone Cd on Te, the Te2 dimer reconstruction

leads to much weaker binding with the Cd atom above. Interestingly, the activation

energy in this case is close to the experimentally obtained values (1.4 - 1.56 eV,

see Fig. 7-3) [196, 199] for CdTe(100) sublimation at low temperatures (T = 300 -

360 oC). Thus, while our simulation results indicate that CdTe(100) sublimation via

vacancy nucleation and growth is limited by the large activation barriers (2.0 eV) for

Cd desorption, if there exists a low barrier pathway for Cd atoms to detach from Cd

clusters and/or descending Cd step-edges then the desorption of lone Cd atoms may
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also play an important role.

In order to investigate this possibility we have carried out additional MD simula-

tions at T = 1000 K of a system consisting of an upper Cd terrace (with step-edges

oriented along the [100] direction [207]) with a full Te-terminated terrace on each side.

Our results indicate that the barriers for detachment and subsequent diffusion away

from the step-edge are relatively low, ranging from 0.29 eV to 0.51 eV. Since both the

prefactor and activation barrier for lone Cd desorption are significantly lower than for

Cd vacancy nucleation and growth, these results indicate that at low temperatures

the desorption of lone Cd atoms may play an important role. .

7.4 Summary

Using molecular dynamics simulations we have calculated the (per atom) desorp-

tion rates of both lone Cd atoms on the (2×1) Te-terminated (100) surface as well

as the corresponding rates for Cd atoms which are part of a larger island or mono-

layer. Similar calculations were carried out for the desorption of lone Te2 dimers from

the Cd-terminated (100) surface. Our results indicate that while the barrier for Te2

dimer desorption is relatively independent of coverage, the barrier for Cd desorption

depends on the local environment. In particular, we found that, due to the Te (2×1)

reconstruction, the barrier for desorption of a lone Cd atom is significantly lower than

for Cd vacancy nucleation and/or growth.

Our results also indicate that, while the barrier for Te2 desorption is significantly

higher than for Cd vacancy nucleation and growth, the prefactor for Te2 desorption is

also significantly higher. As a result, for sufficiently high temperatures that vacancy

nucleation and growth dominates over lower barrier processes, Cd adatom desorption

is the rate-limiting step, as shown in Fig. 7-2. Accordingly, our calculated values

for the corresponding Cd desorption barriers (Ed ' 2.16) are in good agreement
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with the experimentally obtained effective activation energies (Ea = 1.9 − 2.0 eV)

[196, 197, 199] for T ≥ 360 oC. In contrast, for T < 360 oC experiments [196, 199]

indicate that lower barrier processes, such as the desorption of lone Cd atoms, will

dominate.

In addition to comparing with the experimentally observed activation energies, we

may also use our calculated desorption rates to try to predict the overall CdTe(100)

sublimation rate as a function of temperature. We first consider the dominant

sublimation mechanisms at high temperature corresponding to vacancy nucleation

and growth as indicated by the agreement between RHEED [195, 199] and mass-

measurement [196, 197, 199] experiments over this temperature range. Averaging the

temperature-dependent TA and RP results for the (per atom) desorption rate of the

first Te2 shown in Table 7.1, and then averaging these values with the corresponding

lone Te2 desorption rates we obtain an estimated temperature-dependent rate of Te

desorption given by RTe. Similarly, averaging the TA and RP results shown in Ta-

ble 7.1 for the (per atom) Cd desorption rate yields an estimated overall rate of Cd

desorption via vacancy nucleation and growth given by RCd.

Assuming that the total average rate of Cd desorption is equal to the total average

rate of Te desorption, and also assuming an overall average Te coverage θTe and Cd

coverage θCd = 1− θTe, we obtain,

θTeRTe = (1− θTe)RCd (7.3)

Solving for θTe we obtain,

θTe =
RCd

RTe +RCd

(7.4)

Substituting this result in Eq. 7.3 along with the temperature-dependent values of

RTe and RCd and multiplying by the CdTe(100) double-layer spacing (3.24 Å) leads

to the predicted sublimation rates shown by the dashed line in Fig. 7-3. As can be
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seen, for T ≥ 360◦C there is good quantitative agreement between the prediction of

Eq. Eq. 7.3 and the experimental results of Ref. [196]. In addition, the predicted effec-

tive activation energy over this temperature range (2.2 eV) is in reasonable agreement

with the corresponding experimental values (Ea ' 1.9− 2.0 eV) [196, 197, 199]. The

good quantitative agreement with direct measurements [196, 197] is also consistent

with the fact that RHEED measurements [195, 198, 199] - which measure the rate

of sublimation via vacancy nucleation and growth - lead to approximately the same

value of Ea. However, at lower temperatures (T < 360◦C) the activation energies

determined from direct measurements (see Fig. 7-3 and Refs. [196, 197, 199]) are

significantly lower, which indicates that additional lower-barrier mechanisms become

important.

As already discussed, one possible low-barrier mechanism is the desorption of lone

Cd atoms. Unfortunately, since the lone Cd atom density depends on a variety of un-

known factors such as the step density as well as step detachment and re-attachment

rates, it is difficult to precisely calculate this quantity. Here we assume for simplicity

that at all temperatures there is a fixed but small average density x of lone Cd atoms

on Te terraces. Making this assumption Eq. 7.3then becomes,

(θTe − x)RTe = xRL,Cd + (1− θTe)RCd (7.5)

where RL,Cd is the temperature-dependent rate of per-atom lone Cd desorption (see

Table 7.1). Solving for θTe we obtain,

θTe =
RCd + x(RL,Cd +RTe)

RTe +RCd

(7.6)

Substituting this result in Eq. 7.5 with x = 0.02 While we have tried several

different possible values for x in Eq. 7.6, the effective value x = 0.02 was found

to give temperature-dependent activation energies in relatively good agreement with
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Figure 7-3: Comparison of calculated CdTe(100) sublimation rates and effec-
tive activation energies (open symbols) with experiments (filled
symbols). See text for details.

experiments. In contrast, while lower values for x gave reasonable agreement with

experiment for T > 360oC, they also led to effective values of the activation energy for

T < 360oC which were significantly larger. and again multiplying by the double-layer

spacing leads to the results indicated by the open squares in Fig. 7-3. As can be seen,

the predicted sublimation rates are now somewhat higher than the experiment at both

low and high temperatures. However, there is now a clear transition in the effective

activation energy from a value (1.59 eV) close to that obtained experimentally for

T < 360◦C to a higher temperature value (1.9 eV) which is also in good agreement

with the experiment. In the future, it would be of interest to carry out additional

simulations to further elucidate the mechanisms for low-temperature sublimation.
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Chapter 8

Summary and possible future work

In this dissertation, a variety of computational and analytical techniques have

been used to study the properties of bulk alloys and thin films. In particular, in

Chapter 3, the stability and mechanical properties of 3d transitional metal carbides

in zincblende, rocksalt, and cesium chloride crystal structures are studied using DFT.

In Chapter 4 and Chapter 5, the results of temperature-accelerated dynamics (TAD)

simulations of the submonolayer growth of Cu on a biaxially strained Cu(100) sub-

strate were presented. Finally, in Chapter 7, the process of CdTe(100) sublimation

was studied using two different acceleration methods based on transition-state theory

and umbrella sampling.

In Chapter 3 we carried out first-principles calculations based on density func-

tional theory to tabulate the electronic structures, formation energies, and phonon

dispersion curves of 3d transition metal carbides in the zincblende, rocksalt, and ce-

sium chloride structures. Analysis of our results led to a theoretical framework that

describes how valence electron concentration and bonding configuration control the

stability of these compounds. In particular, we found that many early transition

metal carbides are stable in the rocksalt and zincblende structures, due to the exis-

tence of filled bonding states. In contrast, the cesium chloride structure was generally

found to lead to instability for the metal carbides across the 3d transition metals. For
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compounds that are predicted to be stable, mechanical properties were investigated

through the calculation of elastic tensors, and a variety of observable properties such

as Vicker’s hardness and ductility were derived. We also found that robust mechanical

performance was correlated with the complete filling of bonding orbitals as illustrated

for rocksalt TiC and VC, which were found to have very high calculated hardnesses

of 25.66 and 22.63 GPa respectively. However, we also found that enhanced ductility

and toughness can be achieved by lowering the occupation of the antibonding states.

One example of this is CrC, which we found to have a relatively low Pugh’s ratio of

0.51.

Our results in Chapter 3 also indicate some possible directions for future work.

For example, an optimal tradeoff may be realized through ion substitution – e.g.,

between TiC and CrC. By forming solid solutions with controllable compositions,

the mechanical properties may be fine-tuned by varying Ti-Cr content. Although

some past works suggest that high temperatures are necessary to form such solutions,

alternative techniques such as high-energy ball milling or doping (e.g., high-entropy

alloys) may be considered in the future.

In Chapters 4 - 7 we then presented the results of accelerated dynamics simulations

of submonolayer metal thin-film growth as well as of MD and accelerated dynamics

simulations of CdTe deposition and sublimation. In particular, in Chapter 4 the

results of temperature-accelerated dynamics (TAD) simulations of the submonolayer

growth of Cu islands on a biaxially strained Cu substrate at 200 K were presented. For

the case of 4% compressive strain we found that stacking fault (SF) formation occurs

with a morphology very similar to the structures found experimentally in Cu/Ni(100)

growth. We also found that, in addition to the presence of compressive strain, islands

play a key role in SF formation by lowering the barrier for vacancy formation in the

substrate. In particular, we found that once two substrate vacancies are formed and

diffuse to form the appropriate configuration, a SF is formed in both the substrate
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and island. While the activation barrier for SF formation is very high, we found

that due to the presence of a large number of low-frequency vibrational modes, the

saddle-point entropy is also very large. As a result, the corresponding Vineyard

prefactor was found to be more than 14 orders of magnitude larger than is typical of

atomic processes in fcc metals. Similarly, our analysis of the vibrational entropy of

the SF state demonstrated that the free energy of the SF state is significantly lower

than that of the initial state, and also explained why the Vineyard prefactor for the

reverse process is much smaller. As a result, our results confirm that SF formation is

both kinetically and thermodynamically favored for T > 100 K. In the future it would

be of interest to carry out TAD simulations of multilayer Cu/Ni(100) growth to see if

the mechanisms discovered in strained Cu/Cu(100) simulations can also explain the

stacking fault “stripes” observed in experiments.

In Chapter 5, we then studied the general dependence of the diffusion mecha-

nisms and corresponding activation barriers for Cu monomer and dimer diffusion on

a biaxially strained Cu(100) substrate with both compressive and tensile strain. As

in previous work for Ag/Ag(100) an approximately linear dependence was obtained.

However, while hopping was found to be favored for compressive and/or small (<2%)

tensile strain, the exchange mechanism was favored for greater than 2% tensile strain.

We then carried out TAD simulations of submonolayer growth at T = 200 K with a

deposition rate of 1 ML/s for the case of 2% compressive and 8% tensile strain. For

the case of 2% compressive strain we found that, as in previous kinetic Monte Carlo

simulations of Cu/Ni(100) growth [164], the competition between island growth and

relaxation due to multi-atom “pop-out” events leads to an island morphology with a

mixture of open and closed steps. In contrast, for the case of 8% tensile strain, a new

general kinetic mechanism for the formation of anisotropic islands in the presence of

isotropic diffusion was found. In particular, due to the preference for the exchange-

mediated attachment of monomers to corners over close-packed step-edges, monomer
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attachment at the island tip was found to be strongly favored, thus explaining the

observed island anisotropy. While it is known that for sufficiently large strain, the

competition between surface tension and strain energy may lead to anisotropic islands

for sufficiently large island-sizes, our energetics calculations indicated that the large

island anisotropy in this case was not due to energetics but rather to kinetic effects.

In the future, it may be of interest to carry out additional TAD simulations of sub-

monolayer growth on (111) surfaces with tensile strain to see if a similar mechanism

occurs in this case.

In Chapter 6 we then carried out molecular dynamics simulations in order to de-

termine the dependence of the sticking probability and sticking mode of Cd atoms

and Te2 dimers on the deposition energy, angle, and substrate temperature for the

case of deposition on the fully Te- and Cd-terminated (100) and (111) surfaces. In

general, we found that the deposition of Cd atoms and/or Te2 dimers on the oppo-

sitely terminated surface leads to an attachment probability which is close to 1 and

relatively independent of deposition conditions for both the (100) and (111) orienta-

tions. In contrast, deposition on the same terminated surface was found to lead to a

significantly lower attachment probability which generally decreases with increasing

deposition angle, energy, and substrate temperature. Our results also indicated that

deposition on the (111) surface leads to a significant excess Te sticking probability

while the excess Te attachment probability for deposition on the (100) surface was

found to be significantly smaller. In addition, while opposite termination deposition

on the (111) surface was found to lead to growth of the next layer, deposition on

the (100) surface was found to lead to interstitials in the surface layer. These results

suggest - in agreement with a number of experiments - that the deposition of CdTe

is likely to lead to excess Te as well as interstitial defects.

Finally, in Chapter 7 the results of accelerated molecular dynamics and energetics

calculations of the binding energies, barriers, and prefactors for various stages of
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CdTe(100) sublimation were presented. Our results indicate that while the desorption

barriers for Te2 on the Cd-terminated (100) surface are quite large, the corresponding

prefactors are also extremely large. As a result, Cd desorption is the rate-limiting step

for the case of sublimation via vacancy nucleation and growth, while the corresponding

desorption barrier is in good agreement with the effective activation energy obtained

in experiments for T > 360◦C. A detailed analysis which takes into account the rates

of both Cd and Te2 desorption was also found to lead to good quantitative agreement

with experiment over this temperature range. In contrast, our results indicate that at

lower temperatures (T < 360◦C) the desorption of isolated Cd atoms on the (2× 1)

Te-terminated surface may play an important role. This is supported by the fact that

the corresponding desorption barrier (Ed ' 1.4 eV) was found to be close to that

found experimentally over this temperature range. However, it is worth noting that

while our simulations have provided insight into the kinetics of a number of important

processes involved in CdTe(100) sublimation, to fully understand this process it is

likely necessary to determine the desorption rates for a variety of other processes

and environments beyond those which were analyzed in Chapter 7. However, an

alternative approach would be to directly simulate the high-temperature sublimation

of several layers of CdTe in order to directly determine the overall sublimation rate

and associated mechanisms. While this is difficult to do with the methods used here,

it should be possible by carrying out parallel replica simulations [208]. We believe

that the development of such a method and its application to the study of high-

temperature CdTe(100) and CdTe(111) sublimation would be an exciting direction

to pursue in future work.
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[17] J. Häglund, A. F. Guillermet, G. Grimvall, and M. Körling, “Theory of bonding

in transition-metal carbides and nitrides”, Physical Review B, vol. 48, no. 16,

p. 11685, 1993.

[18] B. Müller, L. Nedelmann, B. Fischer, H. Brune, and J. Barth, “K. 80 kern, d.
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[60] N. Koutná, A. Brenner, D. Holec, and P. H. Mayrhofer, “High-throughput first-

principles search for ceramic superlattices with improved ductility and fracture

resistance”, Acta Materialia, vol. 206, p. 116615, 2021.

[61] F. Benesovsky, R. Kieffer, and P. Ettmayer, “Nitrides”, Encyclopedia of chem-

ical technology, vol. 15, pp. 871–81, 1981.

[62] R. Levy and M. Boudart, “Platinum-like behavior of tungsten carbide in surface

catalysis”, science, vol. 181, no. 4099, pp. 547–549, 1973.

[63] J. Warner, S. Patil, S. Khare, and K. Masiulaniec, “Ab initio calculations for

properties of MAX phases Ti2TlC, Zr2TlC, and Hf2TlC”, Applied physics let-

ters, vol. 88, no. 10, p. 101911, 2006.

[64] S. T. Oyama, “Introduction to the chemistry of transition metal carbides and

nitrides”, in The chemistry of transition metal carbides and nitrides, pp. 1–27,

Springer, 1996.

124



[65] S. Oyama, “Preparation and catalytic properties of transition metal carbides

and nitrides”, Catalysis today, vol. 15, no. 2, pp. 179–200, 1992.

[66] S. Patil, N. Mangale, S. Khare, and S. Marsillac, “Super hard cubic phases of

period VI transition metal nitrides: First principles investigation”, Thin Solid

Films, vol. 517, no. 2, pp. 824–827, 2008.

[67] L.-L. Wang, S. V. Khare, V. Chirita, D. D. Johnson, A. A. Rockett, A. I.

Frenkel, N. H. Mack, and R. G. Nuzzo, “Origin of bulklike structure and bond

length disorder of Pt37 and Pt6Ru31 clusters on carbon: Comparison of theory

and experiment”, Journal of the American Chemical Society, vol. 128, no. 1,

pp. 131–142, 2006.

[68] B. Ozsdolay, C. Mulligan, K. Balasubramanian, L. Huang, S. Khare, and

D. Gall, “Cubic β-WNx layers: Growth and properties vs N-to-W ratio”, Sur-

face and Coatings Technology, vol. 304, pp. 98–107, 2016.

[69] S. Khare and T. Einstein, “Energetics of steps and kinks on Ag and Pt using

equivalent crystal theory (ECT)”, Surface science, vol. 314, no. 1, pp. L857–

L865, 1994.

[70] J. Musil, “Hard and superhard nanocomposite coatings”, Surface and coatings

technology, vol. 125, no. 1-3, pp. 322–330, 2000.

[71] M. Yasuoka, P. Wang, and R. Murakami, “Comparison of the mechanical

performance of cutting tools coated by either a TiCxN1−x single-layer or a

TiC/TiC0.5N0.5/TiN multilayer using the hollow cathode discharge ion plating

method”, Surface and Coatings Technology, vol. 206, no. 8-9, pp. 2168–2172,

2012.

[72] Y. Zhong, X. Xia, F. Shi, J. Zhan, J. Tu, and H. J. Fan, “Transition metal car-

125



bides and nitrides in energy storage and conversion”, Advanced science, vol. 3,

no. 5, p. 1500286, 2016.

[73] B. Anasori, M. R. Lukatskaya, and Y. Gogotsi, “2d metal carbides and nitrides

(MXenes) for energy storage”, Nature Reviews Materials, vol. 2, no. 2, pp. 1–17,

2017.

[74] M. Nagai and T. Kurakami, “Reverse water gas shift reaction over molybdenum

carbide”, Journal of chemical engineering of Japan, vol. 38, no. 10, pp. 807–812,

2005.

[75] R. Zhan and X. Luo, “Topologically nontrivial phases in superconducting tran-

sition metal carbides”, Journal of Applied Physics, vol. 125, no. 5, p. 053903,

2019.
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Appendix A

Lammps scripts and python codes

A.1 Rotational matrix for random orientation of

Te2 dimer before deposition

We want to select orientation with equal probability in terms of solid angle.∫
sin θdθ =

∫
dξ, where ξ is uniform random number between 0 and 1.

− cos θ = ξ

θ = cos−1(ξ) for 0 => π
2∫

dφ =
∫
dξ′

φ = 2π(ξ′)

The rotational matrix about z-axis with any arbitrary angle φ

Rz(φ) =


cosφ − sinφ 0

sinφ cosφ 0

0 0 1

 (A.1)

Rotational matrix about y-axis with any arbitrary angle θ
′
, where θ

′
= π/2− θ
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Ry(θ
′
) =


cos θ

′
0 − sin θ

′

0 1 0

sin θ
′

0 cos θ
′

 (A.2)

Then, MR = Rz(φ)×Ry(θ
′
)

MR =


cosφ sin θ − sinφ − cos θ cosφ

sinφ sin θ cosφ − cos θ sinφ

cos θ 0 sin θ

 (A.3)

If the initial position of atom is along x-axis

X = r


1

0

0

 (A.4)

where r is the arbitrary distance from the axis of rotation. After the random rotation

the new position is :

X
′
= MRX

x = r sin θ cosφ

y = r sin θ sinφ

z = r cos θ

n̂ = (sin θ cosφ, sin θ sinφ, cos θ) > is the unit vector in direction of orientation axis

of dimer.

If xcm, ycm, and zcm are randomly chosen center of mass of the dimer above the

substrate. Then

x1 = xcm + b/2 sin θ cosφ

y1 = ycm + b/2 sin θ sinφ

z1 = zcm + b/2 cos θ
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x2 = xcm − b/2 sin θ cosφ

y2 = ycm − b/2 sin θ sinφ

z2 = zcm − b/2 cos θ

Where b is the equilibrium bond length between dimer. Before doing this rotation

of the dimer let’s select rotation axes for velocities. The velocities of vibration are

in the same direction as the axis. Let’s select axes of rotation before rotating the

dimer, and then rotate the velocities of vibration/rotation with the dimer. First axis

is randomly chosen in y-z plane with angle α : 0− 2π

nr1x = 0

nr1y = sinα

nr1z = cosα

~vr1 is paralle to ~nr2

second rotation axis is perpendicular ~nr2 = ~nr1× x̂

nr2x = 0

nr2y = cosα

nr2z = − sinα

~vr2 is parallel to ~nr1

We need to rotate the rotational v’s in the same way that x was rotated. We need

to apply rotational matrix MR to ~vr1 and ~vr2

~v
′
r1 = MR ~vr1, Then

vr1(x) = − sinφ cosα + cos θ cosφ sinα

vr1(y) = cosφ cosα + cos θ sinφ sinα

vr1(z) = − sin θ sinα

vr2(x) = − sinφ sinα− cos θ cosφ cosα

vr2(y) = cosφ sinα− cos θ sinφ cosα

vr2(z) = sin θ cosα
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A.2 Lammps script to generate fourteen layers of

Cd-terminated (111) CdTe surface

#This lammps script generates Cd-terminated (111)CdTe surface 

units metal 

processors 2 2 2 

atom_style atomic 

dimension 3 

boundary p p f 

lattice custom 6.83 origin 0.1 0.1 0.1 orient x 1 1 -2 orient y -1 1 0 orient z 1 1 1 &. #Orientation for 111 surface 

                a1 1.0 0.0 0.0 a2 0.0 1.0 0.0 a3 0.0 0.0 1.0 & 

                basis 0.0 0.0 0.0       basis 0.0 0.5 0.5 & 

                basis 0.5 0.0 0.5       basis 0.5 0.5 0.0 & 

                basis 0.25 0.25 0.25    basis 0.25 0.75 0.75 & 

                basis 0.75 0.25 0.75    basis 0.75 0.75 0.25 

region  box block 0 10 0 10 0 12 units lattice              

create_box 3 box # One extra type for depostion  

group Te type 1 

group Cd type 2 

group adatoms type 3 #depositing atom or adatom has type 3 

region substrate block 0 10 0 10 0 3.27 units lattice # For 14 layers 

create_atoms  2 region substrate & 

           basis 1 1 & 

           basis 2 1 & 

           basis 3 1 & 

           basis 4 1 & 

           basis 5 2 & 

           basis 6 2 & 

           basis 7 2 & 

           basis 8 2 

mass 1 0.12760300E+03 

mass 2 0.11241180E+03 

mass 3 0.12760300E+03 

pair_style bop save 

pair_coeff * * /usr/local/src/lammps/lammps-16Mar18-intelmpi/potentials/CdTe.bop.table Te Cd Cd  

comm_modify cutoff 14.70 

region bfix block 0 10.0 0 10.0 0 0.8 units lattice 

group bfix region bfix 

region isotherm block 0 10.0 0 10.0 0.8 1.75 units lattice 

group isotherm region isotherm 

region free block 0 10.0 0 10.0 1.8 3.25 units lattice 

group free region free 

region mobile block 0 10.0 0 10.0 0.8 3.25 units lattice 

group mobile region mobile 

compute  add mobile temp 

compute_modify  add dynamic/dof yes extra/dof 0 

neighbor 2.0 bin 

neigh_modify delay 0 every 1 check yes 

timestep 0.001 

velocity all create 300 4928435 dist gaussian 

fix 1 bfix setforce 0.0 0.0 0.0 

fix 2 isotherm berendsen 300 300 1 5872534 

fix 3 mobile nve 

thermo_style custom step time atoms temp epair etotal ke pe 

thermo 50 

thermo_modify lost warn flush yes temp add 

dump depo all custom 50 dump.Tedim1evCdter.800k.dat id type x y z vx vy vz 

run 200000 

write_data 111Cdterminatedsubstrate.dat 
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A.3 Lammps script to generate twelve layers of

Te-terminated (100) CdTe surface

#This lammps script gives the 12 layers of Te terminated dimerized substrate of CdTe(100) 

units metal 

processors 2 3 1 

atom_style atomic 

dimension 3 

boundary p p f 

lattice custom 6.83 a1 1.0 0.0 0.0 a2 0.0 1.0 0.0 a3 0.0 0.0 1.0 &.  #Eight Basis sets for zincblende structure of CdTe 

                basis 0.0 0.0 0.0          basis 0.0 0.5 0.5 & 

                basis 0.5 0.0 0.5          basis 0.5 0.5 0.0 & 

                basis 0.25 0.25 0.25    basis 0.25 0.75 0.75 & 

                basis 0.75 0.25 0.75    basis 0.75 0.75 0.25 

 

region  box block 0 10.0 0 10.0 0 11.7     #Creating a box              

create_box 2 box 

group Cd type 1 

group Te type 2 

region substrate block 0 10.0 0 10.0 0 2.75 units lattice 

create_atoms  2 region substrate & 

           basis 1 1 & 

           basis 2 1 & 

           basis 3 1 & 

           basis 4 1 & 

           basis 5 2 & 

           basis 6 2 & 

           basis 7 2 & 

           basis 8 2 

mass 1 0.12760300E+03 

mass 2 0.11241180E+03 

pair_style bop save 

pair_coeff * * /users/PJS0245/utl0437/local/bin/lammps-potential/CdTe.bop.table Cd Te 

comm_modify cutoff 14.70 

region bfix block 0 10.0 0 10.0 0 0.8 units lattice #Four fixed layers 

group bfix region bfix 

region isotherm block 0 10.0 0 10.0 0.8 1.75 units lattice  #Four thermostat layers 

group isotherm region isotherm 

region free block 0 10.0 0 10.0 1.8 3.25 units lattice. #Four free layers 

group free region free 

region mobile block 0 10.0 0 10.0 0.8 3.25 units lattice #Eight moving layers(four thermostat + four free layers) 

group mobile region mobile 

compute  add mobile temp 

compute_modify  add dynamic/dof yes extra/dof 0 

neighbor 2.0 bin 

neigh_modify delay 0 every 1 check yes 

timestep 0.001 

velocity mobile create 1000 8232971 dist gaussian 

velocity bfix set 0 0 0 

fix 1 bfix setforce 0.0 0.0 0.0 

fix 2 isotherm langevin 1000 1000 1 952371 

fix 3 mobile nve 

thermo_style custom step time atoms temp epair etotal ke pe 

thermo 10 

thermo_modify lost warn flush yes temp add 

#This gives the equlibrated configuration after 200 ps MD 

run 200000 

write_data TeMLsubstrate.dat 
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A.4 Lammps script to perform sublimation

#lammps script reads the equilibrated substrate and performs the MD, records the sublimated particle in the window 

units metal 

processors 2 3 1 

atom_style atomic 

dimension 3 

boundary p p f 

log log.sublimation append #appending all the information from log.lammps file 

#Reading the substrate data file of name 'TeMLsubstrate.dat' having 12 layers of 10aX10a size 

read_data /users/PJS0245/utl0437/lammps/sublimation/4M4L4FCdML1100K/Te2sublimation/TeMLsubstrate.dat 

#Bond Order Potential file 

pair_style bop save 

pair_coeff * * /users/PJS0245/utl0437/local/bin/lammps-potential/CdTe.bop.table Te Cd 

comm_modify cutoff 14.70 

#Bottom four fixed layers 

region bfix block 0 68.33 0 68.33 0 5.2 units box 

group bfix region bfix 

#Middle four thermostat layers 

region isotherm block 0 68.33 0 68.33 5.25 12.85 units box 

group isotherm region isotherm 

#Top four free layers 

region free block 0 68.33 0 68.33 12.9 22.5 units box 

group free region free 

#Eight (four thermostat + four free layers) moving layers 

region mobile block 0 68.33 0 68.33 5.25 22.5 units box 

group mobile region mobile 

#Creating window layers at certain height above cutoff distance plus 1 A 

region sb block 0 69.5 0 69.5 30.33 40 units box 

group sublime dynamic all region sb every 1 

compute ke sublime ke/atom 

compute pe sublime pe/atom 

compute_modify  ke dynamic/dof yes extra/dof 0 

compute_modify  pe dynamic/dof yes extra/dof 0 

compute  add mobile temp 

compute_modify  add dynamic/dof yes extra/dof 0 

neighbor 2.0 bin 

neigh_modify delay 0 every 1 check yes 

# 1 femto second time step 

timestep 0.001 

velocity all create 1000 204112 dist gaussian 

fix 1 bfix setforce 0.0 0.0 0.0 

#Langevin thermostat is used 

fix 2 isotherm langevin 1000 1000 1 419320 

#NVE ensemble is used 

fix 3 mobile nve 

thermo_style custom step time atoms temp epair etotal ke pe 

thermo 10 

thermo_modify lost warn flush yes temp add 

#This records the particles if it enters into the window layer i.e if particle gets sublimated 

dump vapor sublime custom 10 dump.SublimatedParticles.dat id type x y z vx vy vz c_ke c_pe 

#This prints the frame in every 0.1 pico second to see the atoms sublimation 

variable b loop 1 10000 

label nextb 

run 100 

write_data Te2Sublimation.$b.dat 

next b 

jump script.lammps nextb 
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A.5 Python code to calculate the rate of sublima-

tion

#This python code calculates the rate of sublimation for a particular temperature within a certain range of window width  

import pandas as pd 

import numpy as np 

import math 

import json 

import yaml 

import os 

import shutil 

import math 

from mpmath import mp 

import sys 

from glob import glob 

import statistics as st 

 

def fileload(filename): 

    with open(filename,"rt") as f: 

      data = [[i for i in line.split()] for line in f.readlines()] 

    return data 

 

def get_constant_factor(): 

    KB = 8.617*10**(-5) 

    T = 1000.0 

    pi = 3.141592653589793 

    m = 4.23779496*10**(-25) 

    vel=10**10*((KB*T*1.60218*10**(-19))/(2*pi*m))**0.5 #This value we get in the unit of Angstrom/sec 

    const = vel #Angstrom/s 

    return const 

 

def get_window_time(hw,b,params): 

    """LAMMPS prints data in every 10 steps and time step is 0.001 ps. 1ps=>1000 stpes and it will be in 100the row in the 

data****1MD steps=>0.001ps***""" 

    tau_old = 0; tau_in=0;tau_out=0;steps_b =0;steps_b1=0;steps_times=0 

    """LAMMPS start detecting dimer if the lower atom is above 24.7 A from the top layer of bulk surface of CdTe plus 

1A""" 

    tau_old = params['MDsteps-sublimation'][0] #This is the MD time step when dimer enter the bottom of window 

    print("MD steps when dimer reaches bottom of window:",tau_old) 

    v_cm = round(params['Vzcm'][0],3) # it gets the z velocities of center of mass when the dimer enters the window 

    print("Vcm:",v_cm) 

    ws=abs(hw) #this is the shifting of the window height from 24.7 A 

    shift_window = int(1000*ws/v_cm) # MD steps by which new window is shifted 

    if(shift_window%10>=5): 

        shift_window=shift_window - shift_window%10+10  

    else: 

        shift_window=shift_window - shift_window%10 

    print("MD steps of window shift:",shift_window) 

    if(hw<0): 

        tau_in = tau_old-shift_window #negative when the window is lowered by certain height of original height. 

    else: 

        tau_in = tau_old+shift_window #This is the time when the dimer hits the bottomw of new window 

              

    steps_b1 = int(1000*0.1/v_cm) #this is just to avoid numerical inconsitency  

    if(steps_b1%10>=5): 

        steps_b1=steps_b1 - steps_b1%10+10  

    else: 

        steps_b1=steps_b1 - steps_b1%10  

    steps_times = round(b/0.1) #it helps in rounding the values not to have any numerical incosistency  
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    steps_b = steps_times*steps_b1#it gives the MD steps within the window of width b 

    print("small steps:",steps_b1,"window size in MD steps:",steps_b,"steps_time:",steps_times,"for b:",b)     

    tau_out= tau_in+steps_b #This is the MD step when the dimer leaves the window divid it by 10 gives array position 

    print("MD steps when dimer eneters the bottom of window (tau_in):",tau_in,"& when it leaves the window 

(tau_out):",tau_out) 

    return tau_in, tau_out,v_cm         

 

def get_avginvWR_window(params,tau_in,tau_out,s): 

    iapos = int(tau_in/10) #initial position of potential in row when dimer enters the window 

    fapos = int(tau_out/10) 

    AvginvWR=0 

    invWRA = [] 

    suminvWR = 0 

    KB = 8.617*10**(-5) 

    T = 1000 

    dp=0   

    delpe=0 

    for j in range(iapos,fapos+1): 

        delpe=float(params['PE'][j]) + 4500.0 # to make the exponential small for the size we are using 

        invWR = mp.exp((-delpe*(s-1))/(s*KB*T)) 

        invWRA.append(invWR) 

        dp=dp+1 #how  many data points we have 

    for k in range(dp): 

        suminvWR = suminvWR+invWRA[k]  

        #print(suminvWR) 

    AvginvWR = suminvWR 

    #print("windosum:",AvginvWR) 

    return AvginvWR     

 

def get_avginvWR_config(params,tau_in,s,dcor_time): 

    """dcor_time is given in ps. 0.001x10ps =>1 in row of data""" 

    fapos = int(tau_in/10) 

    iapos=int(100*dcor_time) #this gives the position in row. 

    AvgconfinvWR = 0 

    confinvWRA = [] 

    sumconfinvWR = 0 

    KB = 8.617*10**(-5) 

    T = 1000 

    dp=0 

    delpe=0  

    print("decorrelation time (ps):",0.001*int(params['MDsteps'][iapos])) 

    for i in range(iapos,fapos+1):#this gives the summing after decorrelation time to bottom of the window 

        delpe=float(params['PE'][i]) + 4500.0 # this is to  make calculation faster 

        invWR = mp.exp((-delpe*(s-1))/(s*KB*T)) 

        confinvWRA.append(invWR) 

        dp=dp+1 #how  many data points we have 

    for j in range(dp): 

        sumconfinvWR = (sumconfinvWR)+(confinvWRA[j])      

    AvgconfinvWR = (sumconfinvWR)  

    return AvgconfinvWR 

     

 def get_KTST(const,num_b,Denwow,Denww): 

    """sum the numerator of all 100 runs and divide it by the denominaotr of each runs gives the best result""" 

    ktstww = const*num_b/Denww #ksts with window in the denominator 

    ktstwow = const*num_b/Denwow #ktst without window in the denominator 

    return ktstww,ktstwow       
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def write_info(filename,s,b,ktstww,ktstwow): 

    with open(filename,'w') as ft: 

        #ft.write("s") 

        ft.write("s") 

        ft.write("\t") 

        ft.write("b") 

        ft.write("\t") 

        ft.write("KTST(N/(N+D))") 

        ft.write("\t") 

        ft.write("KTST(N/D)") 

        ft.write("\n") 

        for i in range(len(b)): 

            ft.write(str(s[i])) 

            ft.write("\t") 

            ft.write(str(b[i])) 

            ft.write("\t") 

            ft.write(str(round(ktstww[i],30))) 

            ft.write("\t") 

            ft.write(str(round(ktstwow[i],30))) 

            ft.write("\n") 

 

if __name__ == '__main__': 

    #***********make file in run changes the following******** 

    dcor_time = 40 #decorrelation time in ps.  

    heigt_win_shift = 0 

    bmin = 0.2 #minimum value to start b (window width) 

    bmax = 2.0 # maximum value for b 

    db = 0.02 

    #***************don't change any of the following****************** 

 

    max_value = int(bmax/db) 

    b = bmin 

    s=1 

    b_array=[] 

    AvgktstwwA=[] 

    AvgktstwowA =[] 

    s_array=[] 

 

    const=get_constant_factor() 

    print("constant value (Ang/sec:",const) 

    dir_list = glob("../*.json") 

     

    for i in range(0,max_value): 

        KTSTww_array=[] 

        KTSTwow_array=[] 

        tsub_array = [] 

        tot_tsub = 0  

        tot_ktstww=0 

        tot_ktstwow=0 

        print("Right now running for b:",b) 

 

        for j in dir_list:   # This has more than 300 files for each parameters 

            fnum = int(j.replace("../Results-","").replace(".json",""))  

            params = fileload_json(j) #Reads the json files those have MD time and PE obtained from LAMMPS 

            print("file:",j) 
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            #Gives the time to hit the bottom of window and time to leave window of width b 

            tau_in,tau_out,vz_cm = get_window_time(heigt_win_shift,b,params)  

         

            invWRw = get_avginvWR_window(params,tau_in,tau_out,s) #This gives reweighting funciton W-1 within 

window 

            invWRc = get_avginvWR_config(params,tau_in,s,dcor_time) # Reweighting function W-1 for configuration 

 

            Denww = invWRc+invWRw #Denominator with inclusion of numerator 

            Denwow=invWRc#denominator without numerator 

            num_b = invWRw/b #Numerator (window) value divided by b 

 

            ktstww,ktstwow = get_KTST(const,num_b,Denwow,Denww) 

            KTSTwow_array.append(ktstwow) 

            KTSTww_array.append(ktstww) 

 

        for q in range(len(KTSTww_array)): 

            tot_ktstww = tot_ktstww + KTSTww_array[q] 

            tot_ktstwow = tot_ktstwow + KTSTwow_array[q] 

 

        Avg_ktstwow = tot_ktstwow/len(KTSTwow_array)     

        Avg_ktstww = tot_ktstww/len(KTSTww_array) 

        print("s:",s,"b:",b,"AvgdenominatorwithoutN:",Avg_ktstww,"AvgdenominatorwithN:",Avg_ktstww) 

        AvgktstwwA.append(Avg_ktstww) 

        AvgktstwowA.append(Avg_ktstwow) 

        b_array.append(b) 

        s_array.append(s) 

        b=b+db 

        #To save the data  

    write_info('WH0AS1.dat',s_array,b_array,AvgktstwwA,AvgktstwowA)         
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