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Philosophers have long questioned the nature of morality and our moral sensibilities.
Definitive answers have been difficult to come by. In response, psychologists have
gathered mountains of empirical data to understand how these sensibilities are realized as
moral beliefs or as moral judgments. Traditionally, researchers have required people to
provide judgments about what is morally appropriate within morally charged hypothetical
situations. Known as moral dilemmas, people’s judgments are taken to be informative
about their underlying ethical beliefs. While this common practice has produced powerful
insights about our moral sensibilities, some have questioned whether the collected data is
predictive of our real-world behaviors in morally significant situations. Thus, researchers
have called for investigations that measure moral behavior, or at least associate
behaviors, with moral judgments. While some investigations have used creative methods
to target behavior, many have taken to studying people’s behavior in games, associating
it with their moral judgments or beliefs. In this quickly growing area that studies moral
behavior in games, researchers have yet to investigate how people’s moral judgments

predict behavior in games that simulate the tragedy of the commons. The particular



importance of commons dilemmas comes to light when considering not only some
influential arguments of past thinkers about the superiority of rational moral theories but
also, the growing threat commons dilemmas pose to an ever-more globalized world,
where viral pandemics and climate change have exerted increased pressure on human
society. In recognition of these facts, a new package of research was initiated to
investigate whether certain types of moral responders (and patterns of moral judgment)
predict behavior in game situations that simulate commons dilemmas. Within this
package, two pilot studies and three experiments were performed to test two key
premises. First, do moral judgments predict behavior in games that simulate the tragedy
of the commons? Second, do rational moral judgments predict behaviors that are less
susceptible to bad outcomes, that is, a tragedy for the commons? The answer to the first
question is unequivocal in the affirmative, as moral judgments predicted behavior in
commons games. Answers to the second question are more difficult to come by. At the
very least, rational moral judgments predict behavior that is better suited toward avoiding
tragedies of the commons at least some of the time (in specific instances). Other types of
moral judgments (which are often argued to be less rational) also predicted an increase in
behaviors likely to avoid tragedies of the commons. The conclusions that can be drawn

and the future directions that can be made will be discussed.
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Preface

Questions of morality speak deeply to what it means to be human. We are beings
that are thrown into the world (as Heidegger would say) without answers and yet we are
imbued with faculties that have the character of ascribing a type of certainty and
correctness to the hard questions that we encounter in the world. What is morally right is
one such question. In one sense, its answer seems to be helplessly subjective and
inevitably beyond the realm of empirical inquiry. This may be. And yet, our sense of
morality makes its voice known deeply from within, as a type of screaming conviction
that calls us to action.

Philosophers and scientists have dedicated lifetimes of work that call our moral
intuitions and beliefs into focus. Even the briefest analysis can offer us a clear answer as
to why. That is, morality at some basic level addresses the how in which people should
treat one another (and perhaps even themselves) in a world constrained by time and
defined by change. We live and then we die. In the interim, we take up projects that
require cooperation. And thus, morality is an all-important feature of our worlds. It is
akin to atmosphere. It is difficult (if not impossible) to see directly, but it is everywhere.
It is breathed in (when we encounter virtuous others) and exhaled (when we perform
moral acts). We recognize its importance to our well-being but have trouble grasping it.
Nevertheless, what precisely is moral has been subjected to a long history of folk and
philosophical theorizing. Still vexed by the questions outlined above, like the subjectivity
of morality, questions about what is moral continue to lack a decisive answer. Of course,
these are big questions that do not lend themselves easily to solutions. Thus,

psychologists have preferred a different tact — that ignores metaphysical pondering about

Xiii



what morality is and where it comes from, in favor of empirical data about how morality
is experienced and acted upon in specific contexts. That is, psychologists do not attempt
to answer whether certain actions or beliefs are moral, but rather, focus on what our
moral judgments are in situations that have the quality of seeming morally important.

In their pursuits, psychologists have collected data about peoples’ moral intuitions
and judgments across a wide variety of situations. Despite this, these situations often
require participants to judge whether it is ethically appropriate to sacrifice a person to
bring about a greater good. Thus, the situation of life and death is taken to have the
quality of seeming morally significant and the participant’s judgment is thought to
provide data about their underlying moral sensibilities. While this technique has yielded
many interesting findings, several key weaknesses in its approach have been pointed out.
While these weaknesses of the common practice will be given considerable focus in this
dissertation, they can be effectively outlined here as (1) failing to study moral behavior in
an ecologically valid way, (2) failing to fully appreciate the nuances of certain key moral
theories, and (3) failing to consider certain irreducible asymmetries between judgment
and belief. In recognition of these weaknesses, there has been a push to extend the
empirical analysis of moral judgment beyond sacrificial dilemmas and into other
situations (such as games) that have behavior (instead of only judgment) as a measurable
outcome variable in situations with greater ecological validity (like social traps and
economic games in the context of collective action problems).

For human societies to function, individual rights and interests must be weighed
against the rights and interests of the collective (for an in-depth analysis see Schneewind,

1983). This tension can be seen in many different areas of modern life, where societies
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have considered policies that restrict individual freedoms to promote the collective good
(such as emission policies to combat climate change). In 1968, Hardin powerfully
exemplified such dilemmas in a hypothetical scenario called the tragedy of the commons.
In commons dilemmas, individuals need to cooperate with the collective to prevent
disaster, which requires a balancing of their own interests, with the community good. In
the lab, behavior in these dilemmas has been investigated by observing the actions of
participants in games that simulate commons dilemmas.

While morality has been theorized to play a pivotal role in determining the
appropriateness of this balance between personal and community goals (Baatz et al.,
2019; Darr, 2019; Greene, 2013), research has seldom investigated how particular types
of moral agents behave in these situations. Thus, while several philosophers have argued
that certain codes of ethics are better suited to solve commons dilemmas than others (see
Greene, 2013), it is difficult to answer whether individuals, that adhere to different
theories of ethics, actually behave differently in situations like the tragedy of the
commons. That is, do a person’s moral judgments (and the categorization of those
judgments) predict their behavior in seemingly morally significant situations (especially
when real consequences are tied to that behavior)? If so, several related questions should
be asked, like whether certain types of moral responders (or even certain types of moral
judgments) are predictive of behaviors better suited to avoid tragedies of the commons?
These are key questions, as collective action problems that mirror the tragedy of the
commons are represented in several significant social problems that we suffer from today
(e.g., viral pandemics) and are expected to suffer from in the future (e.g., climate change,

artificial intelligence).
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Paper Overview

In recognition of the shortcomings of the conventional empirical approach and the
importance of these questions, in this paper, | will review the research that has directly
investigated behaviors of different moral agents in cooperative game situations before
proposing a new line of research designed to extend knowledge in this area. This will
demand context, and thus, a brief description of game theory and the major findings of
moral judgment studies will be presented in the first and second chapters. Then, in the
third chapter, a detailed review of studies that test moral behavior in games will be
provided. In the fourth chapter, I will outline my program of research and offer my
predictions that were established beforehand, after which, in the fifth chapter, I will
discuss the results and analyses related to that research. Finally, in the sixth chapter, | will

offer concluding remarks and speak to the potential future directions of this research.
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Chapter One

Socrates, the Sicilian, and Social Dilemmas

If not unique to humans in kind, theory of mind is unique by degree, compared to
other animal species. This seemingly innate ability allows humans to strategize in
competitive situations against others in sophisticated ways. For instance, in many
competitive situations or games, a player’s best action (for them) depends on what they
expect the other player(s) will do. Factoring in the motives and expected decisions of
other competitors can make seemingly simple games (such as tic-tac-toe) exceedingly
complex.

This complexity is humorously illustrated in the 1987 film, The Princess Bride,
when the Sicilian and the Dread Pirate Roberts face off in a battle of minds. In this scene,
these two characters play a game of life and death. The game begins when the Pirate
pours deadly poison into one of two cups. While the Sicilian knows that the poison has
been poured, he is not aware of which cup it has been poured into. After pouring the
poison, the Pirate gives the Sicilian, and himself, each a cup. Before the game ends, both
must drink, but the Sicilian has the final decision on who drinks from which cup (i.e., the
Sicilian can ask to switch cups). Thus, the Sicilian must decide if the Pirate has put the
poison into his own cup or the Sicilians’ cup. As the Sicilian reasons out loud for the
Pirate (and the audience) to hear, he attempts to predict which cup has been poisoned by
taking into account the Pirate’s own mental states, “I know that you know that I know”
and so on.

While our ability to appreciate these complexities usually offers us a decisive

advantage, it can sometimes lead to worse outcomes (Ross, 2019). For example, the



ancient philosopher Socrates reasoned that a soldier might be motivated to flee a battle if
his side has an overwhelming force and is sure to win regardless of his actions. After all,
why should the soldier continue to risk his life to achieve an already decided outcome?
The key problem is that if this thought also occurs to the other soldiers in the ranks, then
these soldiers will run also, and the battle will quickly turn into a deadly rout. Thus, the
seemingly rational actions of individual decision-makers (i.e., fleeing the battle) can lead
to a worse outcome intended by no one (i.e., a deadly rout).

Such scenarios are often referred to as social dilemmas in psychology, and while
they have long been recognized (see Randall, 1964), their understanding was
revolutionized in the 20" century by Jon Von Neumann, when he developed Game
Theory. In short, game theory allows for an analysis of the expected success of strategies
in game situations against other competitors (Camerer, 2003). It describes strategies that
rational agents should use to secure rational ends (like maximizing utility). While some
disagree about how to define and measure rationality, it is often thought to be connected
to logic and result-based analysis (Julmi, 2019). Thus, in this paper, rationality will be
used to refer to actions or rules that produce, or are expected to produce, the best result.

Adopting the definition just outlined, psychological research has found that
humans routinely fail to behave rationally in many situations (for an in-depth analysis,
see Ariely, 2008). Reasons for acting irrationally run the gamut; however, evidence
indicates that morality plays a part. Indeed, in moral dilemmas, rational actions are often
perceived negatively, and rational decision-makers are sometimes viewed as less warm

and less preferable, compared to those who made principled or emotionally congruent



decisions (Rom et al., 2017). This negative perception of rational behavior also extends to
game situations.

In a study by Grossman et al., (2020), people were asked to predict the behaviors
of players who were described as “rational” versus “reasonable” in commons dilemmas
and other economic games. Participants predicted that rational players would behave
more selfishly. In addition, participants were more likely to describe rational players as
emotionally suppressed, while reasonable players were more often described as honest,
fair, and moral. Studies have even shown that in cooperation games, people who take
longer to decide whether to cooperate are viewed as less trustworthy than individuals
who cooperate quickly (Jordan et al., 2016). The interpretation is that participants viewed
people who agreed to cooperate more quickly as adhering to something like a principle of
trustworthiness, rather than a commitment to pragmatism. Thus, while it seems beneficial
to calculate the potential costs and benefits of cooperating, this behavior may come with
certain social costs that stem from the moral sensibilities of others. This is an important
point, as certain moral inclinations require the explicit calculation of the consequences of
one’s actions, while others support acting in accordance with general principles (like
fairness or reciprocity).

Playing Fair.

Humans have strong intuitions about what is fair (Hallsson et al., 2018) and often
react negatively (or perhaps irrationally) when our expectations of fairness are violated.
Psychologists have measured these intuitions, and the behaviors they instantiate, by
having people play economic games (like the ultimatum game). In the ultimatum game,

one player is given x number of resources that he must split between himself and the



other players. If the other players reject his proposed distribution, they all walk away with
nothing. While a rational agent would accept any offer greater than zero (it is better to
have some portion of x than none), players nonetheless routinely reject highly unfair
offers (Camerer & Thaler, 1995). Of relevance to the current review, previous works
have found that these rejections are motivated by emotional (e.g., Zheng et al., 2017) and
moral (e.g., Hallsson et al., 2018) processes.

In the case of emotion, rejections of unfair offers are predicted by large emotional
reactions (Reuben & Van Winden, 2005), high reactions of disgust (Chapman et al.,
2009), and emotionally laden desires to punish negative behavior (Hallsson et al., 2018).
While some researchers have argued that these rejections are defensible (e.g., Nowak et
al., 2000), in that, decision-makers must balance their desire to profit with their social
reputation (i.e., one does not want to have the reputation that he can be easily taken
advantage of), studies have found that people reject unfair offers even in situations of
anonymity (e.g., Ning Ma et al., 2012), when social concerns cannot be taking an active
role in the rejection. Perhaps most alarmingly, people often reject unfair offers in
conditions where the rejection does not penalize the offeror (Yamagishi & Horita, 2009).
These findings have led some to argue that rejections of unfair offers are driven partially
by moral concerns, as people often react to offers that violate one’s sense of intuitive
fairness with feelings of moral disgust (for a review, see Hallsson et al., 2018).

Social Dilemmas.

Beyond using ultimatum games, studies have also had participants play games

that simulate social dilemmas, where the interests of the individual players are put into

conflict with the interests of all players (for a review, see Van Lange et al., 2013). Many



scenarios have been created to research how people respond in such situations (e.g., stag
hunt game, public goods game, the commons dilemma). Common’s dilemmas, which are
a type of social dilemma that leverages a player’s short-term individual interests against
long-term group interests, are particularly interesting due to their close approximation of
collective action problems that face society today (e.g., climate change).

For a simple example of a commons dilemma, consider four villagers sharing fish
as a resource in a pond that has a capacity of twelve fish and that every night, each pair of
fish conceive a second fish. Given these basic requirements, the best-case scenario (in
respect to expected utility) is that each villager only fishes one fish per day. This way,
every day, the number of fish in the pond is reduced to eight and then increases back up
to twelve the next day. In the long run, this will lead to the best result for the farmers
collectively. However, if one of the villagers takes more than their fair share of fish,
while this selfish action allows an immediate short-term benefit for him, the cost is
spread out amongst all the villagers in the community. Much like in Socrates’ battle
scenario, where one soldier fleeing is expected to cause a chain reaction of the army
fleeing in mass, the action of this one villager would likely cause a chain reaction, where
the other villagers would also overfish the pond, leading to a long-term tragedy for the
commons. Thus, not only is it irrational to overfish the pond, but it would also be morally
significant, as such actions, expected to lead to collective tragedy, seem prima facie
immoral. As a quick caveat, whether this is actually immoral is something that
philosophers may contest. While a deeper consideration of morality will be provided in a

later chapter, the seeming immorality of such actions is assumed for now.



Acknowledging the connections between rationality and morals in commons
dilemmas, some have argued that following a characteristically rational moral theory
(i.e., utilitarianism) should better equip individuals to prevent tragedies of the commons
than does our common-sense moral intuitions (Greene, 2013). However, to date, few
studies have investigated how different types of moral agents behave in tragedy of the
common’s situations. Instead, most of the research has investigated human morality in
hypothetical thought experiments like the trolley problem (e.g., Greene et al., 2001) or
with questionnaires assessing moral beliefs (e.g., Dickinson et al., 2016), instead of using
more real-life scenarios (Ellemers et al., 2019). Thus, it is difficult to answer whether
people that show more characteristically rational moral judgment will behave differently
in commons dilemmas (see Clarkson, 2022 for a review). The limited research that has
attempted to answer this question will be reviewed in detail in chapter three. However,
chapter two will first provide a brief overview of the work in moral philosophy and moral

psychology to lay context.



Chapter Two

Psychological Theories and Moral Judgment

In the philosophy of normative ethics there exist many different theories about
what constitutes moral rightness and wrongness. A lengthy discussion of these many
theories is beyond the scope of this project. It is, however, important to outline two
conflicting ethical theories (i.e., deontology and utilitarianism) since they have exerted a
large impact on psychological investigations of morality. In Kantian ethics, often referred
to as deontology, morality has a theorized basis in the laws of reason (Korsgaard, 1996).
Therefore, to Kant, obligatory moral principles are discernable by reason alone. For
certain reasons that I will not fully explore here, deontology is typically associated with
commonsense morality. That is, deontology has been argued to be based on common-
sense morality in a post hoc fashion because it instantiates the emotionally based gut-
level, and thus, common-sense moral intuitions of the common man (for an in-depth
treatment of this argument see Greene, 2008). Still, this is not to say that deontological
precepts cannot be rational; rather, it is argued that the adherence to deontological moral
rules sometimes leads to irrational decisions (Sunstein, 2005).

By contrast, for utilitarian ethics (which is a category of consequentialism),
morality is assessed by the consequences of one’s actions (Troyer, 2003), and it often
diverges from common sense moral intuition. In the words of famous utilitarian
philosopher John Stuart Mill, “the creed which accepts as the foundations of morals
“utility” or the “greatest happiness principle” holds that actions are right in proportion as

they tend to promote happiness; wrong as they tend to produce the reverse of happiness”



(Troyer, 2003, p. 99). Simply put, for utilitarianism, actions that promote the greatest
good for the greatest number are morally appropriate.

Building upon these philosophical theories and other interdisciplinary work,
psychologists have extensively investigated morality across thousands of research studies
(Ellemers et al., 2019). Based on the empirical findings of this research, several popular
theories have been proposed (e.g., morality as cooperation, moral foundations theory,
dual-process theory). In contrast to those in philosophy, theories in moral psychology do
not attempt to identify what is moral or to make prescriptions about what humans ought
to do. Instead, they are concerned with describing the many psychological processes that
instantiate morality and are important insofar as they can explain our moral judgments
and ultimately, predict our behaviors in situations where morality matters. While these
theoretical approaches are different in kind, interdisciplinary investigations have used the
degree to which people follow the prescriptions of utilitarianism and deontology as
evidence of their underlying moral motivations (Conway & Gawronski, 2013). For
instance, utilitarian decisions are often argued to be the product of utilitarian motivations
(e.g., Conway et al., 2018). While this could be so, some moral theories in psychology
offer a set of additional or alternative explanations for our moral judgments. Thus, it is
important to review theories in philosophy and moral psychology. For the sake of clarity,
I will begin the next section by defining some relevant terminology before discussing
specific theories in moral psychology.

Moral Theories in Psychology.
Psychologists have used many terms to describe different and overlapping

psychological aspects of morality. Indeed, these terms are not always clearly defined in



the literature and to a varying degree, are used imprecisely. Intuitions and beliefs
represent a good example of this, as they have often been used interchangeably (e.g.,
Sinnott-Armstrong et al., 2010). Here, intuitions and beliefs generally refer to attitudes,
feelings, or dispositions about what is morally appropriate. Moral inclinations are similar,
in that, they also assume a disposition about what is appropriate. Indeed, it is up for
debate how much daylight exists between these terms (e.g., Ramsey, 2019). It is clear,
however, that intuitions, beliefs, and inclinations are not the same as judgments or
behaviors.

A moral judgment is the assessment of the morality of a specific action
(Saltzstein, 1994). In this way, moral judgments are less abstract than intuitions and
beliefs. For instance, a person may hold the belief that it is morally wrong to commit
murder, but this is not in itself a moral judgment. Instead, a moral judgment would
require that a person has evaluated the moral appropriateness of committing murder in a
situation (real or hypothetical). Moral behaviors are elevated beyond moral judgments in
that they typically require a person to commit an action that has consequences for
themselves and others (Saltzstein, 1994). That is, for a person to engage in a moral
behavior, they must make a choice or perform an action that carries with it some level of
moral responsibility. While psychologists have used several interesting methods to study
moral behavior, these efforts often involve having participants play games that have
morally relevant consequences. For instance, if a person chooses to act unfairly (or cheat)
in a game, this action has morally relevant consequences for the cheater and the other
players. These consequences can be restricted to the game or be affected upon the real

world, typically with monetary incentives.



Having defined the necessary terms, space will be given below to outline the
dominant theory in moral psychology, that is, Dual-Process Theory. However, it should
be noted here, that there are other theories within moral psychology, which were given
passing reference above (i.e., moral foundations theory and morality as cooperation
theory), that pay less attention to the moral judgments people make and instead focus
primarily on diagraming the moral beliefs that people hold. These theories will be
relevant when considering potential future directions resulting from this project and will
thus be taken up in some detail in chapter six.

While there are many models and accounts of morality that fall within the
purview of dual-process theory, it commonly holds that our moral intuitions are the
product of often conflicting emotional and rational processes (Greene et al., 2001) that
roughly instantiate deontological and utilitarian ethics respectively (Greene, 2013).
Indeed, while the theory is not universally accepted, it is supported by many empirical
studies that have investigated moral judgment. This research has often investigated how
individuals make decisions in morally charged hypothetical dilemmas modeled after
philosophical thought experiments (for a review, see Ellemers et al., 2019). These
thought experiments, sometimes referred to as “trolley problems”, typically require that
decision-makers select an option they consider to be ethically appropriate from a larger
set. In their common form, they present decision-makers with two solutions to a dilemma.
These solutions differ, in that, one often adheres to deontological ethics (i.e., a moral
principle is not violated), while the other adheres to utilitarian ethics (i.e., the best

consequences are produced). In this way, researchers can record participants’ responses
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to determine whether they are making deontological judgments (consistent with the
emotional process) or utilitarian judgments (consistent with the rational process).

For instance, in a famous example from Greene et al., (2001), individuals are told
to consider a scenario where a runaway trolley is about to run over and kill five people
further down a track. The only way to avoid this outcome is to pull a switch that will
divert the trolley onto a separate track. However, on this alternative track, there is another
person who will be run over and Killed if the switch is pulled. Participants are then asked
to decide what they ought to do. Should they pull the switch (i.e., the option advised by
utilitarian ethics as it leads to the best consequences)? Or should they refuse (i.e., the
option advised by deontological ethics as it is considered an objective moral principle not
to kill)? While many modifications have been made to moral dilemmas like the switch
case, they usually hinge on forcing people to endorse either a utilitarian or deontological
solution. For instance, in another similar dilemma (known as the footbridge dilemma)
from Greene et al., (2001), individuals are again told that a runaway trolley is about to
run over and kill five people further down a track. The only way to avoid this outcome is
to fatally push a large man off a bridge that runs over the track, so that he falls in front of
the trolley, stopping it before it runs over and Kills the five people further down the track.

Notice, that in each of these two scenarios, the consequences are kept logically
consistent. That is, in each case, decision-makers must judge whether it is appropriate to
kill one person to save five. Interestingly, among the most common findings in moral
psychology is that these two scenarios are typically responded to in different ways. That
is, people usually judge it appropriate to pull the switch but not to push the man off the

bridge (e.g., Bloom, 2011; Gleichgerrcht & Young, 2013). This lack of consistent
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judgment between logically equivalent scenarios has often been explained, within the
context of dual-process models, by appealing to emotion (e.g., Greene, 2013; Haidt,
2001). That is, viewing these dilemmas appears to differentially activate brain areas
associated with emotion (Greene et al., 2001) and scenarios like the bridge case, where
the deontological response is more common, illicit increased levels of emotion (e.g.,
Horne & Powell, 2016). Conversely, when participants endorse the utilitarian solution to
a dilemma, this is assumed to indicate that the participant is motivated by a cognitive
concern to bring about a greater good (e.g., Greene et al., 2001). Taken together, these
and other findings have been interpreted as evidence in favor of a dual-process model of
moral judgment (e.g., Bretz & Sun, 2018; Greene, 2008; Haidt, 2001).

In accordance with the model, many studies analyze participants’ utilitarian vs
deontological decisions to make inferences about the nature and strength of each process
(e.g., Conway & Gawronski, 2013; Friesdorf et al., 2015). However, this practice has
been challenged by research showing that people who make utilitarian decisions in
sacrificial dilemmas are more likely to display negative personality traits, like
psychopathy (Bartels & Pizarro, 2011), are less moral in a variety of other situations
(Kahane et al., 2015), and are more likely to view cheating as appropriate (Crittenden et
al., 2009). The upshot of these findings is that these sacrificial judgments may not reflect
a stronger rational process, but rather, a lack of morality. This has led to an unresolved
debate in the area. Do utilitarian judgments in sacrificial dilemmas reflect a true concern
for the greater good or a lack of moral principle and an antisocial disposition?

In a direct response to Kahane et al., (2015), Conway et al., (2018) argue that

sacrificial utilitarian judgments do represent a concern for the greater good and that, their
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association with negative personality traits is an artifact of a second variable (i.e., low
deontological inclinations). Thus, they argue that individuals can be sensitive to both
utilitarian and deontological motivations simultaneously. Using an approach known as
the process dissociation technique, which allows for an independent analysis of
participants’ utilitarian and deontological inclinations, their results show that low
deontological inclinations (not high utilitarian inclinations) are associated with the
negative personality traits and immoral behaviors identified by Kahane et al., (2015).
This debate remains unresolved and will be discussed further in the following section;
however, it is important to recognize here that using methods that only record
participants’ moral judgments, rather than their behavior in morally relevant situations,
may not provide sufficient data to settle it.

Weaknesses of only Measuring Moral Judgment.

A recognition of the inherent limitations of studying morality by collecting data
on participants’ moral judgments is not new. Indeed, it has been acknowledged for some
time that a fundamental shortcoming of this approach is that it asks for, and collects data
on, participants’ moral judgment, rather than their actual behavior (Bloom, 2011). To be
clear, while collecting data on participants’ moral judgments is valuable — it is interesting
to detail what people think one ought to do in a specific moral situation; it may not
predict behavior in real-life situations. After all, moral judgment data has typically been
gathered from extreme moral dilemmas (like the trolley problem), which rarely happen in
day-to-day life. While an extensive body of research has yet to be gathered on the
differences between moral judgment and behavior (Patil & Silani, 2014), several studies

have found key discrepancies between the two (Bostyn et al., 2018; Gold et al., 2014,
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Gold et al., 2015; Francis et al., 2016; Tassy et al., 2013). For instance, research by Gold
et al., (2015) found that when people are asked to perform a moral action with real-world
consequences, the previously noted differences in judgment between dilemmas like the
switch and footbridge case fall away.

Of the studies that have investigated potential differences between moral
judgment and behavior, several did not actually measure behavior but instead measured
participants’ predictions of how they would act if the dilemma was real (Tassy et al.,
2013). Interestingly, results show that peoples’ predictions of how they would act are
more utilitarian than their judgments about what is morally right (e.g., Tassy et al., 2013).
This is consistent with other research observing increased utilitarian judgment when
dilemmas are presented in virtual reality rather than conventional text formats (Francis et
al., 2016). While this research has interesting implications (i.e., perhaps people would
show more utilitarian behavior than their judgments in conventional sacrificial dilemmas
indicate), it nonetheless falls short of measuring actual moral behavior.

The small body of research that has risen to this standard, by associating
participants’ moral judgments with morally relevant behaviors, has yielded mixed results.
In a well-known study conducted by Bostyn et al., (2018), participants’ judgments in
hypothetical trolley problems were compared to a similar real-life decision. That is,
participants were told that five mice were about to receive an electric shock unless they
decided to push a button, which would redirect the electrical current to a different mouse
instead. When compared to their judgments in hypothetical versions of the trolley
problem, participants were twice as likely to make the utilitarian decision in the real-life

mouse dilemma. In addition, the authors did not find evidence that participants’
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hypothetical judgments (to trolley problems) predicted their actual behavior in the mouse
dilemma. However, some have argued that this conclusion goes too far, citing that
alternative analysis on the same data reveals that participants’ hypothetical moral
judgments marginally predicted their behavior (Plunkett & Greene, 2019). Indeed, other
studies have found that studying peoples’ responses to hypothetical moral dilemmas can
be useful for predicting certain patterns of moral behavior in games, like antisocial
money burning (Dickinson & Masclet, 2019). Thus, while the precise relationship
between moral judgment and behavior continues to be debated, there does seem to be a
growing body of evidence indicating that people may act in ways that are more utilitarian
than their judgments in sacrificial dilemmas are letting on.

Another weakness comes from outside of psychology. In philosophy, some have
questioned the legitimacy of using moral judgment data from thought experiments like
the trolley problem (for an in-depth analysis, see Ramsey, 2019). In this vein, it is argued
that peoples’ intuitions about how they would act in moral dilemmas are not equivalent to
judgments or beliefs about how they would, or even should, act. Instead, as argued by
Ramsey (2019), participants’ intuitions about the morally appropriate action are less of a
judgment and more of an intellectual seeming. To Ramsey, these intellectual seemings
are more like “defeasible pro-attitude” mental states toward a position that does not
necessitate a belief (Ramsey, 2019, p.80). Specifically applied to the trolley problem, a
person who intuits that they would pull the switch (i.e., saving five at the cost of killing
one) believes that pulling the switch will save lives (as this is a feature of the scenario
itself) but is merely reporting a defeasible attitude in favor of pulling the switch (2019).

Ramsey argues that these intuitions may be akin to the intuition that two equally long
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lines are different lengths (as produced by the Muller-Lyre illusion) while still holding

the belief that they are not.
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Chapter Three

Moral Psychology and Games

While behavior in economic games, and to a larger extent, social dilemmas, have
been commonly studied in psychology, associations between behavior in these situations
and morality have only recently been studied (Alfano et al., 2018) and remain
underexamined (Brodbeck et al., 2013; Ellemers et al., 2019). To this point, only a few
recent studies have investigated the relationship between participants’ moral beliefs,
attitudes, and judgments, with their behavior in game situations. Of these, they often
differ across several factors, including how they measure morality.

While some studies have used questionnaires that assess support for specific
moral precepts, like those outlined by moral foundations theory (Clark et al., 2017;
Dickinson et al., 2016; Kim et al., 2013; Weaver & Lewis, 2012), the more common
approach is to use participants’ utilitarian versus deontological judgments in sacrificial
dilemmas as an individual difference factor (Bostyn & Roets, 2017b; Capraro et al.,
2018; Chen, 2011; Everett et al., 2016; Everett et al., 2018; Noclain, 2018; Sacco et al.,
2017). Within this set, some studies have used additional or alternative methods, such as
white lie dilemmas (Noclain, 2018) or beneficence dilemmas (Everett et al., 2018), or
have asked participants to evaluate justifications for utilitarian versus deontological
actions (Kreps & Monin, 2014).

In addition to the noted differences in measuring morality, the games themselves,
which measure economic and moral behavior, often differ from study to study (e.g., the
trust game, dictator game, etc). Even particular games, like the trust game, have been

manipulated to explore different interacting factors (such as the number of players in the
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game). Another major differentiating factor is whether studies investigate how a
particular moral agent is perceived by others (e.g., if participants trust a utilitarian player)
versus how different moral agents behave in game situations (e.g., how a utilitarian
player actually behaves in the game). Taken together, these differences have allowed for
a small number of often exploratory studies to make tentative conclusions about how
moral judgment predicts behavior in some game situations. However, this research
remains largely incomplete and as such, it cannot settle certain debates about conflicting
results and leaves other important questions entirely uninvestigated.

Findings Across Different Games and Dilemmas.

Studies that have sought to associate moral judgments with behavior in economic
games have mostly tested participants in cooperation games (e.g., trust games, public
goods games). In these games, players need to cooperate to achieve the optimal utilitarian
result (i.e., the greatest good for the greatest number). Among the different types of
cooperation games, the trust game is most popularly used (Bostyn & Roets, 2017,
Capraro et al., 2018; Everett et al., 2016; Everett et al., 2018; Noclain, 2018). In their
common form, trust games involve two players (Player A and Player B).

Player A starts the game with some amount of money and can transfer any
amount of that money to Player B. Then, the entire amount that was transferred is
increased by some factor, and Player B gets to decide how much (if any) of the money to
transfer back to Player A. In this game, the best-case scenario (in terms of utility) is that
Player A transfers the entirety of their starting funds to Player B, as this allows for the
greatest monetary sum to be awarded in the game. However, to do this, Player A needs to

trust that Player B will return a portion of the money that is at least equal to the amount
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that they originally transferred to Player B. Thus, in trust games, Player A’s actions are
treated as an individual measure of trust, and Player B’s actions are a measure of
trustworthiness (i.e., how much does Player B transfer back to Player A).

In these studies, participants often make moral judgments in hypothetical
sacrificial dilemmas before playing trust games with other players. Participants’
responses can be used to categorize them as utilitarian responders or deontological
responders. Once they start the game, participants are told the moral judgments of the
other players in the game. Based on this information, participants often rate co-players on
several metrics, such as likeability (Sacco et al., 2017), or perceived trustworthiness
(Bostyn & Roets, 2017b; Capraro et al., 2018; Everett et al., 2016; Everett et al., 2018;
Noclain, 2018). Finally, behavioral indices of trusting and trustworthiness are calculated
by examining the cooperative behavior of players in the game.

Trust and Cooperation. The studies that have directly associated moral
judgment with behavior in trust games have yielded mixed results, indicating that a
perception gap exists between perceived trustworthiness and actual trustworthiness. That
is, while it has regularly been found that participants perceive (and act as though) players
who made deontological judgments in sacrificial dilemmas are more trustworthy, the
behavioral data indicates that these players are not any more trustworthy than those who
made utilitarian judgments. In addition, some interesting but limited results have been
found on the group level, when looking at a different cooperation game, i.e., the public
goods game.

Across five studies, Everett et al., (2016) found that participants viewed people

who made the deontological choice in the footbridge dilemma as more trustworthy,
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transferred more money to them in the trust game, expected that they would transfer more
money back to them in later rounds, and preferred them over utilitarian partners as much
as 80% of the time. Interestingly, this preference was maintained even when controlling
for the participant’s own moral judgments. That is, utilitarian and deontological
participants showed the same preference for deontological partners. These findings were
replicated (study one) and extended (study two) in Bostyn and Roets (2017b).

In study one, participants rated deontological partners as more trustworthy than
utilitarian partners and transferred more credits to deontological partners. However,
despite these preferences, deontological responders did not transfer more money than
their utilitarian counterparts, indicating the existence of the aforementioned perception
gap between perceived and actual trustworthiness. In study two, participants played a
hypothetical public goods game with three other sham participants, in which, they began
with 100 credits. Participants could donate any amount of their credits to the public good,
where this total (from all players) would be doubled and redistributed evenly, regardless
of the player’s original donation. Finally, participants were told how the other players had
responded to sacrificial dilemmas. Like in the trust game, participants trusted
deontologist responders more; however, in the public goods game, deontological
responders were found to be more cooperative than utilitarian responders.

Conversely, recent investigations by Capraro et al., (2018) found that
deontological responders were not more trustworthy in trust games than utilitarian
responders, after analyzing the amount of money returned in later rounds of the game.
There are several potential explanations for this conflicting result. First, Capraro et al.,

(2018) classified participants as deontological or utilitarian by assessing their responses
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to a modified version of the footbridge dilemma, known as the trapdoor dilemma. While
the footbridge and trapdoor dilemmas are logically consistent, the trapdoor dilemma
teases apart two arguably morally significant variables, i.e., personal force and the
doctrine of double effect, which have been shown to heavily influence moral judgments
(e.g., Greene et al., 2009). In addition, while both studies measured the behavior of
different types of moral responders in cooperation games (i.e., the public goods game and
the trust game), research has shown that response patterns between these games
sometimes only display small to medium correlations (Haesevoets et al., 2015). Still, the
overall finding that deontological judgment increases one’s perceived trustworthiness has
strong support in the literature.

Altruism and Competition. A few studies have associated moral judgment with
behavior in non-cooperation games, like the dictator game. In dictator games, Player A
starts with a sum of money, which they can share with Player B or not. In these games,
Player B has no active role in the game. Since Player B cannot reciprocate by returning
some of this money to Player A (as in the trust game), Player A’s giving is taken as a
measure of altruism. Research has previously shown that cooperation is common in
social dilemmas, like the dictator game, even when cooperation is not expected to
generate better outcomes (Capraro et al., 2014). This research adds to other accounts
(e.g., evolutionary psychology) that argue that cooperation is a type of heuristic that is
generally adaptive. However, this study did not investigate potential associations between
morality and cooperation. A later study by Capraro et al., (2018), where participants
played dictator games in pairs, after first being given information about their partner’s

moral judgment in the trapdoor dilemma, came closer to the mark. While participants

21



expected deontological partners to be more altruistic, deontological and utilitarian
responders did not differ in their actual donations.

Moral Conformity. The research outlined above clearly de