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Validity is a foundational aspect of learning assessments; the process of validation 

is vital. Validation is context-specific and needs to be examined for test-scores from each 

learning assessment that will be used in decision-making—especially high-stakes 

decision-making which may affect progression in a pharmacy education program, 

graduation, and/or licensing. Kane’s Framework for Validation has four inferences 

(scoring, generalization, extrapolation, and implications), of which generalization is an 

important first step. Generalizability Theory (G-Theory) can do this though it has been 

used very rarely in pharmacy education. This dissertation is focused on demonstrating 

use of G-Theory for reliability evidence (generalization inference) with three common 

applications of learning assessments in pharmacy education—a performance-based 

assessment, multiple examinations, and multiple quizzes in preparation for an 

examination. Reliability was reported for each application. As well, variance was found, 

and optimization of test parameters was explored for each. Rigor can and should be a 

focus for every high-stakes assessment, including (and especially with) performance-

based assessments. In the unique educational context and resources of each 

college/school of pharmacy, reliability and the impact of alterations in test parameters 
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should be examined. Following from this, the impact on reliability in varying the number 

of exam questions, and varying the weight of quizzes was also demonstrated. At each 

institution and for various learning assessments, G-Theory provides validation evidence 

that can show rigor for use of learning assessment scores. G-Theory also allows 

exploration for customization of test parameters. It would be prudent for G-Theory to 

evolve to much wider use in pharmacy education. 
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Chapter One 

Introduction 

Background of the Study 

Fairness to students is important in the assessment of learning. In addition to a 

discussion of the criticality of validity and reliability, the latest edition of The 

Educational and Psychological Testing Standards (called “The Standards” hereafter) 

introduced the concept of Fairness In Testing (AERA, APA & NCME, 2014). The 

Standards describe fairness as “a fundamental validity issue” and “[the] chapter 

addresses measurement bias as a central threat to fairness in testing” (pg.49). Thus, one 

key aspect of fairness in testing is test validation—the concept of providing evidence to 

support use and interpretation of learning assessment results. 

Though not only for fairness, validity is an essential aspect of test score quality. 

Indeed, The Standards describe it as “the most fundamental consideration in developing 

and evaluating tests” (AERA et al, 2014, pg.11; italics emphasis added). In fact, one 

review of legal court cases regarding quality assessment programs showed “strong 

congruence between The Standards and how validity is viewed in the courts, and that 

testing agencies that conform to these guidelines [The Standards] are likely to withstand 

legal scrutiny” (Sireci & Parker, 2006, pg.27). Even more specifically, the reliability of a 

test has been a key vulnerability within litigation of health-professions education (Tweed 

& Miola, 2001). 

 Legal challenges have been most contentious when test scores were used in a 

high-stakes setting. According to The Standards, the stakes of a setting refers to the 
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importance of decisions that are made based on scores from a test (AERA et al, 2014). A 

low-stakes test represents an assessment of learning “used to provide results that have 

only minor or indirect consequences for individuals, programs, or institutions involved in 

the testing” (pg. 221). In contrast, a high-stakes test is one where “results have important, 

direct consequences for individuals, programs, or institutions involved in the testing” (pg. 

219). Thus, in high-stakes scenarios, validation of test and assessment process become 

critical (Peeters & Cor, 2019). 

Problem Statement 

 Tests within classroom settings of higher education are often used without 

rigorous validation. Having validation evidence is an aspect of fair testing and especially 

critical with high stakes testing (Peeters & Cor, 2019). The problem addressed in this 

study was a lack of rigorous validation evidence, especially for high-stakes testing, within 

pharmacy education.  

Similar to other health-professions programs, pharmacy curricula are often 

rigidly, “lock-step” structured. That is, a student must successfully complete all 

coursework at one level before progressing to more advanced coursework (i.e., every 

course is a pre-requisite for future courses). Failure of any single course can cause a 

student to fall out-of-sync with the next offering of that course in the following year, and 

so that student’s graduation will be delayed by at least one year. Furthermore, health-

profession accreditors require reporting attrition and any delay in students’ progression. 

For instance, the Accreditation Council for Pharmacy Education deems it important for 

site reviewers to evaluate students’ on-time graduation from a PharmD program, as well 

as colleges/schools of pharmacy to disclose this to the public via that college/school’s 
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webpage (Accreditation Council for Pharmacy Education, 2015). With this need for 

timely progression and in this “Age of Accountability” (DeLuca, 2012), educators’ 

responsibility for educational outcomes are under increased scrutiny from other 

stakeholders (e.g., administrators, lawyers, parents) that each course be conducted 

scrupulously and fairly, especially if failure of that course could halt progress in a 

curriculum and result in additional tuition and fee costs for a student. Thus, delaying 

students’ progression within a health-professions degree program should be seen as a 

high-stakes situation, and so any testing used for decisions to delay progression (i.e., 

important, direct consequence for a non-progressing student) should meet standards for 

high-stakes testing. 

The Standards provide guidance on how to seek validity evidence and what 

sources to use (AERA et al, 2014). In Educational Measurement, Kane (2006) presents a 

summary of validation, specifically describing evidential needs for making inferences 

from test scores. He defines validation as a process of generating evidence that enables 

investigators to feel confident in the validity of their inferences, specifically regarding 

use and interpretation of scores from a test. Kane’s Framework for Validation is 

argument-based; it starts with stating an argument for a specific use and interpretation of 

scores from a learning assessment and is followed by generating evidence for inferences 

of scoring, generalization, extrapolation, and implications. This dissertation has used 

Kane’s Framework for Validation. 

As an accreditor of education in a health-profession, the Accreditation Council for 

Pharmacy Education (2015) notes the importance of validation, using terms such as 

standardized, valid, reliable, and validating. However, the reporting of validation 
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evidence within pharmacy education literature has been limited (Hoover, Jung, Jacobs & 

Peeters, 2013), and so improving the psychometric rigor of tests in pharmacy education 

seems needed. An apparent and continued lack of awareness among pharmacy 

academicians regarding the need for evidence for validation of tests has also been noted 

(Peeters & Martin, 2017; Peeters & Cor, 2019). Validation efforts would be beneficial for 

a number of stakeholders including colleges/schools of pharmacy (who would 

demonstrate their commitment to holding their students to high-quality standards for 

competence in the practice of pharmacy), faculty and administrators (who would be 

better assured of test quality), and students (who would benefit from an improved focus 

on fairness in testing and more accurate assessments of their abilities).  

 It is important to recognize and emphasize that validation should not be 

conceptualized as one validation study but as a series of investigations (Cook et al, 2015; 

Kane, 2006). Use of Kane’s Framework for Validation has repeatedly been highlighted in 

reviews from medical and pharmacy education (Cook et al, 2015; Peeters & Martin, 

2017). Validation can require several studies providing supporting evidence for scoring, 

generalization, extrapolation, and implications. In some instances, scoring evidence may 

be overlooked if adequate generalization evidence is demonstrated; however, if 

generalization evidence is insufficient, scoring should be examined. Thus, an important 

first step in validation of test score use is providing evidence to support generalization 

(Peeters & Martin, 2017), and one notable tool for generating this evidence is 

Generalizability Theory (G-Theory). 

G-Theory has been around since 1972 and used extensively in medical education 

where it has become a standard for showing rigor of testing (Crossley et al, 2007). Noting 
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the array of contextual and implementation differences among over one-hundred medical 

schools with different implementation and versions of similar tests, Crossley and 

colleagues (2007) concluded that “Generali[z]ability theory is particularly useful in 

medical education because of the variety and complexity of assessments used and the 

large number of factors (examinees, assessors, types of assessment, cases and items 

within cases, contexts, etc.) that impact on scores” (pg.927). Among health-professions, 

there are similarities with conceptualization of educational assessments. However, use of 

G-Theory has been minimal in pharmacy education. Internationally, there have been only 

three investigations that have reported use of G-Theory in the pharmacy education 

literature (Munoz et al, 2005; Peeters, Serres & Gundrum, 2013b; Cor & Peeters, 2015), 

and no studies that investigated Doctor of Pharmacy students. Because pharmacy 

education shares variety and complexity of assessments similar to medical education, G-

Theory could also be particularly useful in pharmacy education. 

 Towards a goal of more commonly providing validation evidence in pharmacy 

education, one step forward could be providing worked examples of how to obtain 

generalization evidence using G-Theory. As many educators would attest, students can 

learn substantially better when given worked examples (Atkinson, Derry, Renke & 

Worthem, 2000; Renkl, 2002). Thus, worked examples of G-Theory use specific to 

pharmacy education and explicitly focused on Kane’s Framework for Validation should 

be beneficial.  

Purpose and Importance of the Study 

This dissertation focused on generating key validation evidence for inference of 

test scores in pharmacy education. Within Kane’s Framework for Validation, different 
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types of evidence should be sought to support inferences, of scoring, generalization, 

extrapolation, and implications, made using test scores. This should be done for each 

assessment of learning. As initial validation evidence for generalization, reliability can 

and should be analyzed following even the first administration of a learning assessment 

(Zibrowski, Myers, Norman, & Goldszmidt, 2011). Unlike extrapolation and implications 

evidence, educators do not need to wait to observe a future consequence for 

generalization evidence. Educators can analyze reliability post-administration with every 

cohort of test-takers. Thus, reliability is a crucial (initial) quality indicator for use and 

interpretation of test scores from a test (AERA et al, 2014; Peeters, Beltyukova & Martin, 

2013a; Tavakol & Dennick, 2012). This should be evaluated for all types of learning 

assessments. High reliability is especially important for testing and decision-making in 

the health professions (Peeters & Cor, 2019; Tavakol & Dennick, 2012). As further 

evidence of its importance and noted earlier in this chapter, reliability of tests has been a 

key vulnerability in litigation for health-professions education (Tweed & Miola, 2001). 

Scientifically-rigorous, high-stakes testing situations is a notable application of 

reliability to pharmacy education (Peeters & Cor, 2019). Unfortunately, while many 

colleges/schools of pharmacy often employ some tests that their educators may describe 

as “high-stakes”, reliability has been infrequently reported in the pharmacy education 

literature (Hoover et al, 2015). Furthermore, poor reliability of various performance-

based assessments has often been documented in medical education (Brannick, Erol‐

Korkmaz, & Prewett, 2011). It can be challenging to implement a performance-based test 

that is sufficiently reliable (van der Vleuten, 1995). In fact, the overarching concept of 

validation in educational testing, which includes reliability, appears relatively new for 
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many pharmacy educators (who are not often formally-trained in education). As yet there 

does not appear to be any explicit examples of validation in the pharmacy education 

literature. However, at this time Peeters & Martin (2017) have provided an introductory 

primer on validation for pharmacy academics. The purpose of this dissertation was to 

demonstrate use of G-Theory to: (a) analyze the reliability of various assessments of 

learning in pharmacy education to create generalization evidence towards validation for 

each of these, and (b) optimize test parameters for future iterations of a learning 

assessment.  

While Cronbach’s alpha and KR-20 (for dichotomous data) are very common 

reliability coefficients for internal consistency (e.g., among items on a multiple-choice 

test), G-Theory is a notable and powerful extension. G-Theory will analyze reliability 

from multiple sources of error, such as multiple items and multiple examinations on 

different occasions, or multiple performance-based assessment tasks and each task 

having its own (multiple) items and (multiple) raters. G-Theory can integrate the different 

sources of error and summarize reliability with these complex test designs. In short, G-

Theory is a method for producing validation evidence for a generalization inference. To 

nudge use of G-Theory forward as a helpful tool for validation of high-stakes testing 

within pharmacy education, the aim of this dissertation was to show multiple applications 

of G-Theory as validation evidence specifically in pharmacy education. Figure 1 

illustrates an overview of the three sub-studies in this dissertation. The first application 

with performance-based assessment should be most straightforward, however 

performance-based assessments are not the only assessments in pharmacy education. 

Assessments of learning within courses should also be rigorous. The second application 
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is the classic approach with multiple examinations within a course. With increased use of 

quizzes more recently (e.g., within Team-Based Learning or Flipped Classroom 

pedagogies), the third application investigates the integration of quizzes with course 

examinations.  

 

Figure 1. Outline of dissertation sub-studies to demonstrate application of 

Generalizability Theory in pharmacy education 

 Beyond G-Theory’s use in characterizing reliability following administration of a 

test, another important benefit to its use is to extrapolate and determine the best use of 

(limited) resources for each local institution to provide acceptably-reliable tests. More 

background description of these insightful D-Studies is within the next dissertation 

chapter. Reader insights with demonstrating utility of G-Theory’s D-Studies is central to 

Sub-Study 2 (course exams) and Sub-Study 3 (course quizzes). 

Learning assessments can differ in different locations. Hodges (2003) points out 

the many variations of assessment formats that can be modified for different settings at 

various institutions, for a similar OSCE of clinical skills. For instance, one college/school 

Sub-Study 1

• Within a basic-sciences course, describe course-grade 
reliability when integrating reliabilities from multiple 
examinationsSub-Study 2

• Within a clinical-sciences module, examine course-grade 
reliability when quizzes are added to reliability of an 
examinationSub-Study 3

• Evaluate score reliability in a multiple-week Objective 
Structured Clinical Examination (OSCE)
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of pharmacy might have a dedicated space they could borrow from their medical school 

for an OSCE whereas others might need to be more creative and use faculty offices. 

Another example is whether an OSCE is administered over one-day, two-days or 

multiple-days. Further, one college/school of pharmacy might use multiple raters in each 

station while another uses just one. Thus, reliability of an OSCE administered at one 

institution cannot be assumed when considering an OSCE version at another institution; 

each needs its own distinct evaluation of reliability. 

After a fundamental reliability study (i.e., a Generalizability-Study or G-Study) is 

conducted using G-Theory, it can also be helpful to further explore reliability. This can 

be explored for variance components that describe the data variance that is attributable to 

different test parameters (facets) that were specified in the G-Theory test design. 

Furthermore, using the variance components from G-Theory’s initial G-Study, decision-

studies (D-Studies) can estimate the reliability with changes to various test parameters; 

showing what effect changing those facets could have on the overall reliability. For 

example, the overall reliability of an OSCE will likely have dissimilar influences from 

increasing the number of test stations, increasing the number of raters, or increasing the 

number of testing occasions. D-Studies with those varied testing facets may help 

optimize reliability given the available resources (e.g., space, faculty, time) at a specific 

institution. 

Definition of Terms 

 Within this dissertation, several critical terms are used. These terms include 

validity, reliability, validation, learning assessments, and performance-based 

assessments.  



 10 

Simply put, validity refers to the accuracy of test score use and interpretation 

(AERA et al, 2014). Reliability is narrower than validity and is often regarded as 

“precision” (as opposed to “accuracy”) of scores. It is concerned with consistency in 

statistically-discriminating among test-takers using the various items of the test (Haertl, 

2006). Reliability is one aspect of validity, with validity extending beyond reliability 

(AERA et al, 2014). That said, reliability is a key component to scientifically-rigorous 

testing (Peeters et al, 2013a). While validity has numerous methods to describe aspects of 

it, reliability is often distilled to a coefficient (e.g., internal consistency, inter-rater 

reliability, g-coefficient). Validation of educational assessments and procedures is the 

process of generating evidence to support valid uses and inferences from scores of a test 

(AERA et al, 2014; Peeters & Martin, 2017). Noting this, a common misperception needs 

explicit mention. Neither tests nor test scores can be validated; instead, it is a claim 

(inference) and decisions from use of test scores that can be validated (Kane, 2006). 

Additionally, some literature (including pharmacy education) asserts “assessment” as 

programmatic assessment. However, this dissertation (like much other literature; e.g., 

Fielding & Regehr, 2017) is focused on “assessments” as tests of students’ learning. 

Going forward in this dissertation, a “test” will be referred to as a learning assessment or 

simply assessment. Furthermore, a performance-based assessment is a specific type of 

learning assessment that, in health-professions education, is most often focused on skills. 

One format of performance-based assessment most often considered the gold-standard for 

this type in health-professions education is the objective structured clinical examination 

(OSCE) (Boursicot, Roberts, & Burdick, 2014; Cor & Peeters, 2015; Hodges, 2003; 

Khan, Ramachandran, Gaunt, & Pushkar, 2013; Newble, 2004). 
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Theoretical Frameworks 

Two theoretical frameworks are used in this dissertation. The first, which is a 

main focus for this dissertation, is Kane’s Framework for Validation of learning 

assessments. The second, Miller’s Pyramid, categorizes learning assessments by use. 

Validation is for educational assessments, as well as procedures used in decision-

making within education. It is the process of generating evidence to support valid uses 

and inferences from test scores (Peeters & Martin, 2017). As in Figure 2, Kane provides a 

framework for validation (Cook et al, 2015; Kane, 2006; Peeters & Martin, 2017). 

Within, scoring evidence comes before generalization evidence, proceeds to 

extrapolation evidence, and then to implications evidence. 

 

Scoring Generalization Extrapolation  Implications 

Figure 2. Levels of inference evidence within Kane’s Framework for Validation (from 

Peeters & Martin, 2017) 

Generalization is a key inference for validation evidence with assessments of 

students’ learning within Kane’s Framework for Validation (Cook et al, 2015; Peeters & 

Martin, 2017). Do scores from an assessment generalize to other similar students (who 

will subsequently take the same classes at that same college/school of pharmacy)? A 

reliability coefficient is a primary form for this generalization evidence. Notably, G-

Theory is one tool that can be used to construct generalization evidence (i.e., reliability) 

for validation of a learning assessment (Peeters & Martin, 2017). 

Because the three sub-studies of this dissertation employ different types of 

learning assessments, a framework of Miller’s Pyramid can be helpful to categorize these 
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different types of learning assessments. While Miller’s Pyramid is discussed at length in 

the next chapter, in short it has four levels (from its base) labelled as “knows”, “knows 

how”, “shows how”, and then “does” at the top. Notable assessments within “knows” and 

“knows how” are multiple-choice examinations (e.g., this dissertation’s Sub-Study 2 and 

Sub-Study 3), along with the “shows how” of performance-based assessments (e.g., this 

dissertation’s Sub-Study 1) as especially important to health-professions education.  

Research Questions 

Since this proposed investigation involves three sub-studies of G-Theory use, 

there are nine research questions that will be addressed (i.e., three for each sub-study). 

Figure 3 provides a mapping of the learning assessments and research questions within 

this dissertation. As can be seen, each is at a different level of progression within Miller’s 

Pyramid and each should have its own generalization evidence from Kane’s Framework 

for Validation. The structure of the three research questions for each sub-study is: (a) 

define the reliability, (b) report variance components from the G-Study, and (c) identify 

patterns from the D-Studies. 

 

Figure 3. Model of Kane’s Framework for Validation nested within each category of 

Miller’s Pyramid (with dissertation research questions mapped)  

 

Knows 
(Knowledge) 

Does 
(Action) 

Shows How 
(Performance) 

Knows How 
(Competence) 

Knows 
(Knowledge) 

Does 
(Action) 

Shows How 
(Performance) 

Knows How 
(Competence) 
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framework for validation (Cook, Brydges, Ginsburg & Hatala, 2015; Peeters & Martin, 2017). 

Within, scoring evidence comes before generalization evidence and proceeds to extrapolation 

evidence, and then implications evidence. 

Figure 1.2. Kane’s validation framework for levels of inference evidence 

Scoring Generalization Extrapolation  Implications 

 

Within Kane’s framework, generalization is a key source of validation evidence for 

assessments of students’ learning (Cook, Brydges, Ginsburg & Hatala, 2015; Peeters & Martin, 

2017). Do scores from an assessment generalize to other similar students (who will subsequently 

take the same classes at that college/school of pharmacy)? A reliability coefficient is a primary 

form for this generalization evidence. It necessitates generalization evidence. Notably, 

Generalizability Theory (G-theory) is one tool that can be used to construct generalization 

evidence (i.e., reliability) for validation of educational testing (Peeters & Martin, 2017). 

One notable application for scientifically-rigorous use of reliability is high-stakes testing 

(Peeters & Cor, 2019). Unfortunately, while almost every college/school of pharmacy employs 

some learning assessment their educators may describe as “high-stakes”, reliability is 

infrequently reported in the pharmacy education literature (Hoover et al, 2015). In fact, the 

concept of validation appears relatively new for pharmacy education; as yet there does not 

appear to be any explicit example of validation in the pharmacy education literature. Although at 

this time, Peeters & Martin (2017) have provided an introductory primer on validation for 

pharmacy academics. The purpose of this dissertation is to, in multiple contexts in pharmacy 

GENERALIZABILITY	THEORY	IN	PHARMACY	EDUCATION	 	

	

9	

framework for validation (Cook, Brydges, Ginsburg & Hatala, 2015; Peeters & Martin, 2017). 

Within, scoring evidence comes before generalization evidence and proceeds to extrapolation 

evidence, and then implications evidence. 

Figure 1.2. Kane’s validation framework for levels of inference evidence 

Scoring Generalization Extrapolation  Implications 

 

Within Kane’s framework, generalization is a key source of validation evidence for 

assessments of students’ learning (Cook, Brydges, Ginsburg & Hatala, 2015; Peeters & Martin, 

2017). Do scores from an assessment generalize to other similar students (who will subsequently 

take the same classes at that college/school of pharmacy)? A reliability coefficient is a primary 

form for this generalization evidence. It necessitates generalization evidence. Notably, 

Generalizability Theory (G-theory) is one tool that can be used to construct generalization 

evidence (i.e., reliability) for validation of educational testing (Peeters & Martin, 2017). 

One notable application for scientifically-rigorous use of reliability is high-stakes testing 

(Peeters & Cor, 2019). Unfortunately, while almost every college/school of pharmacy employs 

some learning assessment their educators may describe as “high-stakes”, reliability is 

infrequently reported in the pharmacy education literature (Hoover et al, 2015). In fact, the 

concept of validation appears relatively new for pharmacy education; as yet there does not 

appear to be any explicit example of validation in the pharmacy education literature. Although at 

this time, Peeters & Martin (2017) have provided an introductory primer on validation for 

pharmacy academics. The purpose of this dissertation is to, in multiple contexts in pharmacy 

GENERALIZABILITY	THEORY	IN	PHARMACY	EDUCATION	 	

	

9	

framework for validation (Cook, Brydges, Ginsburg & Hatala, 2015; Peeters & Martin, 2017). 

Within, scoring evidence comes before generalization evidence and proceeds to extrapolation 

evidence, and then implications evidence. 

Figure 1.2. Kane’s validation framework for levels of inference evidence 

Scoring Generalization Extrapolation  Implications 

 

Within Kane’s framework, generalization is a key source of validation evidence for 

assessments of students’ learning (Cook, Brydges, Ginsburg & Hatala, 2015; Peeters & Martin, 

2017). Do scores from an assessment generalize to other similar students (who will subsequently 

take the same classes at that college/school of pharmacy)? A reliability coefficient is a primary 

form for this generalization evidence. It necessitates generalization evidence. Notably, 

Generalizability Theory (G-theory) is one tool that can be used to construct generalization 

evidence (i.e., reliability) for validation of educational testing (Peeters & Martin, 2017). 

One notable application for scientifically-rigorous use of reliability is high-stakes testing 

(Peeters & Cor, 2019). Unfortunately, while almost every college/school of pharmacy employs 

some learning assessment their educators may describe as “high-stakes”, reliability is 

infrequently reported in the pharmacy education literature (Hoover et al, 2015). In fact, the 

concept of validation appears relatively new for pharmacy education; as yet there does not 

appear to be any explicit example of validation in the pharmacy education literature. Although at 

this time, Peeters & Martin (2017) have provided an introductory primer on validation for 

pharmacy academics. The purpose of this dissertation is to, in multiple contexts in pharmacy 

GENERALIZABILITY	THEORY	IN	PHARMACY	EDUCATION	 	

	

9	

framework for validation (Cook, Brydges, Ginsburg & Hatala, 2015; Peeters & Martin, 2017). 

Within, scoring evidence comes before generalization evidence and proceeds to extrapolation 

evidence, and then implications evidence. 

Figure 1.2. Kane’s validation framework for levels of inference evidence 

Scoring Generalization Extrapolation  Implications 

 

Within Kane’s framework, generalization is a key source of validation evidence for 

assessments of students’ learning (Cook, Brydges, Ginsburg & Hatala, 2015; Peeters & Martin, 

2017). Do scores from an assessment generalize to other similar students (who will subsequently 

take the same classes at that college/school of pharmacy)? A reliability coefficient is a primary 

form for this generalization evidence. It necessitates generalization evidence. Notably, 

Generalizability Theory (G-theory) is one tool that can be used to construct generalization 

evidence (i.e., reliability) for validation of educational testing (Peeters & Martin, 2017). 

One notable application for scientifically-rigorous use of reliability is high-stakes testing 

(Peeters & Cor, 2019). Unfortunately, while almost every college/school of pharmacy employs 

some learning assessment their educators may describe as “high-stakes”, reliability is 

infrequently reported in the pharmacy education literature (Hoover et al, 2015). In fact, the 

concept of validation appears relatively new for pharmacy education; as yet there does not 

appear to be any explicit example of validation in the pharmacy education literature. Although at 

this time, Peeters & Martin (2017) have provided an introductory primer on validation for 

pharmacy academics. The purpose of this dissertation is to, in multiple contexts in pharmacy 

Research Question 1 a-c

Research Question 3 a-c

Research Question 2 a-c



 13 

These questions are as follows: 

Research Question 1a. What was the reliability of an Objective Structured 

Clinical Examination that involved 3rd-year Doctor of Pharmacy students at the 

University of Toledo? 

Research Question 1b. For an Objective Structured Clinical Examination that 

involved 3rd-year Doctor of Pharmacy students at the University of Toledo, what were the 

relative contributions of occasions and stations to examination score variance? 

Research Question 1c. What would be the optimal number of stations for each of 

three weeks of an Objective Structured Clinical Examination that involved 3rd-year 

Doctor of Pharmacy students at the University of Toledo? 

Research Question 2a. What was the composite course-level reliability for 

multiple examinations in a basic-science course that involved 1st-year Doctor of 

Pharmacy students at the University of Toledo? 

Research Question 2b. What were the relative contributions to variance in scores 

from examination occasions and examination items that involved 1st-year Doctor of 

Pharmacy students in a basic-science course at the University of Toledo? 

Research Question 2c. How would the number of examination occasions and the 

number of examination items be optimized for a basic-science course that involved 1st-

year Doctor of Pharmacy students at the University of Toledo? 

Research Question 3a. In a clinical-science module that involved 2nd-year 

Doctor of Pharmacy students at Drake University, did quizzes add to the reliability of an 

examination? 
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Research Question 3b. What were the contributions to variance of scores for 

quiz-items and exam-items in a clinical-science module that involved 2nd-year Doctor of 

Pharmacy students at Drake University? 

Research Question 3c. How could the number and weighting of items from 

quizzes be optimized beyond items from the exam for module-grade reliability in a 

clinical-science module that involved 2nd-year Doctor of Pharmacy students at Drake 

University? 

Organization of this Dissertation 

Through the three sub-studies, this dissertation describes methods and results 

from three different applications of learning assessments that are common in pharmacy 

education. Each application is intended to provide a different type of example of how G-

Theory could be used. The first sub-study demonstrates how G-Theory could calculate, 

along with optimize, the reliability of a performance-based assessment of skills within an 

OSCE. (In the ‘bible’ of G-Theory, Brennan (2010) asserts that “Generalizability Theory 

is particularly well suited to evaluating assessments that are based on ratings of human 

performance.” (pg. 117). That is, analyzing a performance-based assessment may most 

easily demonstrate G-Theory initially, before progressing to other applications.) The 

second sub-study demonstrates how G-Theory could calculate the composite reliability of 

an entire course’s final grades, through combining reliabilities from multiple 

examinations into one composite reliability for course-grades. (This is a very common 

teaching scenario and the subsequent D-Studies are a highlight from it.) The third sub-

study demonstrates how G-Theory can integrate short quizzes (i.e., brief assessments of 

students’ learning) with a longer exam, resulting in a different example of composite 
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reliability for course-grades. (In some coursework in some institutions, use of quizzes is 

increasing either at the beginning of class meetings during a flipped-lecture or team-

based learning that require outside preparation for class, or even to stimulate active-

learning during lecture.) 
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Chapter Two 

Review of the Literature 

Introduction 

For over 100 years, a debate has taken place within the Social Sciences between 

quantitative and qualitative research approaches (Onwuegbuzie & Leech, 2005). The 

arguments center around the use of quantitative research methods, within positivist and 

post-positivist paradigms, versus the use of qualitative research methods, typically 

aligned with constructivist or critical theory paradigms (Bergman, 2012). Among the 

many differences between these methods, lies generalizability. Quantitative researchers 

view broad generalization as a key goal, while qualitative researchers, focused primarily 

on description and do not generally attempt to generalize beyond their limited 

participants. Thus, within education, researchers follow many pathways, using either or 

both quantitative and qualitative designs, with some attempting to generalize while others 

focus on their unique situation and leave the reader to infer if described aspects of a 

researcher’s experience will transfer to that reader’s setting. While this lack of a single 

direction may be positive when considering the broad nature of research, it also leads to 

some substantive issues. 

Educational research faces a difficult challenge. Discussing the power of context 

among educational settings, Berliner (2002) stated, “we do our science under conditions 

that physical scientists find intolerable” (pg. 19). He goes on to suggest that “because of 

the myriad interactions, doing educational science seems very difficult, while science in 

other fields seems easier” (pg. 19). In a more recent editorial, Norman (2017) discussed 

this quantitative-qualitative debate and the reproducibility of study findings. He pointed 
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out that findings from some disciplines and their predominant quantitative research 

methods appear more replicable and generalizable than other qualitative approaches. For 

instance, 53% of cognitive psychology investigations with more experimental 

quantitative study designs were replicable, versus 29% of social psychology 

investigations with more non-experimental quantitative and qualitative study designs 

(Open Science Collaboration, 2015). It appears that findings from quantitative methods 

may be more reproducible than qualitative methods. However, as Van Bavel and 

colleagues (2016) discovered, context-specificity (i.e., unique specifics within one 

context that other contexts may not have) was associated with reproducibility of study 

findings regardless of disciplines, study designs or methods. Indeed, it would seem that 

no discipline provides 100% generalizable or reproducible findings. Context-specific 

factors are found in every discipline and thus all disciplines appear context-bound to 

some degree. The social sciences, including education, are particularly prone to 

contextual factors. Findings are much less transferable to other settings, as those social 

settings become increasingly different through various cultures and times. The nature of 

educational research and its use of multiple models along with a general lack of ability to 

develop experimental models may exacerbate this issue within the field. Often, the 

specifics associated with any context, limit the ability of other educators to replicate the 

findings study authors have reported from their educational institution. Outside of 

logistical limitations (e.g., time, space, staff resources, different curricula), education 

environment factors (e.g., characteristics of the educator, students, institution, course 

content) will inevitably differ from one setting and institution to another. Thus, there 

appears to be context-specific (qualitative features) within quantitative analyses. 
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Just like context-specificity in educational research, educational testing also has 

contextual challenges. In parallel with educational research, educational testing can be 

assumed to have generalizable (quantitative) and context-specific (qualitative) aspects. 

As quantitative standards, evidence for validity and reliability are evaluated, while 

qualitative standards of transparency, responsiveness and transferability are explored 

(Cook et al, 2015). With integration of quantitative and qualitative, generalization in 

educational testing should best be viewed as generalizing to future cohorts at the same 

educational institution as opposed to other institutions (Peeters & Martin, 2017). 

Questions of whom will be tested, over what content, where and how a test will be 

administered, as well as how a test’s scores might be used afterwards are specific issues 

of validity and reliability that can be particular for each test administration at every 

individual institution. Because these context-specific aspects can differ with each testing 

occasion (and especially between different institutions), the validity and reliability with 

use of any learning assessment should be clarified at each institution. In fact, validity and 

reliability are not properties of a learning assessment but are characteristics that describe 

a specific use of assessment scores from a particular group of test-takers (Peeters et al, 

2013a). The process of generating this evidence is termed validation (Peeters & Martin, 

2017), and is a process specific for each learning assessment in every educational 

institution. Validation is mainly a local process and rarely a national process. This 

process is essentially empirical (i.e., data-driven)—providing evidence to support any use 

and/or interpretation of scores from a learning assessment. 

This picture should stimulate a need for each institution’s own analysis for some 

aspects of their educational testing. This chapter will explore the key concept of validity, 



 19 

its relationship to validation, along with a framework for validation (especially for use 

within high-stakes testing). Nested within this discussion of validity and validation, 

generalization is one important evidence for validation, with reliability as the prominent 

generalization evidence. As a key element in the establishing validity, limitations with 

traditional coefficients of reliability will be discussed. Furthermore, a prominent 

framework for understanding different types of learning assessments will be described, 

along with its application to pharmacy education (including its rigor therein). A 

discussion of what high-stakes testing implies follows. Based on limitations with 

traditional use of reliability, the author will subsequently propose consideration of 

Generalizability Theory (G-Theory) as a helpful tool when learning assessments have 

multiple sources of variance. The abundant use of G-Theory in medical education will be 

summarized, along with its currently rare use in pharmacy education including discussing 

its opportunities for future expansion. Lastly, barriers to G-Theory use will be described, 

such as its mythical complexity and handful of specialized software programs. Of note, 

this dissertation has focused on issues relevant to pharmacy education and was not meant 

to cover all disciplines within education as a broader field.   

Validity and Validation 

“Validity refers to the degree to which evidence and theory support the 

interpretation of test scores for proposed uses of tests. Validity is, therefore, the most 

fundamental consideration in developing tests and evaluating tests” (AERA et al, pg.11). 

Boorsbom and colleagues (2004) remind us that validity is an ontological claim. 

Meanwhile, validation as the process to gather validity evidence, is an epistemological 

concept. A practical difference between an ontological claim and an epistemological 
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concept is that conclusive evidence for validity (ontological claim) cannot be gathered, 

although tangible evidence for the activity of validation (epistemological concept) can. 

“Validation is the kind of activity researchers undertake to find out whether a test has 

validity. Validation is more like theory testing: the muddling around in the data to find 

out which way to go” (Boorsbom et al, 2004, pg.1063). Thus, validation is a practical 

extension of validity, and validation should be a practical focus for rigorous learning 

assessments. 

Said another way, validity (an ontological claim) can be seen as making 

suggestions about generalizing. There can be strong, weak, or a lack of validity evidence 

to support a learning assessment. Evidence for validity can be helpful for a new or novel 

learning assessment—one that is envisioned for use in multiple settings. Alternatively, 

there is validation (an epistemological concept). Validation can be seen as a practical 

extension that tests the generalizable validity in a specific, localized use by a single 

institution. Validation uses real-world data to confirm or disconfirm validity for an 

individual institution’s contextual experience. Thus, validation is where continued efforts 

should be targeted for each use of an already-developed learning assessment, and with the 

differing contexts inherently among institutions, it needs to be done at every 

college/school of pharmacy. 

Validation Framework. Kane has described a four-stage framework for 

validation, that includes evidence from scoring, generalization, extrapolation, and 

implications (Figure 2 reproduced below from Chapter One of this dissertation). Kane’s 

Framework for Validation begins with asserting (i.e., making an argument) for a specific 

use of scores from a learning assessment, and then collecting evidence to support that 



 21 

argument (Cook et al, 2015, Kane, 2013; Peeters & Martin, 2017). It is important to 

recognize and emphasize that validation should not be conceptualized as one “validation 

study” (Cook et al, 2015; Kane, 2013). Each of Kane’s stages of evidence to support an 

argument’s inference could be a separate investigation. These evidences for argument can 

and should build on one another. Cook et al (2015) summarizes this concept with “how to 

prioritize evidence?” (pp.560-561). Evidence for argument from scoring is based on 

translating observations or responses into one or more scores. Evidence for 

generalization involves how test-items perform towards creating rigorous total-scores 

following administering a learning assessment. Evidence for the extrapolation is focused 

on how scores from this assessment are reflections of real-world performance. Lastly, 

evidence for implications involves how scores from an assessment are applied to inform a 

decision or action. 

 

Scoring Generalization Extrapolation  Implications 

Figure 2 (reproduced from Chapter One). Levels of inference evidence within Kane’s 

Framework for Validation (from Peeters & Martin, 2017) 

Validation is data-driven and may require several studies providing supporting 

evidence for an argument, with a separate investigation for each evidence (scoring, 

generalization, extrapolation, implications). Many times, evidence for scoring can be 

overlooked if adequate generalization evidence is demonstrated; however, if 

generalization evidence is insufficient, scoring needs evaluation (Kane, 2013). Thus, an 

important first step in validation is providing evidence to support generalization (Peeters 

& Martin, 2017); reliability is central to this. While implication and associated decisions 
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may be, overall, the most important inferences in the validity argument (Cook et al, 

2015), evidence for the generalization argument can be generated with every 

administration of a learning assessment (including the first) and is key initial evidence 

demonstrating rigor in measurement. 

As medical education continues to strive at improving the quality of its learning 

assessments, Kane’s Framework for Validation has received considerable attention (Cook 

et al, 2015; Taveres, Brydges, Myre, Prpic, Turner, Yelle, & Huiskamp, 2018). This 

approach to validation appears germane and helpful for pharmacy education as well 

(Peeters & Martin, 2017). The Accreditation Council for Pharmacy Education has 

specified that Doctor of Pharmacy programs must provide evidence of validation for their 

learning assessments (Accreditation Council for Pharmacy Education, 2015). 

Unfortunately, the Accreditation Council for Pharmacy Education does not suggest how 

this might be accomplished.  This critical omission, in part, sparked the present 

investigation. Learned guidance may be helpful. 

Because each learning assessment is context-bound (i.e., specific for one group of 

learners in one environment), validation should be accomplished at every institution 

using their own data. Frequently misunderstood in the health-professions (as well as other 

educational settings) is the idea that evidence for validation (such as reliability) can be 

generalized to other institutions and other contexts. Validation is evidence from one 

specific group learners in one specific educational context at one specific institution. 

Within this misconception, one myth among some health-profession educators is that 

educational tests and other psychometrics instruments have fixed, immutable 

characteristics, and that a reliability observed with one sample, in one setting, is 
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generalizable to all other samples elsewhere (Zibrowski et al, 2011). Current 

understanding of validity and reliability differs from this fixed-concept, suggesting that 

these measures can and do change, and should be more carefully monitored as the sample 

of test-takers, programmatic uses, and interpretations of assessment results change. A 

learning assessment that is reliable in one cohort should be generalizable for similar use 

in similar future cohorts at the same institution, but this reliability may not replicate to 

different learners at other institutions. As a result, each institution should generate their 

own validation evidence for how they are using their learning assessment scores. 

According to Kane’s Framework for Validation, generalization is an important 

initial evidence towards a validation argument. A perceived lack of awareness of need for 

this within pharmacy education sparked the present investigation. A first step in 

educating pharmacy academics was a primer on validation of learning assessments for 

pharmacy education from this current dissertation author (Peeters & Martin, 2017). A 

next step could be to provide worked examples of validation evidence for common 

learning assessments in pharmacy education. Worked examples appear to be effective for 

initially learning a new process (Atkinson et al, 2000; Renkl, 2002). For many pharmacy 

academicians not formally trained in education, validation can be a new concept and 

process. 

Reliability as Validation’s Generalization Evidence 

In Kane’s Framework for Validation, generalization evidence has a prominent 

role for helping determine initial quality of a learning assessment (Peeters & Martin, 

2017). As generalization evidence, reliability is key. Reliability is even more important 

for fairness with higher-stakes testing (Peeters & Cor, 2019). This reliability coefficient 
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provides a snapshot of consistency in measurement, though it may change (somewhat) 

with each new testing situation. Reliability can and should be calculated following each 

test administration (Zibrowski et al, 2011). Using other investigators’ reported reliability 

is problematic. 

Reliability is often described as an essential yet insufficient requirement for the 

establishment of validity (Cook et al, 2015; Downing, 2003; Kane, 2006; Peeters et al, 

2013a; Peeters & Martin, 2017). That is, while acceptable reliability is required, it is not 

the sole requirement for establishing validity. Other validity evidence is subsequently 

needed as well. That said, reliability is a key attribute to fair testing (AERA et al, 2014), 

and can help support psychometric rigor of a testing process (Peeters et al, 2013a). There 

are a number of approaches to assessing reliability, with most common approaches using 

Classical Test Theory. Within Classical Test Theory, commonly-used indices include 

internal consistency, test-retest stability, and inter-rater reliability. A notable assumption 

of Classical Test Theory is that measurement error can only consider one source at a time 

(Peng, 2007). However, a performance-based assessment with multiple tasks (items), two 

raters scoring students over multiple weeks of testing; this would include at least three 

concurrent sources of measurement error in a single assessment (from tasks, raters and 

weeks/occasions).  

Another framework in which reliability may be evaluated is Generalizability 

Theory (G-Theory). G-Theory is a notable extension of Classical Test Theory based on 

an Analysis of Variance (ANOVA) model. Recall that an ANOVA differentiates within-

group variance from variance due to between-group differences. Researchers within an 

experimental design are interested in minimizing within-group variation, to investigate 
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differences between groups. This involves F-tests and p-values. Alternatively, the 

psychometric G-Theory model investigates an individual subject over multiple tasks and 

is not worried with F-tests and p-values. Instead, the psychometrician is interested in 

intra-individual variation over those repeated tasks, and with reliability among those 

repeated scores.  

Furthermore, G-Theory has been described as a unifying theory for reliability 

within Classical Test Theory (Streiner et al, 2015). Reliability indices such as internal 

consistency, inter-rater reliability, and test-retest stability are included and integrated 

within G-Theory. That is, G-Theory is a tool to combine multiple reliability indices into 

one process-level reliability coefficient—one number instead of a handful of separate 

numbers from various internal consistencies among a handful of assessments, and various 

inter-rater reliabilities among a handful of raters. In fact, this is one difference between 

Classical Test Theory and G-Theory; while Classical Test Theory posits that there is one 

source and one index of reliability, we know there are multiple sources of measurement 

error and so multiple indices of reliability can be calculated. G-Theory provides a means 

to integrate them into one process-level coefficient (Brennan, 2011; Peng, 2007). 

Classifying Learning Assessments in Health-Professions Education 

Focused towards developing competent practitioners, Miller’s Pyramid is used 

frequently to classify learning assessments within health-professions education including 

pharmacy education (Figure 4). Miller's Pyramid is a framework that sorts learning 

assessments into four categories based on their intended purpose. It begins with a base of 

“knows”, proceeds to “knows how”, then “shows how”, and finally “does”. Each 

category builds on those below it. That is, the pyramid structure suggests that “knows” is 
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a foundation for “knows how”, and those are foundational for “shows how” and then 

“does.”  

 

 

 

 

 

 

 

 

 

 

Figure 4. Miller’s Pyramid for the assessment of clinical skills, competence, and 

performance (from Miller, 1990) 

Within Miller's Pyramid, knowledge tests are said to examine students at the 

“knows” and possibly the “knows how” levels. At these levels in Miller’s Pyramid, 

learning assessments with multiple-choice questions are commonly used in health-

professions education. For many years, “knows” has been widely used in higher 

education. A long-standing criticism of “knows” (i.e., recall) is that many knowledge 

tests do not assess understanding beyond recall. The next step in Miller’s Pyramid, 

“knows how” contrasts with recall-oriented “knows”, to further extend knowledge 

assessments from simple recall to application of knowledge. Typical “knows how” 

assessments are structured as case-based questions. While all item types require 

Knows 

Does 

Shows How 

Knows How 
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significant attention and skill, “knows how” case-based questions are often particularly 

difficult to write (Lane, Raymond & Haladyna, 2016). These categories can be overlaid 

with the cognitive domain of Bloom’s Taxonomy (Anderson & Krathwohl, 2001). 

The third category in Miller’s Pyramid, "shows how" is skills-based, and is thus 

connected much more frequently with performance-based assessments1. This category is 

focused on competence and is outside of the cognitive domain of Bloom’s Taxonomy. 

Introduced by Harden in 1978, the objective structured clinical examination (OSCE) has 

become the gold-standard method for performance-based assessment in medical and 

pharmacy education (Khan, Ramachandran, Gaunt & Pushkat, 2013; Sturpe, 2010). This 

method uses multiple independent sampling (Hanson, Kulasegaram, Coombs, & Herold, 

2012; Swanson, Norman & Linn, 1995), with a structured rotation of students through 

standardized stations (like a traditional “bell-ringer” exam in some anatomy courses). 

While an OCSE appears to have the highest potential for psychometric rigor among 

performance-based assessment methods (Boursicot et al, 2014), it also has the potential 

for the least psychometric rigor, whether nationalized or local. For instance, a locally-

developed clinical examination in any health-profession education may rely on 

incomplete (and shoddy) psychometrics, such as using only an index of interrater 

reliability for an entire OSCE (which has many more sources of measurement error than 

only error between raters). This mistaken use may give false-confidence when another 

unanalyzed aspect of the performance-based assessment could have enormous 

measurement error, and undermine precise, accurate measurement of students’ abilities. 

 

1 In health-professions education, a performance-based assessment is literally an assessment based on 
performance of a skill (i.e., observation). Because they involve observations of examinees performing 
skills, a skills-based assessment is synonymous. 
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At the top of Miller’s Pyramid, “does” involves in-practice assessments such as 

those on students’ clinical rotations and is the most difficult to assess rigorously. Medical 

education has attempted to inject rigor into the process through rotation evaluations (Al-

Jarallah, Moussa, Shehab & Abdella, 2005), clinical encounter cards (Sherbino, 

Kulasegaram, Worster & Norman, 2013), and 360-degree workplace-based assessments 

(Moonen-van Loon, Overeem, Donkers, van der Vleuten & Driessen, 2013).  

Reliability of Learning Assessments in Miller’s Pyramid. In terms of 

assessments, the most reliable format for “knows” and “knows how” is using multiple-

choice questions (Worthen, 1993). Reliability from a single administration of one 

multiple-choice-based learning assessment may be sufficiently characterized by a KR-20 

for internal consistency. At the “shows how” level, OSCEs have the most promising 

potential for acceptable reliability compared with other performance-based assessments 

in medical education (Boursicot et al, 2014), though with an OSCE, increases in sources 

of potential measurement error are manifold. An internal consistency, inter-rater 

reliability, and/or inter-task reliability coefficient(s) would not adequately describe the 

multiple concurrent sources of measurement error. However, G-Theory could provide an 

overall reliability coefficient that would include all other single-source reliability indices. 

This dissertation will concentrate primarily on multiple-choice testing and OSCE formats 

within pharmacy education because of their frequent and justified use within pharmacy 

education settings. It is notable that regardless of which category of Miller’s Pyramid that 

a specific learning assessment is classified into, Kane’s Framework for Validation is 

needed for use of scores from each learning assessment. Integration of these theoretical 

framework is illustrated in Figure 5. 
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Figure 5. Integration of Miller’s Pyramid with Kane’s Framework for Validation 

Learning Assessments in Pharmacy Education 

To become a competent pharmacist, numerous learning assessments of knowledge 

and skills in various content areas are needed during pharmacy education. As seen in 

Figure 6, the framework of Miller’s Pyramid helps categorize these numerous learning 

assessments in pharmacy education (Cor & Peeters, 2015). Common learning 

assessments in pharmacy education in the “knows” category are traditional multiple-

choice knowledge-based examinations in various content areas, and is a category most 

often described with rote, recall-based knowledge. Moving up the pyramid, “knows how” 

involves application of “knows” knowledge and can be described as “higher-order 

thinking”. Commonly in pharmacy education, this category is assessed using long-answer 

written cases, including the commonly-framed “SOAP” notes 

(Subjective/Objective/Assessment/Plan). The third category is “shows how” and this 

involves assessing skills. In pharmacy education, the gold-standard format to these 

performance-based assessments is an OSCE. Of note, every “shows how” OSCE is 

locally-developed within pharmacy education in the United States at this time, with most 
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conducted in a questionable, suboptimal manner (Sturpe, 2010). The fourth and final 

category in this Pyramid is “does”. As opposed to the standardized, highly-structured 

setting needed for assessing “shows how”, “does’ involves assessing learners’ 

performance in the workplace. Most often in pharmacy education, this includes clinical 

rotation evaluations from preceptors. 

 

Figure 6. Miller’s Pyramid applied to pharmacy education (from Cor & Peeters, 2015) 

Questionable Reliabilities. At a national-level, pharmacy education has three 

notable psychometrically-monitored national written examinations—the Pharmacy 

College Admission Test, the Pharmacy Curriculum Outcomes Assessment, and the North 

American Pharmacist Licensure Examination. These standardized written examinations 

show excellent reliabilities with their intended populations for high-stakes purposes. 

However, reliability of local examinations in pharmacy education can be another matter. 

While national-level written examinations are monitored by a psychometrician, local 

assessments are rarely closely examined by someone with this training. As coefficients of 

internal consistency, the KR-20 and Cronbach’s alpha are the most frequent reliability 

same principles that apply to building reliable multiple-
choice-type learning assessments apply to these types of
learning assessment, there are some new variables that must
also be considered. This article attempts to highlight some
of these using specific examples that should resonate with
what many pharmacy educators experience in their own
programs.

We begin by discussing some of the fundamentals of
validity and reliability that apply to all types of learning
assessments. While others have covered these fundamentals
in more depth,4,5 a brief summary is provided here to form a
basis for some of the specific information that follows. Most
importantly, validity is a unitary concept (i.e., there is only
one validity), and language for validity involves “validity of
conclusions” when applied to proposed or intended assess-
ment score uses. Rather than stating that a learning assess-
ment is simply “valid” or “invalid,” we need to seek and
justify our uses of test scores by generating multiple sources
of validity evidence for our specific assessment context.4

There are a number of sources of evidence that can be
brought forward in order to come to a validity conclusion
about the use of a score, and multiple sources are needed in
making a stronger validity argument. Content and reliability
are important sources of validity evidence to consider with
every learning assessment5; aligning learning assessment
content to course objectives is key to content evidence,
while optimizing reliability is also essential for each
learning assessment.

We do not mean to minimize or marginalize evidence
sources for validity beyond reliability, but focusing on

reliability is imperative for evaluative learning assessments.
For summative assessments, reliability is a necessary,
though insufficient evidence for validity on its own; strong
reliability is required, but more validity evidence than
reliability alone is needed.5 With that said, we turn our
attention to reliability and improving it within pharmacy
education learning assessments. To best improve reliability,
we suggest taking a perspective using a generalizability
theory (G-theory) framework.

Overview of generalizability theory

Achieving a high level of reliability is a testing standard
for any summative assessment of student learning5,6 and is
an ethical imperative.7,8 As a notable advanced psychomet-
ric model, G-theory provides a conceptual framework to
understand and account for multiple variables that impact
reliability. To that end, G-theory is a widely accepted
psychometric model used within many higher education
settings that employ complex assessment methods to
quantify student learning.9–12 In particular, it has been used
in health professions (e.g., medicine, nursing, midwifery,
physical therapy, and pharmacy) as a basis for establishing
reliability. While use of G-theory cuts across assessment
types, it has primarily been used for establishing the
reliability of performance-based assessments.

At its roots, G-theory can be described as a classic
measurement model that assumes that a studentʼs observed
assessment score is made up of parts “truth” and “error.”
While the “truth” portion of the score is supposedly fixed,

Fig. 1. Millerʼs pyramid for learning assessments for pharmacy education.

M.J. Peeters and K. Cor / Currents in Pharmacy Teaching and Learning 7 (2015) 332–341 333
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indices used in pharmacy education (Hoover et al, 2013). When a written examination is 

administered on a single occasion (thus having one major source of measurement error), 

one index of reliability from internal consistency can suffice to describe precision with 

measurement error for that assessment. Fortunately, this is often reported by a computer-

based examination software (e.g., ExamSoft) for a single written examination. Thus, 

through internal consistency, reliability with a single written examination can easily be 

identified for a locally-developed written learning assessment. 

Reliability with local performance-based assessments in pharmacy education can 

become a more complex issue and more suspect for reliability, as multiple measurement 

errors (from multiple skills performed, multiple raters, and/or multiple items rated for 

each skill) can impact these learning assessment scores. Put simply, internal consistency 

is not enough for the complexity of performance-based assessment. 

Furthermore, very few faculty members at a college/school of pharmacy typically 

closely and fervently follow the internal consistencies of their single written 

examinations. Indirectly, evidence for this is from limited reliability reporting in the 

pharmacy literature (Hoover et al, 2013). Even more so, this pertains to performance-

based assessments, as performance-based assessments have multiple sources of error 

beyond internal consistency. These skills-based assessments do not have a readily and 

easily computed reliability from examination software, and so the vast majority of 

performance-based assessments in pharmacy education are without evidence of 

reliability. 

With many colleges/schools of pharmacy prominently relying on a performance-

based OSCE evaluation of their students, this seems problematic. Problematic because 
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reliability is a key initial evidence for validation and test quality, as well as reliability as a 

central advantage of OSCEs over other performance-based assessments methods (van der 

Vleuten, 1996). These performance-based examinations can be quite variable among 

colleges/schools of pharmacy (Sturpe, 2010), and their reliability is being ignored. 

Performance-based assessments have an important role in pharmacy education, 

and the quality of these assessments in pharmacy education needs to improve. It would 

seem that the validity of these learning assessments could improve with calculated 

reliability coefficients known, and that changes made to improve reliability could 

substantially improve the fairness of testing with these learning assessments. 

High-Stakes Testing in Pharmacy Education. High-stakes testing is a term used 

and many-times misused in pharmacy education (Peeters & Cor, 2019). Clarity seems 

needed herein. According to the Standards for Educational and Psychological Testing 

(AERA et al, 2014), “stakes in testing considers the importance of the results to 

decisions. When the stakes for an individual are high and important decisions depend 

substantially on test performance, the responsibility for providing evidence supporting a 

test’s intended purposes is greater than might be expected for tests used in low-stakes 

settings (pg. 188).” Admission to a PharmD program, ability to progress within a lockstep 

PharmD curriculum where there are prerequisite and corequisite course needs, graduation 

from a PharmD program, and licensing as a pharmacist, are gradations within high-stakes 

testing. Thus, even though common language is “high-stakes testing”, it is not the testing 

method that is high-stakes but is the use and interpretation of the test-scores for that 

testing. No testing method requires a high-stakes approach, although some testing 

methods appear to be more commonly so in pharmacy education.  
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A common occurrence in pharmacy education is learning assessment used for 

high-stakes testing without any validation evidence to support this use. An example of a 

learning assessment used commonly for high-stakes testing in pharmacy education, is a 

performance-based OSCE (Sturpe, 2010). Notably, an OSCE takes considerable 

resources to develop and administer properly. The tremendous resource use and 

substantial effort may at least be two reasons why an OSCE is so often high-stakes in 

pharmacy education. That said, an acceptable reliability is a vital criterion for fair testing 

(AERA et al, 2014); determining the reliability of a high-stakes OSCE administration is 

prudent to fair testing (Peeters & Cor, 2019). The Standards for Educational and 

Psychological Testing remind that “although it is never possible to achieve perfect 

accuracy in describing an individual’s performance, efforts need to be made to minimize 

errors of measurement” (AERA et al, 2014, pg.188; italics added for emphasis). 

It is interesting to note that large educational testing companies have developed 

numerous written standardized tests for high-stakes purposes that focus on “knows” and 

“knows how” (e.g., Scholastic Aptitude Test, ACT, Graduate Records Examination, 

Pharmacy College Admission Test, Medical College Admission Test). Fewer large-scale 

“shows how” assessments have been developed, however there are barriers such as cost, 

administrative difficulty, and psychometric matters including the establishment of 

reliability and validity (Gao, Shavelson & Baxter, 1994; Shavelson, Baxter & Gao, 1993; 

Swanson, Norman, Linn, 1995). For these reasons, locally-developed “shows how” 

performance-based assessments are often being used at educational institutions. For those 

performance-based assessments that impose a high-stakes use (e.g., not graduating), 

psychometrics should be evaluated for fairness and rigor. 
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Generalizability Theory 

G-Theory is an extension of Classical Test Theory. Introduced by Lee Cronbach 

in 1972, G-Theory uses a factorial repeated-measures ANOVA structure. This can be 

contrasted with the simple ANOVA of CTT (with ‘between’ and ‘within’ variance 

partitions). Meanwhile, G-Theory’s factorial design has multiple factors and interactions 

among factors. For example, a G-Theory design could be persons x tasks x raters, with 

variance components of: person, task, rater, person x task interaction, person x rater 

interaction, task x rater interaction, and person x task x rater interaction (this highest 

order interaction is also termed residual). 

Within G-Theory, a generalizability-study (G-Study) is an initial G-Theory 

analysis that provides two notable findings. First, one reliability coefficient is calculated 

for the entire process in a learning assessment. Second, it calculates variance components 

for multiple sources of variances (i.e., facets), including students, items, content 

ease/difficulty, and evaluators. That is, it parses the variation in total scores from an 

assessment, into the contributions associated with the assessment’s multiple facets. 

Following the G-Study results of reliability and variance components, further decision-

studies (D-Studies) can extrapolate the consequences on reliability of changes to facets 

(e.g., more or fewer items, raters, occasions or skills-stations). D-Studies can help 

educators to decide, for instance, how many stations are needed for an acceptable 

reliability, or whether they might obtain lower measurement error with two raters in three 

stations versus one rater in six stations. 

Rios, Li, and Faulkner-Bond (2012) reviewed G-Theory studies in education and 

found that most used sample sizes <100. A year later, Atiligen (2013) empirically 
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suggested that a sample size of 50-300 adequately provided unbiased estimations of 

generalizability indices. This size of sample could easily be obtained at each institution. 

Thus, G-Theory has potential to improve fairness and rigor of complex academic testing 

at each institution, by calculating a process-level reliability and parsing total score 

variation into variance attributable to multiple sources with a G-Study, as well as then 

facilitate analyses that can optimize reliability through further D-Studies. With better 

understanding of reliability trade-offs by using D-Studies, G-Theory has the potential to 

improve the reliability and rigor of local educational testing (Cor & Peeters, 2015). 

G-Theory can be applied to an examination. With one examination, the G-

coefficient is the same as internal consistency. However, one limitation of Classical Test 

Theory is that it allows for consideration of only one reliability index (internal 

consistency in this case). But what if we wanted to combine the internal consistencies 

from multiple examinations into one course-level reliability coefficient? This reliability 

would characterize the course-level letter grade. With multiple exams, the items would 

need to be combined, but there are multiple examination occasions. The internal 

consistency from Classical Test Theory could only be analyzed for each separate 

examination with no means to combine exams, or an internal consistency could be 

calculated from all items together while disregarding the fact these came from multiple 

examination occasions. Instead, after introducing a facet for occasions, G-Theory can 

combine those multiple examinations into one course-level reliability coefficient. 

As noted previously, health-professions education requires performance-based 

assessments that are different from knowledge-based written examinations (i.e., “shows 

how” in Miller’s Pyramid). These performance-based examinations have more sources of 
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variance than a written examination. While a written examination has variance from the 

test-taker and examination items, a performance-based assessment has variance from test-

takers and items (same as a written exam), as well as from raters, stations, and occasions. 

A model for reliability needs to take these all into account simultaneously. G-Theory can 

do this. G-Theory can provide one composite reliability coefficient from the multiple 

sources of measurement error. 

Generalizability Theory Fundamentals. That said, the complexity of G-Theory 

requires a primer of fundamentals. In Table 1 are common terms used within G-Theory. 

Table 1  

Glossary of terms in Generalizability Theory  

Term Definition 

Generalizability 

Theory 

(G-Theory) 

Analysis of Variance (ANOVA)-based tool to analyze variation over 

repeated measures from various test sources (e.g., items, occasions, 

raters, stations) 

Facet A set of similar conditions of assessment; a “variable”; test sources 

of variation (e.g., students, items, occasions, raters, stations) 

D-facet Facet of determination; object of assessment (usually students). 

There is only one D-facet in a G-Study. 

G-facet Generalization facet; most facets are this type; each has multiple 

levels within and are assumed to be sampled from an infinite 

universe (e.g., often raters, stations, items) 

                  (table continues) 
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Table 1  

Glossary of terms in Generalizability Theory (continued) 

Term Definition 

S-facet Stratification facet; categorization facet that is not a G-facet (e.g., year, 

site, gender, occasion) 

Fixed 

facet 

A finite facet that is not generalized to a universe of infinite versions of 

this facet (i.e., held constant); not a facet for generalization (in D-Studies) 

Random 

facet 

A facet with many versions; a facet to generalize/extrapolate in D-Studies 

Levels Following Analysis of Variance (ANOVA) language, each variable/facet 

has multiple configurations (e.g., item scored with 4-levels; 1, 2, 3, or 4) 

Crossed 

design 

Two facets are crossed when any levels of one facet can interact with any 

levels of the other facet (e.g., student is crossed with exam items when all 

students take all exam items) 

Nested 

design 

One facet is nested within another facet when the nested facet has 

different levels for certain facets—it is not crossed; this happens in all 

unbalanced designs (e.g., rater is nested in station when different raters 

are in each station; if same rater for all stations, it would be rater crossed 

with station) 

G-Study Initial analysis of data for variance components from different facets in 

the specified G-Theory design; provides contribution to measurement 

error from different facets and interactions of facets. 

         (table continues) 
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Table 1  

Glossary of terms in Generalizability Theory (continued) 

Term Definition 

D-Study Decision study; extension of G-Study that uses its analyzed variance to 

yield generalizations of “what if” situations for impact on reliability 

(e.g., What if there were 3 raters instead 2? What if there was 1 rater 

instead of 2? What if there were 10 stations instead of 6?) 

Balanced 

design 

A design that has equal amounts for all facets (e.g., all exam occasions 

have same number of questions, all stations use same items, all 

occasions have same number of stations)  

Unbalanced 

design 

A design with an unequal number within facets (e.g., multiple quizzes 

have different numbers of items, multiple exams have different 

numbers of items, each OSCE occasion has a different number of 

stations; different items are used by OSCE raters within different 

stations) 

Univariate 

design 

A conventional design with random facets as crossed or nested facets. 

This type of design is this vast majority of literature. 

Multivariate 

design 

This is an alternative to the popular variant of univariate design, 

wherein one facet is fixed. There are 13 pre-determined designs and 

only mGENOVA can analyze a multivariate design. 

 

Sources of Variance. As opposed to variables in traditional studies, G-Theory 

terms these facets. Facets are sources of variance in a test’s scores (e.g., students, items, 
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raters, stations). There are different types of facets. There is a facet of determination (D-

facet). There is only one D-facet in any G-Study, and this is usually students in many 

education studies. There are facets of generalization (G-facets). Most facets in a G-

Theory study are G-facets. G-facets have multiple levels and are assumed to randomly 

come from a universe of possibilities (i.e., generalize back to that universe). A third type 

of facet are facets of stratification (S-facets). S-facets are categorization facets and are 

not G-facets. They do not generalize and are non-random “buckets” into which other 

facets are placed. 

Common to a number of health-professions an OSCE exemplifies a learning 

assessment with multiple facets involved in total score variation. To better express the 

notion of facets, let us specify that students in a pharmacy education program have 

completed a 16-station OSCE, with eight stations each week for two weeks. At each 

station, two raters score student performance across six areas. Raters score using a set of 

items that are common to all stations. Multiple sources of variation within total scores are 

noticeable. Variance in overall scores will not only come from differences among 

students’ ability but will also emerge from items, raters, stations, and occasions. These 

are all facets in G-Theory, with students as the D-facet, items, raters, and stations 

potentially as G-facets, as well as occasions potentially as an S-facet. Different reliability 

indices in Classical Test Theory can reflect different aspects of this score variance, but 

these are all happening at the same time. How the raters score the items, for instance, is 

analogous to internal consistency (i.e., similar to Cronbach’s alpha). Variation may also 

emerge from between raters (i.e. inter-rater consistency), among stations (case 

specificity), or over the different weeks (a variant of test-retest reliability). The G-Study 
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uses a multi-way repeated-measures analysis of variance (with variables of station, rater, 

item, and week), to calculate one process-level reliability that integrates and summarize 

the plethora of possible internal consistency, inter-rater reliability and test-retest 

reliability indices (Streiner et al, 2015). Additionally, the G-Study analysis would 

indicate the amount of variation in total scores that is accounted by each facet or 

interaction of facets (i.e., variance components). 

Crossed and Nested Designs. Aside from determining facets, an investigator must 

also determine the G-Theory design. In G-Theory, there are a multitude of possibilities 

for design. By convention, the D-facet (usually students) is termed p. In a simple design 

of students taking an examination, this will be crossed with items, i. The term crossed 

means that all students take all items. In another example, the number of examinations 

could be increased from one to two. The resulting G-Study design will need to allow for 

these multiple occasions, o. This could be done in one of two ways. First, students are 

crossed with items which are crossed with occasions (short-hand: p x i x o). Second, a 

nested design could be used. This design would have items nested in occasions crossed 

with students (short-hand: p x i : o). An advantage of this second nested design is that if 

there are a different number of items on the two examinations, the items will not be 

weighted equally—the examination occasions would be instead. 

Balanced Versus Unbalanced Designs. As in the examination example in the 

paragraph above, if the two examinations have the same number of items then it is termed 

a balanced design. However, most designs in education and especially with situational 

differences for performance-based assessments, designs are unbalanced. That is, in 
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unbalanced designs there is an uneven number of, in this example, items on the two 

examinations. 

Univariate Versus Multivariate Designs. The vast majority of designs are 

univariate and involve random facets. Central to a multivariate design is that one content 

categories are considered fixed. That is, most facets can be generalized to many 

categories of those facets, however if a facet has a limited/set number of categories, it 

should be fixed. Once fixed, it cannot be extrapolated in decision-studies to other 

situations. For example, a univariate design for an OSCE may have random facets for 

station and week of station. In decision-studies, these facets can be extrapolated to more 

and fewer stations each week as well as number of weeks. On the other hand, if the week 

facet is fixed (i.e., there is a set number of weeks and this will not likely change) then the 

week facet cannot be extrapolated and only the number of stations per week can be 

extrapolated. However, the variance can be constrained to each week separately from one 

another—and so each week can be explored separately. This can be seen in the OSCE 

application,40 as well as the quizzes application.42 In both reports, the variance is 

constrained with each category of the fixed facet, and so each week or quizzes reliability 

can be defined and reported. This can be seen in Table 2 for OSCE weeks,40 and Table 1 

for the different quizzes.42 While a stratification facet in a univariate is also fixed and has 

distinct limited categories, a univariate design cannot constrain other facets to analyze 

them at each stratification category. That is, Table 2 in the OSCE example40 followed 

after multivariate G-Theory analysis, while the different variance components in Table 1 

of the Quiz example42 followed from multivariate G-Theory analysis; neither could be 

replicated using only a univariate G-Theory design.  
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Decision-Studies. Following a G-Study analysis, investigators can perform further 

analyses termed decision-studies (or D-Studies). Within Classical Test Theory, the 

Spearman-Brown formulae may be used for a single examination. Based on the data from 

an internal consistency analysis, the Spearman-Brown formula can estimate reliability 

changes through extrapolation to more related items, that is, to understand how many 

more items would be needed to improve reliability sufficiently. In G-Theory, D-Studies 

are an extension of this concept. In a D-Study, associated reliability changes due to the 

adjustment of the facets (such as more or fewer raters, stations and/or items) are 

estimable. 

D-Studies were highlighted by Streiner et al (2015) as, “herein lies one of the real 

strengths of generalizability theory; the potential to make significant gains in reliability 

within a fixed number of total observations, by optimally distributing the numbers of 

observations over various sources of error” (pg. 212). For example, using D-Studies with 

an OSCE can help determine the change to reliability associated with altering the N of 

one or more facets within the learning assessment. Investigators could examine what 

effect changes to the number of raters, number of items used by raters, and/or number of 

stations would have on reliability. 

Evidence from many empirical studies have demonstrated that increasing the N 

associated with each of the four facets in the previous example can improve reliability 

(van der Vleuten & Schuwirth, 2005). However, increasing the N of some facets in this 

OSCE example will contribute more to overall variance than increasing the N of others. 

Educators could examine the trade-offs of different situations, for instance, by examining 

the effect on reliability if two raters scored four stations, or if the same eight raters 
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instead were dispersed singly to score eight stations. For expensive, time- and resource-

intensive testing, this can help with important decision-making evidence for future test 

iterations that optimize reliability, rigor and fairness (Crossley, Davies, Humphris, & 

Jolly, 2002). Through constructing generalization evidence for validation, optimizing a 

learning assessment’s reliability can bolster its validity. 

Generalizability Theory Use in Medical Education. During the 1980’s, G-

Theory saw limited use in medical education (Streiner et al, 2015). With the subsequent 

further development and increased power of personal computers that facilitated its many 

onerous calculations, G-Theory found increased utility. As a result, G-Theory has 

become much more widely used in medical education (Crossley et al, 2007). 

“Generalisability theory is particularly useful in medical education because of the variety 

and complexity of assessments used and the large number of factors (examinees, 

assessors, types of assessment, cases and items within cases, contexts, etc.) that impact on 

scores.” (pg.927). In fact, OSCEs are used in high-stakes national licensure for physicians 

in Australia, Canada, South Korea, Switzerland, Taiwan, the United Kingdom, and the 

United States (Swanson & van der Vleuten, 2013), with multiple prominent medical 

educationalists declaring that use of G-Theory for an OSCE is “absolutely required” 

(pg.S23; also in Bloch & Norman, 2012; Streiner et al, 2015; Swanson, Clauser & Case, 

1999). 

As Khan et al (2013) and Boursicot et al (2014) account, the OSCE was 

introduced in medical education and has become an important performance-based 

assessment format in medical and other health-professions education (including 

pharmacy, nursing, and physical therapy). The validity, reliability, feasibility, and 
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educational impact for OSCEs is noteworthy (Khan et al, 2013; Newble, 2004). Instead 

of describing “the” OSCE, inferring that this is a single entity for testing in all situations, 

it may be better termed as “an” OSCE to describe a format that can be applied for a 

number of purposes. Different OSCEs can evaluate skills with history-taking, physical 

examination, surgical procedures, other procedures, teamwork, and communication. 

Thus, an OSCE can have many concurrent sources of variance that may differ from an 

OSCE at one institution to an OSCE at another institution (Boursicot et al, 2014). Each 

university has their own unique mixture of resources (number of faculty/support staff, 

faculty expertise, faculty workload), assessment philosophy and financial commitments. 

OSCEs have multiple complex relationships of performance rating items, multiple 

raters, different scenarios, and other variables to account for. Currently, G-Theory is 

considered the best means to analyze variance components, characterize reliability, and 

optimize that reliability for these multi-variable assessments (Streiner et al, 2015; 

Swanson et al, 1999; Swanson & van der Vleuten, 2013). With each university needing to 

analyze, evaluate, and validate their own use of learning assessments (Peeters & Martin, 

2017), G-Theory appears helpful for determining an assessment’s reliability. As noted 

earlier, this is especially important if an OSCE is used for high-stakes testing (Peeters & 

Cor, 2019). 

Generalizability Theory Use in Pharmacy Education. Because of similarities 

with conceptualization of educational assessments among health-professions, G-Theory 

seems useful to pharmacy education as well. Unfortunately, G-Theory’s use in pharmacy 

education has been very limited and quite recent compared to medical education. Only 

three published studies using G-Theory in pharmacy education exist (Munoz et al, 2005; 
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Peeters et al, 2013b; Cor & Peeters, 2015). 

In 2005, Munoz and colleagues reported generalizability of a 26-station OSCE for 

153 entry-to-practice candidates and 37 pharmacists (Munoz et al, 2005). This report 

described pharmacist licensing in Ontario, Canada. 

A 2013 investigation by Peeters and colleagues is the only study with data from 

an American institution. However, this investigation was focused on an approach to 

interviewing candidates for post-graduate pharmacy practice residency positions and was 

not evaluating students in a PharmD curriculum (Peeters et al, 2013b). 

While demonstrating use of G-Theory, the most recent article by Cor & Peeters 

(2015) used learning assessment data from student pharmacists in Alberta, Canada. Its 

focus within performance-based assessments was outside of an OSCE format. 

The first important step to validation involves generating generalization evidence 

towards a validation argument. G-Theory appears to be a promising tool for this. 

Additionally, G-Theory has been used successfully in medical education and appears 

promising in transfer to pharmacy education. It would seem that pharmacy education 

could benefit from G-Theory’s ability to consolidate multiple sources of variation into a 

process-level reliability coefficient, parse total score variance into variance from different 

sources, and then optimize reliability with D-Studies (including economizing raters and 

task sampling). 

Barriers to Generalizability Theory Implementation. Two notable barriers to 

using G-Theory are its mystique of difficulty and its available specialized software. 

Complicated and Abstract. G-Theory can seem abstract and complicated. After 
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all, the term “theory” is in its name, and “theory” can make many clinicians’ eyes glaze 

over. Despite instruction through software manuals, a primer on using G-Theory was 

needed (Bloch & Norman, 2012). Admittedly, navigating within its many steps and 

multitude of designs requires practice. Even with medical education’s widespread use of 

G-Theory, it is not understood by all medical education researchers. When Pell, Fuller, 

Homer & Roberts (2010) discussed test quality and use of G-Theory, their description 

suggested limited understanding of G-Theory. Additionally, Allalouf, Klapfer & Fronton 

(2008) appeared to completely miss that previously-reported G-Theory coefficients 

would parsimoniously include their many internal consistencies and interclass (inter-

rater) coefficients. Together, this provides some evidence that G-Theory can be 

complicated enough. Every educator need not be familiar with its intricacies; however, it 

is hoped that all educators might gain some appreciation of its potential for helpful use. 

Generalizability Theory Software. Software programs available for G-Theory 

need evaluation on route to its broader use in pharmacy education. Similar to other 

statistics-based software applications, personal computers have shaped the landscape of 

G-Theory use. At present, there are a handful of specialized G-Theory software 

programs, some as stand-alone programs while others are syntax for broader statistics 

programs. Most are not user-friendly. Table 2 gives a summary of the G-Theory software 

currently available.  
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Table 2. 

Comparison of Generalizability Theory software 

 

While each software program has advantages and disadvantages, no single 

program stands out for all situations. While using numerous G-Theory program options 

from Table 2, two notable programs are G_String and mGENOVA. With Windows (and 

Mac in its newest version), G_String seems most versatile and user-friendly for many 

unbalanced assessment designs in G-Theory. It still requires prior instruction and plenty 

of practice to use adequately. Although in situations where some stations might be 

weighted differently than others, it cannot adjust station-weights. For those situations, 

mGENOVA would seem best (though not nearly as user-friendly). 

Summary 

Validation is needed for learning assessments in pharmacy education and is 

especially needed for high stakes testing (Peeters & Cor, 2019). G-Theory appears to be 

one promising tool to generate rigorous generalization evidence for a sound validation 

argument. As opposed to G-Theory’s ubiquitous use in medical education, pharmacy 

education has seen only sporadically rare use of G-Theory in three applications (with the 

majority outside the United States). From this literature review, G-Theory appears 

promising to contribute to fair learning assessments in pharmacy education. “Evidence 

concerning reliability (generalizability) and validity must be obtained so that inferences 

about educational achievement made from assessment scores are appropriate and 

Software Max Facets Nested Fixed Unbalanced User-Friendly Software Format Data Format Graphs D-studies Item Weights
GENOVA 6 yes no no no FORTRAN syntax Short no yes yes
urGENOVA 6 yes no yes no ANSI C syntax Short no no no
mGENOVA 6 yes yes yes no ANSI C syntax Short no yes yes
SPSS syntax G1 2, G2 3+ yes no G1 no, G2 yes yes if SPSS-user SPSS syntax Short or Long yes yes no
R syntax R1 2, R2 3+ yes no G1 no, G2 yes yes if R-user R syntax Short or Long yes yes no
Gtheory (Rpkg) 2+ no yes yes yes if R-user R package Long no yes no
EduG 8 yes yes no yes Windows Short (like mGENOVA) no yes no
G_String infinite yes yes yes yes Windows (and Mac) Short or Long no yes no
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meaningful. Otherwise, the future of performance assessments could be threatened” (Gao 

et al, 1994, pg.324). 
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Chapter Three 

Methods and Procedures 

This chapter reports methods and procedures from three separate sub-studies that 

make up this dissertation. Recall that this dissertation involved three applications of G-

Theory in three independent sub-studies. As reported in Chapter 1, each learning 

assessment was from a different category of Miller’s Pyramid; although each is a 

different use and needs generalization evidence of its own (within Kane’s Framework for 

Validation). This process at its core is data-driven. The first sub-study demonstrated how 

G-Theory could calculate, along with optimize, the reliability of a performance-based 

assessment of skills within an OSCE. In Brennan’s (2010) seminal text Generalizability 

Theory, Brennan (2010) asserts that “Generalizability Theory is particularly well suited to 

evaluating assessments that are based on ratings of human performance.” (pg. 117). That 

is, analyzing a performance-based assessment may most easily demonstrate G-Theory 

initially, before progressing to other applications. The second sub-study demonstrated 

how G-Theory could calculate the composite reliability of an entire course’s final grades, 

through combining reliabilities from multiple examinations into one composite reliability 

for course-grades. This second sub-study is a very common teaching scenario and the 

subsequent D-Studies are a highlight from it. The third sub-study demonstrated how G-

Theory can integrate short quizzes (i.e., brief assessments of students’ learning) with a 

longer exam, resulting in a different example of composite reliability for course-grades. 

In some coursework in some institutions, use of quizzes is increasing either at the 

beginning of class meetings during a flipped-lecture or team-based learning that require 

outside preparation for class, or even to stimulate active-learning during lecture. 
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Purpose and Research Questions 

Purpose Statement. The purpose of this proposed study is to demonstrate use of 

G-Theory for three common applications of learning assessment in pharmacy education, 

and in so doing, generate key validation evidence for the generalization inference within 

Kane’s Framework for Validation. 

Research Questions. This dissertation involved three applications of G-Theory in 

three independent sub-studies. As reported in Chapter 1, each learning assessment was 

from a different category of Miller’s Pyramid; although each is a different use and needs 

generalization evidence of its own (within Kane’s Framework for Validation). The first 

sub-study demonstrated how G-Theory could calculate, along with optimize, the 

reliability of a performance-based assessment of skills within an OSCE. In the ‘bible’ of 

G-Theory, Brennan (2010) asserts that “Generalizability Theory is particularly well 

suited to evaluating assessments that are based on ratings of human performance.” (pg. 

117). That is, analyzing a performance-based assessment may most easily demonstrate G-

Theory initially, before progressing to other applications. The second sub-study 

demonstrated how G-Theory could calculate the composite reliability of an entire 

course’s final grades, through combining reliabilities from multiple examinations into 

one composite reliability for course-grades. This second sub-study is a very common 

teaching scenario and the subsequent D-Studies are a highlight from it. The third sub-

study demonstrated how G-Theory can integrate short quizzes (i.e., brief assessments of 

students’ learning) with a longer exam, resulting in a different example of composite 

reliability for course-grades. In some coursework in some institutions, use of quizzes is 
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increasing either at the beginning of class meetings during a flipped-lecture or team-

based learning that require outside preparation for class, or even to stimulate active-

learning during lecture. 

Furthermore, each sub-study had three research questions. The structure of the 

three research questions for each sub-study were: (a) define the reliability, (b) report 

variance components from the G-Study, and (c) identify patterns from the D-Studies. 

These research questions followed the phases of a G-Theory analysis (Bloch & Norman, 

2012; Streiner et al, 2015), as well as guidance for reporting G-Theory results (Briesch, 

Chafouleas & Johnson, 2016; Hendrickson & Yin, 2010). Thus, there were nine research 

questions addressed overall (i.e., three for each application).  

The research questions are as follows: 

Research Question 1a. What was the reliability of an Objective Structured 

Clinical Examination that involved 3rd-year Doctor of Pharmacy students at the 

University of Toledo? 

Research Question 1b. For an Objective Structured Clinical Examination of 3rd-

year Doctor of Pharmacy students at the University of Toledo, what were the relative 

contributions of occasions and stations to examination score variance? 

Research Question 1c. What would be the optimal number of stations for each of 

three weeks for an Objective Structured Clinical Examination that involved 3rd-year 

Doctor of Pharmacy students at the University of Toledo? 

Research Question 2a. What was the composite course-level reliability for 

multiple examinations in a basic-science course that involved 1st-year Doctor of 

Pharmacy students at the University of Toledo? 



 52 

Research Question 2b. What were the relative contributions to variance in scores 

from examination occasions and examination items that involved 1st-year Doctor of 

Pharmacy students in a basic-science course at the University of Toledo? 

Research Question 2c. How would the number of examination occasions and the 

number of examination items be optimized for a basic-science course that involved 1st-

year Doctor of Pharmacy students at the University of Toledo? 

Research Question 3a. In a clinical-science module that involved 2nd-year Doctor 

of Pharmacy students at Drake University, did quizzes add to the reliability of an 

examination? 

Research Question 3b. What were the contributions to scores variance from quiz-

items and exam-items in a clinical-science module that involved 2nd-year Doctor of 

Pharmacy students at Drake University? 

Research Question 3c. How could the number and weighting of items from 

quizzes be optimized beyond items from the examination towards a module-grade 

reliability in a clinical-science module that involved 2nd-year Doctor of Pharmacy 

students at Drake University? 

Proposed Research Design and Methodology 

 The research design for this dissertation is post-hoc educational psychometric 

analyses for each of the learning assessment sub-studies. In all of its three sub-studies, the 

investigation will be considered a secondary analysis of archived data—post-hoc analysis 

after use within these PharmD students’ coursework. For these analyses, investigators 

used G-Theory to quantify reliability, evaluate facet variance components, and explore 
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different facet scenarios within three common applications for learning assessments in 

pharmacy education. 

 Each application’s three research questions were based on common aspects of G-

Theory analyses (Bloch & Norman, 2012; Crossley et al, 2002; Crossley et al, 2007; 

Streiner et al, 2015). First, reliability is a notable result of the generalizability-study (G-

Study). Reliability can summarize one important aspect of testing rigor and is also 

considered to be validation evidence for the generalization inference. Second, a notable 

G-Study contribution is its ability to parse data into its variance components based on the 

facets specified. This can give investigators an idea of which facets are prominent sources 

of variance and which may be less helpful to focus on improving. Third, as a practical 

extension from the G-Study, additional decision-studies (D-Studies) can extrapolate the 

variance into different practical situations, as the number of levels for a facet are altered. 

For example, if multiple raters were used in some stations of an objective structured 

clinical examination (OSCE), what impact might varying the number of raters have on 

that OSCE’s reliability? D-Studies can help with practical decision-making towards a 

more efficient future assessment with acceptable reliability and rigor.  

 Three applications of learning assessments that are common in pharmacy 

education were investigated. The first sub-study illustrated G-Theory use for a high-

stakes performance-based assessment (e.g., OSCE). The second sub-study examined 

integration of multiple examinations from a traditional lecture-based basic-science 

course. The third sub-study investigated integration of quizzes and an examination during 

a didactic clinical-science course.  
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Generalizability Theory. As proposed in Chapter Two, G-Theory can be seen as 

a flexible model with different extensions based on the testing situation specifics (Bloch 

& Norman, 2012; Crossley et al, 2002; Crossley et al, 2007; Streiner et al, 2015). The 

first part of a G-Theory analysis is conducting a G-Study. This G-Study analyzes and 

apportions the variance due to different test-related facets in the data set. An important 

initial step towards a G-Study is to define the G-Study’s design that best describes the 

design of a specific learning assessment. Designs can vary among tests and their 

specifics. After the G-Study provides an overall reliability index (i.e., g-coefficient) for 

the data, the second part of a G-Study is to understand the magnitude and impact on 

reliability of different sources of variation (with their potential measurement error). This 

is an understanding of the variance attributable to the various G-Study facets (i.e., 

components) and their interactions. This was demonstrated for all three sub-studies, 

although it may be most helpful with Sub-Study 1 (OSCE). 

A third part that can be very helpful and practical corollary to a G-Study is D-

Studies. Similar in concept to the Spearman-Brown Prophesy, D-Studies extrapolate for 

changes in variation of facets, given the variance found within the prior G-Study. Thus, 

by imputing changes to the number of facets, test developers can explore the influence of 

altering various learning assessment administration characteristics (e.g., number of items 

on an examination, the number of examination occasions, or the number of stations in a 

performance-based examination). Exploration of all of these can allow the investigator to 

optimize reliability based on an institution’s specific needs and available resources. Both 

Sub-Study 2 and Sub-Study 3 can highlight the helpfulness of D-Studies in assisting with 

decision-making for future iterations of written learning assessments. 
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Sample and Sampling Method 

Test validation, with its requirement for multiple types of evidence, is 

fundamental to high-stakes testing in pharmacy education (Peeters & Martin, 2017; 

Peeters & Cor, 2019). Recall that in Kane’s Framework for Validation, evidence is 

needed for inferences of scoring, generalization, extrapolating and implications. If used, 

G-Theory can help provide evidence for generalization. There will be three separate 

pharmacy education sub-studies within this investigation, and so three separate samples 

of Doctor of Pharmacy (PharmD) students. Table 3 summarizes the archived data for the 

three sub-studies. 

TABLE 3. 

Summary of Secondary Archived Data for Sub-Studies One through Three 

 Learning 

Assessment Type 

PharmD 

Program Year 

Semester of Data 

Sub-Study One OSCE Third Spring 2017 

Sub-Study Two Course Exams First Spring 2017 

Sub-Study Three Course Quizzes Second Spring 2018 

 

 Sub-Study One (OSCE). From archived data following Spring Semester 2017, 

this sub-study was a retrospective analysis from data of an OSCE that was administered 

to third-year PharmD students at the University of Toledo College of Pharmacy & 

Pharmaceutical Sciences during these students’ last semester of classroom-based 

coursework. This dissertation author was the course-coordinator and so had access to this 

data. This OSCE was intended as a high-stakes, skills-based assessment of PharmD 
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students’ pharmacy practice skills prior to their advanced year-long clinical rotations. 

Assessing students’ “readiness for clinical rotations” is an important accreditation 

standard for pharmacy education institutions (Accreditation Council for Pharmacy 

Education, 2015). 

 Sub-Study Two (Course Exams). This sub-study was a retrospective analysis of 

archived data from Spring Semester 2017, for the multiple examinations (i.e., two 

midterm exams and one final exam) that make up a final course grade within a traditional 

PharmD didactic basic-science course. Collaborating with pharmaceutics colleagues in 

the University of Toledo College of Pharmacy & Pharmaceutical Sciences, this analysis 

was conducted with matched data from a first-year PharmD course that is focused on the 

basic-science discipline of pharmaceutics. 

 Sub-Study Three (Course Quizzes). This sub-study was a retrospective analysis 

of archived data, from Spring Semester 2018, from a clinical-science (cardiovascular 

pharmacotherapy) course of second-year PharmD students. This data was acquired 

through collaboration with an instructor from a different institution (Drake University 

College of Pharmacy). The course instructor employed multiple low-stakes quizzes 

integrated with a higher-stakes exam into course grades. Similar in format to Sub-Study 

2, students’ responses were matched on multiple quizzes and an examination, with 

subsequent G-Theory analysis. 

Instrumentation and Procedures 

Three applications were analyzed using G-Theory. Each used essentially the same 

G-Theory instrumentation, though with different designs (and spreadsheet columns) for 

specifics of each sub-study. These sub-studies were chosen is to demonstrate using G-
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Theory for a variety of common learning assessment applications among multiple years 

of PharmD students. As noted in the prior chapter, there are a number of G-Theory 

programs available (Table 2). 

Sub-Study One (OSCE). After IRB approval, retrospective archived data were 

obtained from the course coordinator. These archived data were from a third-year 

PharmD OSCE that was administered over 3 weeks during Spring Semester 2017. 

Over three weeks, students completed 14 stations, with five in week1, five in 

week2, and four in week3. In this OSCE iteration, the 14 stations that all students rotated 

through and completed were: device counseling, over-the-counter counseling, knowledge 

of top 200 medications, compounding calculations, prescription checking, obtaining a 

medication history, medication reconciliation, drug information presenting, renal dosing, 

adverse drug events, adherence barriers, pharmacokinetic calculations, intravenous 

compatibility, and drug interactions. In this OSCE, all 14 stations were equally weighted 

in students’ overall score.. These data were analyzed using a p• x s° design. Sub-study 

One had a fixed three-week format (that will not vary), with four or five stations each 

week. The mGENOVA software was used for this fixed design. 

Third-year PharmD students were assessed across various pharmacy practice 

skills. These skills were planned, created, and developed by a team of five practicing 

faculty pharmacists. These skills-based OSCE stations were focused into 4-5 stations per 

week. Roughly, the circuit format was 9-minutes per station with 1-minute in-between 

(though some stations took twice as long and so were de facto “double stations”). One or 

two stations each week used faculty graders, while the other stations (three per week) 

were written and scored afterwards. All stations were scored independently over the three 
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weeks of this OSCE. Every station was scored independently using a holistic 4-point 

scale (whether 4-point rating-score of a rater-based station or from a 4-point grading 

rubric of a written station). The addition of written stations has previously been shown to 

improve the reliability of an entire OSCE, with suitable validity if the written stations can 

adequately address the skills being assessed (Newble, 2004). Students could fail one 

station on the initial OSCE and pass the entire assessment. However, if two or more 

stations were failed, that student needed to remediate all stations that they did not pass. 

 Sub-Study Two (Course Exams). These archived data were from a basic-science 

(pharmaceutics) course for first-year PharmD students during Spring Semester 2017. 

After IRB approval, these retrospective archived data were obtained from the course 

coordinator.  

 In this 15-week course, there were 12-weeks of lecture and three examinations—

two midterms and a final. The examination data were item-level data (1=right, 0=wrong) 

for each student, with students matched on their exam one, exam two, and exam three 

responses, prior to G-Theory analysis. With different numbers of questions on each exam 

in Sub-study Two, this G-Theory design is unbalanced but not fixed to a specific number 

of examinations. These data were analyzed with an unbalanced design of p x i : o. For 

this Sub-Study Two, G_String software was used. 

Sub-Study Three (Course Quizzes). After IRB approval by both institutions’ 

IRBs, retrospective archived data were obtained from the course instructor. Collected 

during Spring Semester 2018, these archived data were from a second-year PharmD 

course (at Drake University College of Pharmacy) that used frequent quizzes prior to an 

examination.  
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While this therapeutics course was 15-weeks with three modules, only one 

module was be evaluated in this sub-study. The module was five weeks and had seven 

quizzes ranging from five to nine items, along with a 32-item exam. For the quiz and 

examination data, these data were item-level data (1=right, 0=wrong) for each student. 

Before any G-Theory analysis could be undertaken, each student’s seven quizzes and 

examination were matched so that all each student’s tests are a single row of data. This 

sub-study had a fixed number of quizzes and an examination, a different number of 

questions on each quiz (i.e., unbalanced), and different item-weightings for quizzes 

versus the exam (in the syllabus). Thus, these data were analyzed with an unbalanced, 

fixed design of p• x t°. Because it can account for fixed, unbalanced and different 

weightings, mGENOVA software was used. 

Data Analysis 

Using the G-Theory software (mGENOVA for Sub-Study 1 & Sub-Study 3, or 

G_String for Sub-Study 2), the various sub-study data were analyzed. From the 

subsequent data analytic reports, information was pulled out to answer the research 

questions. Below, description of report information was grouped by type of research 

question (a, b, c). 

Data Analyses Part A. For each sub-study, the first question had similar 

information from data analytic reports. Herein, the reliability (via g-coefficient) for each 

G-Theory design was reported. This g-coefficient provided a reliability co-efficient for 

that learning assessment iteration.  
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Research Question 1a. What was the reliability of an Objective Structured 

Clinical Examination that involved 3rd-year Doctor of Pharmacy students at the 

University of Toledo? 

Research Question 2a. What was the composite course-level reliability for 

multiple examinations in a 1st-year Doctor of Pharmacy students in a didactic basic-

science course at the University of Toledo? 

Research Question 3a. In a clinical-science module that involved 2nd-year Doctor 

of Pharmacy students at Drake University, did quizzes add to the reliability of an 

examination? 

Data Analyses Part B. For each sub-study, the second question of each sub-study 

sought similar information from the data analysis reports. This information was 

elsewhere in the same data analytic report. That is, the G-Study has both a g-coefficient 

(research questions 1a, 2a, and 3a) and provided the relative contribution to variance in 

scores from different facets (research questions 1b, 2b, and 3b). 

Research Question 1b. For an Objective Structured Clinical Examination that 

involved 3rd-year Doctor of Pharmacy students at the University of Toledo, what were the 

relative contributions of occasions and stations to examination score variance? 

Research Question 2b. What were the relative contributions to variance in scores 

from examination occasions and examination items that involved 1st-year Doctor of 

Pharmacy students in a basic-science course at the University of Toledo? 

Research Question 3b. What were the contributions to variance of scores for quiz-

items and exam-items in a clinical-science module that involved 2nd-year Doctor of 

Pharmacy students at Drake University? 



 61 

Data Analysis Part C. For each sub-study, the third research question of each 

sub-study needed similar information found elsewhere from the other research questions, 

within the same data analytic reports. While the information to answer the first two 

questions with each sub-study were from the G-Study, this information was from the D-

Studies in the same report. Following after and from the variance components obtained 

from the G-Study, these D-Studies explored the impact of different choices to the number 

of facets in that specific learning assessment. 

Research Question 1c. What would be the optimal number of stations for each of 

three weeks for an Objective Structured Clinical Examination that involved 3rd-year 

Doctor of Pharmacy students at the University of Toledo? 

Research Question 2c. How would the number of examination occasions and the 

number of examination items for a basic-science course that involved 1st-year Doctor of 

Pharmacy students at the University of Toledo? 

Research Question 3c. How could the number and weighting of items from 

quizzes be optimized beyond items from the examination towards a module-grade 

reliability in a clinical-science course that involved 2nd-year Doctor of Pharmacy students 

at Drake University? 

Limitations, Delimitations and Constraints 

 Both limitations and delimitations of this dissertation need discussion. 

 Limitations. As with any data analysis from a single institution, generalization to 

other institutions was one notable limitation. The last fifty years of social science 

research have shown that context matters. That is, each high-stakes learning assessment 

within the specific institutional context at each college/school of pharmacy should be 
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analyzed itself (Peeters & Cor, 2019). Educational assessments are context-dependent 

and will vary in reliability (both in each cohort of learners, and at different institutions). 

Reliability deals most with generalization to future cohorts of students at the same 

institution. Although it can differ in subsequent cohorts, it should often remain quite 

similar (if reasonably stringent) unless other future changes make future cohorts of 

students different than the current students (e.g., using different teaching and learning 

methods, or a different curriculum). Further, evidence for validation should be specific to 

the use and interpretation of test scores at each college/school of pharmacy. For example, 

with contexts (e.g., curricular structure, admissions, faculty, educational environment) 

being similar, a test of first-year PharmD students in 2014 at a College of Pharmacy 

should generalize to the 2017 version of that same test also among first-year PharmD 

students at that same College of Pharmacy. Therefore, very specific findings from sub-

studies in this dissertation are most relevant to the University of Toledo College of 

Pharmacy (or Drake University College of Pharmacy for the third sub-study). G-Theory, 

as an extension to Classical Test Theory, is sample-dependent; its results are 

characteristic of the participants that made up the sample in that G-Study. However, 

when accumulated with evidence from other institutions, generalizable concepts can 

surface. Beyond demonstrating these uses of G-Theory in pharmacy education, common 

key concepts will also be illustrated (along with discussion including corroborating 

evidence from the wider literature). 

Additionally, optimizing test quality necessitates a retrospective review of testing 

questions, tasks, and conditions (Pell et al, 2010; Tokovol & Dennick, 2012). G-Theory 
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can help provide generalization evidence from each learning assessment, but this 

generalization is foremost targeted to future classes/cohorts at the same institution.  

The inferences from Kane’s Framework for Validation of learning assessments 

are scoring, generalization, extrapolation, and implications (Peeters & Martin, 2017). 

While G-Theory can provide evidence for optimizing scoring and (especially) 

generalization, this evidence is not extrapolation nor implications evidence. That is, it is 

not evidence of relationships to other variables outside of this study, nor is it evidence of 

consequences from this testing. Validation is not a single study, but a program of research 

(Cook et al, 2015; Kane, 2006; Peeters & Martin, 2017); this dissertation provides initial 

generalization evidence, but further evidence for extrapolation and implications 

inferences would also be helpful. 

Furthermore, the results from G-Theory are sample-dependent. If, at a single 

institution, administration factors (such as timing, prepping students, training raters, or 

even revising content of items or tasks) change, the G-Study variance components may 

change. Thus, specific numbers within D-Studies can also change. Because G-Theory is 

sample-dependent, it is best used in more than one cohort of similar students, for 

validation of each learning assessment at every institution. 

Delimitations. While many learning assessment principles apply more generally, 

this dissertation’s intended audience is pharmacy education. This dissertation is not 

intended to be comprehensive of all situations or every type of learning assessment in 

pharmacy education, but it is hoped to provide common useful examples. As pharmacy 

educators seek to provide validation evidence for their uses of learning assessments, 

demonstration of G-Theory within these sub-studies may prove helpful. 
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Two major assumptions within this dissertation are the importance and need for 

rigorous psychometric validation evidence, and that reliability is a key aspect of validity. 

If either assumption is invalid, the helpfulness of this dissertation is more limited. 

However, the psychometric premise for learning assessments has met legal standards and 

been upheld by courts in the American legal system (Sireci & Parker, 2006). 

Additionally, with court cases in the health-professions, reliability of learning 

assessments has been instrumental, and poor reliability of learning assessments has been 

a key vulnerability (Tweed & Miola, 1991). Reliability is an increasingly important 

concern as the stakes of an assessment increase, with low-stakes testing not nearly as 

important as uses in higher-stakes testing (Peeters & Cor, 2019). When reliability can be 

analyzed and verified, it should not be assumed. 

A notable delimitation is that G-Theory is an extension of Classical Test Theory 

and uses its method of summing right answers into a continuous total score with 

similarly-weighted item. Item-Response Theory demonstrates this is not entirely correct. 

In very high-stakes testing, this difference can make a difference in test efficiency (i.e., 

how many items are needed to precisely measure a student’s ability). However, notable 

reasons for using a Classical Test Theory approach for validation are the complexity of 

IRT analyses, along with prior use and understanding of Classical Test Theory by the 

vast majority of educators and students (De Champlain, 2010; Hambleton & Jones, 

1993). For sake of validation evidence for generalization, Classical Test Theory seems 

preferred with the possible exception that an Item-Response Theory-based approach 

would continue to be used within future iterations of a learning assessment that 
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specifically using Item-Response Theory. Thus, G-Theory is very similar and extends a 

Classical Test Theory approach. 

Constraints. As with each program of higher-learning, there were notable 

constraints for each course within the three sub-studies. In the first sub-study of an 

OSCE, the number of weeks was specified to be three (and so not two or four). For the 

foreseeable future, this OSCE would be set at three weeks and so the optimal number of 

stations each week would be more helpful than theoretically expanding the number of 

weeks. Within each week, the time length of stations, as well as the time between stations 

could vary to support a greater or lesser number of stations each week. During this initial 

OSCE, these were set as 9-minutes per station and 1-minute in-between stations. Within 

the second sub-study of combining examinations, the number of items (questions) on 

each examination would need to fit into the classroom time allowed. For instance, a 100-

minute class should be fine for an exam of <100-items, but 100-minutes may not be 

enough for a 150-item examination. In the third sub-study of quizzes, a constraint on the 

quizzes was to increase the number of quizzes. There was already a quiz within most 

sessions, and so unless there became more lecture blocks, there could not feasibly be 

more quizzes. However, it could be feasible to manipulate the number of items on each 

quiz, as well as the relative-weighting given to quizzes and exams could be varied and so 

investigated. 
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Chapter Four 

Results 

This chapter reports findings from three separate sub-studies that make up this 

dissertation. Recall that this dissertation involved three applications of G-Theory in three 

independent sub-studies. As reported in Chapter 1, each learning assessment was from a 

different category of Miller’s Pyramid; although each is a different use and needs 

generalization evidence of its own (within Kane’s Framework for Validation). This 

process at its core is data-driven. The first sub-study demonstrated how G-Theory could 

calculate, along with optimize, the reliability of a performance-based assessment of skills 

within an OSCE. In the seminal, authoritative text Generalizability Theory, Brennan 

(2010) asserts that “Generalizability Theory is particularly well suited to evaluating 

assessments that are based on ratings of human performance.” (pg. 117). That is, 

analyzing a performance-based assessment may most easily demonstrate G-Theory 

initially, before progressing to other applications. The second sub-study demonstrated 

how G-Theory could calculate the composite reliability of an entire course’s final grades, 

through combining reliabilities from multiple examinations into one composite reliability 

for course-grades. This second sub-study is a very common teaching scenario and the 

subsequent D-Studies are a highlight from it. The third sub-study demonstrated how G-

Theory can integrate short quizzes (i.e., brief assessments of students’ learning) with a 

longer exam, resulting in a different example of composite reliability for course-grades. 

In some coursework in some institutions, use of quizzes is increasing either at the 

beginning of class meetings during a flipped-lecture or team-based learning that require 

outside preparation for class, or even to stimulate active-learning during lecture. 
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Sub-Study One (OSCE) 

Within a third-year pharmacy practice skills lab-course, 97 PharmD students 

completed this OSCE. Of 1358 stations attempted by students, 1259 stations (92%) were 

passed on first attempt.  

Research Question 1a. What is the reliability of an Objective Structured Clinical 

Examination of 3rd-year Doctor of Pharmacy students at the University of Toledo? 

Student’s scores were modeled as stations nested within three fixed weekly 

occasions (p• x s°). Reliability (G-coefficient) for the entire three weeks was 0.74.  

Research Question 1b. For an Objective Structured Clinical Examination of 3rd-

year Doctor of Pharmacy students at the University of Toledo, what are the relative 

contributions of occasions and stations to examination score variance? 

The variance components among sources that were identified in this design are in 

Table 4. Of the observed total-score variance, students accounted for only 5%-28% in 

each of the weeks, while stations were 11%-16%, and student-station interaction (which 

includes undefined variation and residual) was very large at 56%-81%. [Note: Within G-

Theory, the highest order interaction also will contain the residual error. (Brennan, 2010)]  
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Table 4 

Variation sources (and percentage) from a G-Study of third-year PharmD students over 

three weeks of testing within an objective structured clinical examination of pharmacy 

practice 

G-Study Facet Week1 Week2 Week3 

student 0.15 (17%) 0.06 (5%) 0.2 (28%) 

station 0.1 (11%) 0.16 (14%) 0.12 (16%) 

student x station (and 

residual error) 0.64 (71%) 0.94 (81%) 0.4 (56%) 

 

Research Question 1c. What would be the optimal number of stations for each of 

three weeks of an Objective Structured Clinical Examination of 3rd-year Doctor of 

Pharmacy students at the University of Toledo? 

With this variance, D-Studies provided g-coefficient estimates for stations each 

week and total-scores are in Table 4. Across the columns, reliability increased with more 

stations each week. As well, the three weeks combine into the Total Score row, where 

reliability shows improvement with multiple weeks of testing. Using the G-Study 

variation, Table 5 shows that only an OSCE with seven stations in each of three weeks 

(i.e., 21 stations) would meet a threshold reliability greater than 80%. The third week had 

stronger reliability estimates than either the first or second weeks. Alternatively, the 

second week showed lowest reliability; improving stations especially in week 2 should 

also help improve reliability overall and use fewer stations. For some reason(s), the 

stations that week did not statistically discriminate similar to other weeks. To look more 
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closely at week2, the station topics, circumstances surrounding administering those 

OSCE stations, as well as other curricular activities (e.g., exams in other classes) should 

be focuses. 

Table 5 

Reliability (G- coefficients) for the number of stations each week of an objective 

structured clinical examination of pharmacy practice for third-year PharmD students 

 Meanwhile, Figure 7 shows reliability improvement as a function of increasing 

the number of stations each week. To identify “optimal” will depend on educational 

context. With the resources and constraints at the University of Toledo (UT), optimal 

would be to increase the number of stations as much as possible. UT’s PharmD program 

has notable constraints on the scheduling (e.g., a 3-hour lab for about 50 students once 

each week along with a lecture for all 100 students), faculty (about seven faculty each 

session), and facilities (a practice lab with three classrooms and seven small rooms for 

private counseling). That said, Table 4 noted misalignment and poorer reliability of the 

week 2 stations. If these can be improved, as well as technical issues during 

implementation of activities that week, reliability should be vastly improved. As a 

Week 

Stations per week 

1 2 3 4 5 6 7 

Week 1 0.19 0.33 0.42 0.49 0.55 0.59 0.63 

Week 2 0.06 0.12 0.17 0.21 0.25 0.28 0.32 

Week 3 0.33 0.50 0.60 0.66 0.71 0.75 0.78 

Total-Score 0.37 0.54 0.64 0.70 0.75 0.78 0.81* 

     * Greater than threshold of 0.80 
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consequence of this analysis, UT faculty increased the number of stations as much as 

possible and revisited content mapping within an attempt to better align week2 OSCE 

stations. 

 

Figure 7. Estimated reliabilities (via G-coefficients) for number of stations within three 

weeks of testing of third-year PharmD students with an objective structured clinical 

examination of pharmacy practice 

Sub-Study Two (Course Exams) 

Within a pharmaceutics course, 101 first-year PharmD students took two 

midterms and one final-exam.  

Research Question 2a. What is the composite course-level reliability for multiple 

examinations in a 1st-year Doctor of Pharmacy students in a didactic basic-science 

course at the University of Toledo? 

In this basic-science PharmD course, 101 first-year students took two midterms 

and 1 final exam. The first midterm exam was 50 multiple-choice questions (MCQs), had 

a mean of 40.8/50 (81%; standard deviation=4.4), and KR20 of 0.69 for these students. 
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The second midterm examination was 43 MCQs, had an average of 36.4 (standard 

deviation=3.5), and KR20 of 0.65 for these students. The final examination was 67 

MCQs, had an average of 55.3 (standard deviation=4.3), and KR20 of 0.67 for these 

students. Using G-Theory to model items nested within occasions/exams (p x i : o), the 

composite reliability (G-coefficient) of course-grade, with all examinations combined, 

was 0.71.  

Research Question 2b. What are the relative contributions to variance in scores 

from examination occasions and examination items for 1st-year Doctor of Pharmacy 

students in a didactic basic-science course at the University of Toledo? 

Results of variance components are in Table 6. There did not appear to be 

variation from occasions alone (i.e., one examination was more difficult for everyone) 

and little variance (1%) came from some students finding one entire examination more 

difficult than the others. However, 21% of variation came from variation in some items 

being easier or more difficult, over the multiple occasions. However, the vast majority of 

variation (76%) came from the interaction of students with items nested in the 

examination occasions; that is, some students found certain items easier or more difficult. 

It is noteworthy that only 2% of variation was attributed to absolute differences in 

students’ knowledge. 
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Table 6 

Variation sources from G-Study of first-year PharmD students in a basic-science course 

G-Study Facet 

Examination 

Variance Percent 

Student 0.003 2 

Occasion 0.000 0 

Item : Occasion 0.034 21 

Student x Occasion 0.001 1 

Student x Item : Occasion (and 

residual error) 0.113 76 

 

Because the exams being combined, two potentially “easier” midterms (i.e., tested 

over content in past few weeks and not cumulative for the entire semester like the final 

exam) along with the comprehensive final exam (equally-weighted in final grade), 

another G-Theory analysis was done of the midterms only. The variance components for 

these midterms was very similar to the entire (s=2%, o=0%, i:o=19%, sXo=1%, 

sXi:o=78%), suggesting that these were not different within this G-Theory perspective. 

Research Question 2c. How does the number of examination occasions impact 

reliability compared to increasing the number of examination items for 1st-year Doctor of 

Pharmacy students in a didactic basic-science course at the University of Toledo? 

How reliability would change as a function of number of occasions and number of 

items per occasion is shown in Table 7. 
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Table 7 

Estimated reliability (via G-coefficients) for various numbers of items and various 

numbers of exam occasions for a first-year PharmD basic-science course 

Number of Items 

 
20 30 40 50 60 70 80 

Occasions 

1 0.29 0.36 0.41 0.44 0.47 0.49 0.51 

2 0.45 0.53 0.58 0.61 0.64 0.66 0.67 

3 0.55 0.63 0.67 0.70 0.73 0.74 0.76 

4 0.62 0.69 0.73 0.76 0.78 0.79 0.81* 

5 0.67 0.74 0.77 0.79 0.82* 0.83* 0.84* 

6 0.71 0.77 0.80* 0.83* 0.84* 0.85* 0.86* 

* Meets “acceptable” threshold of 0.80 

As the number of exams increased, fewer questions were needed per exam, and 

fewer questions over all exams combined. For a course-level grade reliability (g-

coefficient) of 0.80, options in Table 6 include four exams of 80MCQs (320 items), five 

exams of 60MCQs (300 items), or six exams of 40MCQs (240 items). Overall, more 

occasions lent to fewer numbers of items overall. The G-coefficients from Table 7 are 

illustrated in Figure 8. A declining impact from occasions can be compared to the decline 

with increasing numbers of items.  
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Figure 8. Estimated reliabilities (via G-coefficients) for one through six testing occasions 

in a first-year PharmD basic-science course 

An “optimal” mixture of examination items and occasions will exceed acceptable 

reliability of >0.8, although will vary by educational setting. Trade-offs can be weighed 

by an instructor—that is, do they have longer periods of class-time (for which a longer 

exam could be realized), or can an instructor carve out more smaller blocks for more 

shorter examinations. As noted above, many shorter examinations can be “more 

efficient” and save in the number of items that need to be created. Noting the difficulty 

with writing good items, this may be the more prudent scenario for most instructors. 

Sub-Study Three (Course Quizzes) 

One-hundred students took seven quizzes and one exam during a clinical 

pharmacy course. 

Research Question 3a. In a didactic course of 2nd-year Doctor of Pharmacy 

students at Drake University, do quizzes add to the reliability of an exam? 
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In a clinical-science PharmD course, 100 second-year PharmD students 

completed seven quizzes and one exam over the entire module. Quizzes had a total of 

50MCQs (with 5-9MCQs on each quiz), with most KR20’s less than or equal to 0.54. 

These KR-20 reliability coefficients are in Table 8. The exam had 32MCQs (KR20 

reliability=0.67). The G-study model used had items nested within eight fixed 

assessments (p• x i°). Using quiz & exam weightings of 18% & 82% as in the course 

syllabus, the reliability of the composite grade reliability was 0.73; this was improved 

over the exam alone. 

Table 8 

Reliability (via KR20) for seven quizzes and an exam during a second-year PharmD 

clinical-science module 

 
Quiz 1 Quiz 2 Quiz 3 Quiz 4 Quiz 5 Quiz 6 Quiz 7 Exam 

Number 

of Items 

9 9 9 5 5 5 8 32 

Mean 

(SD) 

7.3 

(1.2) 

7.2 

(1.1) 

7.0 

(1.6) 

4.1 

(1.0) 

4.0 

(1.1) 

4.2 

(1.0) 

6.5 

(1.3) 

26.6 

(3.4) 

Reliability 

(KR20) 

0.26 0.00 0.54 0.30 0.34 0.30 0.51 0.67 

Research Question 3b. What are the contributions to variance of scores for quiz-

items and exam-items in a didactic course of 2nd-year Doctor of Pharmacy students at 

Drake University? 

The variance components among sources that were identified in this design are in 

Table 9. Of the observed total-score variance, students accounted for 0%-62% within 
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each of the assessments, while items were 1%-21%, and student-item interaction (which 

includes undefined variation and residual) was very large at 31%-79%.  

Table 9 

Raw (and percentage) variance components from a G-study of seven quizzes and exam 

during a second-year PharmD clinical-science module 

G-study 

Facet 

Quiz 

1 

Quiz 

2 

Quiz 

3 

Quiz 

4 

Quiz 

5 

Quiz 

6 

Quiz 

7 

Exam 

Student 0.004 

(3%) 

0.0 

(0%) 

0.017 

(9%) 

0.011 

(7%) 

0.014 

(9%) 

0.011 

(8%) 

0.014 

(9%) 

0.007 

(5%) 

Item 0.038 

(20%) 

0.035 

(21%) 

0.032 

(18%) 

0.013 

(9%) 

0.013 

(8%) 

0.002 

(2%) 

0.029 

(19%) 

0.025 

(18%) 

Student x 

item (and 

residual) 

0.112 

(73%) 

0.128 

(79%) 

0.128 

(73%) 

0.129 

(84%) 

0.136 

(84%) 

0.124 

(90%) 

0.110 

(72%) 

0.111 

(78%) 

 

 The quizzes were preparation for the examination. Similar to the second G-

Theory analysis for Research Question 2b, variance components for the quizzes were 

conducted. These results were also very similar as noted in Table 10. Once again, this 

demonstrated consistency in the quizzes being added to the exam. 
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Table 10 

Raw (and percentage) variance components from a G-study of seven quizzes (excluding 

exam) during a second-year PharmD clinical-science module 

G-study 

Facet 

Quiz 1 Quiz 2 Quiz 3 Quiz 4 Quiz 5 Quiz 6 Quiz 7 

Student 0.004 

(3%) 

0.0 

(0%) 

0.017 

(9%) 

0.011 

(7%) 

0.014 

(9%) 

0.011 

(8%) 

0.014 

(9%) 

Item 0.038 

(25%) 

0.035 

(21%) 

0.032 

(18%) 

0.013 

(9%) 

0.013 

(8%) 

0.002 

(2%) 

0.029 

(19%) 

Student x 

item (and 

residual) 

0.112 

(73%) 

0.014 

(79%) 

0.128 

(73%) 

0.129 

(84%) 

0.136 

(84%) 

0.124 

(90%) 

0.110 

(72%) 

 

Research Question 3c. How does the number and weighting of items from 

quizzes impact reliability beyond items from the exam in a didactic course of 2nd-year 

Doctor of Pharmacy students at Drake University? 

In this cohort of students, reliability increased with larger numbers of items. 

Additionally, a greater number of quizzes increased reliability. These trends can be seen 

in the D-Studies of Table 11. 
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Table 11 

Estimated reliabilities (via G- coefficients) for number of items on each quiz for a 

second-year PharmD clinical-science module 

Number of Items on Each Quiz 

  1 2 3 4 5 6 7 8 9 10 

Quiz1 0.04 0.07 0.10 0.13 0.16 0.19 0.21 0.24 0.26 0.28 

Quiz2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

Quiz3 0.13 0.23 0.31 0.37 0.43 0.47 0.51 0.54 0.57 0.60 

Quiz4 0.15 0.26 0.35 0.42 0.47 0.52 0.56 0.59 0.62 0.64 

Quiz5 0.18 0.31 0.40 0.47 0.53 0.57 0.61 0.64 0.67 0.69 

Quiz6 0.15 0.25 0.34 0.41 0.46 0.51 0.54 0.58 0.61 0.63 

Quiz7 0.13 0.23 0.30 0.37 0.42 0.47 0.50 0.54 0.57 0.59 

Total Quiz Score 0.26 0.41 0.51 0.58 0.63 0.68 0.71 0.73 0.76 0.78 

 

As noted in Table 12, using quiz & exam weightings of 18% & 82% as defined in 

the course syllabus, reliability of the entire module was 0.73. Doubling the quiz-weight to 

36%, increased the reliability of module grade to 0.77. Reliability of 0.80 was achieved 

with equal-item-weights for quizzes and the exam (i.e., equal item-weight for 50 quiz-

items and 32 exam-items = 82 assessment-items).  
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Table 12 

Estimated reliabilities (via G-coefficients) for composite course-grades as a function of 

different quiz-item weights, for a second-year PharmD clinical-science module 

Weighting of 

Quizzes 

Estimated Reliability 

18% 0.73 

36% 0.77 

61% 0.80 

 

This is also illustrated in Figure 9. 

 

Figure 9. Expected reliability as a function of item-weight given to quizzes, in a second-

year PharmD clinical-science module  

 

0.18 0.36 0.61 
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Once again, the “optimal” weighting of quizzes will vary by institution. While an 

equal weighting of quiz and exam items provided the best reliability, many instructors 

may shy away from weighting quizzes and exams similarly. However, looking closer at 

Table 8, Quiz 2 was had a KR-20 of 0.0 and so was misaligned with the other quizzes and 

examination. Closer investigation of this quiz as well as the circumstances surround this 

quiz’s administration will be reviewed further. With that improvement, the doubling of 

quiz weight may suffice. This is worth further analysis after next iteration. 
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Chapter Five 

Conclusions, Implications, and Recommendations 

Summary of the Study 

 This dissertation demonstrates G-Theory for three separate sub-studies. As 

reported in Chapter One, each learning assessment was from a different category of 

Miller’s Pyramid; each was a different use and so needs generalization evidence of its 

own (within Kane’s Framework for Validation). At its core, this validation process is 

data-driven. 

The first sub-study demonstrated how G-Theory could calculate, along with 

optimize, the reliability of a performance-based assessment of skills within an OSCE. In 

his seminal book Generalizability Theory, Brennan (2010) asserted that “Generalizability 

Theory is particularly well suited to evaluating assessments that are based on ratings of 

human performance” (pg. 117). That is, analyzing a performance-based assessment may 

most easily demonstrate G-Theory initially, before progressing to other applications. 

The second sub-study demonstrated how G-Theory could calculate the composite 

reliability of an entire course’s final grades, through combining reliabilities from multiple 

exams into one composite reliability for course-grades. This second sub-study is a very 

common teaching scenario and the subsequent D-Studies were a highlight from it. How 

many exams of how many items should yield a course-grade that is acceptably-reliable 

(a=0.8)? 

The third sub-study demonstrated how G-Theory could integrate short quizzes 

(i.e., brief assessments of students’ learning) with a longer exam, resulting in a different 

example of composite reliability for course-grades. The use of quizzes has increased In 
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some coursework in some institutions, with a quiz at the beginning of class meetings over 

required outside preparation material (e.g., for flipped-classroom or team-based learning), 

or even to stimulate active-learning during a more conventional lecture. While test-scores 

from many exams are not often sufficiently reliable (a³0.8) on their own, could quizzes 

augment the reliability of the course’s final-grade? 

Summary of Findings. This investigation had three sub-studies. Each was a 

demonstration of G-Theory in pharmacy education for a different application. First, a 

performance-based OSCE that assessed PharmD students’ pharmacy-practice skills was 

analyzed. This sub-study characterized a reliability for this complex learning assessment, 

with more concurrent sources of measurement error than with one written exam. As 

opposed to internal consistency with a standard written exam with score variance coming 

from only students and exam items, score variation for this OSCE also came from a 

further source, stations (which accounted for 11-16% of variation in these OSCE scores). 

Thus, this sub-study demonstrated that increasing the number of stations in this OSCE 

could helpfully improve the reliability for this high-stakes learning assessment.  

In the second sub-study, multiple exams within a pharmaceutics course were 

combined into an improved course-level reliability for final course/letter grades. Thus, 

this second sub-study demonstrated that multiple similar exams could be added towards a 

reliability for the course-grade. As sources of variation, students, number of items per 

exam, number of exam occasions, as well as the interactions of these sources impacted 

variation of course-grades. For an acceptable course-level reliability, trade-offs could be 

better understood, as varying the number of items and number of exam occasions could 

be planned for a course instructor’s unique needs and scheduling (i.e., fewer longer 
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exams, more frequent shorter exams, or somewhere in-between). Playing the trade-offs, it 

appeared that a common situation of administering multiple shorter exams can be 

rigorous and sound overall despite the limited reliability from each occasion on its own. 

Guidance for the number of exams and items per exam were suggested from D-studies. 

In the third sub-study, multiple quizzes were combined with an exam to show 

how reliability of the course-grade could be improved by integrating these multiple 

learning assessments. Along with exam items, quiz items also explained substantial 

variation in final course-grades. That is, using numerous short quizzes throughout a 

module could improve the rigor in its assessment of learning, with a notable caveat. It 

was also shown that if this potential benefit of quizzes was to be exploited to improve 

reliability of the course grade, quizzes would need a substantial weight in comparison to 

the weight of exams. Thus, increasing the percentage weight given to the quizzes could 

improve the reliability of this course’s final grades. Once again, D-studies provided 

guidance for the number of quiz items, as well as suggesting the influence by 

manipulating the weighting of quizzes versus the exam (in the syllabus-defined 

calculation of final course-grades). 

Conclusions 

Context Matters. Each institution will have different needs, lending to revising 

learning assessments to those needs. Each institution will have a different mixture of 

resources, whether scheduling, more limited faculty/personnel, a greater ratio of staff to 

faculty, more limited financial resources, or sharing resources (e.g., physical facilities) 

with another health-profession at that institution. Noting these contextual factors (needs, 

resources) should underscore that characterizing the reliability of these unique learning 
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assessments at every institution, as well as exploring future modifications to a learning 

assessment. Validation is vital for high-stakes testing and should be a key aspect for 

every institution involved in pharmacy education (Peeters & Cor, 2019). Validation is 

local, data-driven, and evidence based. 

 The various learning assessments and combinations of these learning assessments 

should be constructed from sound understanding of testing theory, as opposed to 

historical precedent, which is pejoratively termed “rear-end validity” (Smith, 2006). Only 

because a learning assessment has been used for a certain purpose for the last 20 years, 

does not mean that purpose is valid. It may never have been valid, and time alone is not 

validity evidence for use of scores from a learning assessment. Instead, an argument for 

use of scores from a learning assessment for a specific purpose should be empirically 

confirmed through validation. While there are four levels of inferential evidence to 

support validation in Kane’s Framework for Validation, initial evidence for 

generalization is vital. A crucial evidence for generalization is reliability. 

Steps to Generalizability Theory. Central to reliability of learning assessments 

is quantifying, understanding, and ultimately best-controlling measurement errors to best 

support decision-making for scores from a learning assessment. The first step is to 

quantify reliability. Demonstration with G-Theory supports a framework for reliability, 

especially notable with complex performance-based assessments such as an OSCE with 

its multiple sources of score variation. With these variation sources identified, next is to 

quantify the relative contributions from each (i.e., variance components). Most powerful 

is what follows this (Streiner, Norman, & Cairney, 2015). D-studies from G-Theory 

allow extrapolation to “what if” scenarios. Through playing the trade-offs, local test-
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developers can better explore and understand what alterations in the amount of different 

variation sources can have on a learning assessment’s reliability. This with data from one 

specific learning assessment at one institution and so helping to provide the most efficient 

use of their resources.  

For an OSCE, this could mean analysis for altering the number of stations, using 

multiple occasions to extend the number of stations, or altering the number of raters in 

each station. For a set of written exams in a course, this could mean analysis for altering 

the number of items on each exam and/or the number of exams in a course. For a didactic 

course using quizzes, this could mean analyzing trade-offs between the number of quiz 

items as well as how different weights of quizzes versus an exam towards the overall 

course-grade could affect the reliability of overall grades in that course.  

Context Specificity Matters. Furthermore, some questions (or performance-

based tasks) are more difficult than others for some but not all students. That is, different 

students’ performances on different items can vary; some students may find certain types 

of question (or performance-based tasks) easier while other students may find certain 

types of questions (or performance-based tasks) more difficult. Within G-Theory, context 

specificity is the interaction of students with items or tasks (van der Vleuten, 2014). Many 

times (some experts would say “predictably so”) there is profound variance in the 

interaction of student with items (or stations/tasks in a performance-based assessment), 

often with more variance than the student or item (or station) facets alone (van der 

Vleuten, 2014). 

This notable issue was found in each sub-study of this dissertation. In the first 

sub-study of an OSCE, context specificity accounted for a whopping 56-81%. In the 
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second sub-study, students alone showed only a 2% variance overall; however, their 

variance from context specificity of items (i.e., context specificity as often used 

elsewhere) was 76%. Moreover, the facet of exam occasions did not show any 

contribution to score variance (which is a positive finding itself, suggesting that these 

exams were similarly difficult for everyone): although, 1% of variance came from 

differences in context specificity of these entire exams (i.e., some students found Exam1 

more difficult while other students were just the opposite and found Exam2 more 

difficult). This 1% contribution illustrates, in this sample, the contribution of a “bad day 

for taking a test” along with some students finding one exam easier while other students 

perform better on a different exam. In the third sub-study, the contribution of context 

specificity to learning assessments, similar to the other sub-studies, was a substantial 31-

79%. Thus, the contribution of context specificity cannot nor should not be overstated. 

That said, context specificity was combined with residual error in these sub-

studies. While G-Theory reports in some disciplines do not report residual error (or leave 

it to the reader to know that it is part of the highest-level interaction of all facets), others 

do report it specifically. Within this dissertation Chapter 4, it is specifically reported; 

tables of these interactions include the descriptor residual error. These interactions 

include error, and so any implications from variance of these components is also based on 

prior literature. 

Generalizability Theory for Validation in Pharmacy Education. While 

validation evidence is crucial, it is under-reported in the pharmacy education literature. 

For pharmacy education, G-Theory appears to be a promising tool to help generate 

validation evidence, as well as inform validity for future uses of that learning assessment. 
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As shown, it is flexible for specifics of a learning assessment; specifics which will likely 

differ among pharmacy education institutions. These sub-studies demonstrated that G-

Theory was a viable tool to parse variance from multiple sources in the complexity of 

skills-based assessment, as well as to integrate test-scores from multiple exams towards 

reliability of the course-grade, or from multiple quizzes with an exam towards reliability 

of the course-grade. In all scenarios, G-Theory can help to optimize a learning 

assessment’s reliability, rigor, and fairness. 

 Over all three sub-studies, relative contributions to variance in scores from 

multiple sources (students, stations, weeks/occasions, and items) were identified. While 

commonly assumed by various instructors in pharmacy education, students’ ability was 

not the only source of variance for any of these assessments. 

Summary. Principles and implications can be drawn from these pharmacy 

education applications and especially how they are informed by applications in other 

areas of health-professions education and higher education more generally. While a 

number of these follow, it must first be repeated that each institution’s context and details 

of each learning assessment can differ; thus, validation evidence should be generated by 

each institution for their own learning assessments. Validation from one institution 

should not be assumed for another institution—validation is and should be a local 

activity. Enough differs among colleges/schools of pharmacy with needs and resources, 

that reliability (and validity ultimately) could differ with various educational situations. 
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Recommended Best Practices for Validation. Drawn from these sub-studies as 

well as literature on validation, a number of best practices for validation were identified. 

First and foremost, validation is institution-specific (Peeters & Martin, 2017). 

Specific variables that affect scores on a learning assessment can vary among institutions 

because the needs, intentions, and resources of each institution will vary. Thus, specifics 

of each institution’s context (e.g., their assessments’ intentions, needs, resources, and 

staffing) should direct their own validation of a learning assessment (including its 

design). For instance, didactic courses may have multiple assessed projects along with 

exams. 

Secondly, paying specific attention to sampling of items is essential in designing a 

learning assessment. There are profound implications to validity with both covering the 

needed test content, but also for reliability. As multiple independent sampling has shown, 

having more independent data sources (e.g., items, OSCE stations, multiple exams, or 

multiple quizzes) can improve rigor for the entire learning assessment (Hansen, 2016; 

van der Vleuten, 2005). 

Thirdly, context specificity (also known as content specificity or case specificity) 

is a notable and common scourge for assessment in education. To overcome context 

specificity, sampling widely and multiple times from a content domain are needed. 

Scores from a learning assessment have sources of variation other than students; thus, to 

reliably and fairly differentiate among students, multiple independent sampling is needed. 

This means multiple related exams towards a course grade (and even more exams if they 

are shorter in length), using related quizzes to help improve insufficient reliability from 
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an exam, as well as evaluating multiple related tasks within a performance-based 

assessment.  

Applying these principles for validation to learning assessments beyond those 

studied herein, more related assessments should help rigor as well. As a prominent 

specialist in medical education, van der Vleuten (2005) notes “any method can be 

sufficiently reliable, provided sampling is appropriate across conditions of measurement” 

(p. 312). Thus, in a course with multiple exams, introducing an assignment (or multiple 

assignments) aligned with course objectives, could be helpful. As multiple related 

assessments provide more confidence and slightly different information; breaking the 

assignment down into pieces that require different related skills (e.g., introduction, 

methods, results/interpretation) could be advantageous. Each independent (though 

related) piece could be scored separately and combined together into a more reliable 

course grade—a grade more reliable than if only one overall project grade was provided 

at the end of a course.  

Implications  

 Reliability is a critical component of validity, especially for high-stakes testing. 

Evidence for validation of learning assessments is part of accreditation standards in 

pharmacy education (Accreditation Council for Pharmacy Education, 2014). The sub-

studies within this dissertation illustrate a number of generalizable findings. 

First, each specific institution has their own unique needs and available resources. 

Learning from others’ data is not the same as validation with your own institution’s data. 

General trends in D-Studies can be generalizable among different institutions. Although. 

specific numbers of any D-Study can be questionable to generalize beyond one 
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institution’s context. For instance, one institution may provide substantial training of their 

item writers, while another institution takes a more hands-off approach to development of 

item-writers. Thus, items created by educators at each institution may differ in quality, 

and the reliability of exams at those institutions may be notably different, although this 

can even differ between individual educators at any single institution. In another instance 

with a performance-based assessment, an institution may be able to provide multiple 

raters for each station although not have scheduling or physical space to allow a large 

number of stations; meanwhile, another institution may have fewer available raters and 

more available space—which could facilitate more stations. If reliability is suboptimal, 

either scenario could be better than doing nothing. That said, content specificity often 

shows a general preference for more stations over more raters per station if an institution 

is able (van der Vleuten, 1996). G-Theory can enable this decision-making as it both 

computes the specific reliability for an administration, as well as helps explore and 

identify how this assessment could better be optimized for a specific institution’s needs 

and available resources. 

Second, context specificity (also called content specificity or case specificity; 

Eva, Neville, & Norman, 1998) has been a common finding and notorious, influential 

scourge of any learning assessment. Eva (2003) aptly concludes “context specificity is a 

profoundly general phenomenon” (pg.588). Furthermore, another prominent medical 

education specialist, Van der Vleuten (2014), advances that “today, context specificity is 

almost a platitude” (pg.234). Context specificity can be defined “by the observation that 

an individual’s performance on a particular problem or in a particular situation is only a 
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weak predictive of the same individual’s performance on a different problem or in a 

different situation” (Eva, 2003, pg.587). 

As a case in point, OSCEs are the gold-standard for performance-based 

assessment because of their multiple situations within a single assessment (Eva, 2003). It 

is a finding and issue that is generalized to “virtually all setting in areas of medical 

education including problem-solving, clinical skills performance, professionalism, 

communication, team performance and leadership” (van der Vleuten, 2014). So, 

overcoming context specificity appears centrally-involved in creating rigorous, reliable 

performance-based assessments, and specifically, performance-based assessments 

necessitating multiple tasks. 

However, many assessments in pharmacy education do not reflect this issue of 

context specificity. They appear to assume all variations is from students alone. While it 

can depend as to just how many tasks are needed, it seems prudent that reliability be 

computed to confirm a learning assessment as acceptably reliable (i.e., this is one use of 

G-Theory). 

Third, a student’s ability is not the only source of variance. It is one of multiple 

sources of variance in scores, and so a student’s ability should not be construed as the 

only or even largest source of variation (as it appears it is often assumed unfortunately). 

Recall that reliability describes the consistency of association for final scores with 

students’ ability. Thus, other non-student sources of variation (e.g., stations, raters, 

weeks/occasions, and items) can lower reliability. However, improved sampling of these 

other non-student sources can improve reliability. Improved sampling can help a learning 
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assessment become better at statistically-discriminating within a certain cohort of 

students. 

Fourth, internal consistency from multiple exams can be combined towards a 

course-level reliability for course grades. Recent computer-based software and its reports 

has enabled educators to more easily examine the internal consistency and item-analysis 

for their testing; though this internal consistency (undoubtedly) will differ for different 

exams. However, these multiple exam internal consistencies can be combined. Reliability 

at a course-level can be analyzed. Many times, high-stakes decisions with progression of 

PharmD students may be based on patterns of their course-grades; understanding 

reliability of these course-grades may be more helpful than looking at individual learning 

assessments. 

Fifth, quizzes, with many occasions yet fewer questions on each occasion, can 

also augment towards an acceptable course-level reliability. However, the many 

occasions with multiple quizzes could also introduce further sources of construct-

irrelevant variance. That is, if the quizzes are not aligned with one another, they may be 

trying to measure something different than important course content; there are many 

variables with multiple quizzes that potentially may or may not add to a course-grade. 

That said, learning assessments at any institution may differ in specific variance from 

multiple context sources (e.g., teacher, students, educational environment), and so 

validation should be undertaken with data from those specifics at each institution. A 

pedagogy that may use quizzes extensively (e.g., team-based learning, flipped 

classrooms), may benefit from both noting if and how quizzes align with the exam (noted 
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in the variance component from each quiz), and quantifying how the weight of quizzes 

could help the reliability of the course exam(s). 

Sixth, and most often related to performance-based assessments, a further 

implication is the commonly-erred focus by many on “inter-rater reliability” and rater 

training. True, this can be one focus (if needed), but should not be the only focus (and 

may not even be necessarily needed in some cases; Serres & Peeters, 2012). In fact, 

Newble and colleagues (1980) showed in a controlled experiment that rater training can 

have a minimal effect for most raters. Van der Vleuten and colleagues (1989) confirmed 

and extended this in a randomized controlled trial. Therein, the overall effect of rater 

training was minor or possibly detrimental. Rater training was most helpful for 

inexperienced non-experts, while there was minimal effect among experts (although it 

also appeared to make some types of errors worse among those same experts). While 

rater training can use substantial resources to undertake, its benefit may be little to none. 

Recommendations for Future Research 

Reliability is central to fairness in testing (AERA et al, 2014). It is vital that 

reliability be analyzed for fairness of learning assessments in pharmacy education. Exams 

with high-stakes should be prioritized, but ideally reliability should be analyzed and 

examined for all testing. That said, principles from higher-stakes testing can be applied to 

learning assessments with lower-stakes. However, specifics of a learning assessment can 

differ among institutions—different students, different learning environments, as well as 

different numbers of questions, stations, items, and raters. As a result, each pharmacy 

education institution should generate validation evidence for learning assessments within 

their unique context. 
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In various situations (such as OSCEs), the impact of more occasions, beyond 

providing more questions, has received little research attention. Might early occasions 

have a formative effect on later exam occasions?  

A single well-designed performance-based OSCE is not the only method that 

should be used within a program of assessment. Yes, that OSCE, especially if used for 

high-stakes decision-making, should be sufficiently rigorous (reliable, and also driven by 

content that is valid). However, a program of assessment should use many other 

assessments toward the complex sundry of integrated competencies needed from a 

pharmacy education graduate. No single learning assessment method can do this alone 

(van der Vleuten, 2005). A portfolio may be more appropriate to integrate data from 

multiple sources (Heeneman, Pool, Schuwirth, van der Vleuten & Driessen, 2015). That 

said, pharmacy education should strive to improve the quality and rigor of learning 

assessments—with variability coming from sources beyond what has most often bee 

described in the pharmacy education literature. Test-scores for fewer, more rigorous 

learning assessments can set the stage for a more rigorous program of assessment. 

There is a continuum between individual learning assessments, and those used in 

aggregate within programmatic assessment. Thus, programmatic assessment can be seen 

as an extension from the findings of this dissertation. It may be helpful to evaluate an 

entire professional program (e.g., all four years of a PharmD program) to identify if and 

when reliability is sufficient to make decisions regarding progression in program, as well 

as which learning assessments are truly helpful towards the program’s reliability. Might a 

portfolio be helpful to employ and triangulate assessment information from multiple 

sources (e.g., Heeneman, Pool, Schuwirth, van der Vleuten & Driessen, 2015)? Within a 
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G-Theory framework, might independent learning assessments from multiple sources in a 

program be integrated in a portfolio, such that review of portfolios could summarize and 

built towards a better composite reliability for the whole program? As a consequence, the 

programmatic decisions should consistent (reliable) and based on rigorous evidence. 

Reflexivity 

Of note for this dissertation is that the dissertation author was the instructor of 

record for the OSCE. This is notable because he also served as one of the twenty faculty 

raters and may have introduced bias into scores for some students. However, given the 

multiple raters for each student, the underlying theory of multiple sampling, and the 

overall reliability of scores from the assessment, this bias should be minimal. 

Take-Home Message 

If scores from a learning assessment are to matter, then context should matter, 

validation should matter, and reliability should matter. 
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