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Episodic memory has been the key component of various intelligent and cogni-

tive architecture that includes the autobiographical events of past experiences. The

implementation of episodic memory enhances the performance of cognitive agents by

utilizing past history for decision making. During episodic retrieval in Soar architec-

ture, the cue matching step involves a two stage process to improve the performance

of the architecture. Soar implements cue matching as a surface cue analysis, which

finds candidate episodes based on the matched leaf node. It then performs a structural

match on candidate episodes with full surface match. However, continuous design re-

search is still needed for minimizing the operational time of episodic processes along

with timely cue-matching as episodic memory grows.

This thesis provides an insight to improve on both stages of cue matching, which

ultimately leads to a quick retrieval of episodes. First, the approximations of origi-

nal implementation base-level activation (BLA) is implemented for determining the

feature weight for surface cue analysis. These methods are computationally effi-

cient. Second, a new approach of solving the constraint satisfaction problem (CSP),

arc-consistency algorithm is implemented for the structural cue analysis. For the ex-

periment, two of the most frequently used testing environment, Eaters and TankSoar,

are chosen.
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From the first experiment, it is found that the Eaters agent provides comparable

performance with approximations of BLA and demonstrate applications of approxi-

mations. The approximation of BLA has high computational efficiency. Determining

activation value of working memory elements (WMEs) is a part of cue matching;

hence, incorporating approximation of BLA leads to faster retrieval of episodic mem-

ory. Also, using a new technique for structural graph match, this thesis obtains less

query time compared to original one. This also leads to decrease in retrieval time.

Moreover, the results show that as the size of episodic memory increases, the rate

of change of retrieval time with arc-consistency decreases. With these results, the

ultimate goal of the research is achieved.
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Chapter 1

Introduction

Most of the recent cognitive systems have been developed in order to meet human

level performance. One advantage of human over artificial intelligent (AI) systems

is that humans are able to remember personal experiences and use them to learn or

improve future decision making. This type of memory is first described by Endel

Tulving in 1972 as ”Episodic Memory” and characterized the distinction between

knowing and remembering [1]. The ability to remember where, what, when, and

other actions that have taken in various situations provides information for acting in

the present. Knowing the history facilitates to perform several cognitive capabilities

in context of sensing, reasoning and learning.

The simple way of getting the benefits from an agent’s own experiences is to record

them so then later when appropriate they can be examined and reexamined. Episodic

memory can facilitate that process and ultimately improve the cognition. Cognitive

architecture can use its episodic memory to evaluate the resource cost versus gain of

taking certain actions. For example, when an agent meets an enemy, the agent can

examine the past success and failure of possible actions that resulted from a similar

situation and decide the best way to engage the enemy.

Previously, episodic memory was considered to be less important than semantic

memory, but recent research has found that an episodic memory has been crucial in

1



supporting many cognitive capabilities. Rather than going through an entire pro-

cedure, the system can directly access the episodic memory to see past events that

resembles the current situation and takes an action by analyzing the past outcomes.

Moreover, the representation of events in the fashion of spatio-temporal, short-term

slices with a record of progress in goal processing helps to analyze the performance

after the operation.

Episodic memory cannot be isolated, and its performance cannot be analyzed

solely. Instead, it is a component of cognitive architecture that can effectively exploit

the functionality of episodic memory. For this research, Soar architecture is selected

as it is used for both cognitive modeling and artificial intelligence research. Soar also

shares the features of ACT-R [2, 3], Icarus [4], Clarion [5], and EPIC [6] architectures.

Although, Soar architecture has effective and efficient implementation of episodic

memory, which is presented in [7, 8], there is always a need to minimize the growth

in processing time for an episodic memory operations as the number of episodes

increases.

1.1 Soar Cognitive Architecture

Soar cognitive architecture has been developed since 1983 [9] to build general in-

telligent systems. Soar includes a full range of problem solving methods, interact with

the outside world, and learn about all aspects of tasks along with its performance.

The major principles of Soar architecture design is to have distinct architectural

mechanisms represented as productions (permanent knowledge), objects (temporary

knowledge), automatic sub-goaling, and learning mechanisms. Moreover, it includes

procedural, semantic, and episodic memory as well as their respective learning pro-

cesses as reinforcement, semantic, and episodic learning to enhance the Soar agent

performance [10]. Fig. 1-1 displays the overview of the Soar architecture.
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Figure 1-1: Memory structure in Soar cognitive architecture.

Soar models cognition is based on the symbolic production rule system as a se-

quence of decision cycles. Soar stores its current knowledge and modifies them ac-

cording to goal in temporary memory called working memory (WM). WM reflects

the features, defined by the symbolic triple (identifier, attribute, value), also known

as working memory elements (WMEs) available via sensing and internal processing,

whereas case-based consists of the pre-specified cases and their outcomes [11]. This

working memory depicts the graphical structure known as working memory graph

(WMG) [8] as shown in Fig. 1-2.

The same graphical structure is followed by episodic memory in Soar. This makes

it possible for effective and efficient implementation in terms of episodic storage,

encoding, and retrieval. As working memory holds the short-term knowledge, it is

possible to capture the snapshot by episodic memory for the history of experience.

This makes the Soar-EpMem task-independent, automatic, and architectural [8].

Everything present in the working memory is stored as an episode in episodic
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Figure 1-2: Typical working memory graph structure implemented in Soar
and temporal intervals of a node captured in episode.

memory. This memory is queried by creating the cue in a cue generator area of

working memory. The best matched episode to the cue is determined and redeemed

in the retrieval area of working memory. This retrieved episode is utilized for future

decision making. In a cognitive architecture, the accuracy of retrieving a episode from

the episodic memory pool is always a challenging task.

1.2 Episodic Memory Retrieval

Retrieval of memory is re-accessing of information of the past from stored memory.

Retrieval generally occurs in response to a particular event. In common practice, it is

known as remembering and quite different from the act of thinking. These retrievals

are not quite identical to the originals but are mixed with an awareness of current

situations.

For accessing the memory, two main methods are involved. These methods are

recognition and recall [12, 13]. Recognition is the process of comparison of information

with memory based on the current event or an object. Although the memory retrieval
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process depends on the architecture in which the process is involved, the basics remain

the same for every architecture. The cue of the required information is generated and

matched with the stored memory. The matched information is regenerated in the

working memory, which is referred to as recall. Fig. 1-3 shows an overview of the

episodic memory process implemented in Soar.

Figure 1-3: An episodic memory process in Soar.

The main process of any architecture is working memory, which holds the current

state and operators reflecting the current knowledge of the world and the status in

problem solving. Working memory contains elements called working memory ele-

ments (WMEs). Each WME contains a certain information. These WMEs play an

important role in determining the unique episodes and also in matching the relevant

episodes from the episodic memory. Here, the activation of the WMEs comes into

account for finding the episode with the maximum weight. Once candidate episodes

are determined, graph match is introduced to find the exact match.

In Soar, the graph matching step is defined as the constraint satisfaction problem

(CSP). Soar uses a backtracking algorithm as the CSP solver. The main issue of this

algorithm is the occurrence of multiple dead-ends, so it needs to perform frequent

backtracking. Hence, the appropriate CSP solver algorithm is required to decrease

the possibility of facing dead-ends as well as the time required for cue-matching.
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1.3 Constraint Satisfaction Problem

Constraint satisfaction problems (CSPs) are mathematical problems defined as a

set of given variables together with a finite set of possible values whose state must

satisfy a number of limitations (constraints) [14]. CSPs are the subject of research

for both artificial intelligence and operations research, as their formulation provides a

common basis to analyze and solve problems. CSPs are combinatorial in nature and

therefore require reasonable computational expense to find a solution. Some more

complex CSPs often require a combination of heuristics and combinatorial search

methods to be solved in a reasonable time. Some common examples of CSPs problems

are Sudoku, Tower of Hanoi, Crosswords, Map-coloring, Graph-Matching, etc.

For this thesis, the knowledge of CSP is required during retrieval where the pro-

vided cue takes a form of acyclic graph, partially specifying the subset of an episode

[8]. To perform the matching with graphical cue to the episodes in episodic memory,

the structure of cue also has to be matched. This structural match is interpreted as

constraint satisfaction problem.

CSPs are typically solved using a form of search. Many powerful algorithms that

became a basis of current constraint satisfaction algorithms have been designed. The

most commonly used techniques are; generate and test method, simple backtracking,

local search, and constraint propagation [15]. Simple backtracking is a depth-first

search where partial instantiations are extended by assigning values to the variables,

then ensuring that all constraints are satisfied. If a constraint is violated, the search

has reached a dead-end condition, therefore, must backtrack by changing assigned

variables. Local search methods are incomplete satisfiability algorithms. They may

find the solution of a problem, but may fail even if the problem is satisfiable. Con-

straint propagation modifies the CSPs that enforce them to form a local consistency

[16]. First, it turns problem into simpler form to solve and second, it proves for sat-
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isfiability or unsatisfiability of problems. The most popular constraint propagation

are arc-consistency, path consistency, and hyper-arc consistency.

Enforcing stronger consistency may lead to fewer assignments done and fewer

dead-ends are explored. It is important to note that stronger methods for main-

taining consistency do not produce better performance. A trade-off exists between

the number of assignments performed and the computational efforts following each

assignment [16].

1.4 Example of Graph Matching as CSP

One of the applications of CSP is graph matching through CSP, which is similar

to this research. A simple example of graph-matching is presented. For any given

two graphs: G1 and G2, the task of graph matching is to check whether G2 contains

the subgraph that matches G1. There exists a graph match if:

• Every node of G1 can be mapped to distinct node of G2, and

• For all x1, y1 nodes in G1 and x2, y2 nodes in G2 are mapped respectively,

whenever (x2, y2) is an edge in G2, then (x1, y1) should be an edge in G1

Figure 1-4: Example of graph matching problem.
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Fig. 1-4 shows two graphs G1 and G2 as an example of a matching problem. The

task is to find the subgraph G1 in G2. This can be formalized as CSP as follows:

• Variables of CSP: {A,B,C,D,E}

• Domains for each variables: {a, b, c, d, e, f, g, h, i, j}

• Constraint: For all compound labels (< x, p >< y, q >), if x and y are connected

in G1, then p and q must be connected in G2.

In this example, the solution exists, as (< A, h >< B, g >) satisfies the constraint

on A andB because (g, h) is also an edge inG2. The solution mapping with compound

label is (< A, h >< B, g >< c, e >< D, d >< E, b >). This is displayed in Fig. 1-5

below.

Figure 1-5: Solution to graph matching problem.

1.5 Proposed Techniques

The Soar architecture implements the two step matching algorithm to reduce the

search time of retrieval. The first step implements the surface cue analysis, which

counts the matching elements and/or combine with the weight associated with them.
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The activation value of each element at a particular instance provides the weight to

the WMEs. The second step finds the structural match among the perfect surface

matched candidate to cue what is explained as graph matching. CSP backtracking is

used as the graph matching algorithm.

However, occurrence of multiple frequent backtracking is the main issue for the

current CSP solving technique used in Soar. The expensive graph match will execute

multiple times when there is a perfect match but the structural match fails. In back-

tracking, due to multi-valued attributes, dead-ends might be encountered. This forces

the search time to rise. Thus, the objective of this research is to reduce the overall

retrieval time through the implementation of a computationally efficient activation

approximation technique for assigning weights to WMEs and the application of a new

graph matching algorithm.

The first approach is based on implementing approximation of activation. The

original implementation of Soar uses base-level activation, which uses the exact timing

information of WMEs. In contrast, the approximation tends to have less information

about the WMEs, thus making the approximation more memory efficient as well as

computationally efficient. However, due to the loss of information, the approximation

technique slightly deviates the calculation of activation value, but the performance is

comparable to that of original implementation. This makes the possibility of appli-

cation of approximation as a computational model.

The second approach in this thesis tries to address issues of graph matching of hit-

ting multiple dead-ends and backtracking frequently by implementing the consistent

technique of CSP solving called the arc-consistency (AC) algorithm. Arc-consistency

pre-checks all constraints from the available domains so that the possibility of hitting

dead-ends reduces. This leads to performing the graph matching step only once; as

a result, it reduces the time consumption during search.
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1.6 Thesis Organization

This thesis proceeds as follows:

Chapter 2 provides a literature review that forms the foundation of this research.

It covers a variety of theoretical backgrounds pertaining to prior established research

methods in the areas of episodic memory, working memory activation, and CSP.

Chapter 3 elaborates about the working memory activation scheme, a preliminary

method that focuses on approximation of the base level activation and implementing

them. Also, the experimental result is presented with Eaters environment.

Chapter 4 explains on the second proposed technique on graph matching, which

includes the computationally efficient algorithm for solving constraint satisfaction

problems. Further explanation of the simulation results are also pointed out.

Chapter 5 draws conclusive remarks on the results. And, it also discusses possible

future directions in which this research can be continued.

Finally, the thesis includes an appendix that contains source code for Eaters agent,

the format of TankSoar cues to be provided to retrieve episodic memory, and tables

of Eaters score and query time from different TankSoar memory.
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Chapter 2

Literature Review

This chapter provides a background in previously established research works and

methods that forms a foundation for the research of this thesis. Included topics are:

episodic memory retrieval techniques based on respective memory model, prior work

on Soar episodic memory retrieval, and finally a brief concept of constraint satisfaction

problem and existing approaches to solve CSPs.

2.1 Work in Related Memory Retrieval Research

Fields

The retrieval from the episodic memory depends on the way the episodes are

encoded and stored. Different episodic memory modules have their own memory

organization leading to their very own retrieval process.

2.1.1 MAC/FAC Similarity Based Model

MAC/FAC is a model of similarity-based retrieval that has been capable to model

the interesting patterns found in psychological data [17]. The MAC/FAC imple-

ments a two-stage process for judging similarity between episodic memory pool and

cues. The first stage, MAC (“many-are-called”) uses a computationally cheap non-
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structural matcher to constrain the size for the second stage candidate. Forbus et

al. [17] implement task specific content vectors that are efficiently generated at the

time of episodic storage. During query, a content vector is generated based on cue

and compared with all memory item vectors. The matching candidates are subjected

to the second stage, FAC (“few-are-chosen”). The FAC stage uses a Structural-

Mapping Engine (SME) for structural comparison between candidate episodes and

the cue. MAC/FAC model performs well in querying a small number of feature-

rich and structured memory items. The experimental setup has only 32 feature-rich

episodes.

Although an episode for any cognitive agent may be less complex with low feature-

contents, the agent may generate thousands to millions of episodes. Also, the major

goal of MAC/FAC is applicable in the psychological phenomena and may include

inaccuracies in retrieval during surface and structural similarity. This model may be

unsuited for the cognitive agents, particularly in cases in which the optimal result is

the main concern and the size of the memory pool is large. Beside this incompati-

bility of this model, the method of structural matching for the retrieval from the few

candidates is quite impressive and is applied in several other retrieval modules.

2.1.2 EM-A Generic Memory Module for Episodic Memory

EM [11] is a generic store to support episodic memory functionality such as plan-

ning, classification, and goal recognition. EM serves as an external component with

an application program interface (API). An episode in EM is represented as a com-

bination of three dimensions: context, contents, and outcome. Context is a general

setting in which the episode happened. Contents is the ordered set of events that

make up episodes. Outcome refers to the specific evaluation of the episode’s effect.

Episodes are stored in memory unchanged and are indexed for retrieval. Multi-layer

indexing is used in the following way: i) shallow indexing in which each episode is
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indexed by features and, ii) deep indexing in which episodes are linked together by

how they differ structurally from one another.

During retrieval, EM cues are defined as partial episodes. This memory module

employs a two-stage evaluation scheme as in MAC/FAC, whereby a constant number

of potential matches are found, which are then compared using the relatively expensive

semantic matching. First, shallow indexing selects a set of episodes based on the

number of common features between them and the cue. Second, the hill climbing

algorithm is used in this module as semantic matching, which employs sub-graph

isomorphism and transformation rules in order to resolve the mismatches between

two representations. This indexing mechanism and the search-based retrieval set the

approach apart from serial search. The work done by Tecuci and Porter [11] was used

for learning in short, single-task domains and is unclear about scalability.

2.1.3 Case Based Reasoning (CBR)

In the case-base reasoning module, the case structure is predefined and do not

possess the temporal feature of episodic memory. The case-base sizes are either

fixed or grow at a limited rate, which is in contrast to the episodic store that grows

with experience over time. The main focus of this module is to optimize the task

performance for a given case-base, where each case is a problem and its solution [18].

Efficient nearest neighbor (NN) algorithms have been studied in CBR for qualita-

tive and quantitative retrieval [19, 20]. The underlying algorithms and data structures

supporting these algorithms depend on a relatively small static number of case/cue

dimensions. This module of episodic memory does not take advantage of the temporal

structure inherent to episodic memories.

Heuristics methods have been applied for retrieval efficiency [21], refined indexing

[22], storage reduction [23], and unwanted case deletion [24]. It seems that many

researchers achieve gains through the application of two stage cue matching. Initially,
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the surface similarity is considered and then structural evaluation is applied in next

step [17].

The requirement of dealing with temporal cases has been acknowledged as a sig-

nicant challenge with the CBR. Other motivating research on temporal CBR systems

can be found in [25], and representing and reasoning about time-dependent case at-

tributes is observed in [26]. However, these works fail to deal with accumulating an

episodic store, nor do they have efficient implementation of the temporal cases.

2.1.4 Neural Model of Episodic Memory

Neural model of the episodic memory by Wang et al. [27] learns episodic traces

in response to a continuous stream of sensory input and feedback received from an

environment. This model is hierarchically joining two multi-channel self-organizing

network based on the fusion Adaptive Resonance Theory (fusion ART) network. This

network extracts the key events and encodes in spatio-temporal relation between

events dynamically creating cognitive nodes. The fusion ART network dynamics

provide a set of computational processes for encoding, recognition and reproduction

of patterns.

Other applications involving neural network models of episodic memory that use

associative networks to store the relation between attributes of events and episodes

can be found in [28, 29]. These associative models can handle partial and approxi-

mate matching of events and episodes with complex relationships; they are limited

in recalling information based on the sequential cues. Shastri [30] attempted to ad-

dress these challenges by encoding events as relational structures, but it shows the

insufficiency in learning complex sequential information.

Wang et al. conducted several empirical experimental evaluation showing that

the model provides a good performance in encoding and recalling events and episodes

even with various types of cue imperfections including noisy and/or partial patterns.
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These models presented the results for a few hundred episodes and still unclear to

scalability to the size of the episodic memory.

2.1.5 Episodic Memory in Soar

Efficient implementation in Soar architecture is shown in [7], providing efficient

storage and retrieval of task-independent episodic memory. The episodes are every

snapshot of the working memory requiring large storage. Episodic memory in Soar

uses a tree structure to store the episodes instead of a linear trace involving more

complex representation, which is later modified by Derbinsky [8], termed as Working

Memory Graph. Each node is a working memory element (WME) with some temporal

information about its occurrence. Hence, episodic memory is found to be temporally

indexed. This also greatly reduces the space needed for storage of episodic memory.

For retrieval, an episodic cue represented as an acyclic graph is provided. It

partially specifies a subset of an episode. Cue matching is defined to identify the

most recent episode that shares the larger number of leaf nodes to cue. The retrieval

of an episode in Soar involves the two-phase cue matching process. The first step

involves surface cue analysis followed by the structural cue analysis similar to above

models. Based on the cue provided, candidate episodes are found with at least one

cue leaf element. Candidate episodes with perfect surface match are submitted to the

second phase for structural graph matching. Standard CSP backtracking algorithm

is applied for structural graph match. The best match is the most recent structural

matching. If no perfect match occurs, then it is considered as a partial match and

the recent episode with the highest number of leaf element matches is considered as

the best match.
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2.2 Implementation of Episodic Retrieval in Soar

This section includes the development of episodic retrieval in Soar prior to the

application of two stage cue-matching (partial match and structural match).

2.2.1 Pilot Implementation

This was an initial implementation of application of episodic memory in Soar

architecture. The pilot implementation had a lack of task independence and limited

functionality as compared to a recent one [31]. Since this application was the first

step towards the implementation of episodic memory, it worked as a guideline for

the future design space and requirements. After performing certain experiments, it

provided base for comparison for future implementations.

Episodic memory in pilot implementation stored each element as a Soar production

(rule). Soar production represents long-term knowledge as a set of conditions and a

set of actions stored in production memory. The retrieval occurred when special

conditions were met, which fired the production (effectively retrieving the episodic

memory). This led to the development of existing storage and retrieval functionality.

The retrieval in pilot implementation began when retrieval was triggered after

the agent constructed a cue in working memory deliberately. Cue was determined

by creating a sub-state specifically for this purpose, and the agent itself determined

the cue contents with surface features and relation to each other. After this, the

selection of episode started in which episodes were stored as a collection of Soar rules.

Episodic retrieval and matching were a part of a normal Soar decision cycle. The

operator proposal rule would match the cue and if a match occurred, the operator

application rule would recreate the memory. The best match operator was selected

through operator selector in case of multiple memory matching. In the retrieval

phase, the resulting structure was a copy of an original state from which an episode
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was drawn and overwrote the retrieval cue structure. For meta-data retrieval, only

the numeric ID of episode was provided to the agent.

2.2.2 Baseline Implementation

The most valuable insight gained from the pilot implementation is its use as a

guide for defining the space of an episodic memory system [31]. Also, the importance

of autoneotic episodic memory and selection of the best matched episode are noticed

instead of overwriting the current state. These requirements are introduced in Soar

episodic memory and known as the base-line implementation. In a broad sense,

the difference between these two implementations is an introduction to independent

episodic memory storage.

This independent storage allows implementatio of a partial matching algorithm

that is still present in Soar. The importance of matching comes into account for a

better and faster retrieval technique. Baseline implementation includes an episodic

memory learning module that records a new episode based on the agents behavior.

This episodic memory stores a snapshot of working memory except the contents of

cue construction and episodic memory retrieval sections.

If an agent wishes to retrieve an episodic memory, it constructs a cue that consists

of WMEs in which the agent is looking in a retrieved episode. After the cue is

constructed, it compares the cue to stored episodic memories and determines the

best match. The selected episode is reconstructed as a copy of the original working

memory in reserved space for retrieval.

The retrieval in baseline implementation can be viewed as [31]:

• Retrieval initiation: Just as in the pilot implementation, retrieval is initiated

when an agent constructs a cue in working memory.

• Cue determination: A cue is constructed using rules in a reserved location in
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working memory. The cue includes the content of WM and can have any number

of WMEs.

• Selection: During episodic retrieval, the cue is compared to all stored episodes

in order to select the best matched. In the baseline implementation, the best

match is determined by the number of matched WMEs between the cue and

the episode. Once an episode has been retrieved, the agent can also retrieve the

next episode in temporal order via a special next command.

• Retrieval: The complete episode is retrieved in a reserved area of working mem-

ory to avoid confusion with the current state of the agent.

• Retrieval meta-data: Several types of meta-data were added to baseline imple-

mentation including time, episode number, number of matching, etc.

2.2.3 Enhancement to Baseline Implementation

Other features had been added to the baseline for efficient retrieval from episodic

memory discussed in following two sections below.

2.2.3.1 Partial Matching

The baseline implementation included a new partial matching algorithm used in

episodic memory selection. Effective partial matching is the major issue faced by

many researchers in AI. Some approaches to partial matching technique include:

• Nearest Neighbor: In this approach, the features of the query are compared to

each episode. The episode with the most features matched with the query is

selected. Its processing is intensive and is also highly sensitive to the amount

of irrelevant features in the instance or query in [32].
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• String and Hash Matching: String matching focuses on providing a near-best

match rapidly [33]. If the query and instance are presented as a string of

symbols, then this method can effectively be used for partial matching. The

conversion to a string, however, can result in loss of information. Another

option is the hash tables if an effective hash function can be found for query

and instances but the risk is losing the information [34].

• Classifier Systems: Classification techniques can also be applied to partial

matching. The classifier divides on instance into categories and assigns where

a query belongs. Examples of classifier algorithms applied to partial match

include rule induction [35], N-Gram matching [36], and Bayesian learning [37].

• Hybrid Approach: This approach improves the partial match through the com-

bination of a fast inaccurate approach with a slow accurate approach. In par-

ticular, classifier systems (fast approach) can be used to narrow the field for a

nearest neighbor search (slow approach) [38].

Regardless of extensive search procedure, a nearest neighbor search is selected

for baseline because it offers the most accuracy. Retrieving the correct memory is a

critical requirement for an effective episodic memory system. First, only the nearest

neighbor approach is implemented as a cardinality match.

2.2.3.2 Interval Based Matching

In this approach, the episodes are stored implicitly as series of time increments

(ranges of decision cycles) of each node of a working memory tree as shown in Fig.

1-2. The ranges indicate the cycles when the associated WME was in the agents

working memory. This makes the required storage linear in the number of changes to

working memory instead of the number of elements in working memory [7].
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Then modification in the matching algorithm to use this structure is implemented

as well as the usage of activation values from the episodic memory cue is used to

assign weight to the features of the candidate episodes. The detailed algorithm of

cue-matching using activation values is as follows [31]:

• The system traverses the episodic memory cue and the WMG and the corre-

sponding entry in the WMG is located.

• Each entry that is matched in the WMG contains a list of ranges. Each range in

these lists is assigned a match score equal to the activation level of the associated

cue elements.

• All of the selected lists are merged together into a single list of ranges. If two

ranges partially overlap, they are split into two or more separate ranges. For

example, if one list contains two ranges (5-12, 15-25) and the other list contains

one range (7-18) the merged list will contain six ranges (5-6, 7-12, 13-14, 15-18,

19-25). Each range in the merged list has a match score equal to the sum of

the activation levels of all the ranges that entirely covered that range.

• The merged list is traversed to locate the range with the highest match score

(the best match). In case of tie, the most recent cycle is selected.

• The episode can be recreated by traversing the WMG and creating WMEs for

each node that contains the selected cycle in one of its ranges.

2.3 Constraint Satisfaction Problem

A Constraint Satisfaction Problem (CSP) is defined as a triplet (X,D,C) where:

• X = {x1, x2, ......., xn} is the set of variables;

20



• D = {Dx1 , Dx2 , ......, Dxn} is the set of variables domains, where Dxi
is the

nonempty set of domain values for the variable xi; and

• C = {C1, C2, ...Cm} is the set of constraints that apply to the variables, restrict-

ing the allowed combination of values for variables.

The solution to a CSP is an assignment of value to each variable such that all con-

straints are satisfied. A CSP is satisfiable or consistent if a solution exists.

We consider that the variable domains are finite sets of values. A constraint Ci is

specified by:

• A scope scp(Ci), which is the set of variables to which the constraint applies,

and

• A relation rel(Ci), which is a subset of the Cartesian product of the domains

of the variables in scp(Ci). Each tuple τi ∈ rel(Ci) specifies a combination of

values that is allowed (i.e. supports) or forbidden (i.e. conflicts or no-goods).

The arity of the constraint is the size of the scope. A constraint can be unary

(arity 1), binary (arity 2), or non-binary (arity > 2).

A binary CSP is represented as a constraint graph in which each node is labeled

by the variable, and the edge between two nodes corresponds to the binary constraint,

binding the variables that label the nodes connected by the edge. Unary constraint

can be represented by the cycle edge.

2.3.1 General Approaches for CSP Solving

CSP solving is basically assigning the values to all the variables without violating

the given constraints. Based on the given conditions the CSP can be consistent or

unsatisfiability. Several techniques are available for solving CSPs. Kumar [15] and
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Tsang [14] present a good overview of these techniques. CSP solving algorithms can

be categorized into two approaches as discussed below.

2.3.1.1 Systematic Search

Many algorithms for solving CSPs search systematically through the possible as-

signments of values to variables [39]. This method guarantees the solution if it exists

or finds unsatisfiability, but it takes a very long time to do so. A CSP can be solved

using the Generate-and-Test method (GT) that systematically generates each possible

value assignment and then it tests all generated solutions to satisfy all the constraints.

GT method creates a large number of combinations equal to the Cartesian product

of all variable domains.

Faced with the combinatorial explosion of GT, the idea of combining generation

and test led to a BackTracking (BT) algorithm. Backtracking is a more efficient

method of systematic search that relies on Depth First Search (DFS) and based

on recursive BT algorithm. BT attempts to extend the partial solution towards a

complete solution, by repeatedly choosing a value for another variable. Backtrack

search exhaustively and systematically explores combinations of values for variables,

constructively building consistent solutions. The space requirement of BT is linear in

the number of variables. There are many factors that can affect the performance of

search in BT. Some are listed below:

• Thrashing: repeated failure due to same reason;

• Redundancy: conflicting values of variables are not remembered;

• Late detection of conflict: conflict is not detected before it really occurs

To overcome these shortcomings, many modifications to BT such as value or-

dering, heuristics for variable, forward-checking and backward-checking have been
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introduced to improve its performance. The common wisdom is to instantiate the

most constrained variable first [40–42].

2.3.1.2 Consistency Techniques

To improve the cost of search, it is always beneficial to enforce a consistency

property at the pre-processing stage to prune the search space and maintaining it

after the instantiation of each variable. The consistency-enforcing algorithm makes a

partial solution of a small sub-network extensible to some surrounding network. The

consistency technique is also known as a filtering technique [43]. Thus, consistency

techniques rule out many inconsistent assignments at a very early stage, minimizing

the search for consistent assignment. The consistency techniques are rarely used

alone to solve CSP completely. Different consistency techniques include simple node-

consistent, a very popular arc-consistency, and expensive path-consistency.

CSP is called Node-Consistency (NC) if and only if for every value V in the

current domain DX of X, each unary constraint on X is satisfied. Thus, the node

inconsistency can be eliminated by simply removing those values from the domain

DX of each variable X that do not satisfy a unary constraint on X.

In case of binary CSP, there remains to ensure the consistency of binary con-

straints that cannot be achieved from NC. In a constraint graph, arc defines the

binary constraint, hence called Arc-Consistency (AC). The arc is known to be con-

sistent if and only if, for every value of Vi in the current domain of Xi, which satisfies

the constraints on Xi with respect of value Vj in domain of Xj, as permitted by the

binary constraints between Xi and Xj. The concept of arc-consistency is directional

i.e. if an arc (Xi,Xj) is consistent that does not mean (Xj,Xi) is consistent [44].

A Path-Consistency (PC) implies AC where an arc is equivalent to the path be-

tween the defined nodes or variables. PC extends the consistency test to two or more

arcs meaning that every arc present between the path needs to satisfied. Therefore,
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the PC is stronger than arc-consistency but requires a lot of computational cost [45].

2.3.2 Applications of Constraint Satisfaction

Examples and applications of CSPs can be found in a variety of real-life problems

because of its potential to model and solve these problems naturally and efficiently.

Several problems of AI and industrial applications can be discussed and defined in

terms of the constraint satisfaction problem model. Some of the major research has

been done in the field of civil engineering [46] for traffic signal monitoring, mechanical

engineering [47] in designing systems, interactive cognition [48], air traffic control, web

applications [49], network security [50], protection and guarantee of personal data/pri-

vacy [51], etc. This framework has already been established in several applications

like resource management and scheduling [52–54] (when time and shared resources

are involved), industrial production planning [55], and vehicular applications such as

vehicle routing [56] and car sequencing [57] used for the purposes of adding several

features in car after building basic models. It has been also explored in the areas of

graphical picture processing [58], natural language processing [59] (by restricting the

roles that each word plays), temporal reasoning [60] (as events are temporally related

to each other), etc. Even the CSP has been applied to the general applications like

awareness [61]. Moreover, CSP can be applied for query processing in databases [62],

which is similar to this thesis research of querying episodic memory.

24



Chapter 3

Approximation of Working

Memory Activation for Surface

Match Analysis

The first part of this thesis research involves the implementation of working mem-

ory activation for surface cue analysis to retrieve an episodic memory. Here, the

research focuses on how the approximation of WMA affects the accuracy of retrieval.

An episode retrieved through different WMA to control the agent movement direction

in every action is applied, and the performance of the agent is analyzed. The plan is

to reduce the time needed by working memory activation, which ultimately leads to

faster data retrieval. The underlying implementation targets cases of episodic mem-

ory in the Soar architecture. This chapter proceeds with an introduction to WMA,

mathematical models of activation functions, and an algorithm for retrieval. Then,

there is an introduction to techniques followed by the agent environment used for eval-

uation. Finally, this chapter discusses the results obtained and provides conclusions

on the perspective results.

25



3.1 Introduction to Working Memory Activation

In human memory, specific items are sensitive to frequency and recency of occur-

rence [63]. The computational model to keep track of these items in any cognitive

system is determined by the working memory activation. These items are the ele-

ments presented in working memory called WME. This provides the activation values

that denotes the importance of WMEs for any particular instance. Basically, the

process of activation is assigning the weight to each WME.

Initially, the working memory activation is introduced by ACT family [2], which

describes the activation of the contents of working memory. Later Ron Chong [64]

implemented WMA in Soar to support forgetting in WM similar to the decay pattern

in ACT-R.

The WMEs activation value in working memory of Soar architecture is updated

as follows:

• WMEs receives initial fixed activation at the time of creation.

• As WMEs are tested by production, they get an activation boost.

• If any action tries to add existing WMEs, they get an activation boost.

• An activation level decay over time as defined by the computational model of

activation.

During retrieval in Soar architecture, activation values obtained from the above

procedure are used for biasing the cue to select the best matched episodes from

memory that works as the feature weighting of each element. The algorithm involved

for retrieval is provided in detail in Subsubsection 2.2.3.2.
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3.2 Working Memory Activation Techniques

The original implementation of working memory activation is associated with the

Base-level activation (BLA). Approximation of working memory activation can be

used to reduce the computational time in cost of activation value accuracy as well as

to reduce the size of the working memory during runtime [63]. The computational

model involved in Soar architecture and its approximation are discussed below.

3.2.1 Base-level Activation

Base-level activation utilizes all the details of working memory elements. BLA uses

the complete record with exact time stamps of every use requiring more execution

time. The activation value of a certain WME is determined by

A = ln

[
n∑

j=1

t−d
j

]
(3.1)

where n is the number of occurrence, tj is the time since jth activation, and d repre-

sents the decay parameter.

Figure 3-1: The representation of time sequence of occurrence of event for
BLA.

This activation signifies the strength of memory decrease with time. More de-

lays produce smaller losses, which is the base idea that states individual events are

forgotten according to a power function.
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3.2.2 Petrov’s Approximation

This approximation ignores the timing of occurrence and uses two pieces of in-

formation: i) number of uses n, and ii) total lifetime tn as shown in Fig. 3-2. The

importance of new events and recency factor are diminished. It assumes all events

are approximately evenly spaced. This approximation is also known as optimized

learning equation.

A = ln
[

n

1− d
t−d
n

]
(3.2)

This approximation accounts for large error in determining activation value. It

misses rapid, recency driven component and other transient behavioral effects.

Figure 3-2: The representation of time sequence of occurrence of event for
Petrov’s approximation.

3.2.3 Improved Approximation

The main idea of this approximation is to keep the details of few of the most

recent events and ignore the details of the distant. The new parameter, k, determines

the number of recent events to be taken into account.

A = ln

[
k∑

j=1

t−d
j +

(n− k)(t1−d
n − t1−d

k )

(1− d)(tn − tk)

]
(3.3)

From the equation above, it can be seen that this function keeps track up to time

stamp tk i.e. from j = 1 to k where t1 is the most recent one. Equation 3.2 is a

special case of k = 0.
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3.3 Evaluation Methodology

This section talks about the testing environment and metrics used for a perfor-

mance evaluation. Initially, using MATLAB, the data having 11 features in each

decision cycle for 20 time steps is generated as shown in Fig. 3-3. Then, comparison

between WMAs is performed using two parameters: i) the sum of activation values

obtained, and ii) the time taken for execution.

Figure 3-3: Data structure for initial WMA analysis.

After this, an agent is used to evaluate performance through the actual imple-

mentation of WMAs in architecture.

3.3.1 The Eaters Environment

To test the performance of the activation methods in real time, an episodic memory

agent is created in a predefined pacman-like game named Eaters [65]. This Eaters

agent moves in a grid world of 15*15 consisting of wall, normal food (blue-colored

diamond shape), bonus food (red-colored square shape), or empty cell.

Fig. 3-4 shows the screen-shot of the Eaters playing board. The agent can move

towards a cell in four directions except for the cell that contains a wall. If the Eaters

agent moves in a cell containing food, it eats food and gains respective points, leaving

the spot empty. The goal of the agent is to get the maximum points as fast as it can.

29



The agent senses contents of a 2-cell radius as shown in bottom right corner of Fig.

3-4.

Figure 3-4: The Eaters environment.

Soar version 9.4.0 is used to test episodic memory retrieval performance. The

Eaters agent has no knowledge about the value of objects it senses and does not

know which direction it needs to move. The agent uses episodic memory to help

it to choose which direction it should move. The agent will generate cues for each

direction including internal sensing and evaluate the retrieved episodes based on the

score gained moving towards a particular direction. The agent chooses the direction

with the highest score gained and randomly selects if there is a tie. There is no

guarantee of selecting the appropriate episode, depending upon the recorded episodes

and algorithm used for retrieval. During the course of action, the agent builds up the

episodic memory and explores memory for new actions.

The advantage of Eaters is that it includes a simple domain with a set of four

possible objects and four possible actions for the agent, allowing users to focus on
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episodic memory rather than agent and environment. This also makes users easy to

gather data about performance.

3.3.2 Evaluating Methods

As an episodic memory is no use by itself, to demonstrate the performance, agents

are needed in specific environments for certain tasks. Provided that the episodic mem-

ory in Soar is task-independent, action modeling in a relatively simple environment

and a complex environment are used to address more difficult cognitive capabilities.

In order to evaluate the performance of episodic memory retrieval for different

WMAs, an agent runs using BLA and its approximations. Then, the score gained

by the agent is collected after every move for each computational model until the

completion of 100 actions. Utilizing stored episodes, two more iteration are performed

to study the effect of episodic memory and computational models. Based on score

obtained after 100 moves and the fraction of correct evaluation done by the agent,

the comparison is done among three WMAs. This measures the accuracy of retrieval

and provides the feasibility of using approximations as a computational model.

3.4 Experimental Results

The preliminary result of comparison of three activation functions is shown in

Fig. 3-5 and Fig. 3-6. The results include the sum of activation values of all features

(Fig. 3-3) obtained from these functions and time taken for execution by each of

these models.

Fig. 3-5 shows that the Improved approximation tends to follow the original

Base-level activation. Although, Petrov’s approximation has more error compared

to that of the Improved, it follows the trend of change of activation value. Still, the

performance of retrieval using these techniques needs to be analyzed. Fig. 3-6 depicts
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Figure 3-5: Activation dynamics under computation models.

that the Petrov’s approximations of BLA is computationally the most efficient.

Figure 3-6: Demonstration of efficiency improvement in computation time.

For the evaluation of performance of the episodic memory retrieval, the Eaters

agent is created with three different activation functions to access episodic memory

pool for deciding new direction of movement. Here, biased activation to match the

cue with episodes in memory is used. For each matching episode, activation values
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of all matching elements are summed. The one with the highest summed activation

value is considered to be the best match.

Figure 3-7: Eaters agent score depicting progress with Base-level activation.

Figure 3-8: Eaters agent score depicting progress with Petrov’s approxima-
tion.

Fig. 3-7, Fig. 3-8, and Fig. 3-9 depict the score of agents at each step as they

progress until they reach 100 actions for three iteration using BLA, Petrov’s approx-

imation, and Improved approximation, respectively. These figures show progress of

Eaters for a particular run. Moreover, the agents are learning in each step and in each
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iteration using episodic memory. The results show overlapping in different iterations

because of agents surrounding contents agent and the episodes that led to particular

actions as mentioned earlier.

Figure 3-9: Eaters agent score depicting progress with Improved approxima-
tion.

Figure 3-10: Comparison of Eaters agents score for three different activation
functions.

Fig. 3-10 depicts the average final score gained by an agent after 100 moves in

each iteration for each computational model. The experiment is repeated five times
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for each case and scores are averaged. After the completion of 100 actions, the Eaters

map and score are reset, but agent is allowed to use stored episodic memory. The

plot shows that the average score of agent with BLA has the highest score in each

iteration followed by Improved approximation and Petrov’s approximation.

Figure 3-11: Comparison of Eaters agents learning rate for three different
activation functions.

Fig. 3-11 shows an alternative view of result presented in Fig. 3-10. Fig. 3-11

shows the fraction of correct evaluation that an agent has made during the course

of 100 actions. From above figure, it can be observed that the agent with Base-

level activation learns the situation quite faster than agents with other two biasing

techniques. Still, the result shows that there is not much difference in the learning

rate of three WMAs and are comparable.
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3.5 Conclusion

This chapter presents the implementation of a new model for working memory

activation through the incorporation of Petrov’s approximation of original activation

present in Soar. The initial result shows the possibility of approximations of BLA

as a computational model of working memory activation. After implementation of

approximation, the Eaters agent shows the impressive progress in each iteration.

Petrov’s approximation as the computation model also provides the moderately good

learning strategy of episodic memory. The Petrov’s approximation can be applied as

a substitution of original activation because the learning rates are quite comparable,

as displayed in Fig. 3-11.

Petrov’s approximation requires less amount of information of WMEs. That makes

it computationally efficient among three activation functions by reducing the time to

calculate the activation value of WMEs. As the calculation of activation value is

also one of the steps required for cue-matching, incorporating this approximation

method, the retrieval of episodes from memory can be reduced significantly with a

slight trade-off in accuracy.
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Chapter 4

Application of Arc-Consistency for

Structural Graph Match during

Retrieval

This chapter includes general information about structural graph matching, defi-

nition of graph matching as CSP, and two CSP solving algorithms. It also describes

the environment used, methodology, results, and conclusions.

4.1 Introduction to Structural Graph Match as

CSP

Structural graph match refers to finding similarity between graphs. In other words,

it is finding an isomorphic image of a given graph in another graph. Recall from lit-

erature in Subsection 2.1.5, the cue provided in the Soar architecture is an acyclic

graph that is to be matched with episodes in episodic memory. The second stage of

cue matching involves the structural graph matching. It performs full graph matching

in comparison between cue and candidate episodes structurally. This graph matching

step is defined as the CSP in Soar cognitive architecture. The original algorithm
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implemented in Soar involves a standard backtracking algorithm. Detailed mathe-

matical representation of structural match as CSP is presented later in Section 4.3.

4.2 CSP Solver for Cue Matching

As mentioned the literature review in Subsection 2.3.1, various techniques are

being developed to solve CSP. Among them, two CSP solving algorithms: i) back-

tracking and ii) arc-consistency, are popular and commonly used. Backtracking has

been implemented in Soar originally. To improve performance of cue matching, this

thesis implements the arc-consistency to minimize search space. The sections below

describe more about these techniques in detail with the general algorithms.

4.2.1 Backtracking

Practically all complete search algorithms for CSPs are based on the backtracking

algorithm. This is the basic algorithm for searching the solution of CSP. The basic

operation of this algorithm is to pick one variable at a time and making sure that the

variable is valid for all labels selected so far. If this is true, then the next step will be

another assignment step, or termination when all variables are assigned (a solution

was found). If an assignment violates a certain constraint, a backtrack step undoes

the last assignment made and the next value in this unassigned variables domain is

assigned instead. If the domain of the current variable is exhausted, and the next

value to be assigned does not exist, another backtrack step is taken. This carries on

until either a solution is found or all the combinations have been tried and failed.

Since BT assigns values step-by-step and backtrack only at the last decision when it

is unable to proceed, it is called chronological backtracking [14].

The algorithm of backtracking is shown below:
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Algorithm 1: General backtracking algorithm

1 Function BT(X,D,C):Solution
2 Begin
3 BT-recursion (X, {}, D,C)
4 End
5 Function BT-recursion(unassignedX , assigned,D,C)
6 Begin
7 If(unassignedX is empty) Then
8 Return(assigned)
9 Else

10 Pick one value x from unassignedX
11 Repeat
12 Pick one value v from Dx

13 Delete v from Dx

14 If assigned + new assignment < x, v > violates no constraints Then
15 Begin
16 Result← (unassignedX − {x}, assigned + < x, v >,D,C)
17 If Result 6= NIL Then
18 Return Result
19 End If
20 End
21 End If
22 Until Dx is empty
23 Return NIL (NO Solution)
24 End Else
25 End

4.2.2 Arc-Consistency

Arc-Consistency measures the consistency of an arc expressed on each couple of

variables of a problem with binary constraints [39]. Arc-consistency relies on a simple

function called “Revise”. This function is applied to a couple of variables (xi, xj)

connected through a constraint Cij by removing the locally inconsistent values from

the domain Dxi
[43]. These couple of variables represent an arc. The Revise function

deletes domain values of xi with xj if not compatible. In this case, the domains of xj

remains unchanged. Boolean value denotes whether the domain value is deleted or

not. The arc-consistency is verified if and only if all the arcs on the constraint graph
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are consistent.

Algorithm 2: General Revise Function

1 Function Revise(xi, xj):Boolean
2 Begin
3 CHANGE:=False
4 For each domain values a ∈ Dxi

5 If there is no b ∈ Dxj
such that Relij(xi, xj) Then

6 Begin
7 Delete a from Dxi

8 CHANGE:=True
9 End If

10 End For
11 Return CHANGE
12 End

The general algorithm of AC visits every couple (xi, xj) and removes values from

domain Dxi
that violate Cij and if any value is removed, all the constraints are

examined again, which is given by the algorithm below:

Algorithm 3: General Arc-Consistency Algorithm

1 Function AC(X,D,C):CSP
2 Begin
3 list:={(xi, xj)|Cij ∈ C, i 6= j}
4 Repeat
5 CHANGE:=False
6 For each (xi, xj) ∈ list
7 CHANGE:=Revise(xi, xj) or CHANGE
8 End For
9 Until NOT CHANGE

10 Return Consistent Network
11 End

4.3 Problem Formulation and Algorithms

The Soar episode is a snapshot of a working memory. Therefore, any episode

has the same structure as working memory, as described in Section 1.1. Each parent
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node represents an identifier of WME, a child node represents either a value or an

identifier of the next WME, and the edge between nodes denotes the attribute of

WME as shown in Fig. 4-1. Hence, an episode can also be defined as a directed

multigraph.

Figure 4-1: Typical WME pattern.

Let us consider a set of WME of an episode E be represented as W = (I, A, V ),

where I, A, and V denotes the identifiers (unique symbols), attributes, and values

(identifiers or any other constant values) mapped by three natural projections φI(W ),

φA(W ), and φV (W ), respectively.

For retrieval, a cue is provided that is partially the subset of an episode. Any cue

Q contains the finite set of WMEs (W1, W2,... ,Wn) such that for every consecutive

WME, Wi, and Wi+1, φI(Wi) = φV (Wi+1) and no two WMEs are matching.

During cue matching, an episode is considered to be fully matched to cue Q if

there is a satisfaction of following conditions:

• For any W ∈ E, E(φI(W )) = Q(φI(W ))

• For any φV (W ) = constant in Q , E(φV (W )) = Q(φV (W ))

• For any W ∈ E, E(φA(W )) = Q(φA(W ))

• If φI(Wi+1) = φV (Wi) in E, then φV (Wi+1) = φI(Wi) must be in Q
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A cue Q provided for cue matching is used to generate the constraint network

graph where variables are nodes, and constraints are defined by edges between nodes.

These can be noted as:

• A set of variables X is a set of identifiers in cue Q

• The domain Dx of each variable x is all of the identifiers of working memory

graph

• The WME with constant value in cue defines unary constraint

• Other WME in cue defines the binary constraint

The constraint network graph is generated with the algorithm below:

Algorithm 4: Constraint network generator algorithm

Input : Cue Q and working memory graph wmg
Output: Constraint Network cn = (X,D,C)

1 function ConstraintNetworkGeneration(Q,wmg);
2 for all W ∈ Q do
3 a← Q(φI(W ));
4 b← Q(φV (W ));
5 X ← X ∪ {a};
6 if b ∈ I in wmg then

// binary constraint

7 Cab ← edges (attribute of that particular W );
8 X ← X ∪ {b};
9 C ← C ∪ {Cab};

10 else
// unary constraint

11 Ca ← edges (attribute of that particular W );
12 C ← C ∪ {Ca};
13 end

14 end
15 for all a ∈ X do

// domains

16 Da ← I ∩ Ca;
17 D ← D ∪ {Da};
18 end
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The arc-consistency for structural graph match is performed with the following

algorithms:

Algorithm 5: Arc-Consistency algorithm

Input : Variables order, var = {x1, x2, ..., xn} and Constraint Network,
cn = (X,D,C)

Output: Consistent Network
1 function Arc-Consistency(var, cn);
2 for i← n to 1 do
3 for j < i s.t. Relji ∈ cn do

// Relji represent list of allowed value of pairs of values,

/* subset of Cartesian product: Dxi
, ....., Dxj

*/

4 Revise (xj, xi);

5 end

6 end

Algorithm 6: Revise function

Input : Variables xi and xj, their domains Dxi
and Dxj

and, constraint Relij
Output: Domain Dxi

s.t. xi is arc-consistent with xj
1 function Revise(xi, xj);
2 Dxi

← Dxi
∩ φi(Relij ./ Dxj

)

4.4 Evaluation Methodology

This section presents the environment used for generating the episodic memory

and the methods used for evaluation of structural matching. The above two ap-

proaches of CSP solver are used for full structural graph match. The total time taken

for querying is measured.

4.4.1 The TankSoar Environment

TankSoar is another pre-existing two-dimensional video game environment genre

known as a first person shooter. This is used to test episodic memory retrieval. In
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this environment, an agent controls a tank in a 15*15 grid maze. This environment

has more features than the Eaters environment. The agent plays with numerous

sensors like path blockage, radar feedback, sound direction, smell, hearing, incoming

path, etc. It then performs multiple actions like turn, move, attack, chase, retreat,

controlling radar, shields, etc. Fig. 4-2 shows the typical TankSoar map with a

display board.

Figure 4-2: The TankSoar environment.

The TankSoar agent named obscure-bot is used where tank roams around the maps

and tries to knock down other tanks if present. To generate the episodic memory

pool, one of them populates episodes based on its sensing and action performed. This

agent is run multiple times to create several sized episodic memory (size of episodic

memory pools are provided in Appendix D). These memory pools are then used

for the evaluation of new structural graph-match algorithm in terms of query time.

For querying the generated memory, four different cues are created as described in

Subsection 4.4.2.
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4.4.2 Evaluating Methods

For evaluation, four different types of cues which pose questions are created as

described below.

• When was I last at certain (x,y) position on my map?

• When did I last make a radar switch on?

• When did I last have full energy and health and rotate left?

• When did I last sense no blockage on left and I rotate left with radar-power

setting 13?

These cues can be viewed pictorially in graphical structure as following:

Figure 4-3: Different cue structures (a)cue 1 (b)cue 2 (c)cue 3 (d)cue 4 used
to search TankSoar episodic memory.
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These cues are applied to query various sized episodic memory pool generated

from TankSoar using Soar architecture and the proposed algorithm. Query-time with

Soar and with the proposed one is accessed. The simulation is repeated five times for

each cue with each episodic memory pool and the average time taken for querying is

reported for each case. The comparison is done in terms of the query-time.

4.5 Experimental Results

To evaluate new CSP algorithms, four different test cues are provided. Then,

time consumed to query episodic memory by both the original Soar implementation

using SoarJavaDebugger and the proposed algorithm are measured. Fig. 4-4, Fig.

4-5, Fig. 4-6, and Fig. 4-7 show the query time results which compares the current

implementation of Soar to the proposed algorithm.

Figure 4-4: Query time of cue 1 from TankSoar episodic memory.
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Figure 4-5: Query time of cue 2 from TankSoar episodic memory.

Figure 4-6: Query time of cue 3 from TankSoar Episodic Memory.
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From the results obtained, it can be observed that the query time for both the

algorithms gradually increases as the episodic memory size grows. However, the rate

of increase in time is lower with our proposed algorithm. This is due to the multiple

expensive graph match in most of the cases with BT, whereas arc-consistency tightens

the constraints by assigning the domains to variables and removing multiple matches.

Figure 4-7: Query time of cue 4 from TankSoar episodic memory.

Fig. 4-5 shows that cue 2 requires large query time. This is because the number

of matching candidates is large. In every rotation step, TankSoar radar is switched

on. Moreover, the query time with BT is less than that of the proposed technique.

In some cases, if graph match phase occurs early, Soar is able to complete the search

early. Whereas in most of the cases, Soar implementation ended up having graph

match multiple times.

The proposed algorithm assigns domain to variables by single value to make arc-

consistent. This makes it backtrack free match and reduce the search time. The Soar

implementation attempts expensive graph match many times in most of the cases.
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However, in some cases, the graph match that Soar implements happens earlier in

interval search. This results in quick completion of search in Soar. The proposed

algorithm for structural match performs graph match once in each search. It is also

able to reduce domain to single element each time to make arc-consistent.

4.6 Conclusion

In this chapter, the performance analysis of arc-consistency for structural graph

matching to retrieve an episode from TankSoar environment is presented. This ap-

proach removes the redundant values from the domains, which reduces the search

time. Arc-consistency also performs the graph match once in each search by reducing

the domain to a single element each time to make arc-consistent. The approach taken

in this thesis is able to reduce the time of querying as compared to that of original

implementation of Soar architecture.

Soar-EpMem has effective encoding techniques of episodic memory as well as a

cue matching approach. However, in some cases, the performance reduces due to fre-

quent backtracking caused by perfect match, but no graph match occurs. This thesis

proposes an arc-consistency as an alternative structural graph matching algorithm,

which tightens constraints by assigning domains to variables in which the need of

frequent backtracking is removed. This allows the new algorithm to perform better.

Hence, an episode retrieval time can be reduced through the implementation of

arc-consistency as CSP solver for an efficient structural graph matching algorithm.

49



Chapter 5

Conclusive Remarks

The ultimate goal of this research is to improve the performance of retrieval from

episodic memory in Soar through the incorporation of new techniques in two areas of

cue matching steps. The techniques proposed in chapters 3 and 4 serve as ways to meet

the objective of this research. Given that an episodic memory has been widely used

in intelligent systems, as run-time of system increases, the size of memory becomes

large, and retrieval time increases. A timely retrieval is required for the system to

have effective use of episodic memory.

The primary idea behind the proposed scheme is to introduce approximation to

lower the computational burden of working memory. Following that, implementation

of an arc-consistency algorithm is used to reduce the time of matching by removing

multiple backtracking.

Chapter 3 explains approximations of BLA and presents Eaters performance, ap-

plying different WMAs. The results prove that these approximations do not degrade

the overall performance of the agents by a great factor, and large efficiency in com-

putational time can be achieved as well. As the activation calculation is a part of

the cue matching step, approximations can be implemented to reduce the episode

retrieval time.

In chapter 4, a detailed work related to structural graph match as CSP and its so-
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lution is discussed. The proposed algorithm is presented and tested with the episodic

memory generated with real testing environment, i.e. TankSoar. Also, from the re-

sults obtained, it can be concluded that the query time using arc-consistency is lower

in comparison to Soar implementation and the rate of increase of retrieval time is

minimized with respect to episodic memory size for most of the cues provided.

Hence, with implementation presented in this thesis, for the cue matching of

episodic retrieval, the episodic memory retrieval can be improved as the size of

episodic memory becomes large during a long run in cognitive systems.

5.1 Future Work

While this thesis demonstrated the possibility of reduction of retrieval time of

episodic memory, this section presents potential to have some of the probable future

directions this research can take.

In addition, research can take more details on approximation of activation in

working memory, which are needed to be studied with respect to working memory

size and management of working memory. Another future direction for this thesis

is applying the proposed algorithm of structural graph match, to be implemented in

Soar architecture and check the performance of an agent.

5.1.1 Improvement in Computational Model

The agent behavior based on the approximations of working memory activation

has been studied. Comparable results on performance are achieved. A detailed study

of working memory size and the management of working memory is to be examined as

a future goal. Moreover, the implementation of other computational models such as

biological based or abstract based models can be studied to enhance episodic learning.
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5.1.2 Enhancement of Structural Graph Match

The implementation of arc-consistency for structural graph match reduces the

query time for most of the cases. The result produced has unusual cases with cues

having a large number of matching episodes. In the future, other CSP solvers that

best suit all types of cues needs to be studied.

5.1.3 More Complex Environment and Tasks

Additional domains and different sets of test cases for episodic memory also need

to be examined. TankSoar and Eaters are artificial computer games useful for initial

evaluation. However, exploring much longer runs for a larger episodic memory size

with much complex cases is of high importance. In addition, evaluating the perfor-

mance in real world environments is also a necessary action future research should

consider.
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Appendix A

CSoar Program for Eaters Agent

epmem −−s e t l e a r n i n g on

epmem −−s e t t r i g g e r dc

epmem −−s e t ba lance 0

epmem −−s e t graph−match o f f

epmem −−s e t database f i l e

epmem −−s e t path f irstBLA . db

epmem −−s e t append on

wma −−s e t a c t i v a t i o n on

################## I n i t i a l i z a t i o n operator

sp {propose∗ i n i t i a l i z e −ea t e r

( s t a t e <s> ˆ s u p e r s t a t e n i l

−ˆname)

−−>

(<s> ˆ operator <o> +)

(<o> ˆname ea t e r )

(cmd c l og | f oo . l og | )
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(cmd c l og −c )

}

sp {apply∗ i n i t i a l i z e −ea t e r

( s t a t e <s> ˆ operator <op>)

(<op> ˆname ea t e r )

−−>

(<s> ˆname ea t e r

ˆ count 0)

}

# c l e a n s the output−l i n k once commands complete

sp {apply∗ cleanup ∗output−l i n k

( s t a t e <s> ˆ operator <op>

ˆ s u p e r s t a t e n i l

ˆ i o . output−l i n k <out>)

(<out> ˆ<cmd> <id>)

# (<op> ˆname move)

(< id> ˆ s t a t u s )

−−>

(<out> ˆ<cmd> <id> −)

}

######################## misc u s e f u l e l a b o r a t i o n r u l e s

sp { e l a b o r a t e ∗ s t a t e ∗name

( s t a t e <s> ˆ s u p e r s t a t e . operator . name <name>)

−−>

(<s> ˆname <name>)

}
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sp { e l a b o r a t e ∗ s t a t e ∗top−s t a t e

( s t a t e <s> ˆ s u p e r s t a t e . top−s t a t e <ts>)

−−>

(<s> ˆtop−s t a t e <ts>)

}

sp { e l a b o r a t e ∗top−s t a t e ∗top−s t a t e

( s t a t e <s> ˆ s u p e r s t a t e n i l )

−−>

(<s> ˆtop−s t a t e <s>)

}

sp { e l a b o r a t e ∗ s t a t e ∗ i o

( s t a t e <s> ˆ s u p e r s t a t e . i o <io>)

−−>

(<s> ˆ i o <io>)

}

#######################################

sp {propose∗move

( s t a t e <s> ˆname ea t e r

ˆ i o . input−l i n k .my−l o c a t i o n .

<dir >. content

{ <content> <> wal l })

−−>
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(<s> ˆ operator <o> +)

(<o> ˆname move

ˆ d i r e c t i o n <dir>

ˆ content <content>)

( wr i t e | | <dir >)

( wr i t e | | <content> ( c r l f ) )

}

sp { ea t e r ∗ e l a b o r a t e ∗move−t i e

( s t a t e <s> ˆ impasse t i e

ˆ a t t r i b u t e operator

ˆ c h o i c e s mu l t ip l e

ˆ s u p e r s t a t e . name ea t e r )

−−>

(<s> ˆname move−t i e )

( wr i t e | ” e l a b o r a t e ∗move t i e ” | ( c r l f ) )

}

sp {propose∗move−t i e ∗ eva luate

( s t a t e <s> ˆname move−t i e

ˆ item <ss−op>

−ˆeva luated . name <dir >)

(<ss−op> ˆ d i r e c t i o n <dir >)

−−>

(<s> ˆ operator <o> + =)
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(<o> ˆname eva luate

ˆ d i r e c t i o n <dir >)

( wr i t e | | <dir> ( c r l f ) )

( wr i t e | ” propose∗move−t i e ∗ eva luate ” | ( c r l f ) )

}

##################################################

sp {propose∗ eva luate ∗query

( s t a t e <s> ˆname eva luate

−ˆepmem . command . query

−ˆepmem . command . next )

−−>

(<s> ˆ operator <o> + =)

(<o> ˆname query )

( wr i t e | ” propose∗ eva luate ∗query ” | ( c r l f ) )

}

sp {apply∗query

( s t a t e <s> ˆ operator <o>

ˆepmem . command <cmd>

ˆ s u p e r s t a t e . operator . d i r e c t i o n <dir1 >)

(<o> ˆname query )

−−>

(<cmd> ˆ query <q>)

(<q> ˆ i o <io>)

(< io> ˆoutput−l i n k . move . d i r e c t i o n <dir1 >)

(< io> ˆ input−l i n k . foo <bar>)
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}

#####################################################

sp {propose∗ eva luate ∗ r e s u l t

( s t a t e <s> ˆname eva luate

ˆepmem . command . query

ˆepmem . r e s u l t .<< s u c c e s s f a i l u r e >>)

−−>

(<s> ˆ operator <op> + =)

(<op> ˆname r e s u l t )

}

sp {apply∗ r e s u l t ∗ f a i l u r e

( s t a t e <s> ˆ operator <op>

ˆepmem <epmem>

ˆ s u p e r s t a t e <ss>

ˆ qu i e s c ence t )

(<ss> ˆ operator <ss−op>)

(<op> ˆname r e s u l t )

(<epmem> ˆ r e s u l t . f a i l u r e

ˆcommand . query . i o . output−l i n k .

move . d i r e c t i o n <dir >)

−−>

(<ss> ˆ eva luated <e>)

(<e> ˆname <dir>

ˆ found f

ˆ value 0)
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( wr i t e | | f a i l u r e )

( wr i t e | | <dir> ( c r l f ) )

}

###################################################

sp {apply∗ r e s u l t ∗ s u c c e s s

( s t a t e <s> ˆ operator <op>

ˆepmem <epmem>

ˆepmem . command <cmd>

ˆ s u p e r s t a t e <ss>)

(<epmem> ˆ r e s u l t . r e t r i e v e d . i o . input−l i n k . e a t e r . s c o r e <v1>)

(<cmd> ˆ query <q>)

−−>

(<cmd> ˆ query <q> −

ˆ next <n>)

(<s> ˆ f i r s t −s co r e <v1>)

( wr i t e | | f i r s t −s co r e ( c r l f ) )

}

sp {propose∗ eva luate ∗ r e s u l t 2

( s t a t e <s> ˆname eva luate

ˆepmem . command . next

ˆepmem . r e s u l t .<< s u c c e s s f a i l u r e >>)

−−>

(<s> ˆ operator <op> + =)

(<op> ˆname r e s u l t 2 )

}

sp {apply∗ r e s u l t 2 ∗ s u c c e s s
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( s t a t e <s> ˆ operator <op>

ˆepmem <epmem>

ˆ s u p e r s t a t e <ss>

ˆ f i r s t −s co r e <f1>)

(<ss> ˆ operator . d i r e c t i o n <dir >)

(<op> ˆname r e s u l t 2 )

(<epmem> ˆ r e s u l t . r e t r i e v e d . i o . input−l i n k . e a t e r . s c o r e <v>)

−−>

(<ss> ˆ eva luated <e>)

(<e> ˆname <dir>

ˆ found t

ˆ value (+ (− <f1>) <v>))

( wr i t e ( c r l f ) | | s u c c e s s )

( wr i t e ( c r l f ) | | <v>)

( wr i t e ( c r l f ) | | (− <f1 >))

}

########################################################

sp {propose∗move−t i e ∗copy

( s t a t e <s> ˆname move−t i e )

−−>

(<s> ˆ operator <op> + <)

(<op> ˆname copy )

}

sp {apply∗copy

( s t a t e <s> ˆ operator <op>
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ˆ s u p e r s t a t e <ss>

ˆ item <ss−op>

ˆ eva luated <e>)

(<op> ˆname copy )

(<ss−op> ˆ d i r e c t i o n <dir >)

(<e> ˆname <dir>

ˆ value <v>)

−−>

(<ss> ˆ operator <ss−op> = <v>)

( wr i t e ( c r l f ) | | <dir >)

( wr i t e | | <v> ( c r l f ) )

}

#######################################

sp {apply∗move

( s t a t e <s> ˆ i o . output−l i n k <ol>

ˆ operator <o>

ˆ i o . input−l i n k . e a t e r . s c o r e <score >)

(<o> ˆname move

ˆ d i r e c t i o n <dir >)

−−>

(<s> ˆ operator <o> + =)

(<o> ˆname remove )

(<ol> ˆmove . d i r e c t i o n <dir >)
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( wr i t e ( c r l f ) |move d i r e c t i o n : | <dir> ( c r l f ) )

( wr i t e ( c r l f ) | s co r e : | <score> ( c r l f ) )

}

# Apply∗move∗remove−move :

# I f the move operator i s s e l e c t e d ,

# and there i s a completed move command on the output l ink ,

# then remove that command .

sp {apply∗move∗remove−move

( s t a t e <s> ˆ i o . output−l i n k <ol>

ˆ operator . name remove )

(<ol> ˆmove <mv>)

(<mv> ˆ s t a t u s complete )

(<ol> ˆ<cmd> <id>)

−−>

(<ol> ˆmove <mv> −)

( wr i t e | ”move removed ” | ( c r l f ) )

}
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Appendix B

Episodic Memory: Evaluation Cues

for TankSoar

Cue 1 . (<cmd> ˆ query <cue>)

(<cue> ˆ i o <io>)

(< io> ˆ input−l i n k < i l >)

(< i l > ˆx 1)

(< i l > ˆy 1)

Cue 2 . (<cmd> ˆ query <cue>)

(<cue> ˆ i o <io>)

(< io> ˆoutput−l i n k <ol>)

(<ol> ˆ radar <sw>)

(<sw> ˆ switch on )

Cue 3 . (<cmd> ˆ query <cue>)

(<cue> ˆ i o <io>)

(< io> ˆ input−l i n k < i l >)

(< io> ˆoutput−l i n k <ol>)
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(<ol> ˆ r o t a t e <dir >)

(<dir> ˆ d i r e c t i o n l e f t )

(< i l > ˆ hea l th 1000)

(< i l > ˆ energy 1000)

Cue 4 . (<cmd> ˆ query <cue>)

(<cue> ˆ i o <io>)

(< io> ˆ input−l i n k < i l >)

(< io> ˆoutput−l i n k <ol>)

(<ol> ˆ r o t a t e <dir >)

(<dir> ˆ d i r e c t i o n l e f t )

(<ol> ˆ radar−power <set >)

(< set> ˆ s e t t i n g 13)

(< i l > ˆ blocked <b>)

(<b> ˆ l e f t no )
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Appendix C

Eaters Agent Simulation Results

Table C.1: Comparison of three activation functions using average score of
Eaters agent after 100 actions.

Activation Functions Iteration 1 Iteration 2 Iteration 3
Base-level 371 458 506
Petrov’s Approximation 349 411 445
Improved Approximation 370 421 491
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Appendix D

TankSoar Episodic Memory Log

and Query Time For Retrieval

Table D.1: TankSoar episodic memory log with number of episodes.

S.N. Number of Episodes Tag
1 11142 Ep1
2 51807 Ep2
3 109793 Ep3
4 160087 Ep4
5 201116 Ep5
6 324771 Ep6

Table D.2: Total query time of four different cues for TankSoar episodic
memory.

Tag
Query Time for Different Cues

Cue 1 Cue 2 Cue 3 Cue 4
BT AC BT AC BT AC BT AC

Ep1 51.752 42.328 63.541 69.342 59.5824 47.3486 54.8424 33.834
Ep2 90.964 47.828 319.051 411.434 90.3942 56.0046 92.7468 36.508
Ep3 142.2986 52.85 638.789 874.82 144.49 68.638 145.554 43.728
Ep4 184.0808 62.822 956.761 1413.83 181.327 75.664 175.907 57.784
Ep5 239.5742 67.542 1410.44 2251.3 327.123 87.348 235.161 65.01
Ep6 324.5454 76.998 2236.22 4432.42 353.916 103.42 337.296 90.196
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