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A B S T R A C T 

Selecting proper process settings is crucial in injection molding ( IM) as part 

quality is greatly influenced by the process conditions. The locations o f the injection gate 

need to be decided before the mold is made. Other processing variables can be adjusted 

during start up; however changing the gate location at a later stage involves great cost. In 

this work, we analyze the effect o f gate location on process consistency for an automotive 

part, using a multi-variable optimization method called Data Envelopment Analysis 

(DEA). 
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C H A P T E R 1 

I N T R O D U C T I O N AND O B J E C T I V E S 

1.1 Introduction 

Injection Molding ( IM) is considered to be one o f the most important processes in the 

manufacturing of plastic parts. One of the main advantages of I M is that parts can be 

manufactured economically with little or virtually no finishing operations needed [ I ] . 

Plastics offer several advantages over metals including the ease of manufacturing and 

low cost associated with the production process, simplification o f components, part 

integration and consistent quality when mass produced. This has led overtime to an 

increased replacement of metal parts with plastic ones. 

Today, more than one-third of all the thermoplastic materials are injection molded 

and more than half of all the polymer processing equipment is for injection molding [2]. 

A schematic representation of a typical injection molding machine is shown in Figure 

1.1. 
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Injection unit Clamping unit 

Figure 1.1: Typical injection molding machine [3] 

The I M process starts when raw material, typically in the form of pellets is fed into 

the hopper. From the hopper the material falls into the barrel, where the material is 

melted by a combination o f electrical and shear heating as the reciprocating screw turns. 

As the screw drags material forward, it pulls back into the chamber in order to allow 

material to accumulate in the front of the barrel and for pressure to build to the desired 

value. Once enough material is gathered at the front o f the barrel, the screw plunges 

forward and injects the plastic into the mold cavity filling the mold. Once the filling 

process is completed, the packing phase of the process starts. During the packing phase 

the pressure is further increased as shown schematically in figure 1.2. This is done in 

order to continue to feed more material to make up for shrinkage due to the material 

cooling to room temperature at ejection. The packing pressure and packing time play a 

critical roll in the part quality. The length of the packing phase can only be controlled i f 

hot runners are used; i f a cold runner is used, then the end o f the packing stage depends 



on when the gate freezes. I f there is not enough material fed into the mold, this could lead 

to unacceptable shrinkage of the part. On the other hand, feeding too much material in to 

the mold can cause flash (excess material that is formed and attached to the part), which 

w i l l create the need of post finishing operations. 

Nozzle 
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Pack to hold 
transfer \ 

Point of fill 
(fill to pack 
transfer) 

Injection 

•Holdmo Phase-

Packing 
• (compression) 

phase 

Plastication 
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Figure 1.2: Pressure at the injection location for one cycle o f I M [4] 

The part quality o f an injection molded part is greatly affected by the process settings. 

Selecting the best process settings is complicated by the fact that in most cases, 

improvement in some quality or performance measures negatively affects the 

performance o f others. A critical issue to keep in mind is part consistency. When 

selecting the best process conditions, it is important to take into account their variability. 

For most manufacturing cases when optimizing the performance measures (PM) it is 
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desired to take in to account the conditions that minimize their variability. As a matter o f 

fact in high precision injection molding the critical issue is to minimize variability. 

The variability in the PMs arises from inconsistencies in the process settings. These 

inconsistencies can be caused by many exterior factors such as heat f rom the environment 

(other machines). Once the process reaches steady state the machine w i l l only be able to 

control the set values of either the mold or melt temperature within a range. For example, 

i f the set melt temperature is 100 0 F the variability f rom the environment can cause the 

melt temperature to vary ± 10 0 F, which in turn can cause variability in the PMs of the 

parts being produced. 

There are two approaches that can be used to develop mathematical models to 

represent the performance measures during injection molding. I f the physics are 

understood, then a physics based model can be used to simulate the PMs; on the other 

hand, i f the physics behind the problem are too complicated or are not fu l ly understood, 

then an empirical model is used. The empirical models used in this thesis are linear 

regression models. 

As can be deduced from the above discussion optimizing the I M process, involves 

multiple variables with conflicting effects. One approach would be to develop a single 

objective function by assigning relative weights to the different PMs. However coming 

up with adequate weights may be an issue. An alternate approach is to use a technique 

which selects the best compromises among all the PMs of interest. That is those cases for 

which no PM can be further improved without a detrimental effect on another. Data 

envelopment analysis (DEA) is a multi-variable optimization method that is ideally suited 

for these cases and is the one used in this thesis. 

4 



Process settings can be adjusted after the parts are in production. This w i l l cause 

some delays in production but in most cases does not involve a large cost. However, once 

the mold is fabricated, it becomes very expensive to change the injection location. Thus 

it is crucial to properly select injection locations before the mold is machined. A critical 

reason for identifying the correct injection location in the I M process is the formation o f 

weld lines. Weld lines are visible flaws that are created when two or more f low paths 

meet during the f i l l ing process [5], this in turn becomes the weakest location in the part 

which can cause structural problems in the finished part. They may also affect part 

appearance. These flaws can be controlled by selecting the proper gate location. Some 

injection locations may also conduct to a more robust process operation. . 

The problem under analysis in thesis is considered to be a multiple criteria 

optimization problem, because there is more than one PM under analysis. The part that is 

studied in this thesis is the Honda Civic bumper, which can be seen in figure 1.3. 

Combinations o f shrinkages at different locations were chosen as the PMs under 

investigation. Five different injection strategies were analyzed in order to select which 

strategy resulted in the most consistent process. 
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Figure 1.3: Honda Bumper under analysis 

1.2 Objectives 

The objective o f this thesis is to demonstrate a method based on CAE and DEA to 

find the best compromises between multiple PMs for injection molding the Honda Civic 

bumper. Several injection strategies w i l l be evaluated in order to identify the injection 

location which minimizes process variability 

In this thesis I w i l l : 

• Determine the best injection strategy for the Honda Civic bumper 

• Determine the best combination of process variables for the Honda bumper 
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• Study the effect o f introducing variability in the Honda bumper in order to 

understand how variability affects the analysis 

• Use DEA to solve the multiple criterion optimization problem 
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C H A P T E R 2 

T E C H N I C A L B A C K G R O U N D 

2.1 Process Modeling 

When developing a model to analyze a problem in plastic manufacturing, one 

must always start with properly defining the problem. Next it needs to be decides i f 

physics based models can be developed or i f an empirical model w i l l be needed. A 

physical based model is chosen i f the physics behind the problem are understood. Physics 

based models are always preferred as they provide more insight into the problem, as well 

as allow for extrapolation. However, when analyzing most manufacturing problems there 

needs to be a combination of physics based models and empirical models. The reason 

being that in most cases, there are some PMs whose physics may not be fu l ly understood 

or are too complicated to represent with physics based models. Empirical models are 

based on statistics and a well planned design of experiments is needed to develop a robust 

empirical model. Figure 2.1 from reference 6, represents the optimization strategy 

followed in this thesis and the following explanation refers to the mentioned figure. 

The first step is to determine the phenomena that w i l l be modeled. Once the 

phenomena has been identified, it is necessary to determine i f the physics behind them 

are sufficiently understood and documented, i f this is true then this w i l l lead to the path 
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of physics modeling. I f the physics are not completely understood, this w i l l lead to the 

empirical modeling path [6]. 

The complexity of the physics based model w i l l help determine i f an analytical 

solution is feasible or i f a numerical solution is required. In the case where a numerical 

solution is needed, there needs to be a validation process for the extreme cases where 

analytical solutions can be obtained. The experimental validation is followed by an 

assessment of the burden to obtain predictions (i.e. to simulate) f rom a particular model. 

The result of this assessment w i l l help determine whether it is convenient to summarize 

the functionality o f the physics based model with an empirical model, or i f the physics 

based model is simple enough to be used repeatedly to generate predictions. In the end, 

the model w i l l be used to simulate a large number of combinations o f untried variable 

levels to ultimately determine the best alternatives in terms o f the controllable variables 

in the process [6]. 

On the other hand when the physics of the model are not completely understood, 

an empirical modeling requires the use of statistical designs o f experiments to 

experimentally establish the relationship between process variables and the physical 

phenomena. It should be noted that an appropriate validation is required in empirical 

modeling [6]. 

After following either a numerical or empirical model, this w i l l lead to a model or 

series of models that w i l l be used to simulate the process to generate the required 

response predictions o f the physical phenomena under study [6]. These predictions w i l l 

then be used to select the best process compromises; that is the process conditions that 

give the best compromises among the performance measures o f interest. 
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2.2 Computer Aided Engineering ( C A E ) - Moldflow 

Computer simulations in I M are used to understand the system, solve an existing 

problem, or improve a manufacturing process. I M simulations are very useful for a 

number o f reasons; they are not only a more economical way to analyze the I M process; 

but they also have many other advantages as well. For instance, they can be utilized in an 

experimental try-out o f a new injection mold where there might be a need to predict a few 

pressures and temperatures; they can be used to investigate the effect o f different process 

settings on a particular mold and machine; or to investigate the effect o f different 

injection locations in a mold. [2, 7] 

A computer model or simulation is considered to be the combination o f a 

mathematical model, a numerical method to solve the equations, and computer software 

to carry out the numerical solution. The simulation software used in this thesis was the 

computer software package Moldf low Plastic Insight. This software, allows the user to 

input a Computer Aided Design (CAD) drawing of the part being produced, to determine 

the ideal combination of part geometry, material, mold design, and processing conditions 

that w i l l produce quality finished parts. [5] 

After the CAD drawing is inputted into Moldf low, the drawing needs to be 

meshed into finite elements. The mesh consists o f elements with nodes at every corner o f 

the elements. The mesh provides the basis for the Moldf low analysis, where molding 

properties are calculated at every node. The equation used for the calculations are the 

f low equations and the heat transfer equation [ I ] . It is necessary to have the right 

combination of elements and nodes in order for the calculations to be as precise as 

possible. 
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Moldf low has a fu l ly three dimensional equation solver, however, for most plastic 

parts, the mid-plane mesh approach suffices. This approach takes advantage o f the fact 

that there is a dimension that is much smaller than the other two. And simplifies the 

equations to what is commonly known as the Hele-Shaw model. Starting with the general 

balance equation which can be simplified as follows [8]: 

Pressure equation for the cavity 

+ 
d_ 

d. 

d 
o °P 

2 z 
. A> J 

= 0 2.2.1 

h '2 
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2.3 Metamodeling 

A metamodel is an empirical expression that approximates the functionalities 

implied by a mathematical model, they are able to map the relationship o f the outputs in 

relation to variation of the inputs. Metamodels are developed to mimic the behavior o f a 

PM with respect to the independent variables being analyzed. A n example o f metamodels 

is linear regression models, neural networks, splines, etc. [9] For this study the 

metamodel of interest are linear regressions. 

2.3.1 Linear Regression Models 

The goal of linear regression is to build a probabilistic model that relates the 

dependable variables (outputs) ̂  to ^ independent variables (inputs) x . 

The general additive multiple regression model equation is defined by the 

following equation: 

y = P0 + frxl+j32x2+-- + Pnxtt+£ 2 . 3 . 1 

where the parameters /? (j = 0, 1, n) are called the regression coefficients and s is the 

random error term which is assumed to be normally distributed with an expected value o f 

0 and variance cr 2 . The parameter /? / represents the expected change in output^ per unit 

change in input x / when all of the other input variables are held constant. A linear 

regression model may contain terms that are second order or higher, for example i f the 

term x / would be squared, it can still be considered linear regression as long as the 

regression coefficients /? ; are kept linear. 
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For this study a second order linear regression model was used, which follows the 

equation 

y = 0 o + f i j 3 l x i + £ 1 £ / 7 , * ( . * J + f i / 3 i i x f 2.3.2 
1=1 1=1 ; = / i = i 

where N is the total number of independent variables. The coefficient o f determination r 2 

is the proportion o f observed y variation that can be explained by linear regression [10]. 

r 2 is given by the following equation: 

i i y . - y ) 2 

r 2 = l - ^ 2.3.3 

A 

where N is the total number of experimental data points, yt and yi , are the experimental 

responses and the predicted response at the i t h experimental point respectively, and y is 

the experimental mean value. The larger the r value, the more successful the linear 

regression analysis is in predicting the responses. When performing linear regression, one 

must also verify that the assumptions of the model are met. This means that the analysis 

of the residuals should be normally and independently distributed with mean 0 and 

constant a 2 . 

The majority o f the computer packages that have a regression analysis option 

provide an analysis of variance ( A N O V A ) table in the results. A n A N O V A table in linear 

regression helps in understanding how well the model fits the data. 
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2.4 Data Envelopment Analysis (DEA) 

When analyzing a combination of PMs in I M , the improvement in one can 

negatively affect the improvement in the other. Such is the case when analyzing cycle 

time vs. shrinkage in a part. In order to have minimal shrinkage, the part needs to have a 

larger packing time, which in turn increases cycle time. Data envelopment analysis 

(DEA) is able to find a compromise between such PMs. Also, it has the advantage of not 

requiring the user to define an overall objective function, as is the case in regular 

optimization problems, where weights need to be assigned to the PMs in order to analyze 

the problem. 

DEA, a technique first introduced by Charnes, Cooper and Rhodes [11], provides a 

way to measure the efficiency o f a combination o f PMs alongside a finite number o f 

PMs. 

A n example o f how DEA solves a multiple criteria optimization problem can be seen 

in figure 2.2. In this example there are two PMs that are being analyzed, objective 1, in 

this case is cycle time, which is to be minimized and objective 2, in this case surface 

quality, is to be maximized. Following the direction of improvement o f both PMs, the 

desired solution should lie in the upper left corner o f the dataset. DEA is able to find the 

best compromise of solutions by means of the efficient frontier, which can only be seen 

in graphical mode in 2 or 3 dimensions. In this example it can easily be represented 

graphically as shown in figure 2.2. The points that are on the efficient frontier, which are 

called the efficient solutions, are the desirable solutions in the problem any other point 

not located on the efficient frontier is considered inefficient. Points not in the efficient 

15 



frontier can be improved without a detrimental effect in one o f the performance 

measures. 

65 i 1 1 1 1 1 1 1 1 1 

0 10 20 30 40 50 60 70 80 90 
Objective 1 (Minimize) 

i.e. Cycle time (s) 

< 
Figure 2.2: DEA example [9] 

The efficiency o f each combination of PM is computed through the use of two 

linearized versions o f the following mathematical programming problem in ratio form: 
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Find V,IU,IU0 to 

Maximize 2.4.1 

s.t. 

0 <1 ; = ! , . . . , « 2.4.2 

2.4.3 i n i n 

T 
V > ^ 1 

v 7 r n u n 2.4.4 

/"0 A 2.4.5 

where, r o

m a x and 70

m"1are vectors containing the values o f the PMs currently under 

analysis to be maximized and minimized respectively, // is a vector o f multipliers for the 

PMs being maximized, v is a vector o f multipliers for the PMs being minimized, jui) is a 

scalar variable, n is the number of total combinations in the set, and £ is a very small 

constant, usually set to a value o f IxlO" 6 [12]. 

The efficiency score obtained from solving the problem formulated above for each 

combination ranges from 0 to 1 and is relative to all n combinations. Those combinations 

with efficiency of 1 are deemed efficient. The collection o f the efficient combinations 

makes up the (piece-wise) efficient frontier o f the entire data set. These efficient 

combinations dominate any other combination not in the frontier. 

Linearization becomes necessary because the ratio form o f the original formulation 

results in an infinite number of solutions [13]. The manner in which linearization is 

achieved is by setting the denominator of Eq. 2.4.1 to a value o f 1, while multiplying both 

sides o f Eq. 2.4.2 by the denominator of its left-hand-side; the inequalities in Eqs. 2.4.3 
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and 2.4.4 are simplified once the denominator takes the value o f 1; and Eq. 2.4.5, can be 

decomposed into the differences of two nonnegative variables. Following these 

manipulations one obtains the first linear version of the problem called the input-oriented 

model, which is shown in equations 2.5.1 through 2.5.6. 

The second linearization is obtained by inverting the ratios in the original formulation 

(Eqs. 2.4.1 through 2.4.5) and keeping the variable / / 0 in the numerator in Eqs. 2.4.1 and 

2.4.2. The rest of the linearization steps are similar to those described above. The second 

linearization is called the output-oriented model and it is a minimization problem. The 

efficiency score obtained f rom the linearized version o f the formula ranges from 1 to 

infinity, with 1 being the perfect efficiency score. A particular combination of PM w i l l be 

considered efficient when both the input-oriented and output-oriented models identify it 

as efficient [12]. 

Find v,ju,ju* ,ju~ to 

Maximize ju T F 0

m a x + ( / / 0

+ + 2.5.1 

s.t. 

ju'Y0

mm = 1 2.5.2 

M T Y r - v I Y ; ' " + M

+

0 - M - < 0 J = l...,n 2.5.3 

-juT <-e-l 

-V <-s-\ 

-Mo -Mo ^ 0 

2.5.4 

2.5.5 

2.5.6 
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Either of these linear versions results in a linear programming problem that can be 

solved by using traditional linear programming methods such as the Simplex method, 

which is included in practically all the available commercial optimization software 

packages. 

As can be seen from the equations above, in order to solve the equations there 

needs to be at least two PM being analyzed one to be maximized and the other to be 

minimized. However, there are cases where all the PMs that are to be analyzed go in the 

same direction i.e. they are to be minimized. In this situation a transformation needs to be 

evaluated on at least one PM so that they are not all in the same direction [9]. 

The transformation used in all the necessary situations is as fol low: 

A 

v = ( y + V ) - V 2.5.7 
s \y max • mm / • / 

where y m . d x and y i m n are the maximum and the minimum of the range for the PM 

A 

respectively, and yi and y. are the i PM and the / PM transformation [8]. 

2.5 Variability 

In any manufacturing process such as injection molding, it is not possible to 

always keep the process variables at the specified value. Over some finite time, the 

process settings can vary, therefore it is important to replicate this scenario in the 

problem being analyzed. For example, i f in real I M production the mold temperature ( r w ) 
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is set to 100 0 C, due to a number of external factors, that affect the operation of the I M 

machine such as ambient temperature, many cycles of the I M machine can cause the 

temperature o f the mold to vary say up to 110 0 C, this leads to variability in the process, 

which in tum can cause changes in the PM of interest. It is critical to minimize this 

variability in order to obtain a more consistent process. 

One of the challenges in this thesis is that when analyzing the problem with the 

simulation program, the simulation output wi l l always be at the defined process settings; 

therefore it is necessary to insert the inherent variability to replicate a real world I M 

process. 

A way to introduce variability into the analysis is by adding the variability 

directly into the simulation software, for example, i f we are trying to simulate the 

example above with Tw set at 100 0 C, then it would be necessary to add the variability by 

performing more simulation repeats, for example by adding ± 10 0 C to the original 

temperature o f 100 0 C. This would mean for example to simulate the process with Tw at 

110 0 C, 100 0 C and 90 0 C and assign all the responses to 100 C. This method of 

introducing variability is useful when the combinations o f runs planned are not that 

numerous. I f a large number o f simulations are needed, it is helpful to obtain metamodels 

that can reproduce the results in a shorter time. 
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C H A P T E R 3 

C A S E S T U D Y 

3.1 Honda Civic Bumper 

This study involves the injection molding of the Honda bumper described in chapter 1 

and shown in figure 1.3. The goal of the study is to analyze the five different injection 

scenarios, illustrated in figure 3.1, in order to investigate which injection location leads to 

lower variability in the final production o f the bumper. 

The following is the description o f the different scenarios analyzed. The individual 

points that are located on each side of the mold represent point source gates and the 

central group of points represents a single fan gate; (1) represents injection f rom the top; 

(2) represents injection from the bottom of the mold; (3) represents injection from the 

bottom of the mold with gate sequencing. Gate sequencing is set up so that the fan gate is 

the only gate open in the beginning until it fills 50% of the mold, time at which the two 

side gates open; (4) represents an alternating injection location with the fan gate located 

at the top o f the mold and the point sources located at the bottom of the mold and (5) 

represents the alternating location with gate sequencing. The gate sequencing functions in 

the same manner as explained for gate location (3). 
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(1) (2) 

Figure 3.1: Injection locations being evaluated 

Each o f these injection cases were selected based on the recommendations from 

Honda of America Manufacturing. The Injection cases (2) and (4) are currently being 

used in production by Honda. The other represent conditions that they would like to 

consider as alternatives for future models 

The bumper is injection molded using Thermoplastic Polyolefin (TPO) polymer 

D17133 manufactured by SOLVAY. The fill time was kept constant at 12 seconds for all 

cases. For simplicity in the analysis, the overall thickness o f the bumper was kept 

constant at 3 mm. The process variables included for most o f this study were mold 
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temperature, TWi and melt temperature, Tm with a constant packing pressure o f 70 MPa. 

Initially the packing pressure was also varied; however, packing pressure is easier to 

control at the set value than temperatures. Thus since the main focus o f this work is 

variability, we decided to analyze the effect o f temperatures only. The ranges for the 

process variables were chosen from the recommended operating range that the Moldf low 

database suggested. 

For each injection location, the control variables were varied at 3 levels, which 

produced a total of 9 runs per injection location. The levels for each of the control 

variables are shown in table 3.1. 

oc 0C 
40 215 
65 240 
90 265 

Table 3.1: Levels of the control variables 

As a first step in analyzing the problem, the possibility o f using deflections as PMs at 

relevant locations in the mold was evaluated. These locations are shown in Figure 3.2. 

These points are relevant as they are points that i f variability is not controlled, it w i l l 

affect the bumper quality. The deflections of all these points were predicted using 

Moldflow. Initially, the packing pressure was also varied, because it was believed that it 

could have an effect on the quality o f the bumper. The data was analyzed using A N O V A 

tables to verify i f they meet the assumptions needed to use linear regression. The results 
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can be seen in Table 3.2. Examples of the statistics tests used are given in appendix A . 

A l l of the data points that resulted from this analysis were carefully analyzed, even i f 

there seemed to be outliers in the data points. I f these abnormalities came up they were 

verified in Moldf low to see i f a recording mistake was done or i f the data point was 

simply and outlier. When a recording mistake was found, they were immediately 

corrected, however i f no recording mistake was found, the results were left as they were 

in order to further analyze the reason for the outliers. 

Y DeflecUon 608 

Figure 3.2: Example of possible PMs 
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The goal o f the analysis was to minimize the 3 deflections in the mold, points (1803, 

818 and 608). However, once these points were analyzed, there was little confidence in 

the results because o f low r values, as can be seen in table 3.2. From the table, it can be 

seen that point 818, which is located in the center o f the mold, provides a good r l value, 

however the other 2 points 1803 and 608, which are located on edges o f the mold provide 

a lower r1 value. This does not necessarily mean that points 1803 and 608 are not good 

values, as it could just mean that they can not be predicted using linear regression. 

However, it could also mean that due to the mesh, the Moldf low predictions at these 

points are not very accurate. Another thing that can be seen from table 3.2 is that packing 

pressure has less effect than the temperatures; therefore it was decided to leave it as a 

constant for future analysis. Also, maintaining packing pressure at the desired set point is 

easier than is the case for temperatures and as previously discussed; our main interest is 

in evaluating conditions that minimize variability. 
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Controllable Variables Performance Measures 

Tw °C 
Ppack I U c l l c C L l O n i ueiiecnon i uciiccuon 

Tw °C 
i v i l Ll i ^ rn o l o UUo 

4U 21 J 
A A A A C O 

-4.1 OZ 
n -7C\ A A 

0. ^944 
O A A " 7 

-2.90/ 
4U o / I n A A 4U -o.of A 0.636 o coo 

-3.528 1 M ZOJ A A 4U -o.4o 0.4242 -3 543 
b b Z l J 

A A 4U o o n e 

-3.906 
A C A H O 

0.5918 
O C -1 "7 

-3.617 
65 z4(J A A 

4U 
OCA'*! 

-3.642 
O O O H vl 

0.3814 
o r- A~? 

-3.617 
65 O c 

265 
A A 

40 -3.475 O O O "7 

0.307 
o O O O 

-3.363 
215 A A 

40 -3.899 o O O O O 

0.3368 
O "7 O -I 

-3.781 
A A 

90 z40 A A 

40 
o r-~7 A 

-3.671 
o O O O C 

0.3205 -3.575 
A A 

90 
O c 
265 

A A 

40 -3.487 0.2979 -3.412 
A A 4(J z l 5 c c 55 o C O O 

-3.528 
O "7 C O O 

0.7533 
O O O -1 

-3.091 
1 A 

40 
AC\ 

z40 
c c 55 -3.057 O C C O -1 

0.5621 
O "7 C O 

-3.756 
I A 

40 zo5 c c 
55 

-3.247 O T 7 O O 

0.2708 
O *7 yl -1 

-3.741 
55 z l 5 c c 

55 
o o o o -3.OOO O O O O "7 

0.3887 
O O yl O 

-3.948 
OD O / I A 

Z40 
c c 55 o c o c 

-3.595 
o O O O O 

0.3669 
O £1 "70 

-3.572 C r 
U J 

o /; c 265 c c 
55 

-3.442 o O O O O 

0.2968 
O O yl yl 

-3.344 
A A VO O 1 c Z l J cc 55 o o c o -O.ODO O O O ~7~7 O "70 O 

-3.763 
A A VO O / I A 

Z40 
c c 55 ^ C Ad 

-3.649 
O O "1 O -1 

0.3131 
o c o c 

-3.565 
A A VO ZDJ c c 55 -3.464 O O O yl O 

0.2843 
O yl O O 

-3.429 
I A 

40 
O 1 c 
Zl j 

' T A /0 o O O C 

-3.005 
O "7 H O H 

0.7121 
O O vl 

-3.04 
1 A 

H-0 
Z40 /0 -/L.OI 1 u.4oy / -3.yoo 

40 265 70 -3.032 0.2082 -3.79 
65 21 5 70 -3.318 0.3081 -3.989 

940 o. n "^SIQ 
U . O vj 1 

55 Zo5 /0 -3.397 A ' " I C O 

0.268 -3.393 
90 215 70 -3.839 0.3214 -3.742 
90 240 70 -3.616 0.2937 -3.608 
90 265 70 -3.45 0.2764 -3.419 

2 
T 81.5% 90.6% 37.1% 
T 0.732 0.000 0.001 

Ppack 0.035 0.566 0.102 
T 0.018 0.183 0.477 

T *x 0.096 0.010 0.482 
Ppack* Ppack 0,077 0.661 0.200 

1 m 1 m 0.690 0.701 0.688 
Tw *Ppack 0.622 0.000 0.001 

T *T 
1 w 1 nt 

0.000 0.022 0.294 
Ppack* Tm 0.021 0.549 0.806 

Table 3.2: Possible performance measures and analysis 
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In order to further evaluate i f the low r values were caused by limitations in 

Moldf low to predict points that are located on an edge of the mold, simulations on a 

simplified version o f the bumper were analyzed. The depiction o f the simplified version 

of the bumper can be seen in figure 3.3. A couple o f deflections in the center of the part 

and close to the edge of the mold were analyzed. The results, which can be seen in 

appendix B, were consistent with the ones from the original bumper in which the 

deflections on the center o f the mold presented a higher r value than the deflections near 

the edges. 

Figure 3.3: Simplified bumper 

Based on these results, shrinkages at two different locations on the part were chosen 

as the PMs, which w i l l be called Shrinkage A and Shrinkage B; they can be seen in figure 

3.4. Honda uses shrink lines as quality indicator in their bumper molding. Thus, 

following the shrinkage of these two lines is consistent with Honda's practice. Both o f 

the PMs are to be minimized, because the goal is to minimize any kind o f shrinkage that 

the part may suffer after injection. In order to gain confidence in the results, that 
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Moldf low provided, cycle time (seconds) and max tonnage (ton) were also collected in 

each run. These two values are easier to evaluate for trends than shrinkages. 

Shrinkage B 

Figure 3.4: Performance measures oflnterest for Honda bumper 

Using the control variables shown in table 3.1 and the PMs discussed above, a fu l l 

factorial design o f experiments was analyzed using the simulation software Moldf low. 

The resulting number o f runs yielded 9 data points per shrinkage, referred f rom now on 

as "original points". Packing pressure was not varied as it seemed to have less effect than 

temperatures; plus pressure should be a lower source of variability than temperatures as it 

is easier to control. The A N O V A tables for these runs are discussed in the next section. 
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3.2 Variability 

During production o f injection molded parts, there is variability around the process 

settings. Over some finite range of time, the process variables w i l l vary around their set 

values creating an inconsistency in the process variables which leads to variability in the 

PMs. Therefore it is important to replicate this scenario in the problem being analyzed. 

The goal o f the problem is to choose an injection location that minimizes the shrinkages 

while decreasing variability at the same time, thus providing consistency to the process. 

Variability was introduced into the problem by varying the process setting levels Tw 

and Tm by a range of ±10 0 C from the initial process variables. The resulting variance for 

one set point is shown in figure 3.5. 

*- (75,205) 
> (75,215) 
^ (75,225) 

(65,205) 
> (65,215) 
. (65,225) 

^ (55,205) 
> (55,215) 

(55,225) 

Figure 3.5: Example of variability for on set point 
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The introduction of variability was done to simulate the variation in process 

variables in actual manufacturing. Each of the 5 injection locations generated 81 data 

points per shrinkage. Linear regression analysis was performed on the 81 data points, in 

order to understand how the points differ from each injection location. Table 3.3 is the 

resulting A N O V A table for each injection location. For this table, the results are assumed 

to be at the specific value that is without variability. The A N O V A table gave critical 

knowledge to understand the importance of the controllable variables in the different 

PMs, and the differences between the injection locations. It also gave confidence in using 

these shrinkages as PMs as they all have large r 2 values. 
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Performance Measures 

Shrinkage A Shrinkage B 

r2 96.6% 94.2% 
Tw 0.000 0.000 a . 
Tm 0.000 0.000 

a o 
o" 

Tw* Tw 0.000 0.000 3 
—S 

Tm* Tm 0.000 0.000 
O 

"O 

Tw* Tff, 0.000 0.000 
2 

r 92.2% 91.8% 
Tv 0.000 0.000 

3 
a o 

Tm 0.041 0.000 5' 

Tw* Tw 

Tm* Tm 

0.000 

0.033 

0.000 

0.000 
c 
o 
3 

Tw* Tm 0.000 0.000 

r1 90.6% 94.3% 
T 0.000 0.000 

cp' a 
r+ 
o' T 0.000 0.000 3 
co 

T * T 
1 ww •* w 

0.000 0.000 
O 
=5 
O 

T * T 
* m* 1 m 

0.000 0.008 =1 
Q 
C/3 i w* 1 m 0.000 0.000 

=1 
Q 
C/3 

2 
r 93.8% 96.1% > 
T„ 0.000 0.000 O 

3 
Tm 0.001 0.000 a 

Tw. T, 0.000 0.000 ee' 
T * T 0.086 0.001 o" 
T . T 0.000 0.000 

2 
r 94.6% 92.4% > 
Tw 0.000 0.000 tt -1 

3 r,,, 0.029 0.099 M 

T • T 0.000 0.000 
Tm* Tff, 0.210 0.749 o 

o' 
T . T 0.000 0.000 3 

Table 3.3: Results of A N O V A table for each injection location per PM 
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The complete set of data points for all the injection strategies are given in appendix C. 

Then the average and the standard deviation for each o f the P M per shrinkages were 

found, reducing the dataset to a new set o f 9 points per shrinkage corresponding to the 

"original points" but with variability as an additional PM, collectively called "new 

points". The values can be seen in appendix D. These new data points or values o f PMs 

include the average shrinkage as well as its corresponding variability measured by the 

standard deviation. The results are summarized in Table 3.4. DEA was performed on 

these 9 data points to find the efficient solutions that give the optimal compromises 

between each o f the shrinkages A and B and their variability. 
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T 
1 w 

Average 
Shrinkage A 

Standard 
Deviation Average 

Shrinkage B 

Standard 
Deviation 

40 215 4.1716 0.3896 6.9821 1.2286 

65 215 5.4454 0.3495 9.7073 0.7791 

90 215 5.8483 0.1134 10.6722 0.2033 

40 240 4.5917 0.4184 8.5337 0.9403 

65 240 5.3979 0.1421 9.9030 0.2005 

90 240 5.5717 0.1023 10.1904 0.1811 

40 265 4.8806 0.2762 9.1596 0.3503 
n" o 

65 265 5.2230 0.0844 9.5678 0.1523 5" 

90 265 5.3148 0.0909 9.7291 0.1642 
—j o 

"O 

r 2 95.8% 62.8% 92.4 86.3 
Tw 0.005 0.359 0.009 0.045 
Tm 0.364 0.964 0.193 0.506 

T . 
Tm» 

T 
T 

0.031 
0.636 

0.554 
0.956 

0.092 
0.338 

0.298 
0.739 

Tw* Tm 
n ni U.OZy U.U 1 H u.uov 

40 215 C O C A 

5.5354 
r\ o o /i 
0.2264 

O AAC/' 

8.4456 0.8575 

65 215 5.8408 A A A O T 

0.0977 
1 A O A /""> 

10.2063 0.4148 

90 215 5.9435 0.1139 10.7267 0.2068 

40 240 JAOZ 1 rv A o n o 

O.UoVo 
n O/i i A y.z4 14 A C C A C 

65 240 5.56 /9 A A A O C 

0.09/5 
1 A A 1 C A 

10.0159 
A 1 zT /I O 

0.1642 
90 240 5.6339 0.1013 10.2038 0.1845 

40 265 5.2663 0.0813 9.3502 0.2067 

;ctic 

65 265 5.3094 0.0858 9.5829 0.1552 3 
ro 

90 265 5.3664 0.0902 9.7287 0.1660 

3ttoin 

r 
i 95% 38.3% 88.3% 94.3% 

3ttoin 

Tw 

Tm 

0.046 
0.691 

0.139 
0.387 

0.016 
0.296 

0.008 
0.219 

Tw. Tw 0.412 0.416 0.143 0.064 

Tm. Tm 0.662 0.488 0.43 0.458 

Tm 0.059 0.184 0.025 0.013 

Continued 

Table 3.4: Simplified data set with A N O V A table 
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Table 3.4 continued 

4 0 2 1 5 4 . 3 5 2 6 0 . 6 2 7 0 6 . 7 5 2 6 6 7 0 . 8 2 5 5 6 5 

6 5 2 1 5 5 . 5 0 0 0 0 . 2 6 3 2 9 . 4 0 0 8 8 9 0 . 9 9 7 0 2 3 

9 0 2 1 5 5 . 8 3 7 6 0 . 1 0 6 8 1 0 . 6 3 4 4 4 0 . 1 9 6 9 2 1 

4 0 2 4 0 4 . 9 9 7 3 0 . 3 2 8 2 7 . 8 6 2 6 6 7 1 . 1 3 1 5 9 6 

6 5 2 4 0 5 . 4 5 5 7 0 . 0 8 7 2 9 . 8 2 3 5 5 6 0 . 3 0 6 9 7 1 

9 0 2 4 0 5 . 5 7 2 4 0 . 0 9 7 5 1 0 . 1 2 7 4 4 0 . 1 8 5 6 6 4 

4 0 9 6 5 
H U J 

• i 1 0 1 0 n 1 I O R U . / U * T U U U 0 8 ^ 9 1 7 Q 
U . U U ^ . 1 ' u 

6 5 2 6 5 5 . 2 4 7 3 0 . 0 7 9 6 9 . 5 2 1 7 7 8 0 . 1 5 2 0 1 5 

9 0 2 6 5 5 . 3 2 3 8 0 . 0 8 7 4 9 . 6 6 0 4 4 4 0 . 1 6 4 8 9 9 

r2 8 6 . 6 % 9 5 . 3 % 9 7 . 5 % 2 8 . 6 % 

Tw 0 . 0 1 8 0 . 0 0 5 0 . 0 0 2 0 . 6 8 6 

fm U . Z O U . 1 U / 0 . 1 5 1 
n n n n 
0 . 9 0 9 

T . T 0 . 1 6 1 0 . 0 6 0 . 0 1 9 0 . 8 7 3 

0 . 3 7 3 0 . 2 3 7 0 . 3 5 5 0 . 8 6 5 

Tw* Tm 0 . 0 2 7 0 . 0 0 8 0 . 0 0 4 0 . 8 4 5 

4 0 2 1 5 3 . 8 2 3 2 0 . 2 9 6 7 6 . 1 7 6 1 0 . 8 6 2 4 

6 5 2 1 5 5 . 0 8 5 4 0 . 4 8 6 2 9 . 0 6 3 1 1 . 0 2 8 7 

9 0 2 1 5 5 . 7 9 6 3 0 . 1 1 6 7 1 0 . 6 0 8 9 0 . 2 2 6 9 

4 0 2 4 0 4 . 2 0 0 4 0 . 4 8 8 0 7 . 4 1 5 8 1 . 1 3 6 5 

6 5 2 4 0 5 . 2 7 6 8 0 . 2 3 7 8 9 . 6 5 1 8 0 . 4 6 4 8 

9 0 2 4 0 5 . 5 4 0 7 0 . 1 0 2 9 1 0 . 1 6 4 2 0 . 1 8 8 6 

4 0 
H U Z O J 

4 R 7 7 R H . O / / O u . o y / u O . D ' f 1 O H 7&AA 
U . I OHH 

6 5 2 6 5 
c ^ o n ^ 
5 . 1 8 0 1 0 . 0 8 4 0 

A C A O yl 
9 . 5 0 8 4 0 . 1 5 1 1 

9 0 2 6 5 5 . 2 9 0 1 0 . 0 9 1 6 9 . 7 0 0 6 0 . 1 6 5 9 

/- 9 8 . 7 % 9 . 6 % 9 8 . 7 % 4 0 . 1 % 

Tw 0 . 0 0 1 0 . 8 0 5 0 . 0 0 1 0 . 8 0 6 

Tm 0 . 2 1 6 0 . 7 9 6 0 . 0 9 7 0 . 8 2 4 2 

Tw* Tw 0 . 0 1 1 0 . 8 6 8 0 . 0 1 1 0 . 9 6 9 

T * T 0 . 5 9 4 0 . 8 0 3 0 . 2 9 2 0 . 7 9 

Tw* Tm 0 . 0 0 3 0 . 7 2 2 0 . 0 0 2 0 . 9 5 6 

Continued 
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Table 3.4 continued 

40 215 3.4351 0.2740 5.9327 0.4690 

65 215 4.3988 0.4967 8.3060 1.2613 

90 215 5.6249 0.2746 10.5000 0.2925 

40 240 3.5710 0.3256 6.4041 1.1410 

65 240 4.8133 0.4998 9.3268 0.8101 

90 240 5.5068 0.0977 10.1077 0.1822 
40 965 3 84fi1 0 499(5 7 7439 1 9990 

65 265 4.9981 0.2478 9.4779 0.1703 

90 265 5.2683 0.0902 9.6673 0.1603 
2 

r" 94.2 45.5 94.8 0 
Tw 0.053 0.101 0.015 0.431 
T 0.672 0.948 0.687 0.71 

0.264 0.163 0.09 0.655 
fm* fm 0.821 0.947 0.976 0.76 
T . T 
1 w* 1 m 

0.152 0.183 0.037 0.423 

Figures 3.6 and 3.7 are the representation o f the efficient solutions that resulted 

from DEA for each injection location for shrinkage A and B respectively, and table 3.5 

and 3.6 represent the efficient solution and their corresponding input setting for each 

injection location. 
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Figure 3.6: Efficient Solutions of "original points" for Shrinkage A 
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Figure 3.7: Efficient Solutions of "original points" for Shrinkage B 

37 



1 w 1 rn 
40 215 TT ~ 

Iniection Top 
65 265 J 

40 265 Injection Bottom 

40 265 Injection Bottom 
65 265 Gate Sequencing 

40 215 Alternating 
65 265 Injection 

4 0 215 Alternating 
„„ ~ , r Iniection Gate 
90 265 „ 

Sequencing 

Table 3.5: Efficient Solutions of "original points" Shrinkage A 

Tn. 0 C Tm

0C 
40 215 " . . „ 
65 265 I n j e C t l 0 n T 0 P 

40 215 
40 265 Injection Bottom 
65 265 

40 215 Injection Bottom 
65 265 Gate Sequencing 

40 215 Alternating 
65 265 Injection 
40 215 Alternating 
65 265 Injection Gate 
90 265 Sequencing 

Table 3.6: Efficient Solutions of "original points" Shrinkage B 
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What we want to observe in the graphical representation o f the efficient solutions 

for each injection location is to see the data points that are close together in the y-axis, 

which is the standard deviation. As can be seen from figure 3.6, it appear that injection 

from the bottom results in less variability in the process. This can be confirmed when 

looking at the efficient solutions in tables 3.5. From figure 3.7 there appears that a 

combination o f injection from the bottom and alternating injection with gate sequencing, 

provides a good solution in terms o f variability. There is an important factor to notice, 

which is that some of the temperature combinations that are efficient for shrinkage A and 

B are the same in both instances, as can be seen by comparing tables 3.5 and 3.6. 

Therefore there is confidence that the solutions obtained by DEA represent the best 

choices for both shrinkages 

3.3 Multiple Criteria Optimization with D E A 

In order to solve a multiple criteria optimization problem, a large dataset is needed, 

and since the "new points" were reduced to 9 data points after analyzing the variability, 

there was a necessity to populate the dataset to improve the location o f the efficient 

frontier and to validate the data set. Consequently, second order linear regression 

metamodels were used to generate these extra data points at the levels shown in table 3.7. 
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Tw Tm 

0 C 0 C 
50 215 
60 225 
70 235 

Table 3.7: Levels of the control variable for the validation set 

These predicted data points, which can be seen in table 3.8, were combined with the 

"new points" described above to populate the data set which now makes-up a total of 18 

data points for each gate per shrinkage, becoming the new input for the multiple criteria 

optimization problem, which is also solved using DEA. 
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A \!F>Vt\ CTP r\ V 

Shrinkage A 

Standard 
Deviation 

Shrinkage A 

A v p r a CTP 
/V VCI 

Shrinkage B 

Standard 
Deviation 

Shrinkage B 

J u Z I 0 H.ODU ID U.ODHUH 0 09 O.UZ O Q I Q Q V 
u.y 1 yy / 

AH DU z I 0 O.UDDZD n "31 OOA U.O I ZZH Q 09 
a.uz 

D 7 R R ^ 7 U. ( OOO / 

/U Z 1 0 O.Z ( ZOD U.ZDU44 Q oc 
y.oo 

U.DO / 1 / 

DU ZZO 4.00 ( UD U.OO ( 04 R QR 0.00 ORIRQ7 U.O 1 Dy / 

njec 

OU ZZO O.UDo ID n ORR^A 
U.ZOOOH 

Q 9R 
y.zo 

U.DOOO ( 

tion 

Tfl 
/ u 

9 9 ^ zzo •S 9RQ9R 
O . Z U C / Z U 

U . Z O O / H Q QR U . O O H I / H 
0 

50 235 4.85396 0.31064 8.66 0.71397 "a 

60 235 5.06006 0.25884 9.43 0.58257 

70 235 5.26616 0.20704 10.03 0.45117 

50 215 5.6127 0.1193 10.48 0.58737 
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Continued 

Table 3.8: Predicted data points per injection strategy 
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Table 3.8 Continued 

50 215 4.51846 0.39748 9.06 0.94538 

60 215 4.78016 0.33948 10.20 0.79988 

70 215 5.04186 0.28148 11.13 0.65438 

50 225 4.54796 0.37568 9.62 0.87628 

60 225 4.80966 0.31768 10.62 0.73078 

70 225 5.07136 0.25968 11.43 0.58528 

50 235 4.57746 0.35388 10.13 0.80718 

60 235 4.83916 0.29588 11.01 0.66168 

70 235 5.10086 0.23788 11.68 0.51618 

50 215 3.94376 0.44469 7.27 0.93239 

60 215 4.31366 0.49809 8.36 0.78549 

70 215 4.68356 0.50149 9.25 0.63859 

50 225 3.98736 0.45459 7.61 0.90149 

60 225 4.35726 0.49199 8.60 0.75459 

70 225 4.72716 0.47939 9.38 0.60769 

50 235 4.03096 0.46649 7.96 0.87059 

60 235 4.40086 0.48789 8.83 0.72369 

70 235 4.77076 0.45929 9.50 0.57679 
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Figure 3.8 and 3.9 show all the efficient solutions for each injection location for 

shrinkages A and B respectively. 

It can be seen from figure 3.8, that the efficient solutions o f gate location 2 (injecting 

from the bottom) produce less variability for shrinkage A. In addition, figure 3.8 shows 

that gate location 1 (injecting from the top), gate location 2 (injection f rom the bottom), 

gate location 3 (injecting from the bottom with gate sequencing) and gate location 5 

(alternating injection with gate sequencing) produce less variability for shrinkage B. 

Table 3.9 summarizes the temperature levels for the efficient solution for each gate 

location for both shrinkages. 

The addition of these validation points in the data set, were used as confirmation o f 

the efficient solutions that DEA would give. 
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Figure 3.8: Efficient Solutions for Shrinkage A 
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Figure 3.9: Efficient Solutions for Shrinkage B 
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TW

0C Tm

0C 
40 
65 

215 
265 

Injection Top 

40 215 
40 265 
65 265 Injection Bottom 
60 235 
70 235 
40 215 
40 
65 
50 

265 
265 
215 

Injection Bottom 
Gate Sequencing 

50 235 
40 
65 
90 

215 
265 
265 

Altemating 40 
65 
90 

215 
265 
265 

Injection 

40 215 Altemating 
65 265 Injection Gate 
90 265 Sequencing 

Table 3.9: Efficient Solution of both Shrinkages for each gate 
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C H A P T E R 4 

P R O C E S S I N G AND D E S I G N C O N S I D E R A T I O N S 

4.1 Weld Line Analysis 

The objective of using a tool like DEA in a multiple criteria optimization problem, as 

mentioned before, is to provide the user with a set o f optimal solution or efficient 

frontier, which is a set of points that are efficient with regards to any other point in the 

data set. The researcher must then choose between these compromises the one that best 

fits his specific goals. In this study, a group of efficient solutions per injection location 

per shrinkage was found; the field of efficient solutions can be further narrowed down by 

studying the location of the weld lines corresponding to the efficient solutions with least 

variability. 

It is significant to mention, that the location of the weld lines in a finished product is 

important for the overall appearance and strength of the part. However, there are 

locations on the finished part were the position of the weld lines do not cause critical 

weakness to the overall part, therefore these are the locations were the weld lines can be 

accepted. 
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Figure 4.10 depicts the weld line analysis performed, based on the results of the 

efficient solutions identified by D E A . Parts (5) and (6) exhibit clearly visible and 

prominent weld lines whereas part (7) shows that injecting from the bottom with gate 

sequencing, produces little or no weld lines. Therefore, the weld line analysis can be used 

in addition to D E A to further optimize the solution. 
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(7) 

Figure 4.10: Weld line analyses for efficient solutions with least variability 

49 



C H A P T E R 5 

C O N C L U S I O N S AND F U T U R E W O R K 

5.1 Conclusions 

Selection of the best injection location or locations, for I M in a given plastic part 

is o f critical importance. The economic penalty for making the erroneous choice is very 

large. Process variables can be optimized after the part is in production; however, 

modifying the injection location or locations, after the mold is in production is very 

costly in both time and actual cost. The locations o f the injection location greatly affect 

part quality. Previous work in our group (Carlos Castro) has shown that some injection 

locations w i l l also result in a more consistent process. 

In this thesis we used CAE, linear regression metamodels and a multivariable 

optimization technique, DEA, to study several injection locations and strategies for the 

Honda accord bumper. The main goal was to establish which injection locations 

produced a more consistent process. 

In order to obtain the results of the best injection location, the Honda bumper was 

analyzed extensively using Moldf low plastic insight simulation software. After careful 

analysis of the validity o f the results obtained from Moldf low, 2 shrinkages were chosen 

as the PMs of interest. This created a multiple criteria optimization problem which was 
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analyzed by using DEA. This technique selects the best compromises among the possible 

solutions. That is those solutions where no improvement can be made in one performance 

measure without an adverse effect in another. 

Variability was inserted into the problem by way of perturbations in the process 

settings; this was done to simulate real manufacturing conditions. After the variability 

was inserted the data was analyzed using DEA, this enabled us to f ind the combination o f 

PMs that gave the best compromises that is those solutions with the more consistent 

process results. Since DEA needs many data points to work best, more data points were 

needed in order to find the improve solutions. Second order linear regression metamodels 

were used to find the extra data points. The process controllable variables selected were 

the mold and material temperatures as these are more diff icul t to keep at the selected set 

point. 

Specific conclusions from this thesis are: 

• The use of statistical analysis, namely the A N O V A tables to understand how 

well the linear regression model fits the data in the multiple criteria 

optimization problem. 

• The introduction of variability into an I M problem in order to mimic the real 

world settings. 

• DEA is demonstrated to be a good technique to use in a multiple criteria 

optimization problem, to choose the best compromise o f solutions without the 

need of having weights assigned to the PMs being analyzed. 
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• The use o f weld line analysis in I M was proven to be a good tool to choose 

between the best compromises of solutions that DEA provided, in order to 

choose an optimal solution in the injection location problem. 

5.2 Future Work 

Future work on this project wi l l involve, validating using experiments the 

efficient frontier obtained using CAE. We wi l l use a smaller mold initially and then work 

with Honda for a validation using the actual bumper mold. We w i l l investigate how to 

go from efficient frontier to process windows. That is study the mapping of the 

performance measures to the control variables. As well as study the effect o f material 

variability on the efficient frontier. 
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A P P E N D I X A 

S A M P L E V E R I F I C A T I O N O F A S S U M P T I O N S F O R L I N E A R R E G R E S S I O N 
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Residual Plots for Shrinkage B - Injection Top 
Normal Probability Plot of the Residuals Residuals Versus the Fitted Values 

Residual Observation Order 

Figure A . l Verification of assumptions - Injection Top 
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R e s i d u a l P l o t s for S h r i n k a g e A - I n j e c t i o n Bo t tom 

Normal Probability Plot of the Residuals Residuals Versus the Fitted Values 
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Figure A.2 Verification of assumptions - Injection Bottom 
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A P P E N D I X B 

S I M P L E B U M P E R A N A L Y S I S 
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Figure B . l : Simplified bumper 



Controllable Variables Performance Measures 

Tw °C Tm V 
Pnnrk 
MPa 

/ pack s 
Y deflection 

481 

Y 
deflection 

Y 
deflection 

Pnnrk 
MPa 

Y deflection 
481 

899 1822 
33 200 60 7 0,0632 -2.218 -4.745 
33 200 80 7 0.0835 -1.961 -4.053 
33 200 100 7 0.0481 -1.882 -4.018 
33 200 60 10 0.1312 -4.202 -3.484 
33 200 80 10 0.7705 -6.345 -5.112 
33 200 100 10 1.63 -2.893 -5.449 
33 200 60 13 1.002 -2.694 3.577 
33 200 80 13 1.147 -2.724 3.392 
33 200 100 13 1.294 -2.674 3.075 
33 230 60 7 0 -1.691 -1.882 
33 230 80 7 -0.065 -1.165 -1.845 
33 230 100 7 -0.113 -0.737 -1.853 
33 230 60 10 -0.118 -3.434 -5.183 
33 230 80 10 0.0129 -2.911 -4.956 
33 230 100 10 -0.047 -2.761 -4.99 
33 230 60 13 0.2691 -4.577 -0.405 
33 230 80 13 0.4929 -4.542 -0.32 
33 230 100 13 0.6544 -4.467 -0.506 
33 260 60 7 -0.026 -1.854 -1.162 
33 260 80 7 -0.116 -1.358 -1.12 
33 260 100 7 -0.358 -0.968 -1.546 
33 260 60 10 0.1142 -2.668 -2.688 
33 260 80 10 0.1782 -2.21 -2.33 
33 260 100 10 0.0323 -1.959 -2.483 
33 260 60 13 -0.328 -3.188 -5.108 
33 260 80 13 -0.2 -3.116 -5.673 
33 260 100 13 0.1786 -2.146 -5.856 
53 200 60 7 -0.109 -1.12 -2.567 
53 200 80 7 -0.124 -0.653 -2.561 
53 200 100 7 -0.046 -0.405 -2.574 
53 200 60 10 -0.904 -2.8 -6.128 
53 200 80 10 -0.505 -0.827 -6.235 
53 200 100 10 -0.28 -2.873 -5.676 
53 200 60 13 0.6433 -3.659 1.855 
53 200 80 13 -0.092 -2.525 -0.639 
53 200 100 13 0.9912 -3.431 1.376 

Continued 

Table B . l : Simplified bumper data points and analysis 
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Table B . l continued 

53 230 60 7 -0.322 -1.269 -1.459 
53 230 80 7 -0.396 -0.832 -1.361 
53 230 100 7 -0.457 -0.436 -1.487 
53 230 60 10 0.0352 -2.176 -2.701 
53 230 80 10 0.0299 -1.889 -2.469 
53 230 100 10 0.119 -1.38 -2.516 
53 230 60 13 -1.11 -2.496 -6.416 
53 230 80 13 -0.624 -5.182 -6.723 
53 230 100 13 -0.063 -0.543 -5.704 
53 260 60 7 -0.317 -1.305 -1.006 
53 260 80 7 -0.398 -0.997 -0.97 
53 260 100 7 -0.552 -0.475 -0.885 
53 260 60 10 -0.04 -2.263 -1.748 
53 260 80 10 0.0247 -1.65 -1.2 
53 260 100 10 0.0624 -1.263 -1.221 
53 260 60 13 0.2769 -3.208 -2.34 
53 260 80 13 0.3388 -3.113 -3.012 
53 260 100 13 0.3481 -2.453 -2.525 
73 200 60 7 0.5684 -0.817 -1.681 
73 200 80 7 0.6181 -0.4 -1.722 
73 200 100 7 -0.7 -0.124 -1.605 
73 200 60 10 0.1602 -2.051 -2.726 
73 200 80 10 0.2102 -1.638 -2.584 
73 200 100 10 0.2824 -1.114 -2.77 
73 200 60 13 0.669 -3.481 -5.892 
73 200 80 13 0.3301 -3.33 -5.834 
73 200 100 13 0.3118 -2.576 -4.384 
73 230 60 7 0.66 -0.747 -1.131 
73 230 80 7 0.7188 -0.479 -1.029 
73 230 100 7 -0.817 -0.275 -1.028 
73 230 60 10 0.2428 -1.543 -1.407 
73 230 80 10 0.3241 -1.013 -1.397 
73 230 100 10 0.3909 -0.641 -1.25 
73 230 60 13 0.0658 -2.462 -2.736 
73 230 80 13 0.0235 -2.09 -2.659 
73 230 100 13 0.068 -1.553 -2.652 

Continued 

59 



Table B . l continued 
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U.zoo 1 
- 1 .DO'! n R Q V -u.oy ( 
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11 ocn Rn 
ZDU DU 
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9 4 4 V 1 V O R - I . / uo 
11 
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9Rn R O zou ou I o 0 OPŜ  -0 01R -1 fiQ4 
73 260 100 

t— w W 1 w VJ 

13 0.1871 -1.876 -1.843 
7 

41.0% 63.8% 23.2% 
0.048 0.109 0.175 

T ; 0.181 0.765 0.791 
Ppack 0.518 0.504 0.788 
I pack 0.649 0.080 0.260 
TP 3̂ e'T• 
* W 1 w 0.001 0.357 0.500 
f * T 
1 m 1 m 

0.143 0.780 0.567 
Ppack* Ppack 0.899 0.460 0.774 
tpack* t pack 0.659 0.222 0.031 

T *T 
1 w * fff 

0.090 0.350 0.011 
*Ppack 0.003 0.861 0.709 

Tw *t pack 0.138 0.826 0.005 
Ppack* Tm 0.165 0.633 0.977 
tpack* Tm 0.306 0.566 0.000 

Ppack* tpack 0.002 0.992 0.968 
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A P P E N D I X C 

D A T A S E T O F P E R F O R M A N C E M E A S U R E S 
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Controllable Variables Performance Measures 

Tw °C Tm °C 
Ppack 
MPa t cycle s Max Tonne Shrinkage 

A 
Shrinkage 

B 
30 205 70 21.80 5624.80 3.669 5.21 
40 205 70 22.52 5547.80 4.008 6.211 
50 205 70 23.50 5430.20 4.405 7.395 
55 205 70 23.98 5365.30 4.636 8.123 
65 205 70 25.19 5198.80 5.183 9.549 
75 205 70 26.89 5034.50 5.721 10.44 
80 205 70 27.87 4952.80 5.885 10.68 
90 205 70 30.57 4781.70 5.961 10.88 
100 205 70 35.26 4566.50 6.037 11.02 
30 215 70 22.31 5322.50 3.745 5.744 
40 215 70 23.03 5244.00 4.146 6.893 
50 215 70 24.00 5100.40 4.592 8.285 
55 215 70 24.72 5029.70 4.858 8.952 
65 215 70 25.94 4904.10 5.383 9.958 
75 215 70 27.64 4732.20 5.756 10.47 
80 215 70 28.61 4644.50 5.785 10.56 
90 215 70 31.32 4476.90 5.844 10.67 
100 215 70 36.26 4289.00 5.916 10.8 
30 225 70 22.81 5037.20 3.863 6.38 
40 225 70 23.53 4902.02 4.306 7.74 
50 225 70 24.50 4785.60 4.81 8.981 
55 225 70 25.22 4716.90 5.062 9.474 
65 225 70 26.42 4574.60 5.509 10.08 
75 225 70 28.38 4446.30 5.652 10.32 
80 225 70 29.36 4358.70 5.68 10.37 
90 225 70 32.06 4192.40 5.733 10.47 
100 225 70 37.00 4012.10 5.794 10.6 
30 230 70 23.06 4886.10 3.952 6.792 
40 2J0 70 23.78 4780.50 4.421 8.122 
50 230 70 24.74 4638.40 4.904 9.228 
55 230 70 25.47 4585.70 5.145 9.618 
65 230 70 26.92 4439.30 5.532 10.09 
75 230 70 28.63 4278.70 5.601 10.23 
80 230 70 29.61 4230.40 5.626 10.27 
90 230 70 32.56 4057.00 5.678 10.37 
100 230 70 37.24 4062.40 5.735 10.49 

Continued 

Table C . l : Injection Top - Data Set of Performance measures 
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Table C . l . continued 
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^019 1 ( ) 
J 7 J Z . 1 U 

4 Sl H . J / 8 8 4 4 
O . O H H 

40 265 70 25.56 3957.30 4.954 Q 107 
50 265 70 26.50 4000.00 5.173 9.48 
55 265 70 27.23 4009.50 5.187 9.506 
65 265 70 28.69 4068.80 5.222 9.563 
75 265 70 30.38 4112.20 5.257 9.629 
80 265 70 31.61 4131.90 5.275 9.663 
90 265 70 34.55 4131.90 5.314 9.727 
100 265 70 39.49 4208.20 5.351 9.792 

Continued 
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Table C . l . continued 

30 275 70 24.84 3956.00 4.682 8.977 
40 275 70 25.80 4008.50 5.007 9.26 
50 275 70 27.00 4043.90 5.085 9.323 
55 275 70 27.48 4072.00 5.1 9.347 
65 275 70 29.18 4114.30 5.132 9.401 
75 275 70 30.88 4142.80 5.166 9.464 
80 275 70 32.10 4173.90 5.183 9.495 
90 275 70 35.05 4164.80 5.219 9.551 
100 275 70 39.75 4237.80 5.251 9.61 
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Controllable Variables Performance Measures 

Tm T 
Ppack 
MPa t cycle 5 Max Tonne Shrinkage 

A 
Shrinkage 

B 
30 205 70 21.79 4560.6 36,19 7,071 
40 205 70 22.50 4435.8 31.18 7.998 
50 205 70 23.51 4763.0 28.61 8.867 
55 205 70 24.00 4782.1 21.66 9.41 
65 205 70 25.23 4814.6 8.498 10.26 
75 205 70 26.94 4755.9 11.74 10.75 
80 205 70 27.91 4705.6 18.29 10.84 
90 205 70 30.62 4558.4 20.4 10.93 
100 205 70 35.31 4388.2 21.89 11.06 
30 215 70 22.31 4217.8 30.65 7.521 
40 215 70 23.04 4333.3 28.19 8.496 
50 215 70 24.02 4522.1 17.91 9.382 
55 215 70 24.51 4534.3 10.6 9.777 
65 215 70 25.98 4494.5 5.578 10.37 
75 215 70 27.70 4473.3 17.71 10.59 
80 215 70 28.66 4415.0 18.98 10,62 
90 215 70 31.37 4272.9 20.58 10,72 
100 215 70 36.07 4126.2 22.47 10.83 
30 225 70 22.80 3916.7 26.88 8.093 
40 225 70 23.55 4191.9 19.55 8.887 
50 225 70 24.52 4304.1 7.619 9.695 
55 225 70 25.26 4294.1 4.116 10 
65 225 70 26.48 4258.5 16.02 10.32 
75 225 70 28.20 4211.4 18.48 10.38 
80 225 70 29.42 4128.7 19.32 10.42 
90 225 70 32.12 3982.3 21.17 10.51 
100 225 70 36.81 4056.5 22.3 10.61 
30 230 70 23.05 3833.9 24.96 8,272 
40 230 70 23.80 4063.2 14.73 9,085 
50 230 70 24.79 4174.7 4.576 9,783 
55 230 70 25.52 4188.2 5.162 10.01 
65 230 70 26.73 4144.0 16.49 10.23 
75 230 70 28.44 4065.6 18.75 10.28 
80 230 70 29.66 4004.3 20.2 10.32 
90 230 70 32.37 4015.5 20.91 10.4 
100 230 70 37.31 4059.7 22.22 10.49 

Continued 

Table C.2: Injection Bottom - Data Set of Performance measures 

65 



Table C.2. continued 

30 240 70 23.32 3725.7 16.88 8.636 
40 240 70 24.31 3906.7 5.968 9.356 
50 240 70 25.29 3970.7 8.801 9.842 
55 240 70 26.03 3958 8 14.61 9.963 
65 240 70 27.48 3902.6 18.24 10.03 
75 240 70 29.18 3991.1 19.66 10.09 
80 240 70 30.17 4025.2 20.17 10.12 
90 240 70 33.10 4069.3 20.68 10.2 
100 240 70 37.81 4116.2 21.91 10.28 
30 250 70 23.83 3774.20 5.365 -2.05 
40 250 70 24.81 3845.3 5.414 -1.956 
50 250 70 25.79 3906.7 5.432 -1.905 
55 250 70 26.52 3940.9 5.437 -1.817 
65 250 70 27.98 3990 3 5.456 -1.661 
75 250 70 29.67 4015.5 5.482 -1.646 
80 250 70 30.92 4059.7 5.494 -1.644 
90 250 70 33.60 4125.7 5.522 -1.646 
100 250 70 38.54 4171.5 5.55 -1 669 
30 255 70 24.08 3808 0 5.331 -2.047 
40 255 70 25.07 3878.3 5.367 -1.952 
50 255 70 26.03 3939.4 5.379 -1.835 
55 255 70 26.77 3669 3 5.386 -1.74 
65 255 70 28.23 3991.7 5.405 -1.635 
75 255 70 29.92 4071.5 5.43 -1.628 
80 255 70 31.16 4093.8 5.442 -1.626 
90 255 70 33.86 4137.2 5.468 -1.631 
100 255 70 38.80 4190.7 5.495 -1.653 
30 265 70 24.59 3891.9 5.249 -1.903 
40 265 70 25.32 3949.2 5.268 -1.879 
50 265 70 26.53 4002.5 5.279 -1.704 
55 265 70 27.26 4002.1 5.287 -1.627 
65 265 70 28.72 4080.8 5.308 -1.596 
75 265 70 30.42 4124.9 5.329 -1.592 
80 265 70 31.65 4146.6 5.341 -1.59 
90 265 70 34.59 4146.7 5.364 -1.599 
100 265 70 39.28 4224.0 5.39 -1.616 

Continued 
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Table C.2. continued 

30 275 70 24.84 3964.1 5.165 -1.821 
40 275 70 25.83 4012.0 5.173 -1.738 
50 275 70 27.04 4056.9 5.186 -1.594 
55 275 70 27.52 4083.2 5.194 -1.577 
65 275 70 28.97 4129.7 5.213 -1.561 
75 275 70 30.93 4161.7 5.233 -1.559 
80 275 70 32.15 4186.0 5.244 -1.56 
90 275 70 34.84 4212.6 5.265 -1.593 
100 275 70 39.79 4248.2 5.289 -1.59 
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Controllable Variables Performance Measures 

Tm V 
Ppack 
MPa t cycle s Max Tonne Shrinkage 

A 
Shrinkage 

B 
30 205 70 11.57 4159.0 3.295 6.188 
40 205 70 11.54 4209.7 3.964 6.391 
50 205 70 11.51 4167.8 4.626 7.119 
55 205 70 11.48 4149.5 4.965 7.671 
65 205 70 11.44 4100.9 5.498 8.985 
75 205 70 11.40 4034.4 5.802 10.31 
80 205 70 11.39 3998.1 5.872 10.68 
90 205 70 11.35 3928.9 5.943 10.84 
100 205 70 11.32 3825.8 6.016 10.96 
30 215 70 11.59 4037.8 3.741 5.839 
40 215 70 11.57 4019.5 4.379 6.465 
50 215 70 11.53 3973.1 5.02 7.672 
55 215 70 11.51 3938.8 5.256 8.268 
65 215 70 11.45 3892.6 5.601 9.626 
75 215 70 11.43 3822.8 5.749 10.47 
80 215 70 11.39 3787.7 5.783 10.58 
90 215 70 11.36 3699.8 5.835 10.63 
100 215 70 11.31 3612.7 5.899 10.74 
30 225 70 11.61 3862.2 4.148 5.862 
40 225 70 11.58 3816.1 4.776 6.982 
50 225 70 11.56 3774.1 5.224 8.256 
55 225 70 11.52 3730.8 5.387 8.928 
65 225 70 11.49 3681.5 5.583 10 
75 225 70 11.45 3618.6 5.659 10.35 
80 225 70 11.41 3581.4 5.678 10.34 
90 225 70 11.36 3503.0 5.728 10.42 
100 225 70 11.32 3420.5 5.784 10.52 
30 230 70 11.62 3736.5 4.339 6.025 
A A 
40 

230 70 11.59 3710.5 4.911 7.316 
50 230 70 11.55 3654.5 5.283 8.572 
55 230 70 11.53 3630.6 5.417 9.216 
65 230 70 11.48 3574.1 5.555 10.07 
75 230 70 11.44 3504.9 5.608 10.24 
80 230 70 11.41 3463.3 5.627 10.24 
90 230 70 11.35 3395.2 5.676 10.32 
100 230 70 11.31 3312.9 5.727 10.42 

Continued 
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Table C.3. continued 

30 240 70 11.63 3544.9 4.691 6.67 
40 240 70 11.59 3514.0 5.084 7.929 
50 240 70 11.57 3470.2 5.327 9.094 
ss 240 70 11.53 3427.4 5.4 9.571 
65 240 70 11.48 3376.0 5.477 9.996 
75 240 70 11.45 3320.1 5.507 10.01 
80 240 70 11.43 3284.1 5.527 10.04 
90 240 70 11.37 3203.3 5.571 10.12 
100 240 70 11.32 3124.5 5.615 10.21 
30 250 70 11.63 3351 70 4.887 7.274 
40 250 70 11.60 3316.6 151 8 47 
50 250 70 11.56 3266.6 5.303 9.414 
55 250 70 11.54 3234.3 5 343 

\ j . \j*-r \J 

9 fi75 
O . V J f vJ 

65 250 70 
/ VJ 

11.51 3193.7 ^ 382 
\ J . O V J ^ . 

9 80Q 
Zf. VJVJ c 75 250 70 11.45 3130.5 5.412 C . V J t . \ J 

80 
O V J 

^50 70 
/ VJ 

11.42 3100 1 5 431 
O . • " T O 1 

9 857 
90 750 70 

/ * J 
11.37 301fi 0 

O U 1 VJ . VJ 
5 47 Q Q3 

100 250 70 11.30 2940 0 5 508 10 m 
30 255 70 11.63 1248 fi 

\J£.'-T\J .\J 
4 Q35 

> . C vJ >J 
7 585 

40 255 70 11.61 3217.3 5.154 8 fi55 
U . U U U 

50 255 70 11.56 3171.8 5.275 Q 4fifi 
J . ' T U U 

55 255 70 11.55 3145.3 5.306 9.641 
65 255 70 11.50 3091.3 5.335 9.704 
75 255 70 11.45 3035.2 5.366 9.735 
80 255 70 11.41 2998.2 5 383 9 7fifi 

u. / u u 90 255 70 11.36 2923.8 5.42 9.837 
100 255 70 11.30 3001.5 5.456 9.914 
30 265 70 

/ VJ 
11.66 307? 8 4 988 8 07 

U . U ( 

40 265 70 11.61 3030 3 5.139 8.987 
50 265 70 11.58 2988.6 5.208 9.448 
55 265 70 11.56 2970.4 5.223 9.503 
65 265 70 11.52 2924.7 5.243 9.501 
75 265 70 11.44 2860.8 5.274 9.559 
80 265 70 11.43 2824.8 5.29 9.588 
90 265 70 11.36 2964.1 5.322 9.658 
100 265 70 11.30 3136.3 5.356 9.728 
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69 



Table C.3. continued 

30 275 70 11.66 2897.0 4.996 8.443 
40 275 70 11.63 2860.1 5.086 9.091 
50 275 70 11.59 2827.6 5.128 9.314 
55 275 70 11.56 2793.8 5.137 9.327 
65 275 70 11.52 2765.7 5.157 9.336 
75 275 70 11.45 2867.6 5.185 9.39 
80 275 70 11.42 2928.1 5.2 9.421 
90 275 70 11.36 3099.2 5.228 9.484 
100 275 70 11.30 3267.6 5.259 9.548 
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Controllable Variables Performance Measures 

Tm "C 
Ppack 
MPa t cycle s Max Tonne Shrinkage 

A 
Shrinkage 

B 
30 205 70 11.17 5074.3 3.544 5.177 
40 205 70 11.13 4992.4 3.731 5.734 
50 205 70 11.12 5010.2 3.998 6.559 
55 205 70 11.09 4884.3 4.183 7.063 
65 205 70 11.05 4770.6 4.698 8.335 
75 205 70 11.02 4736.8 5.395 9.77 
80 205 70 10.99 4628.8 5,738 10.37 
90 205 70 10.95 4550.5 5.91 10.83 
100 205 70 10.90 4439.5 6.002 11 
30 215 70 11.18 4860.5 3.507 5.264 
40 215 70 11.15 4835.5 3.752 6.05 
50 215 70 11.11 4733.8 4.123 7.018 
55 215 70 11.09 4869.9 5.298 8.884 
65 215 70 11.06 4598.0 5.021 9.087 
75 215 70 11.02 4476.0 5.635 10.19 
80 215 70 10.99 4329.8 5.73 10.50 
90 215 70 10.95 4279.6 5.806 10.64 
100 215 70 10.90 4143.6 5.885 10.79 
30 225 70 11.18 4609.8 3.515 5.519 
40 225 70 11.15 4551.1 3.873 6.502 
50 225 70 11.10 4373.2 4.366 7.762 
55 225 70 11.09 4408.9 4.663 8.402 
65 225 70 11.05 4314.5 5.276 9.577 
75 225 70 11.01 4198.8 5.6 10.26 
80 225 70 10.99 4145.9 5.631 10.32 
90 225 70 10.94 4019.5 5.697 10.46 
100 225 70 10.89 4079.7 5.768 10.57 
30 230 70 11.18 4480,6 3,55 5,723 
40 230 70 11.14 4420.3 3.951 6.762 
50 230 70 11.11 4325.0 4.475 8.054 
55 230 70 11.09 4259.5 4.774 8.673 
65 230 70 11.05 4197.2 5.376 9.766 
75 230 70 11.01 4077.5 5.551 10.19 
80 230 70 10.99 4026.0 5.583 10.25 
90 230 70 10.94 4053.4 5.643 10.36 
100 230 70 10.88 4104.0 5.71 10.47 
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Table C.4. continued 

30 240 70 11.18 4186.2 3.68 6.186 
40 240 70 11.16 4209.4 4.161 7.402 
50 240 70 11.11 4090.8 4.737 8.649 
55 240 70 11.09 4039.7 5.042 9.199 
65 240 70 11.05 3958.10 5.402 9.915 
75 240 70 11.01 4004.5 5.455 10.01 
80 240 70 10.99 4034.4 5.483 10.06 
90 240 70 10.94 4101.7 5.538 10.16 
100 240 70 10.89 4149.1 5.597 10.26 
30 250 70 11.19 4009.80 3.85 6.819 
40 250 70 11.15 3939.4 4.415 8.043 
50 250 70 11.11 3952.8 4.985 9.104 
55 250 70 11.08 3963.9 5.218 9.517 
65 250 70 11.05 4016.8 5.311 9.755 
75 250 70 11.00 4071.9 5.362 9.841 
80 250 70 10.99 4071.9 5.386 9.886 
90 250 70 10.93 4145.0 5.438 9.972 
100 250 70 10.88 4190.0 5.488 10.06 
30 255 70 11.19 3916.5 3.983 7.158 
40 255 70 11.15 3928.1 4.553 8.308 
50 255 70 11.12 3972.7 5.06 9.243 
55 255 70 11.09 3991.7 5.22 9.554 
65 255 70 11.05 4038.9 5.267 9.673 
75 255 70 11.01 4098.0 5.315 9.755 
80 255 70 10.98 4117.4 5.337 9.798 
90 255 70 10.93 4161.7 5.388 9.879 
100 255 70 10.88 4204.6 5.435 9.959 
30 265 70 11.18 3932.3 4.239 7.724 
40 265 70 11.15 3979.8 4.759 8.704 
50 265 70 11.11 4012.0 5.116 9.375 
55 265 70 11.09 4045.9 5.137 9.438 
65 265 70 11.05 4099.50 5.179 9.509 
75 265 70 11.00 4124.3 5.222 9.587 
80 265 70 10.98 4161.7 5.244 9.625 
90 265 70 10.93 4176.60 5.29 9.699 
100 265 70 10.88 4230.9 5.332 9.77 
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Table C.4. continued 

30 275 70 11.20 3982.0 4.457 8.155 
40 275 70 11.16 4032.3 4.897 8.952 
50 275 70 11.11 4075.8 5.036 9.253 
55 275 70 11.09 4101.8 5.054 9.286 
65 275 70 11.06 4101.8 5.095 9.351 
75 275 70 11.01 4183.5 5.132 9.423 
80 275 70 10.98 4201.2 5.154 9.457 
90 275 70 10.94 4229.0 5.196 9.527 
100 275 70 10.88 4250.9 5.235 9.591 
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Controllable Variables Performance Measures 

Tw V Tm °C 
Ppack 
MPa 

t cycle s Max Tonne Shrinkage 
A 

Shrinkage 
B 

30 205 70 12.65 4565.6 2.979 5.503 
40 205 70 12.50 4818.3 3.283 5.957 
50 205 70 12.42 4317.2 3.712 6.379 
55 205 70 12.43 4554.7 3.791 6.592 
65 205 70 12.37 4493.0 4.149 7.596 
75 205 70 12.29 4281.5 4.724 9.119 
80 205 70 12.25 4200.8 5.089 9.94 
90 205 70 12.17 4048.5 5.771 10.83 
100 205 70 12.11 4035.2 5.952 10.9 
30 215 70 12.56 4452.1 3.182 5.553 
40 215 70 12.49 4286.2 3.478 5.86 
50 215 70 12.41 4102.4 3.749 6.37 
55 215 70 12.36 4086.4 3.903 6.917 
65 215 70 12.36 4162.5 4.316 8.213 
75 215 70 12.31 4086.0 4.959 9.749 
80 215 70 12.26 3994.5 5.32 10.35 
90 215 70 12.18 3912.3 5.763 10.55 
100 215 70 12.09 3832.3 5.839 10.7 
30 225 70 12.58 3922.4 3.294 5.337 
40 225 70 12.47 4028.4 3.477 5.709 
50 225 70 12.44 3956.4 3.762 6.726 
55 225 70 12.41 3981.3 3.974 7.447 
65 225 70 12.33 3778.5 4.56 8.961 
75 225 70 12.28 3736.8 5.213 10.16 
80 225 70 12.23 3705.7 5.494 10.35 
90 225 70 12.16 3550.0 5.668 10.38 
100 225 70 12.10 3618.0 5.728 10.5 
30 230 70 12.52 3827.8 3.297 5.204 
40 230 70 12.47 3846.9 3.481 5.815 
50 230 70 12.41 3722.7 3.821 7.03 
55 230 70 12.39 3699.6 4.047 7.735 
65 230 70 12.33 3668.2 4.669 9.273 
75 230 70 12.27 3628.9 5.316 10.21 
80 230 70 12.27 3677.5 5.501 10.22 
90 230 70 12.16 3516.3 5.613 10.28 
100 230 70 12.10 3465.6 5.675 10.4 

Continued 
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Table C.S continued 

30 240 70 1? ^7 3810 2 3 22? 
O /L/L/L 

fi 1fi l 
O. I U O 40 240 70 1 ? 48 350fi 8 1 4Q4 

O . H i 7 H 
fi 1Q 
U . I C7 50 240 70 19 44 3534 9 1 941 

O. v?H 1 
7 fifi8 
/ . U U U 55 240 70 19 4? 4 231 

H . ^ . O O 
8 438 
U . H O U 65 240 70 34Q7 RO 4 ft77 

H . O / / 
Q RQI 
C7. UC/O 

75 240 70 19 9fi 3473 1 5 378 o.o / o m m 
I U . U I 

80 240 70 19 99 331Q 1 
O O 1 9 . 1 

S 4R9 
O . H U Z 

Q QQQ 
90 240 70 19 1ft 

\ I t ) 
3381 1 
O O U 1 . 1 

O . O U O m i 
1 U . 1 

100 240 70 19 11 
I Z . . I I 

O O 1 O . 1 O . O D O 1 n 9 
I U . Z 30 250 70 19 ^ 

1 ^ WW 
3377 70 oo / / . / u 3 ? 

O . Z 
fi 17R o.o / u 

40 250 70 19 4Q 1417 1 
O H O f . 1 

1 ,:iR4 
O . O O H 

R Rlfi o.ooo 
50 250 70 19 4^ O H U U . i ? 4 11 Q 

H . 1 1 i? 
R IfiR 
O . O O D 

55 250 70 19 49 31Q4 4 
O O t / H . H 

4 494 ft QQ7 
65 250 70 19 l f i 1114 Q 

O O O H . t ? 
ni7 

O.UO / 
Q VQR y. / yo 

75 250 70 19 97 3228 5 fi HQ 
O . O O c / 

Q VRV y. / o / 
80 250 70 19 94 

1 Z . Z H 
11 IQ 9 
O 1 OS7.Z 

fi IRfi o.ooo Q R14 y.ooH 
90 250 70 19 17 

I Z . I r 
lOQ? 1 fi 411 

O . H 1 1 
Q Q9R y.yzo 

100 250 70 19 11 
1 Z . I o 

1114 1 O 1 O H . 1 fi 4R1 
O.HO 1 

m m 
l U.U I 30 255 70 19 111 ^ Q 

O O 1 O . cJ 
i 9nfi o.zuo ^ RRR O . D D O 

40 255 70 19 S9 1 z. uz 1194 n 
O O Z H . U 

1 R1Q o.ooc? 7 9 / .z 
50 255 70 19 4S 

1 Z . H U 
19Qn A 4 919 R PiRA O . D O H 

55 255 70 19 49 199ft 9 4 fil7 H.OO / Q 991 y .zzo 
65 255 70 19 1ft 

I Z . U U 
1941 ft 
O Z H O . 0 

O.U / C7 Q V44 
y. / H H 75 255 70 19 9ft 

I Z . Z U 
11 11 ft O 1 oo. o fi 9Q4 Q 1C\A 

y. / U H 80 255 70 19 9^ 1 z. zu i i m R 
O 1 O U . O 

fi 11R 
O.OlO 

Q 74Q 
y. /ny 90 255 70 19 IQ 

1 Z . 1 U 
9QQft ft fi 1R9 Q R ? R 

y.ooo 100 255 70 19 19 
1 z. 1 z 

9Q91 9 
<Lzl/L 1 . / . 

fi 41 9 O . H 1 Z y.yzo 
30 265 70 19 Sfi 1 z. uo inQR ft 

ouyu.o 
1 9ftR O.ZOD R 4nQ 

D.HUy 40 265 70 12.52 3152.9 3.808 7.872 
50 265 70 12.46 3054.9 4.413 9.06 
55 265 70 12.42 3095.7 4.712 9.42 
65 265 70 12.35 2994.0 5.121 9.529 
75 265 70 12.28 2880.6 5.206 9.552 
80 265 70 12.26 2960.1 5.223 9.586 
90 265 70 12.19 2876.90 5.265 9.666 
100 265 70 12.11 2861.6 5.312 9.741 
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Table C.S. continued 

30 275 70 12.56 2921.5 3.433 7.149 
40 275 70 12.51 2955.5 4.003 8.422 
50 275 70 12.46 2930.6 4.596 9.258 
55 275 70 12.41 2835.0 4.842 9.401 
65 275 70 12.35 2834.7 5.076 9.333 
75 275 70 12.31 2793.5 5.116 9.395 
80 275 70 12.26 2716.3 5.135 9.432 
90 275 70 12.18 2784.4 5.174 9.503 
100 275 70 12.11 2968.1 5.216 9.568 
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A P P E N D I X D 

S I M P L I F I C A T I O N O F T H E N E W P O I N T S 
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T °C 
Shrinkage 

A 
Average Standard 

Deviation 
Shrinkage 

B 
Average Standard 

Deviation 
3.669 5.21 
4.008 6.211 
4.405 7.395 
3.745 5.744 

40 215 4.146 
4.592 
3.863 
4.306 
4.81 

4.171556 0.389564 6.893 
8.285 
6.38 
7.74 
8.981 

6.982111 1.228634 

5.183 8.123 
5.721 9.549 
5.885 10.44 
4.858 8.952 

65 215 5.383 
5.756 
5.062 
5.509 
5.652 

5.445444 0.349497 9.958 
10.47 
9.474 
10.08 
10.32 

9.707333 0.779077 

5.885 10.68 
5.961 10.88 
6.037 11.02 
5.785 10.56 

90 215 5.844 
5.916 
5.68 
5.733 
5.794 

5.848333 0.113375 10.67 
10.8 
10.37 
10.47 
10.6 

10.67222 0.203272 

3.952 6.792 
4.421 8.122 
4.904 9.228 
4.124 7.556 

40 240 4.614 
5.053 
4.322 
4.771 
5.164 

4.591667 0.418381 8.729 
9.489 
8.229 
9.08 
9.578 

8.533667 0.940316 

Continued 

Table D . l : Simplification of new points - Injection Top 
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Table D. 1 continued 

5.145 9.618 
5.532 10.09 
5.601 10.23 
5.272 9.74 

65 240 5.459 5.397889 0.142146 9.971 9.903 0.200454 
5,499 10.06 
5.313 9.717 
5.36 9.816 
5.4 9.885 

5.626 10.27 
5.678 10.37 
5.735 10.49 
5.523 10.11 

90 240 5.569 5.571667 0.102255 10.19 10.19044 0.181057 
5.619 10.28 
5.42 9.924 
5.466 10 
5.509 10.08 
4.41 8.46 
4.843 9.181 
5.201 9.604 
4.57 8.844 

40 265 4.954 4.880556 0.276154 9.307 9.159556 0.350267 
5.173 9.48 
4.682 8.977 
5.007 9.26 
5.085 9.323 
5.278 9.671 
5.312 9.729 
5.353 9.8 
5.187 9.506 

65 265 5.222 5.223 0.084379 9.563 9.567778 0.15227 
5.257 9.629 
5.1 9.347 

5.132 9.401 
5.166 9.464 
5.371 9.835 
5.415 9.909 
5.454 9.98 
5.275 9.663 

190 265 5.314 5.314778 0.090891 9.727 9.729111 0.164152 
5.351 9.792 
5.183 9.495 
5.219 9.551 
5.251 9.61 
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Tw Tm °C 
Shrinkage 

A Average Standard 
Deviation 

Shrinkage 
B Average Standard 

Deviation 

40 215 

5.065 
5.535 
5.78 
5.333 
5.618 
5.755 
5.454 
5.592 
5.687 

5.535444 0.226365 

7.071 
7.998 
8.867 
7.521 
8.496 
9.382 
8.093 
8.887 
9.695 

8.445556 0.857458 

65 215 

5.869 
5.959 
5.999 
5.801 
5.856 
5.874 
5.716 
5.736 
5.757 

5.840778 0.097655 

9.41 
10.26 
10.75 
9.777 
10.37 
10.59 

10 
10.32 
10.38 

10.20633 0.414814 

90 215 

6.013 
6.053 
6.107 
5.89 
5.931 
5.974 
5.773 
5.807 
5.845 

5.9435 0.113923 

10.84 
10.93 
11.06 
10.62 
10.72 
10.83 
10.42 
10.51 
10.61 

10.72667 0.206761 

40 240 

5.449 
5.575 
5.644 
5.418 
5.504 
5.538 
5.365 
5.414 
5.432 

5.482111 0.089799 

8.272 
9.085 
9.783 
8.636 
9.356 
9.842 
8.944 
9.486 
9.769 

9.241444 0.550514 

Continued 
Table D.2: Simplification o f new points - Injection Bottom 
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Table D.2 continued 

65 240 

5.661 
5.677 
5.701 
5.549 
5.561 
5.587 
5.437 
5.456 
5.482 

5.567889 0.097526 

10.01 
10.23 
10.28 
9.963 
10.03 
10.09 
9.797 
9.841 
9.902 

10.01589 0.164161 

90 240 

5.713 
5.747 
5.782 
5.601 
5.633 
5.663 
5.494 
5.522 
5.55 

5.633889 0.10127 

10.32 
10.4 

10.49 
10.12 
10.2 

10.28 
9.934 
10.01 
10.08 

10.20378 0.184536 

40 265 

5.331 
5.367 
5.379 
5.249 
5.268 
5.279 
5.165 
5.173 
5.186 

5.266333 0.081322 

9.047 
9.503 
9.688 
9.138 
9.442 
9.51 

9.173 
9.307 
9.344 

9.350222 0.206665 

65 265 

5.386 
5.405 
5.43 

5.287 
5.308 
5.329 
5.194 
5.213 
5.233 

5.309444 0.085795 

9.706 
9.75 

9.811 
9.53 

9.577 
9.634 
9.363 
9.41 
9.465 

9.582889 0.155202 

190 265 

5.442 
5.468 
5.495 
5.341 
5.364 
5.39 

5.244 
5.265 
5.289 

5.366444 0.090165 

9.843 
9.912 
9.979 
9.666 
9.725 
9.788 
9.494 
9.547 
9.604 

9.728667 0.165991 
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Tw °C 
Shrinkage 

A Average Standard 
Deviation 

Shrinkage 
B Average Standard 

Deviation 
3.295 6.188 
3.964 6.391 
4.626 7.119 

40 215 
3.741 
4.379 
5.02 

4.148 
4.776 
5.224 

U.DZDyoO 5.839 
6.465 
7.672 
5.862 
6.982 
8.256 

D. /O/DDD U.OZOODO 

4.965 7.671 
5.498 8.985 
5.802 10.31 

65 215 
5.256 
5.601 
5.749 
5.387 
5.583 
5.659 

5.5 0.26318 8.268 
9.626 
10.47 
8.928 

10 
10.35 

9.400888 O O O " 7 O O 0 

0.99/023 

5.872 10.68 
5.943 10.84 
6.016 10.96 

90 215 
5.783 
5.835 
5.899 
5.678 
5.728 
5.784 

5.83/55D o.iob/'yi 10.58 
10.63 
10.74 
10.34 
10.42 
10.52 

-1 O O A A A 

10.b3444 
O -1 O C O O -1 

0.19D921 

4.339 6.025 
4.911 7.316 
5.283 8.572 

40 240 
4.691 
5.084 
5.327 
4.887 
5.151 
5.303 

4.997333 0.328198 6.67 
7.929 
9.094 
7.274 
8.47 

9.414 

7.862666 1.131596 

Continued 

Table D,3: Simplification of new points - Injection Bottom with Gate Sequencing 
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Table D.3 continued 

65 240 

5.417 
5.555 
5.608 
5.4 

5.477 
5.507 
5.343 
5.382 
5.412 

5.455666 0.087167 

9.216 
10.07 
10.24 
9.571 
9.996 
10.01 
9.675 
9.809 
9.825 

9.823555 0.306971 

90 240 

5.627 
5.676 
5.727 
5.527 
5.571 
5.615 
5.431 
5.47 

5.508 

5.57244 0.097545 

10.24 
10.32 
10.42 
10.04 
10.12 
10.21 
9.857 
9.93 
10.01 

10.12744 0.185664 

40 265 

4.935 
5.154 
5.275 
4.988 
5.139 
5.208 
4.996 
5.086 
5.128 

5.101 0.110839 

7.585 
8.655 
9.466 
8.07 

8.987 
9.448 
8.443 
9.091 
9.314 

8.784333 0.652179 

65 265 

5.306 
5.335 
5.366 
5.223 
5.243 
5.274 
5.137 
5.157 
5.185 

5.247333 0.079648 

9.641 
9.704 
9.735 
9.503 
9.501 
9.559 
9.327 
9.336 
9.39 

9.521778 0.152015 

190 265 

5.383 
5.42 

5.456 
5.29 
5.322 
5.356 
5.2 

5.228 
5.259 

5.323778 0.087408 

9.766 
9.837 
9.914 
9.588 
9.658 
9.728 
9.421 
9.484 
9.548 

9.660444 0.164899 
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Tw °C Tm r Shrinkage 
A Average Standard 

Deviation 
Shrinkage 

B Average Standard 
Deviation 

3.544 5.177 
3.731 5.734 
3.998 6.559 

40 215 
3.507 
3.752 
4.123 
3.515 
3.873 
4.366 

1 R91999 5.264 
6.05 

7.018 
5.519 
6.502 
7.762 

fi17R111 
U . I / U I I I 

n 8R94nfi 

4.183 7.063 
4.698 8.335 
5.395 9.77 

65 215 
5.298 
5.021 
5.635 
4.663 
5.276 
5.6 

D.U00444 U.4oD21.3 8.884 
9.087 
10.19 
8.402 
9.577 
10.26 

y.uDo i i i 1 .UZO/40 

5.738 10.37 
5.91 10.83 

6.002 11 

90 215 
5.73 

5.806 
5.885 
5.631 
5.697 
5.768 

n11R717 U.l ID/ I / 10.5 
10.64 
10.79 
10.32 
10.46 
10.57 

i u.DUooy U.ZZDOO 

3.55 5.723 
3.951 6.762 
4.475 8.054 

40 240 
3.68 

4.161 
4.737 
3.85 

4.415 
4.985 

4.200444 0.488027 6.186 
7.402 
8.649 
6.819 
8.043 
9.104 

7.415778 1.136512 

Continued 

Table D.4: Simplification of new points - Alternate Injection 
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Table D.4 continued 

65 240 

4.774 
5.376 
5.551 
5.042 
5.402 
5.455 
5.218 
5.311 
5.362 

5.276778 0.237771 

8.673 
9.766 
10.19 
9.199 
9.915 
10.01 
9.517 
9.755 
9.841 

9.651778 0.464755 

90 240 

5.583 
5.643 
5.71 
5.483 
5.538 
5.597 
5.386 
5.438 
5.488 

5.540667 0.102883 

10.25 
10.36 
10.47 
10.06 
10.16 
10.26 
9.886 
9.972 
10.06 

10.16422 0.188567 

40 265 

3.983 
4.553 
5.06 

4.239 
4.759 
5.116 
4.457 
4.897 
5.036 

4.677778 0.396967 

7.158 
8.308 
9.243 
7.724 
8.704 
9.375 
8.155 
8.952 
9.253 

8.541333 0.764383 

05 265 

5.22 
5.267 
5.315 
5.137 
5.179 
5.222 
5.054 
5.095 
5.132 

5.180111 0.083974 

9.554 
9.673 
9.755 
9.438 
9.509 
9.587 
9.286 
9.351 
9.423 

9.508444 0.151099 

190 265 

5.337 
5.388 
5.435 
5.244 
5.29 

5.332 
5.154 
5.196 
5.235 

5.290111 0.091566 

9.798 
9.879 
9.959 
9.625 
9.699 
9.77 
9.457 
9.527 
9.591 

9.700556 0.165872 
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Tw °C T "C 
1 m ^ 

Shrinkage 
A Average Standard 

Deviation 
Shrinkage 

B Average Standard 
Deviation 

2.979 5.503 
3.283 5.957 
3.712 6.379 

40 215 
3.182 
3.478 
3.749 
3.294 
3.477 
3.762 

3.435111 0.27404ol 5.553 
5.86 
6.37 
5.337 
5.709 
6.726 

5.932DD7 0.4DO9523 

3.791 6.592 
4.149 7.596 
4.724 9.119 

65 215 
3.903 
4.316 
4.959 
3.974 
4.56 
5.213 

4.39877 r\ A r\ f> ft 

0.4966683 
6.917 
8.213 
9.749 
7.447 
8.961 
10.16 

8.306 A f\ f> A fi A A A 

1.2613141 

5.089 9.94 
5.771 10.83 
5.952 10.9 

90 215 
5.32 
5.763 
5.839 
5.494 
5.668 
5.728 

5.624889 0.2745507 
10.35 
10.55 
10.7 

10.35 
10.38 
10.5 

10.5 0.2924893 

3.297 5.204 
3.481 5.815 
3.821 7.03 

40 240 
3.222 
3.494 
3.941 
3.2 

3.564 
4.119 

3.571 0.325634 
5.163 
6.19 
7.668 
5.376 
6.835 
8.356 

6.404111 1.1410094 

Continued 

Table D.S: Simplification of new points - Alternate Injection with Gate Sequencing 
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Table D.S continued 

4.047 7.735 
4.669 9.273 
5.316 10.21 

65 240 
4.233 
4.877 
5.378 
4.424 
5.037 
5.339 

4.813333 0.4997992 
8.438 
9.693 
10.01 
8.997 
9.798 
9.787 

9.326778 0.8101061 

5.501 10.22 
5.613 10.28 
5.675 10.4 

90 240 
5.462 
5.508 
5.565 
5.365 
5.411 
5.461 

5.506777 0.0977123 
9.999 
10.1 
10.2 

9.834 
9.926 
10.01 

10.10767 0.18221 

3.205 5.665 
3.639 7.2 
4.232 8.654 

40 265 
3.286 
3.808 
4.413 
3.433 
4.003 
4.596 

3.846111 0.499622 
6.409 
7.872 
9.06 

7.149 
8.422 
9.258 

7.743222 1.2289549 

4.537 
5.079 

9.223 
9.744 

Q AT7QQQ U. 1 / UOHOO 

5.294 9.704 
4.712 9.42 

65 265 5.121 
5.206 
4.842 
5.076 
5.116 

4.998111 0.247798 9.529 
9.552 
9.401 
9.333 
9.395 

5.316 9.749 
5.362 9.838 
5.412 9.923 

190 265 
5.223 
5.265 
5.312 
5.135 
5.174 
5.216 

5.268333 0.0901901 
9.586 
9.666 
9.741 
9.432 
9.503 
9.568 

9.667333 0.1602576 
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Figure E l Efficient solution for shrinkage A - Injection top 
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Figure E.4 Efficient solution for shrinkage B - Injection Bottom 
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Figure E.6 Efficient solution for shrinkage B - Injection Bottom with Gate 
Sequencing 
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Figure E.7 Efficient solution for shrinkage A - Altemate Injection 
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