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Abstract 

Solvent effects have a great relevance in various areas of chemistry. In particular, sol-

vents are used in catalysis and separations, with many applications ranging from biomass 

and syn-gas conversion, hydroformylation, electrocatalysis, and waste-water treatments, 

among others. Water effects can impact different aspects of the chemical process: adsorp-

tion/desorption, reaction thermodynamics, kinetics, selectivity, co-catalyzing reactions, and 

the generation of new active centers. For these reasons, quantification of solvent effects is cru-

cial to understand and improve chemical processes that involve solvents. This understanding 

of the water effects requires capturing the solvation thermodynamics; this quantity captures 

the effect of the solvent/medium into a solvated molecule. To measure these effects, both 

experimental and computational techniques are used to unveil the behavior of the solvent 

under these different environments. On the one hand, experimentally overall effects can be 

estimated, but the solvent contribution is measured indirectly, and its effects are captured by 

apparent or lumped kinetics. However, computational techniques can isolate both specific 

contributions and overall effects that are necessary for a more complete understanding of the 

solvent-mediated process. In this dissertation, these computational techniques are applied 

to understand two applications, one on catalysis in liquid media and an ion-ligand binding 

process under aqueous conditions. 

The first application in the area of catalysis in liquid media involves investigating solvent 

effects to elucidate reaction mechanisms under aqueous conditions for biomass conversion. 
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In this work, methanol dehydrogenation at platinum supported on alumina, a typical cat-

alytic system for this application was explored. To obtain the reaction mechanism a dual-site 

model is proposed, one to model larger particles where the chemistry is dominated by the 

platinum metal interface and the other for smaller particles where the chemistry is influ-

enced also by the presence of the support. The elucidation of the mechanism requires first 

the estimation of the solvent effect for these two sites and then the incorporation of the 

solvation thermodynamics into the mechanism. To estimate the solvation thermodynamics 

for these two sites, a multiscale sampling technique was used, combining density functional 

theory (DFT) and free energy perturbation (FEP) method from Molecular Dynamics (MD). 

The thermodynamic estimations showed that the modeled site for smaller particle sizes was 

less effectively solvated compared to that of the larger particles. Our research unveils the 

different behavior of water in the interfaces, where the hydrophilic alumina exhibits a larger 

entropic penalty for solvation. After the estimation of the solvation thermodynamics of both 

types of sites, these quantities enable us to elucidate the reaction mechanism under aqueous 

conditions via a microkinetic modeling. The microkinetic model reveals a different reaction 

mechanism at the two sites, with a higher reaction yield at the larger particle site model. 

The microkinetic model shows that water co-catalyzes the reaction mechanism at the larger 

particle size model, and in the case of the smaller particle size model, water hinders the 

reaction via a water-splitting path. This study shows that solvent effects can impact the 

catalytic performance, sometimes enhancing it, others hindering it; and exhibiting a different 

behavior depending on the nature of the interface. 

For the second application, a strategy to estimate the thermodynamics of the ion-

capturing process of rare earth metals under aqueous conditions is proposed. For this strat-

egy, a series of Free Energy Perturbation calculations from molecular dynamics is performed 

iii 



for the estimation of the process thermodynamics. The thermodynamics of the process indi-

cate that all of the early lanthanides have favorable binding processes that are entropically 

driven. Additionally, it was found that the ligand presents a higher affinity for ions with a 

smaller ionic radius. This process is attributed for the most part to the release of some of 

the first solvation shell water from the ions in solution to the bulk water solution and the 

structural reorganization of the ligand around the ion. 
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Chapter 1: Introduction and background 

1.1 Motivation 

Water is a widely used solvent for catalysis and biochemistry, with many applications 

ranging from biomass and syn-gas conversion, electro-catalysis, protein-folding, and waste-

water treatments, among others92;201;123 . Water effects can impact different aspects of chem-

ical process like: adsorption/desorption, diffusion, reaction thermodynamics, kinetics, selec-

tivity, co-catalyzing reactions, and the generation of new active centers220;222;7;123;118 . All 

these factors are dependent on the different types of water environments, for instance: metal 

interfaces, hydrophilic and hydrophobic surfaces, electrodes, porous materials, protein-water 

interfaces, water-air interfaces, etc17;173 . For these reasons, understanding the role of water is 

crucial for the improvement of catalysis in water and biochemistry under aqueous conditions, 

among other possible applications. 

1.2 Quantification of solvent effects 

Solvation can be defined, following Ben-Naim11;13 , as the process of transferring one solute 

molecule from a fixed position in an ideal gas phase to a fixed position in the liquid phase at 

constant pressure and temperature. And the term hydration energy refers to the specific case 

of aqueous solutions169 . Another relevant distinction made by Ben-Naim12 was between two 

solvation concepts: solvation (simply) and conditional solvation. Simply solvation refers to 
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the solvent’s initial distribution in the absence of the solute (the solvent in the bulk solution), 

while textitconditional solvation specifically considers the initial solvent configuration in the 

absence of the solute, given the presence of a specific “condition” (this condition could be a 

ligand or an interface). This “condition” is often associated with a protein in the literature. 

A graphical representation of these two solvation concepts in shown in Figure 1.1. The 

first of these concepts in this dissertation is the equivalent of the solute solvation in the 

bulk aqueous phase, and the second concept is equivalent to the solvation of the different 

adsorbates bound to the catalyst surface or the ion bound to the ligand. 

Figure 1.1: Graphical representation of the process of (a) solvation and (b) conditional 
solvation of a solute (s) in a liquid next to a protein. Adapted from Ref13 . 
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The solvation thermodynamics can subsequently influence other relevant physico-chemical 

properties such as adsorption or desorption rates, reaction free energies, activation barriers, 

dissociation constant, among others. To measure these effects, both experimental and com-

putational techniques are used to describe the physico-chemical behavior of the water under 

these different environments. These different techniques have different strengths and disad-

vantages. Experimental methods to measure solvation thermodynamics mostly rely on calori-

metric measurements and the estimation of Henry’s law constants. These measurements 

exhibit relatively low uncertainties, typically around 1.5% and 4.2%, respectively175;135 . 

However, most of the time they lack the capacity to isolate the specific thermodynamic 

contributions. Further, to isolate specific contributions an ideal reference is needed163 . This 

isolation of the solvation thermodynamics is challenging because its effects are captured by 

apparent or lumped kinetics or mixed with adsorption energetics. In the case of computa-

tional techniques, all the specific contributions can be isolated with effort, but can exhibit 

considerable errors, depending on the simulated system. For example, continuum solvation 

models can display solvation free energy errors of approximately 0.2 eV133 when compared to 

higher accuracy computational methods. Additionally, quantum mechanics/molecular me-

chanics approaches for single molecules exhibit hydration energies with relative differences 

ranging from 2% to 200%, depending on the solute110 . These computational techniques have 

to balance computational cost, accuracy in energetics, and configurational sampling. For 

these reasons, a combination of both types of techniques can provide valuable insights into 

the role of the solvent in the solvent-mediated process. 
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1.2.1 Experimental quantification techniques 

Solvation can be manifested in different effects depending on the process, and the mea-

surement of this effect will vary accordingly. Two common experimental quantification pro-

cedures of solvent effects are in the areas of adsorption and reaction kinetics. In the case of 

the adsorption process, the solvation-free energy can be recovered by measuring the partition 

coefficient between the gas phase and the aqueous phase at the limit of infinite dilution as 

follows169: 

KH = 
Cg

i 

Caq 
i 

(1.1) 

Where KH is the Henry’s law constant, Cg
i and Caq 

i are the gas phase and aqueous phase 

equilibrium concentration of the component i, respectively. From the equilibrium constant 

the solvation free energy can be extracted as shown in Equation: 

∆Gsolv = R T · ln(KH) (1.2) 

Where ∆Gsolv is the solvation free energy, R is the ideal gas constant, and T is the system 

temperature. 

Another measurement of the solvent effects is through the association/binding process, 

usually employed in biochemistry. In this case, classical experiments are performed to de-

termine dissociation constants (Kd) using differential scanning calorimetry and isothermal 

titration calorimetry160;152 . From these measurements, the solvation contributions can be 

recovered from a thermodynamic cycle with gas phase references169 . 

It is important to mention that all these measurements are valuable information that can 

also serve as validation or calibration for computational techniques, which will be described 

in the following section. 
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1.2.2 Computational quantification techniques 

In the field of computational chemistry, researchers have employed various techniques 

to characterize solvent behavior. These methods span a spectrum from the fully quantum 

description, force field based simulations, microsolvation methods, a combination of quantum 

mechanical and molecular mechanics (QM/MM), and implicit methods71;173 . These methods 

exhibit a trade-off between the accuracy of energetics estimation (which requires higher 

computational resources) and the length and time scales of the modeled systems. When 

the energy description is at a high level of theory (with higher accuracy), large systems 

or longer simulation times are computationally prohibited. However, at a lower level of 

theory, they can effectively operate within large systems and simulation timeframes. First 

principle quantum calculations, while providing a high level of accuracy, can only account 

for a limited amount of atoms and timescales199 . Among the quantum approaches, ab initio 

molecular dynamics (AIMD) represents a highly accurate, but also a very computationally 

costly approach. In the AIMD methods, the nuclei positions evolve over time, the energy is 

calculated quantum mechanically, and as the system evolves, polarization and charge-transfer 

effects are explicitly taken into account80 . This quantum description offers an accurate 

estimation of the energetics, but it is still limited to small systems (in the order of hundreds 

of atoms) and short running times (in the order of fs)80;71 . These limitations are especially 

critical when modeling liquids, as the evaluation of equilibrium states properties requires 

sampling considering long-range interactions or long-time correlation behavior173;170;196 . 

Force field based simulations from molecular mechanics (MM) offer longer simulation 

times and larger systems can be handled (in the order of a hundred thousand atoms) but are 

limited to the accuracy of the force field, the incorporation of polarization effects, and with 

the force field transferability (i.e. the capacity of the force field to be used in systems for 

which it was not originally fitted)162;204 . Another key aspect of calculating thermodynamic 
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properties is the sampling. These simulations are typically constrained to sampling times 

in the order of ns. While for smaller systems sampling is usually enough, larger systems, 

like the case of protein simulations, obtaining a proper sampling can be challenging. This is 

because in large systems, a large number of local minima can be found and the system can 

become trapped and fail to execute ergodic sampling across configuration space120;206;31 . 

In microsolvation methods, the solute electronic energy is estimated with standard QM 

accuracy with the inclusion of a small number of explicit solvent molecules (usually limited 

to the first solvation shell), with the possibility of the inclusion of implicit solvation118;191;192 . 

Although these methods are efficient in terms of the energetics involved in the enthalpic 

component of the free energy, they are not able to properly capture the entropic component 

of the free energy or the enthalpic component when a larger amount of water molecules is 

required in the estimation of the energetics. 

QM/MM combines some of the advantages of both the quantum and the molecular 

mechanics descriptions. In these methods, the simulated system is divided into two regions20: 

one active region treated at the QM level and an environment region treated at the MM level. 

By incorporating the QM treatment into the simulation, the estimation of free energies is 

typically improved compared to purely MM approaches177 . However, they sometimes suffer 

from convergence issues in the QM region, they are still very computationally demanding, and 

suffer from limitations from the number of solvent molecules required to properly describe 

the active region177;128;226 . 

In the case of implicit solvation models, a QM or MM solute is placed in a cavity sur-

rounded by a continuum dielectric description of the solvent215;136;183 . The solvation free 

energy is accounted by two components: an electrostatic component and a cavitation term. 

Although these methods are computationally efficient compared with other methods their 
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results suffer from some limitations. For instance, they are unable to properly capture hy-

drogen bonds193 . Furthermore, in most implicit solvation models, the solvation free energies 

exhibit a “symmetry” with respect to the ion charge regardless of its sign. In other words, 

implicit solvation models (if not specially accounted) estimate equal solvation free energy 

for ions with the same charge but opposite signs (e.g. +2 or -2 ion charges). However, in 

reality, these energies often differ165 . The cavity component, if accounted, is usually esti-

mated by computing the accessible surface area and a factor derived from the experimental 

solvation energies of small nonpolar molecules58;26 . The non polar contribution that falls 

into the cavity term, can lead to differences between the explicit methods and experimental 

data218 . These assumptions make implicit solvation methods suffer transferability problems 

to different environments from those in which they were originally developed. 

1.3 Challenges and opportunities 

In Section 1.2.2 the most popular methods in computational chemistry used to estimate 

the solvent effects were briefly described. While all of them exhibit their own strengths and 

weaknesses there is no “do it all” method and significant efforts have to be placed in the 

selection and implementation of the appropriate technique to the system of interest. As 

each system has its own chemical behavior that will demand different levels of accuracy or 

sampling. 

Considering the different advantages and disadvantages of these sets of methods, multi-

scale techniques have become an interesting route, combining the strengths of two (or more) 

of these techniques to refine the estimations of the solvent effects. Some of these efforts to 

improve estimation methods for solvation free energies are the following examples. Carine 

Michel and coworkers193 proposed a hybrid approach that combines molecular mechanics 

and quantum mechanics to estimate the free energy. In their method, the free energy is 
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estimated primarily using MM, but the solute’s polarization effects are considered at the 

QM level. Steven Lustig165 uses a multiscale solvation-layer interface, taking into account 

the atomic radii for the first solvation shell to improve the regular estimates of a contin-

uum solvation model. Heyden and coworkers52;51 developed an implicit solvation model for 

solid surfaces that combines periodic with cluster model Density Functional Theory (DFT) 

calculations, adapting the implicit solvation scheme to account for the long-range metal in-

teractions. Finally, another more recent approach is the incorporation of Machine Learning 

(ML) potentials trained with QM data into molecular dynamics simulations to improve the 

accuracy of the force fields and take advantage of the more computationally efficient MM 

approach, allowing longer simulation times61;27;21 . Despite the many options available for 

modeling solvent behavior, these models are typically designed for (simply) solvation scenar-

ios. However, they are not equally developed for conditional solvation. Conditional solvation 

introduces additional complexity as a result of the long-range interactions between solvent 

molecules and the interface50 , creating an environment distinct from the bulk phase. Fur-

ther, the limited availability of experimental and theoretical studies and, to some extent, 

the inherent intricacy of the interfacial systems217 , make the modeling and estimation of 

conditional solvation even more challenging. 

1.4 Potential applications 

1.4.1 Application to heterogeneous catalysis 

One type of interface of interest is the solid-liquid interface that occurs in heterogeneous 

catalysis. For this application tuning the reaction environment surrounding a catalyst active 

site is the heart of catalysis design, with the use of solvents being a common strategy117 . 

Hence, a grand challenge in catalysis research is understanding the specific ways that sol-

vents influence catalytic chemistry38 . The aqueous environment plays multiple roles in the 
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catalysis, such as modifying thermodynamic and kinetic quantities,72;210 altering the dom-

inant reaction pathways,117;116;176 and participating in the mechanism, e.g., via site block-

ing130 , modification of the active site,190;223 and mediating hydrogen transfer140;117 . For 

instance, solvents can alter active site chemistries98;180 and coverages192;142 , modify reaction 

energetics52;179;50;176 , stabilize intermediate species139;193;30 and transition state 18 structures, 

promote certain reaction paths72 and mechanisms174;184 , and ultimately influence catalytic 

outcomes72 . While significant research has been performed to elucidate these roles of solvent, 

intuition about how solvents will influence any particular catalytic system remains unknown. 

This is because solvent effects vary greatly depending on the catalytic interface33;5 . 

Aqueous Phase Reforming as a test reaction 

The dependence of interfacial properties becomes particularly important for reactions 

that utilize different types of active sites. An example of such a reaction is aqueous phase 

reforming (APR), which is a process that can produce hydrogen from derivatives of biomass 

under liquid water solvent43;34 . This is an attractive process because biomass is an important 

energy source for the transition to a more sustainable energy market. Among biomass prod-

ucts, hydrogen is an emerging alternative to fossil fuels with environmental and economic 

benefits164;158 . Hydrogen derived from biomass is particularly promising for biorefining148 . 

The hydrogen that is produced can be used in other biorefinery reactions such as hydrodeoxy-

genation194; it can also be used in Fischer-Tropsch synthesis81 or to produce electricity181 . 

In the APR oxygenate species or sugars such as saccharides and polyols are converted into 

hydrogen65 . APR employs a metal catalyst, typically over metal oxide or carbon-based sup-

ports103;166;43;29 and an aqueous phase environment34 . The APR mechanism comprises three 

sub-processes, i.e., dehydrogenation, decarbonylation, and water gas shift (WGS)67;34;115 . 

Typical reaction conditions are temperature ∼500 K, pressure between 10-50 bar, and feed-

stock concentration between 1-10%43 . Some industrially relevant feedstocks are ethanol197 , 

9 



glycerol129 , ethylene glycol195 , sorbitol64 , sucrose63 , and glucose157 . However, the broader 

adoption of APR technology is inhibited by low H2 (g) yields and catalyst deactivation34;76 . 

Interestingly, in this type of supported metal systems, both sites on the metal interface 

(terrace sites) and at the metal/support interface (perimeter sites) have been shown to be 

relevant to the observed chemistry3;205;78 . A commonly used system for APR is platinum 

supported on alumina (Pt/Al2O3) due to its relatively high yield and selectivity toward 

hydrogen34;29 . However, the ways that these two types of sites (terrace and perimeter sites) 

promote the APR mechanism are different, even in the absence of solvent. For example, 

molecules tend to bind more strongly at perimeter sites than at terrace sites74;224 , due to 

the presence of undercoordinated metal atoms at perimeter sites. Furthermore, metals in 

the support at perimeter sites can provide additional anchoring sites211 , hence providing a 

richer active site environment124 . 

Moreover, solvents interact differently with these two types of sites as well. Specif-

ically, metal sites are relatively hydrophobic122 , whereas metal oxide supports generally 

comprise ions which are more attractive to solvent molecules138;178;6 . The more attrac-

tive interface leads to differences in molecular and structural solvent phenomena. For ex-

ample, H2O molecules adsorb more strongly to more hydrophilic interfaces than to more 

hydrophobic interfaces, which leads to larger water densities near the interfaces of more 

hydrophilic surfaces6;79;154 . These larger densities result in reduced mobilities for interfa-

cial H2O molecules62;88 , which influence the free energies125 of interfacial processes such as 

catalysis. Indeed, the kinetics of APR have been observed to be different at perimeter sites 

compared with terrace sites, with these differences being attributed to the different roles 

of water in these two types of sites78 . However, the specific ways in which water solvent 

influences APR at terrace versus perimeter sites remain unknown. 
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In fact, this information is unresolved even for the simplest oxygenate, methanol. This 

is despite decades of research into the mechanism of methanol decomposition due to its 

importance to electrocatalysis95 , direct fuel cells2 , and CO2 reduction
209 , in addition to APR. 

Prior research suggests that interactions between water and the alumina support influence 

the chemistry. Specifically, our groups78 showed that large metal particles are more active 

for aqueous phase methanol dehydrogenation than small metal particles, suggesting that 

the reaction is favored on the more highly coordinated metal sites, i.e., on metal terraces, 

than on the undercoordinated sites at the metal/support perimeter. We further showed 

that the presence of water inhibits activity on small metal particles but has no effect on the 

activity of large metal particles. However, the mechanistic reasons for this remain unresolved. 

Multiple groups have shown using molecular simulations that the reaction mechanism for 

dehydrogenation is different on terrace sites than it is on perimeter sites in gas phase45;59;211 , 

and our groups have shown that in the aqueous phase, the strongly bound water layer 

destabilizes interfacial species due to a cavity effect25 . However, how this influences the 

mechanism and rate of methanol dehydrogenation remains to be resolved. 

1.4.2 Application to ion-Ligand capture 

Rare earth elements (REEs) are important metals that have been widely used in many 

industrial applications like electronics, manufacturing, medical science, lasers, optical glass, 

and fiber optics among others9 . Moreover, REEs can be found in diverse sources, such as 

industrial process residues. Notable examples include phosphogypsum, bauxite residue (red 

mud), mine tailings, metallurgical slags, coal ash, incinerator ash, and wastewater streams8 . 

The abundance of these sources makes the extraction and recovery of REEs an attractive 
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area of study for economic and environmental reasons. Until recently, their extraction, sep-

aration, and purification are usually performed via chemical extraction and physical meth-

ods, but these techniques are either inefficient or environmentally damaging90;87 . In the 

last decade, it has been established that bacteria can incorporate Lanthanides in the active 

site42 , and chemists have used this biological naturally Lanthanide-binding protein, Lan-

modulin (LanM), to capture rare earth elements73 . LanM is an EF-hand-containing protein 

with four predicted EF-loops32: EF-1, EF-2, EF3, and EF-4 with possible binding sites for 

the ion capture process. LanM exhibits a high affinity for the early (+3) Lanthanides over 

other ions with similar ionic radius such as Ca (+2)126 . Notably, experimental evidence has 

revealed that the EF-1 loop exhibits the highest affinity for both calcium and lanthanide 

ions214 . This selectivity is probably due to electrostatic interactions with the ligand, which 

are larger than the +1 and +2 ions, competing for the binding sites in the ligand4 . However, 

until this date, the use of proteins for ion capture is not yet suitable for economic reasons at 

low concentration levels93;213 . Therefore, an improvement of the current state of the ligands 

is needed, which can maximize the reusability and the capacity to selectively extract and 

concentrate the REEs with low-concentration feedstocks. 

1.5 Dissertation Outline 

This dissertation comprises two applications in which the estimation of solvent effects 

plays a crucial role in describing the physicochemical processes. The first application fo-

cuses on biomass conversion in heterogeneous catalysis, while the second application involves 

ligand-based capture of rare earth elements. Both applications occur under aqueous con-

ditions. The first (Chapter 3) and second (Chapter 4) technical chapters are dedicated to 

the first application and the third (Chapter 5) technical chapter is dedicated to the second 

application. The first technical chapter is dedicated to the quantification of the solvation 

12 



thermodynamics in the Pt/Al2O3 catalyst. The second technical chapter is dedicated to 

elucidating the reaction mechanism for methanol dehydrogenation at the Pt/Al2O3 catalyst. 

In the third technical chapter, analogous techniques used for the estimation of solvation 

thermodynamics are employed to estimate the ligand-ion-capture process thermodynamics 

to understand the driving force of this separation. 
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Chapter 2: Methodology 

For this dissertation, the target thermodynamic quantities are divided between the dif-

ferent applications. 

For the first application on heterogeneous catalysis two types of interfaces are simulated 

Pt(111) (terrace sites) and Pt/Al2O3 (perimeter sites). For these two systems, the following 

types of quantities are calculated using DFT in the gas phase: reaction energies (see Section 

2.1), activation barriers (see Section 2.1.4), and atomic charges (see Section 2.1.4). Solva-

tion thermodynamics are calculated, using explicit water, by a multiscale sampling technique 

combining DFT calculations and MD simulations (see Section 3.2.1). The solvation thermo-

dynamics is divided into three quantities, the free energy, the enthalpic component, and the 

entropic component. The entropic component is calculated by MD simulations subtracting 

the enthalpic component (∆EMD 
int , see Section 2.2.1) from the free energy from MD (∆FMD 

sol , 

see Section 2.2.1). The enthalpic component of the free energy is estimated by DFT (∆EDFT 
int , 

see Section 3.2.1) and the free energy is obtained by combining the entropic component from 

MD and the enthalpic component by DFT. 

For the second application for the ion-ligand capture process, two types of system are 

simulated. The first system is where the ion is placed in a water solution, and the second 

system is where the ion is bound to the ligand in a water solution. With these two systems, a 

thermodynamic process is proposed to capture the thermodynamics of the ion-ligand capture 

process (see Section 5.2.1). For these processes, the thermodynamic quantities are estimated 

14 



by MD, the free energy according to Section 2.2.2, the enthalpic component according to 

Section 2.2.2, and the entropic component is calculated by the subtraction of the enthalpic 

component from the free energy. 

2.1 Density Functional Theory simulations 

2.1.1 General settings 

Density Functional Theory (DFT) calculations are performed using the Vienna Ab ini-

tio Simulation Package (VASP)107;105;106 using PAW 2002 pseudopotentials143;108 , the PBE 

exchange-correlation functional150;151 , and D3 dispersion corrections with Becke-Johnson 

damping69;70 . Plane waves are included to an energy cutoff of 400 eV, spin polarization 

is turned on, and dipole corrections are applied in the direction normal to the surface. 

Gamma-centered Monkhorst Pack141 k-point meshes are used in all DFT calculations. Elec-

tronic energies are calculated self-consistently and considered to be converged when the 

difference between subsequent iterations falls below 10−6 eV. Geometries are considered con-

verged when the magnitudes of the forces on all atoms allowed to relax fall below 0.05 eV/Å.

2.1.2 Gas phase structures 

DFT calculations for gas phase molecules follows the settings of Section 2.1.1 with the 

following changes. Calculations for gas phase molecules used a unit cell with lengths of 20 

Å × 20.1 Å × 20.2 Å and only one gas phase species per unit cell. Electronic energies 

are calculated self-consistently and considered to be converged when the difference between 

subsequent iterations falls below 10−6 eV. All atoms in the supercell are allowed to relax. 

Gamma-centered Monkhorst Pack141 k-point with mesh of 1 × 1 × 1 is used for all gas phase 

molecules. 
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2.1.3 Platinum/alumina simulation supercells 

Pt terrace and Pt/Al2O3 perimeter sites are modeled with a platinum (111) slab and a 

platinum particle supported on an alumina slab, respectively. Pt(111) terrace site models are 

taken from our prior work18 and the details are summarized below. Pt/Al2O3 perimeter site 

models are constructed as follows. Under liquid H2O, Al2O3 can develop a coverage of OH∗ 

groups due to H2O dissocation154;171 . However, as determining the extent of hydroxylation 

requires calculating the surface free energy and then performing thermodynamic and/or 

kinetic modeling, evaluation of a hydroxylated surface is reserved for future work. Hence, 

Pt/Al2O3 models in this work utilize a pristine Al2O3 slab. They are constructed as follows. 

Al2O3 slabs are built by cleaving a (0001) surface from the structure of bulk α-Al2O3 (space 

group = R3c), which has a calculated lattice parameter of 5.178 Å, in agreement with a 

previous computational study96 . Two periodic supercells are employed, one smaller and 

computationally efficient for the DFT calculations and a second larger supercell that more 

accurately captures interfacial phenomena for the MD simulations. Dimensions of the DFT 

and MD supercells are a = b = 10.3 Å and c = 32.7 ˚ A and a = b = 15.5 ˚ A and c = 53 Å, 

respectively. Supercell angles for both cells are α = β = 90°and γ = 55.3°. Pt nanoparticles 

are modeled with tetrahedrally shaped Pt4 particles constructed on the tops of the α-Al2O3 

slabs, following our prior work211 . Energies and entropies of solvation calculated using these 

small Pt4 particles are compared against analogous values calculated using Pt8 particles 

and Pt20 and Pt48 nanorods in Supporting Information of Ref25 . We find that when the 

adsorbate geometry and partial charge are held constant, the Pt particle size has a nearly 

negligible influence on the calculated energies and entropies of solvation; however, when the 

adsorbate partial charge and geometry are changed, it can influence the calculated entropy 

of solvation. We find the calculated partial charges have a maximum 0.2 meV/K influence 

on the calculated entropies of solvation. At 300 K, this results in a 0.07 eV uncertainty in 
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the free energy of solvation, which is within the standard error due to the method49 as well 

as the configurational variability caused by thermal disorder in the liquid structure18;222 . 

Further, we find that variation of partial charges in the adsorbates is not systematic and 

hence not due to small particle size effects (see the model validation sections in Supporting 

Information of Ref25). Variation of adsorbate geometry is related to the specific adsorption 

site structure at the Pt/Al2O3 interface and hence also not due to small particle size effects. 

We find that variation in the adsorbate geometry has a maximum 0.4 meV/K influence on 

the calculated entropies of solvation, which results in a 0.11 eV uncertainty in the free energy 

of solvation at 300 K, which is also within the uncertainty expected by the MSS method. 

Adsorbates are added to the supercells near or on the Pt particles. The closest distances 

between adsorbates in neighboring periodic images are 8 Å and 13 Å for the DFT and MD 

supercells, respectively. In prior work we found that lateral interactions between adsorbates 

at these neighbor distances contribute less than 0.10 eV to the calculated energetics211 . H2O 

molecules are added to the supercells using the MCPliQ code19 . Specifically, 50 to 60 H2O 

molecules are added to the DFT cells, depending on the vacuum volume remaining after the 

adsorbate is added. The resulting water column heights are 14–15 Å, which guarantee at 

least three solvation shells172 . Similarly, 182 to 188 H2O molecules are added to the MD 

cells, resulting in water column heights of 30 ˚ A. An additional 14 ˚ A of vacuum space is

included at the top of the water columns in all supercells. 

2.1.4 Transition States calculations 

Transition States (TS) searches are carried out using a combination of the climbing image 

nudged elastic band (CI-NEB)84;83 and dimer methods82;86 . Atoms in the TS structures 

as well as the top two surface layers are allowed to relax in terrace site calculations, and 

TS structures and the Pt cluster are allowed to relax in perimeter site calculations. TS 
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structures are verified via their calculated vibrational modes, which are calculated using the 

center difference method where atoms are displaced by 0.015 Å in the + and − directions 

in the a, b, and c dimensions. TS searches are performed using Γ-centered Monkhorst–Pack 

k-point meshes141 of 3 × 3 × 1. 

2.1.5 Charge calculations 

Partial charges are calculated from the converged structures using the DDEC6 atomic 

population analysis method121 . 

2.2 Classical Molecular Dynamics simulations 

Two sets of Classical Molecular Dynamics (MD) simulations settings are used depending 

on the system. For the systems in Section 3 the Section 2.2.1 settings apply and for the 

systems in Section 5 the Section 2.2.2 settings apply. 

2.2.1 LAMMPS 

Molecular Dynamics (MD) simulations are performed with the Large-scale Atomic/Molecular 

Massively Parallel Simulator (LAMMPS)159 . All MD simulations are carried out at 300 K. In 

all MD simulations, H2O molecules are allowed to move, while positions of surface, catalyst 

and adsorbate atoms are held fixed. Following addition of H2O molecules using MCPliQ19 , 

an initial geometry relaxation is performed to refine the initial water configuration and then 

the simulation of interest is carried out. 

NVT simulations used to generate water molecule configurations 

NVT simulations are carried out to obtain configurations of H2O molecules for calculating 

∆EDFT 
int , ∆EMD 

int , the sizes of the cavities created by the adsorbates, and the average number 

of hydrogen bonds formed between H2O molecules and the adsorbates. In all these simula-

tions, temperature is maintained with the Nose–Hoover thermostat147;89 , a 1 fs time step is 
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employed, and the first 5 ns of the simulation are used for system equilibration. Production 

runs and sampling frequencies for the various quantities are as follows. Production runs for 

generating configurations of H2O molecules used to calculate ∆EDFT 
int int are 3 ns long, and 

configurations are sampled every 0.3 ns (resulting in a total of 10 configurations). As 0.3 

ns is significantly longer than hydrogen bond lifetimes of oxygenate species18 , this sampling 

frequency ensures that these 10 configurations are uncorrelated. The ensemble average for 

∆EDFT 
int int is then calculated by evaluating Equation 2. 

Production runs for generating configurations of H2O molecules used to calculate ∆EMD 
int 

are 5 ns long, and configurations are sampled every 0.001 ns. The ensemble average is 

obtained by computing the average energy of interaction between the H2O molecules and 

the adsorbate. Production runs for generating configurations of H2O molecules for computing 

adsorbate cavity sizes are 9 ns long, and configurations are sampled every 0.01 ns. The cavity 

size is approximated as the number of equivalent H2O molecules that are displaced by the 

adsorbate. Hence, the ensemble average is taken as the average number of water molecules 

within 12 Å of the surface when the adsorbate is not present (calculated from the density of 

water in that region) minus the average number of water molecules within 12 Å of the surface 

when the adsorbate is present. Finally, production runs for generating configurations of H2O 

molecules used to calculate the average number of hydrogen bonds between H2O molecules 

and adsorbates are 9 ns long, and configurations are sampled every 0.3 ns. The ensemble 

average is calculated by averaging the number of H2O molecules that fit geometric criteria 

for hydrogen bonding131 , i.e., the OH2O-OAdsorbate distance ≤ 3.5 Å and either the OH2O-

OAdsorbate-HAdsorbate or OH2O-OAdsorbate HH2O angle ≤ 30. Using this criterion, both hydrogen 

bond donors and acceptors are counted. 
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Force fields and parameters for platinum/alumina systems 

Following our prior publication220 , interactions between H2O molecules and catalyst and 

adsorbate atoms are calculated using Lennard-Jones plus Coulomb potentials, where the 

long-range Coulombic interactions are captured using the Particle Particle Particle Mesh 

(PPPM) method23 . Lennard-Jones parameters for adsorbate atoms are taken from the 

OPLS-AA40 force field. Lennard-Jones parameters for Pt atoms are obtained using a modi-

fied version of the United Force Field (UFF)168 (see below). Lennard-Jones parameters for 

the Al2O3-H2O interaction are taken from a force field parameterized from DFT data by 

Ciacchi et al119 . This force field was shown to produce water structures in agreement with 

DFT when coupled with the TIP3P water model119; hence, Lennard-Jones parameters for 

H2O molecules are taken from the TIP3P/CHARMM132 water model. Arithmetic mixing 

rules are used for H2O-H2O and H2O-Pt interactions, while the remaining interactions em-

ploy geometric mixing rules. It has been shown that calculated enthalpies, entropies, and 

free energies of hydration are sensitive to the water model that is employed186;85 . In the MSS 

method, energies of solvation are computed with DFT. Hence, the water model is more likely 

to influence entropies of solvation. We find that the choice of water model gives a maximum 

0.2 meV/K difference in the calculated entropies of hydration. At 300 K, this results in a 

0.05 eV uncertainty in the free energy of hydration. Further, we previously showed that free 

energies of solvation for constituents of sugar alcohols and ammonia on Pt(111) calculated 

using the MSS method where the MD simulations employed the TIP3P/CHARMM water 

model were in excellent agreement with free energies of solvation calculated with implicit 

solvation for adsorbates that do not form strong hydrogen bonds with H2O (i.e., which can 

be appropriately modeled with implicit solvation220). These results suggest that the water 

model has a minor influence on the calculated solvation thermodynamics for the species 
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studied herein; however, the influence likely becomes more dramatic as the hydration energy 

becomes stronger. 

Free energy perturbation calculations 

∆FMD 
sol are calculated using the methods of Free Energy Perturbation (FEP) and ther-

modynamic integration, following ref.198;112;161;75 and our prior work220 . In these methods, 

a solute is “grown” in a solvent over the course of a NVT simulation by gradually “turning 

on” the interaction between solvent and solute. A thermodynamic integration is performed 

on the energy of the system to compute ∆FMD 
sol . In this work, the general strategy is that the 

solute is the adsorbate, and the solvent is H2O. During the FEP simulations, Leonard-Jones 

parameters and Coulomb charges are scaled (with coupling parameter λ) for the adsorbate. 

The Pt particle and Al2O3 slab are not scaled. Rationale for this modeling choice is dis-

cussed in Supporting Information of Ref25 . Scaling is performed in 50 steps, following the 

suggestion of Chipot161 . For each step, an NVT simulation is performed for 300 ps, which 

yields a total simulation time of 15 ns (including separate scaling of the Lennard-Jones and 

Coulomb contributions to the energy161). 

2.2.2 GROMACS 

Simulation settings 

Molecular Dynamics (MD) simulations were carried out using the GROMACS package189 

version 2020.5. The CHARMM force field was selected to model the ligand and ions36 . 

Water molecules were treated with the SPC/E force field model188 . A simulation box with 

5 × 5 × 5 nm3 dimensions was used, giving a distance between neighboring ligands around 

3.2 nm. Simulations used a leap-frog stochastic dynamics integrator66; and were carried 

out at 1 bar and 300K using the Berendsen thermostat and Parrinello–Rahman barostat 

respectively15;149 . Particle Mesh Ewald41;48 was used for long-range nonbonded electrostatic 
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interactions. Van der Waals interactions were treated with a cut-off with a pair list radius 

of 2.0 nm and a cut-off distance of 1.2 nm. Systems with a net non-zero net charge are 

simulated with a homogeneous background counter charge91;200 . 

Equilibration 

Prior to the free energy calculations and enthalpy estimation, a pre-equilibration for the 

structures with the ligand is performed. This consists of an energy minimization step, 100 ps 

of an NVT run, an initial 50 ps of an NPT run, and a longer 5 ns run at an NPT ensemble, 

all of this with a 1 fs of time step. Equilibration and convergence are confirmed via the 

radius of gyration and the total energy, an example of the convergence of the gyration and 

the total energy is provided in Figure 2.1. The convergence of the equilibration run can be 

verified with a value close to zero on the slope monitored variable (the radius of gyration or 

the total energy) versus time, as indicative of stationarity. 
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Figure 2.1: Convergence verification in the equilibration run of Pr in the bound state. a) 
Radius of gyration. b) Total energy. The slopes between the monitored variable versus time 
are shown in the plot legends. A value close to zero is taken as indicative of stationarity of 
the time series and equilibration convergence. 

Free energy calculations 

Free energy calculations are calculated using the free energy perturbation method28;161;203 . 

In this approach, a coupling parameter (λ) turns off the pair interactions between the ion and 

the rest of the system for the Coulombic and van der Waals components. This calculation 

involves sampling between linearly spaced states between the initial and final states, using 

20 windows with a sampling of 0.5 ns in each window and softcore potentials16 for the 

Coulombic and van der Waals components. The Bennett Acceptance Ratio14 method is 

used for the calculation of the free energy differences. 
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For each window (with its respective λ state) a pre-equilibration process for the free 

energy calculation is performed as follows. First, an energy minimization step using the 

steepest descent algorithm189 is performed. An NVT equilibration run for 50 ps followed by 

an NPT equilibration for 50 ps both with a time step of 1 fs are then performed. Finally, a 

production sampling on an NPT run for 50 ps, both with a time step of 1 fs are performed. 

Estimation of the enthalpic component 

The estimation of the enthalpic component is more demanding in terms of the sampling 

error compared to the free energy. The reason for this lies in the fact that average total 

energies tend to be large, and roughly proportional to the number of particles in the system. 

Hence, the estimation of even a small quantity, from the difference between two independently 

measured large numbers is less reliable than the estimation of the free energy198 . For this 

reason, the estimation of the enthalpic component for the free energy decomposition (i.e. 

enthalpy and entropy components) requires longer simulations137 . For these reasons, the 

sampling dedicated to the enthalpic component is longer and exhibits more sampling error. 

The estimation of the enthapic component as described in Section 5.2.1 is performed as the 

energy difference between the bound and the unbound state of the ion as follows: 

∆H = ⟨Eλ=0⟩ − ⟨Eλ=1⟩ (2.1) 

Where ∆H is the enthalpic component of step 5.2 or step 5.3 (see Section 5.2.1), ⟨Eλ=0⟩ 

is the average total energy with the ion in the bound state, and ⟨Eλ=1⟩ is the average total 

energy with the ion in the unbound state. These two later quantities are calculated after the 

free energy calculations, specifically from the structures in the bound and unbound state. 

The ensemble average of these two quantities is performed as a longer NPT run for 20 ns at 

a time step of 2 fs running time and following the settings of the previous section 2.2.2. 
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Chapter 3: Differences in solvation thermodynamics of oxygenates 

at platinum/alumina perimeter versus platinum terrace sites 

3.1 Introduction 

The solvent interacts differently at the terrace and perimeter sites due to differences in 

the nature of the interfaces, and how these differences influence the APR is still unknown. 

In this work, we begin to fill this knowledge gap by computing free energies of solvation of 

APR intermediates on Pt/Al2O3 catalysts. We specifically investigate differences in solvation 

thermodynamics for intermediates in the pathway for methanol decomposition on Pt(111) 

and Pt/Al2O3 slabs, which serve as models for terrace and perimeter sites, respectively. 

Solvation thermodynamics are calculated under explicit liquid water using our previously 

developed method of multiscale sampling (MSS)19 , which combines density functional the-

ory (DFT) with classical molecular dynamics (MD). The MSS method is used to compute 

energies (∆EDFT
int ), entropies (∆SMD 

int ), and free energies (∆FMSS 
solv ) of solvation of CH3OH∗, 

CH2OH∗, CHOH∗, COH∗, CH3O∗, CH2O∗, CHO∗, and CO∗ adsorbates (∗’ed species indi-

cate that they are adsorbed to the catalyst). Solvation thermodynamics of H∗ and H2O∗ are 

additionally computed for completeness. We find that the strength of the water-adsorbate 

interaction has a strong influence on adsorbate solvation thermodynamics in terrace and 

perimeter sites, but solvation entropy contributes more significantly to the solvation free 
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energy in perimeter sites due to the greater work needed to create cavities in the solvent 

structure at these more hydrophilic interfaces. 

3.2 Methods 

3.2.1 Solvation free energies 

Solvation free energies are calculated using a combination of DFT and MD, following our 

prior work220: 

∆F MSS 
solv = ∆E DFT 

int − T∆S MD 
int (3.1) 

where ∆FMSS 
solv is the Helmholtz free energy of solvation calculated with Multi Scale Sam-

pling (MSS)220 , ∆EDFT 
int is the water-adsorbate interaction energy calculated with DFT, and

∆SMD 
int is the water-adsorbate interaction entropy calculated with MD. A flow diagram illus-

trating how ∆FMSS 
solv , ∆EDFT 

int , and ∆SMD 
int are calculated is provided in Figure 3.1.
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Figure 3.1: Flow diagram for the multiscale sampling method. NOTE: The related text 
sections shown in the green text can be found in Ref.25 
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A description of the procedure is as follows. Following construction of the Pt/Al2O3 models, 

adsorbates are added to the supercells and their geometries are optimized in DFT using ini-

tial guesses based on those published previously by our group211 . H2O molecules are then 

added to the supercell using the MCPliQ code19 . Configurations of H2O molecules are then 

obtained in the canonical (NVT) ensemble in MD. A tractable number of configurations is 

then sampled and used to compute ∆EDFT 
int following our prior work19;220 . 

∆E DFT 
int = ⟨(Eliq 

Pt/Al2O3+adsorbate − Evaq 
Pt/Al2O3+adsorbate) − (Eliq 

Pt/Al2O3 
− Evac 

Pt/Al2O3 
)⟩ (3.2) 

where Eliq 
Pt/Al2O3+adsorbate is the electronic energy (calculated with DFT) of the Pt/Al2O3

model with the adsorbate under liquid water, Evaq 
Pt/Al2O3+adsorbate is the electronic energy of 

the Pt/Al2O3 model with the adsorbate in vacuum, Eliq 
Pt/Al2O3 

is the electronic energy of the 

Pt/Al2O3 model under the same liquid water structure as for Eliq 
Pt/Al2O3+adsorbate but with the 

adsorbate removed, and Evac
Pt/Al2O3 

is the electronic energy of the Pt/Al2O3 model without 

the adsorbate in vacuum. 

T∆SMD 
int is calculated from two separate MD simulations, following our previous publica-

tions220;49: 

T∆S MD 
int = ∆E MD 

int − ∆F MD 
sol (3.3) 

where ∆EMD 
int is the average energy of interaction between the H2O molecules and the 

adsorbate over an NVT trajectory, and ∆FMD 
sol is the Helmholtz free energy of solvation of 

the adsorbate, calculated using the method of free energy perturbation (FEP) in MD. Values 

used to compute T∆SMD 
int are provided in Supporting Information25 Table S12. 

Values of ∆FMSS 
solv are compared with the analogous values calculated with implicit solva-

tion in Supporting Information25 Table S13. 
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3.3 Results 

Calculated structures of adsorbates at the Pt/Al2O3 perimeter sites are shown in Figure 

3.2. With the exceptions of CO∗, COH∗, and H∗, methanol and its derivatives bind O-down 

to Al ions. Adsorbates with non-fully saturated methyl groups additionally bind to the Pt 

cluster211 . 

Figure 3.2: Calculated adsorbate geometries in Pt/Al2O3 perimeter sites. a) CH3OH∗ b) 
CH3O∗ c) CH2OH∗ d) CH2O∗ e) CHOH∗ f) CHO∗ g) COH∗ h) CO∗ i) H∗ j) H2O∗. Pt = 
gray, O = red, C = brown, H = pink. 
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Calculated energies, entropies, and free energies of solvation for these adsorbates are 

presented in Figure 3.3; entropies are presented as T∆SMD 
int to illustrate the extent to which 

they contribute to ∆FMSS 
solv . All adsorbates exhibit negative energies of solvation (except for 

H∗, which exhibits a slightly positive ∆EDFT 
int that is ∼0). All adsorbates also exhibit negative 

entropies of solvation, in line with our prior work220 . Free energies of solvation are positive for 

all adsorbates except H2O∗, due to T∆SMD 
int being more negative than ∆EDFT 

int . Specifically, 

alcohol adsorbates except for COH∗ (i.e., CH3OH∗, CH2OH∗, and, CHOH∗) have ∆FMSS 
solv ∼0 

due to having T∆SMD 
int that directly compensate ∆EDFT 

int , whereas aldehyde/CO∗ adsorbates 

except for CH2O∗ (i.e., CH3O∗, CHO∗, and CO∗) have non-negligible ∆FMSS 
solv that are more 

positive than the corresponding alcohol adsorbates due to having large negative values of 

T∆SMD 
int . This trend of entropy of solvation compensating energy of solvation agrees with 

prior literature, which shows that energy and entropy of solvation are related13;114;46 since 

the higher interaction between the solute and solvent increases the energy but at the same 

time restricts the motions of the solvent molecules, which leads to an entropy penalty182;46 . 

Hence, entropies of solvation generally counteract energies of solvation. 

Figure 3.3: Calculated energies (gray bars and text), entropies (black bars and text), and 
free energies (white bars and black text) of solvation for methanol decomposition products 
on Pt/Al2O3 perimeter sites. 
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Calculated solvation thermodynamics are compared with the analogous values calculated 

on Pt(111) in Figure 3.4. In general, ∆FMSS 
solv are more negative on Pt(111) than on Pt/Al2O3. 

For alcohol adsorbates with the exception of CHOH∗ (i.e., CH3OH∗, CH2OH∗, and COH∗), 

this is because ∆EDFT 
int on Pt(111) are large and negative and outweigh T∆SMD 

int , whereas on 

Pt/Al2 O3, ∆EDFT 
int are smaller and nearly equal to T∆SMD 

int . For aldehyde/CO* adsorbates 

(CH3O∗, CH2O∗, CHO∗, and CO∗), T∆SMD 
int outweigh ∆EDFT 

int on Pt(111) and Pt/Al2O3, 

with the effect being more pronounced on Pt/Al2O3. In fact, both ∆EDFT 
int and T∆SMD 

int are 

more negative for aldehyde/CO* adsorbates on Pt/Al2O3 than on Pt(111). 

Figure 3.4: Comparison of solvation thermodynamics for terrace and perimeter sites Calcu-
lated entropies (top), energies (middle), and free energies (bottom) of solvation for methanol 
decomposition products on Pt/Al2O3 perimeter sites (black) versus Pt(111) terrace sites 
(gray). 

Figure 3.4 shows that entropies of solvation contribute more to free energies of solvation 

on Pt/Al2O3 than on Pt(111). To explore this further, Figure 3.5 plots T∆SMD 
int vs. ∆EDFT 

int 

for methanol decomposition intermediates on Pt/Al2O3 (filled black triangles) along with 

the analogous values for 90 C1-C3 oxygenate species on Pt(111) (open gray circles; taken 

from ref.221). Best fit lines are also included for both datasets. On Pt(111), the slope of 
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T∆SMD 
int versus ∆EDFT 

int is 0.50, which agrees with prior literature46;179 as well as homogeneous 

solution theory94 . The larger slope of 0.66 for Pt/Al2O3 suggests that T∆SMD 
int contributes 

more significantly to ∆FMSS 
solv . Values of T∆SMD 

int are well correlated to values of ∆EDFT 
int 

on Pt(111) (R2 = 0.91), indicating that the energy to entropy compensation13;46 trend is 

preserved on this interface (this is true even when the sample size for Pt(111) is smaller; 

see Figure S22 in the Supporting Information of Ref25). In contrast, T∆SMD 
int are less well 

correlated to ∆EDFT 
int on Pt/Al2O3 (R

2 = 0.62), suggesting that other phenomena contribute 

to solvation enthalpies on Pt/Al2O3. 

Figure 3.5: T∆SMD 
int plotted against ∆EDFT 

int for adsorbates in Pt/Al2 O3 perimeter sites 
(filled black triangles) and Pt(111) terrace (open gray circles). 

3.4 Discussion 

The difference in relationship between T∆SMD 
int and ∆EDFT 

int on Pt/Al2 O3 versus Pt(111)

is caused by differences in properties for these two interfaces. Specifically, Pt(111) is less 
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hydrophilic (exhibiting a H2O molecule binding energy of 0.33 eV156 versus 1.14 eV167 for 

Al2O3), so solvation phenomena are largely controlled by the adsorbates themselves, resulting 

in the strong correlation between T∆SMD 
int and ∆EDFT 

int . In contrast, Al2O3 is hydrophilic208 , 

and the weaker correlation between T∆SMD 
int and ∆EDFT 

int suggests that other phenomena in 

addition to the strength of the adsorbate-H2O bond, particularly the H2O interaction with 

the Al2O3 interface, contribute to T∆SMD 
int . 

To improve the understanding about solvation thermodynamics on Pt/Al2O3, we sought 

to identify the phenomena that influence T∆SMD 
int on this interface. We showed in prior 

work220 that T∆SMD 
int on Pt(111) is related to loss of mobility/increase in “order” of H2O 

molecules that form strong hydrogen bonds with adsorbates220 (since hydrogen bonds hold 

the H2O molecules in specific orientations with respect to the adsorbate and hence surface). 

Figure 3.6 shows that hydrogen bond formation either remains for the most part the same on 

Pt/Al2O3 (alcohol adsorbates except for CH3OH∗) or increases (aldehyde/CO∗ adsorbates 

except for CHO∗) compared to Pt(111). Applying the same rationale from our prior work220 , 

it is reasonable, then, that T∆SMD 
int contributes more significantly to ∆FMSS 

solv on Pt/Al2O3 

than on Pt(111). However, if this were the only contribution to T∆SMD 
int , we would expect 

better correlation between T∆SMD 
int and ∆EDFT 

int , as on Pt(111). We hence investigated other 

phenomena that could contribute to T∆SMD 
int on Pt/Al2O3. 
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Figure 3.6: Comparison of hydrogen bond formation for adsorbates in Pt/Al2O3 perimeter 
sites (black bars) and Pt(111) terrace sites (gray bars). 

We specifically investigated phenomena related to the hydrophilicity of the Al2O3 surface, 

including the H2O molecule packing (see Figures S18 and S21 of Supporting Information from 

Ref25.) and solvent compressibility. The solvent compressibility was particularly insightful. 

The higher hydrophilicity of Al2O3 leads to a lower compressibility of the interfacial H2O 

molecules (see Table S15 of Supporting Information from Ref.25 ), which means that more 

work is required to create a cavity in the solvent62;13 , i.e., to accommodate adsorbates, on 

Pt/Al2O3 compared to Pt(111). One way to quantify cavity size is by the number of H2O 

molecules that are displaced by the adsorbate. Figure 3.7 plots T∆SMD 
int versus the number of 

displaced H2O molecules for adsorbates on Pt/Al2O3 and Pt(111). On Pt/Al2O3, these two 

values are correlated (R2 = 0.63), with adsorbates that exhibit larger cavities also exhibiting 

more negative values of T∆SMD 
int (as with the strength of the adsorbate-H2O interaction, 

the R2 value of 0.63 suggests that other phenomena in addition to cavity size contribute to 

T∆SMD
int ). In contrast, there is no correlation between cavity size and T∆SMD 

int for adsorbates 

on Pt(111) (R2 ∼ 0). These results suggest that there is a higher entropy penalty associated 

with cavity formation124;60 on Pt/Al2O3 than on Pt(111). This entropy penalty decreases 

(makes more negative) the entropies of solvation on Pt/Al2O3. Furthermore, since this effect 
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is related more to the water-surface interaction rather than the water-adsorbate interaction 

(∆EDFT 
int ), it detracts from the correlation between ∆EDFT 

int and T∆SMD 
int , resulting in a lower 

R2 value than on Pt(111). In other words, the strength of the water-adsorbate interaction 

determines the entropy of solvation on Pt(111), whereas both the strength of the water-

adsorbate interaction and the cavity size determine the entropy of solvation on Pt/Al2O3. 

Figure 3.7: T∆SMD 
int versus number of displaced H2O molecules for adsorbates in Pt/Al2O3 

perimeter sites (filled black triangles) and Pt(111) terrace sites (open gray circles). 

3.5 Conclusion 

These findings suggest that solvation thermodynamics on the terrace versus perimeter 

sites on Pt catalysts supported on Al2O3 are different. Specifically, while the solvation 

thermodynamics in Pt terrace sites depend almost entirely on the adsorbate and the strength 

of the hydrogen bonds that it forms with liquid H2O molecules, interfacial properties have 

a strong influence on solvation thermodynamics of adsorbates in Pt/Al2O3 perimeter sites 

due to the higher interfacial hydrophilicity. This study illustrates how interfacial properties 

influence the solvation thermodynamics of adsorbed species and the significant role that 

entropy can play in the solvation thermodynamics of adsorbed species. The insight provided 

herein will help expand intuition about solvation thermodynamics of interfacial species, which 

will be helpful in catalysis and other fields. 
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Chapter 4: Active sites and mechanism of aqueous phase 

methanol dehydrogenation on platinum/alumina catalysts from 

multiscale modeling, microkinetic modeling, and operando 

spectroscopy 

4.1 Introduction 

There are multiple outstanding knowledge gaps about the mechanism of methanol APR. 

Towards the goal of closing these knowledge gaps, our objective in this work is to clarify 

the active sites and mechanism for methanol dehydrogenation on Pt/Al2O3 catalysts. To do 

this, we use a combination of multiscale simulations18;220;211;25 , microkinetic modeling, and 

Fourier transform infrared spectroscopy (FTIR)78 . We show that the active sites for CH3OH 

dehydrogenation are on the terraces of large Pt particles and that sites at the Pt/Al2O3 

perimeter are inactive. This is because strongly bound H2O∗ molecules inhibit CH3OH∗ 

molecules from binding at the Pt/Al2O3 perimeter. Further, these H2O∗ molecules protonate 

CHxO∗ species at the Pt/Al2O3 perimeter, hence pushing the reaction in reverse. These 

effects do not occur on Pt terrace sites, and hence, the rate is only minorly affected by the 

aqueous phase. Interestingly, the mechanism on terrace sites is significantly impacted by the 

water solvent. Specifically, liquid H2O molecules promote significant stabilization of CH2OH∗ 

and COH∗ species, which forces the mechanism through a COH – H2O∗ intermediate that 

alters the equilibrium between COH∗ and CO∗. 
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4.2 Methodology 

4.2.1 Models 

Making comparisons between experiments and theory requires constructing models that 

can be used along with experimental observations to explain the observed behavior. To 

complement this work, our collaborators78 performed FTIR experiments on both “large” and 

“small” Pt particles, which have average particle sizes of 4.6 nm and 1.0 nm, respectively. 

Both particle sizes comprise sites on Pt terraces as well as at the Pt/Al2O3 perimeter (Figure 

4.1). However, the larger Pt particles will have a greater fraction of terrace sites whereas 

the smaller Pt particles will have a greater fraction of perimeter sites. Hence, differences in 

activity between the two particle sizes, along with insights from modeling, can be used as 

a probe of the relative activity on terrace versus perimeter sites. Following prior work211;25 , 

we use a Pt(111) slab to model terrace sites and a Pt cluster anchored to an Al2O3 slab 

to model Pt/Al2O3 perimeter sites. While this choice of models is a simplification of real 

nanometer-sized Pt particles on Al2O3, it allows for studying the extent to which interactions 

with the support affect the reaction path of methanol on Pt. 
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Figure 4.1: Pt/Al2O3 site models. a) Cartoon representation of a supported Pt catalyst. 
b) Terrace site model. c) Perimeter site model. 

4.2.2 Microkinetic Modeling 

Microkinetic modeling is carried out using the MKMCXX software55;54;53 . The operation 

temperature is set to 500 K. The bulk phase concentration of CH3OH is set to 10%. In 

gas phase models, an inert N2 (g) gas comprises the remaining 90%, while water comprises 

the remaining 90% in aqueous phase models. The pressure is set to 1 bar in all models 

and remains constant over the simulation. In practice, APR is carried out near the vapor 

pressure of water at the reaction temperature, to maintain condensed phase conditions. In 

our modeling, condensed phase conditions are maintained using multiscale modeling with 

explicit liquid water25 . Hence, the sole function of the pressure is to compute gas phase 
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collision frequencies for adsorption/desorption reactions. How these are modeled is discussed 

below. Microkinetic models are run until the changes in the fractional coverages of all of 

the reaction intermediates between successive iterations are less than 10−12 ML (108 s for 

terrace sites and 1010 s for perimeter sites). The degree of rate control (DRC) is calculated 

using the MKMCXX software55;53 , which follows the method of Campbell and coworkers24 . 

4.2.3 Possible Reaction Steps 

The following elementary steps are considered in the microkinetic models: 

CH3OH + ∗ ⇀↽ CH3OH∗ (4.1) 

H2O+ ∗ ⇀↽ H2O∗ (4.2) 

CH3OH∗ + ∗ ⇀↽ CH2OH∗ + H∗ (4.3) 

CH2OH∗ + ∗ ⇀↽ CHOH∗ + H∗ (4.4) 

CHOH∗ + ∗ ⇀↽ COH∗ + H∗ (4.5) 

COH∗ + ∗ ⇀↽ CO∗ + H∗ (4.6) 

COH∗ + H2O ⇀↽ COH−H2O∗ (4.7) 

COH−H2O∗ + ∗ → CO∗ + H∗ + H2O (4.8) 

CH3OH∗ + ∗ ⇀↽ CH3O∗ + H∗ (4.9) 

CH3O∗ + ∗ ⇀↽ CH2O∗ + H∗ (4.10) 

CH2O∗ + ∗ ⇀↽ CHO∗ + H∗ (4.11) 

CHO∗ + ∗ ⇀↽ CO∗ + H∗ (4.12) 

CH2OH∗ + ∗ ⇀↽ CH2O∗ + H∗ (4.13) 

CHOH∗ + ∗ ⇀↽ CHO∗ + H∗ (4.14) 
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CO∗ ⇀↽ CO + ∗ (4.15) 

H∗ ⇀↽ 
1 
2 
H2 + ∗ (4.16) 

where “∗ ” is an adsorption site and “∗ ’ed” species are adsorbed to the catalyst. Structures 

of adsorbed species can be found in Supporting Information37 Section 3. Steps 4.1-4.16 are 

chosen based on prior work by López59 , Mavrikakis101 , Neurock45 , Asthagiri145 , Janik97 , 

Zhou and Li225 , and our group18;211 . Of the steps listed, those involving H2O (e.g., rxn 4.2)

are not included in gas phase microkinetic models. Further, H2O adsorption is not included 

in the aqueous phase terrace site model because the binding energy of H2O is significantly 

weaker than for CH3OH on Pt(111)167;155 . Finally, H2O-catalyzed COH∗ dehydrogenation 

(rxns 4.7 and 4.8) is not included in the aqueous phase perimeter site model, since by 

inspection (see Supporting Information37 Figure 10g) the O – H bond on COH∗ in perimeter 

sites is inaccessible to H2O. (We additionally show below that COH∗ does not form on 

perimeter sites, so the reaction is irrelevant anyways.) 

In addition to steps 4.1-4.16, we investigate reactions where H2O∗ donates a proton to a 

partially dehydrogenated species and converts to OH∗ (e.g., CH2O∗ + H2O∗ ⇀↽ CH2OH∗ + 

OH∗ ; see Supporting Information37 Section 1.3). We find that this type of reaction is 

unfavorable at terrace sites; however, some such reactions are feasible at perimeter sites. 

Effects of these steps on the mechanism and rate are discussed below and in Supporting 

Information37 Section 1.3. 

C – O cleavage and hydrogenolysis reactions are not included in our models since they are 

thermodynamically113 and kinetically unfavorable,68;45 respectively. The Boudard reaction56 

(2CO∗ −→ CO2∗ + C∗ ) is not included since activity is suppressed below 673 K109 (while 

APR is carried out ∼ 500 K). Finally, any step 4.1-4.16 with calculated free energy (see 

Table 4.1) more positive than 0.30 eV is not included in microkinetic modeling. 
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4.2.4 Rate Constants 

Rate constants for surface reactions are calculated using the equations: 

kfw = Afw exp 

 
−∆Fact,fw 

kB · T 

 

(4.17) 

kbw = kfw/Keq (4.18) 

K eq = exp 

 
−∆Frxn 

kB · T 

 

(4.19) 

where “fw” denotes the forward reaction, “bw” denotes the backward reaction, A is the 

pre-exponential term, F is the calculated free energy, kB is Boltzmann’s constant, and T is 

the reaction temperature. Afw and Abw are set equal to 1013 s−1 · site−1 for all reactions187 

except the forward reaction of step 4.7 and the backward reaction of step 4.8, which both 

involve a liquid H2O molecule. Values of A for these reactions are set as follows. Afw,7 

is set equal to 1.43 × 1010 s−1 · site−1 , which is the value calculated in our prior work18 . 

Fact,fw,7 and Fact,fw,8 are set to zero, also following our prior work18 , since step 4.7 simply 

involves forming a hydrogen bond between COH∗ and a liquid H2O molecule, and step 4.8 

involves proton transfer through a hydrogen bond145;227;97 . Then, Abw,8 is solved for to 

maintain thermodynamic consistency between steps 4.6, 4.7 and 4.8. Doing this, Abw,8 

equals 2.25 × 109 s−1 · site−1 . 

Rate constants for adsorption and desorption are simulated using the Hertz-Knudsen 

(HK) model53 , which computes Afw as the number of collisions per unit time that an ideal gas 

molecule has with a featureless surface and assumes that ∆Fact,fw = 0 and ∆Fact,bw = −∆Fads 

for exergonic adsorption. We have previously shown that such models give adsorption rates 

for methanol that are several orders of magnitude smaller (depending on the concentration) 

than the adsorption rate in liquid systems and proposed an alternate method for quantifying 

the adsorption rate in liquid systems222 . We found that using this alternate method does not 

significantly influence the results of this work (see Supporting Information37 Section 1.8). We 

41 



hence use the HK model for all adsorption/desorption reactions for simplicity. Additionally, 

we neglect solvation contributions to ∆Fact,bw for steps 4.15 and 4.16. This is done so 

as not to convolute differences in the simulated CH3OH dehydrogenation rates between 

gas and aqueous phases with the free energies of solvation of CO∗ and H∗. Specifically, 

we find that water solvent destabilizes CO∗ by 0.14 eV on terrace sites and 0.26 eV on 

perimeter sites and H∗ by 0.03 eV on terrace sites and 0.11 eV on perimeter sites (see 

Table 4.1). While the destabilization of H∗ has minimal influence on the simulated rate 

of methanol dehydrogenation (see Supporting Information37 Section 1.9), destabilization of 

CO∗ increases the rate by up to 3 orders of magnitude (see Supporting Information37 Section 

1.5). FTIR experiments did not consider CO∗ desorption or conversion by another means, 

such as WGS78 , so accounting for destabilization in microkinetic modeling would cloud our 

ability to identify the roles of water solvent observed experimentally. 

4.2.5 Site Balance 

Sites are counted as follows. On Pt(111), a site can be considered to be a single Pt atom 

(or the surface area occupied by a single Pt atom). Analysis of adsorbate geometries in 

perimeter sites indicates that defining a perimeter site is more complicated. This is because 

some species (e.g., CH2OH∗) bind to both Pt and Al, others (e.g., CH3OH∗, H2O∗) bind to 

Al and “block” the proximal Pt atom from most – but not all – species, and others (e.g., 

H∗) only bind to Pt and do not block the proximal Al atom at all. This is important, 

since in the second and third cases, two species could potentially occupy the same “site,” 

depending on how a site is defined. Based on the reaction steps presented above and the 

adsorbate geometries presented in Supporting Information37 Figure 10, this could occur when 

1) CH3OH or H2O adsorbs to an Al atom simultaneously with H∗, and 2) H2O adsorbs to 

an Al atom simultaneously with CO∗. Accounting for this would require writing a multisite 
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microkinetic model where Pt and Al atoms are counted separately. To our knowledge, this 

capability does not exist in the MKMCXX code. Hence, we tested the two scenarios as 

follows. To model scenario 1), we wrote a model where H∗ does not exist and instead 

directly desorbs as 1
2 H2. For example, instead of CH3OH∗ + ∗ ⇀↽ CH2OH∗ + H∗, rxn 4.3 

was written as CH3OH∗ ⇀ ↽ CH2 OH∗ + 1 
2 H2. We found this choice has no noticeable impact 

on the mechanism and impacts the rate by less than an order of magnitude. Further details 

are provided in Supporting Information37 Section 1.2. To model scenario 2), we eliminated 

rxn 4.2 from the microkinetic model and instead bundled the free energy of H2O adsorption 

into step 4.12. We found that this choice has no noticeable impact on the mechanism or 

rate. Further details are provided in Supporting Information37 Sections 1.1. Given the lack 

of influence of scenarios 1) and 2) on the results, we define one perimeter site as the grouping 

of Pt atoms plus the proximal Al atom at the Pt/Al2O3 perimeter. 

4.2.6 Free Energies 

Species free energies (Fi) are set as follows. Free energies of gas phase species (F gas
i ) 

are set equal to the electronic energies calculated using density functional theory (DFT; i.e., 

the zero point energy and thermal contributions are neglected). Free energies of reaction 

(∆F gas
rxn ) and activation in gas phase (∆F gas act,fw) are then calculated as: 

∆F gas rxn or act,fw = 

 
products or TS 

F gas i 

 

− 

 
reactants 

F gas i 

 

(4.20) 

This equation is written using sums since ∆F gas 
rxn can involve multiple reactant and product 

species (e.g., rxn 4.8 has 2 reactant species and 3 product species); however, we note that 

∆F gas act,fw always involves only 1 TS and 1 reactant species. In general, ∆F gas 
rxn and ∆F gas

act,fw 

used in this work are in good agreement with values calculated previously59;211; microkinetic 

modeling results using previously reported values on terrace sites in gas phase are provided in 
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Supporting Information37 Section 1.1 for comparison. Free energies of reaction and activation 

in the aqueous (aq) phase are computed by adding the change in the free energy of solvation, 

∆∆F solv 
rxn or act,fw 

∆Faq 
rxn or act,fw = ∆Fgas 

rxn or act,fw + ∆∆F solv 
rxn or act,fw (4.21) 

where 

∆∆F solv 
rxn or act,fw = 

 
products or TS 

∆F solv 
i 

 

− 

 
reactants 

∆F solv 
i 

 

(4.22) 

and ∆Fsolv 
i are the calculated free energies of solvation for the different reaction intermediates 

and TSs. Exceptions are steps 4.7 and 4.8; ∆Fsolv 
rxn for these reactions are estimated as

discussed above. 

4.2.7 Solvation Thermodynamics 

∆Fsolv 
i for reaction intermediates are taken from Chapter 3. The estimated values of 

∆Hsolv 
i and T∆Ssolv 

i are at 300 K. The values of T∆Ssolv 
i are scaled to 500 K, a typical 

reaction temperature for the APR, by multiplying this quantity of a factor of 5/3. Solvation 

thermodynamics for transition states (TSs) are estimated according to a method proposed 

in the Supporting Information of Ref25 . Briefly, we found that values of ∆F solv 
i are linearly 

correlated to the DFT-calculated partial charges on the oxygen atoms in the alkoxy groups 

of aldehyde species and the oxygen and hydrogen atoms in the hydroxyl groups of alcohol 

species. We hence compute the partial charges of TS species using DFT and use them along 

with the correlation derived in prior work to determine ∆F solv 
i for TSs. Further details are 

provided in Supporting Information37 Section 2. Finally, ∆F solv for a free site ∗ is set to 0 

for all reactions. 
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Structural Models 

Structures needed to compute ∆F solv 
i for all TSs used in this work as well as ∆F gas i for 

the TSs for steps 4.3 and 4.13 on perimeter sites need to be calculated. These structures are 

calculated using periodic boundary condition DFT calculations using a 4-layer 4 Pt×4 Pt 

Pt(111) slab as a model for terrace sites and a Pt cluster anchored to an α-Al2O3(0001) slab 

as a model for perimeter sites, following our prior work 18;2;25 . Pt(111) slabs are modeled in 

supercells with lengths of a = b = 11.2 ˚ A and c = 26.8 ˚ A and angles of α = β = 90◦ and γ 

= 120 ◦ . Pt/Al2O3 perimeter sites are in supercells with lengths of a = b = 10.3 Å and c = 

32.7 ˚ A and angles of α = β = 90◦ and γ = 55.3 ◦ . These models are depicted in Supporting 

Information37 Figures S14 and S15. 

Pt particles used in our perimeter site models comprise 4 Pt atoms. We have previously 

shown that ∆F solvi is insensitive to the size of the Pt cluster used to model the Pt/Al2O3 

perimeter site.25 Specifically, we found the difference in ∆F solv 
i between the Pt4 cluster and 

a Pt48 cluster is below 0.10 eV, which is within the standard uncertainty of the modeling 

method used to compute ∆F solv 
i 

25 . However, the Pt cluster size could influence calculated

values of F gas i . Previous literature146;216 showed that binding energies and reaction energetics 

involved in the oxygen reduction reaction calculated using Pt4 clusters supported on graphene 

and Al2O3 are only minorly different when compared with 6–10 Pt atom clusters. Further, 

the binding energy of CO∗ on our Pt4/Al2O3 model is only 0.08 eV more negative than 

the value calculated by Koleva et al.104 using a Pt10/γ-Al2O3 model. We find that the 

binding energy of CO∗ is 0.24 eV more negative on Pt4/Al2O3 than on Pt(111). Since CO∗ 

desorption has the highest DRC (see Table 4.2), the result of this is that the simulated 

rate in gas phase is ∼2.5 orders of magnitude slower on our perimeter site models than 

on our terrace site models. However, this difference does not influence the main conclusion 

about perimeter sites made in this paper, i.e., that the active sites for aqueous phase CH3OH 
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dehydrogenation are on the Pt terraces and that sites at the Pt/Al2O3 perimeter are inactive 

due to H2O∗ molecules that bind strongly to Al atoms at the Pt/Al2O3 perimeter, hence 

blocking sites for CH3OH∗. These findings are discussed in detail below. 

4.2.8 Kinetics from experimental data 

The FTIR data is performed by our experimental collaborators and taken from a previous 

publication78 . Experiments were performed on a Pt/γ-Al2O3 catalyst in the presence and 

absence of H2O. Experiments done in the absence of H2O were performed under vacuum at 

150◦C and 0.5 mbar methanol. Experiments performed in the presence of H2O exposed the 

catalyst to 0.5 mbar H2O prior to exposure to methanol. Both experiments were carried out 

for up to 30 min and the CO stretching frequency was tracked. The integral of this frequency 

is proportional to the quantity of methanol consumed. Experimental reaction rates are hence 

calculated as the rate of change of the CO integral with respect to the reaction time. Rates 

reported herein are the maximum values for each dataset. 

4.3 Results 

4.3.1 Reaction Energetics 

Calculated values of ∆Frxn and ∆Fact,fw are presented in Table 4.1. In agreement with 

prior work,211 CH3OH adsorbs more favorably at perimeter sites than terrace sites due 

to the presence of Lewis acidic sites at the Al2O3 interface
22;77;207 . Further, early O – H 

cleavage is preferred on perimeter sites, whereas early C –H cleavage is preferred on Pt 

terraces45;59 . CO∗ binds strongly to both types of sites; however, its binding energy is more 

than 0.3 eV stronger in perimeter sites than in terrace sites. This is in agreement with 

previous experimental results as well10;102 . Notably, CH3OH∗ and CO∗ are weakened under 

solvation in both types of sites, with CH3OH∗ destabilized by 0.14 eV in terrace sites and 
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0.13 eV in perimeter sites, and CO∗ destabilized by 0.14 eV in terrace sites and 0.26 eV in 

perimeter sites. 
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Table 4.1: Calculated free energies of reaction and activation for possible steps in the methanol dehydrogenation reaction on 
terrace and perimeter sites in units of eV. 

Type of site Terrace Sites Perimeter Sites 
No. Reaction ∆F gas rxn (eV)

⋆ ∆F gas act (eV) ∆F aq 
rxn (eV) ∆F aq 

act (eV) ∆F gas rxn (eV)
⋆ ∆F gas act (eV) ∆F aq 

rxn (eV) 
⋆ F aq 

act (eV) 
⋆⋆ 

1 CH3OH + ∗ ⇀↽ CH3OH∗ -0.76 NC -0.62⋆ NC -1.15 NC -1.02 NC 
2 H2O + ∗ ⇀ ↽ H2O ∗ -0.47 NC 0.77⋆ NC -0.95 NC -0.92 / -1.16◦ NC 
3 CH3OH∗ + ∗ ⇀↽ CH2OH∗ + H∗ -0.48 0.81§ -0.77⋆ 0.79⋆⋆ -0.61 0.47 -0.43 0.56 
4 CH2OH∗ + ∗ ⇀↽ CHOH∗ + H∗ -0.51 0.49 -0.14⋆ 0.73⋆⋆ 0.49 NC 0.47 NC 
5 CHOH∗ + ∗ ⇀↽ COH∗ + H∗ -0.84 0.51 -1.10⋆ 0.41⋆⋆ -0.59 NA -0.17 NA 
6 COH∗ + ∗ ⇀↽ CO ∗ + H ∗ -0.38 1.23§ -0.08⋆ 1.39⋆⋆ -1.21 NA -1.20 NA 
7 COH∗ + H2O ⇀ ↽ COH – H2O∗ NC NC 0.28‡ 0‡ NA NA NA NA 
8 COH – H2O∗ + ∗ → CO∗ + H∗ + H2O NC NC -0.36‡ 0‡ NA NA NA NA 
9 CH3OH∗ + ∗ ⇀↽ CH3O∗ + H∗ 0.33 NC 0.44⋆ NC -0.51 0.30† -0.18 0.40 
10 CH3O∗ + ∗ ⇀ ↽ CH2O∗ + H∗ -0.04 NA -0.03⋆ NA -0.40 1.00† -0.26 0.92 
11 CH2O∗ + ∗ ⇀ ↽ CHO∗ + H∗ -1.33 NA -1.42⋆ NA -0.45 0.84† -0.42 0.72 
12 CHO∗ + ∗ ⇀↽ CO∗ + H∗ -1.17 0.43§ -1.07⋆ 0.43⋆⋆ -0.56 1.32† -0.48 1.24 
13 CH2OH∗ + ∗ ⇀↽ CH2O∗ + H∗ 0.77 NC 1.18⋆ NC -0.31 1.05 -0.01 1.12 
14 CHOH∗ + ∗ ⇀↽ CHO∗ + H∗ -0.05 0.54 -0.10⋆ 0.45⋆⋆ -1.25 NA -1.05 NA 
15 CO∗ ⇀↽ CO + ∗ 2.19 NC 2.05⋆,⋄ NC 2.43 NC 2.17⋄ NC 
16 H∗ ⇀↽ 1 

2 H2 + ∗ 0.68 NC 0.65⋆,⋄ NC 0.64 NC 0.53⋄ NC 
⋆ Taken from Ref.25 

⋆⋆ Computed based on a correlation from Ref.25 

†Taken from Ref.211 

‡Estimated based on values reported in Ref.18 

§Taken from Ref.59 . 
NC = Not calculated because ∆Frxn ≥ 0.30 eV or it is an adsorption/desorption step and ∆Fact is assumed to be 0 or because the reaction is not 

relevant in this phase. 
NA = Not accessible due to a reactant species being unfavorable. 

⋄ Not used in microkinetic modeling; the gas phase equivalent was used instead. 
◦ Equivalent value at the clean alumina surface. 
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The influence of solvation on the calculated reaction energetics is illustrated in Figure 4.2. 

This box-and-whisker plot shows the distribution of ∆∆F solv for the reaction and activation 

free energies in terrace and perimeter sites. The line inside of each box is the median value of 

∆∆F solv . Most of these are ∼0 with the exception of ∆F aq 
rxn in perimeter sites, which has a 

median ∆∆F solv of 0.16 eV, indicating that ∆F aq 
rxn in perimeter sites tends to be penalized by 

solvation. We showed in prior work that this is the result of the large entropic penalties that 

result in forming CH3O∗ and CH2O∗, due to the large cavities these adsorbates create in the 

strongly bound H2O layer on the Al2O3 surface.
25 The range of values in between the tick 

marks (i.e., the “whiskers”) indicates the range of values of ∆∆F solv for each dataset, while 

the ranges of values spanned by the boxes indicate the interquartile ranges. All datasets have 

ranges ∼0.3 eV and interquartile ranges of ∼0.2 eV except for ∆F aq 
rxn in terrace sites, which 

has a range of nearly 0.7 eV. Specifically, rxns 4.3-4.6 have large ∆∆F solv of −0.29 eV, 

+0.37 eV, −0.26 eV, and +0.30 eV, respectively. These reactions involve CH2OH∗ and 

COH∗ which have large ∆F solv due to strong interactions with liquid water18 . 
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Figure 4.2: Boxplot of the solvation contribution (∆∆F solv) due to reaction and activation 
for terrace and perimeter sites. The boxes show the interquartile ranges and the whiskers 
show the maximum and minimum observed values. The line inside the box is the median. 

4.3.2 Rates and Mechanisms 

Methanol consumption rates are plotted in Figure 4.3. Specifically, rates simulated in 

microkinetic modeling are plotted in Figure 4.3a and rates derived from FTIR data are 

shown in Figure 4.3b. Simulations indicate that in gas phase, the rate on terrace sites is 

more than 2 orders of magnitude faster than in perimeter sites. In somewhat of a contrast, 

the experimentally-derived rate on large Pt particles is within the same order of magnitude 

as that on small Pt particles. This difference could be because simulations are modeling 

terrace sites or perimeter sites, whereas the Pt particles utilized experimentally comprise 

both terrace sites and perimeter sites. Alternatively it could be due to the calculated binding 

energy of CO∗, or a combination, or something else altogether. For this reason, we refrain 
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from making a conclusion about the relative activity of terrace vs perimeter sites in gas 

phase at this time and instead focus on the influence of solvent. 

Both experiments and simulations indicate that water solvent has a small influence on the 

rate in terrace sites (which are “modeled” by large Pt particles in experiments). However, 

simulations and experiments notably disagree on the influence of water on perimeter sites 

(which are “modeled” by small Pt particles in experiments). Specifically, simulations indi-

cate that solvation slightly increases the rate at perimeter sites (due to slight stabilization 

of the TS for rxn 4.12; see below), while experiments indicate that the presence of water de-

creases the rate on small Pt particles by ∼1.5 orders of magnitude. This difference suggests a 

mismatch between experiments and simulations. To understand this more deeply, we inves-

tigate the dominant reaction pathways (Figure 4.4) and rate determining steps (Table 4.2) 

for all four models. 
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Figure 4.3: Relative methanol consumption rates. a) Rates simulated in microkinetic 
modeling relative to the simulated rate on terrace sites in the gas phase. Black bars represent 
the original model and the gray bar represents a model where methanol adsorption has an 
activation barrier equal to the desorption free energy of water. b) Rates derived from FTIR 
data78 calculated relative to the rate on large Pt particles in the aqueous phase. 
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Figure 4.4: Calculated methanol dehydrogenation reaction mechanisms (black arrows) on 
a) terrace sites in gas phase, b) terrace sites in aqueous phase, c) perimeter sites in gas phase, 
d) perimeter sites in aqueous phase (original model), e) perimeter sites in aqueous phase with 
H2O∗ reaction with CH2O∗ and CH3O∗ steps enabled, f) perimeter sites in aqueous phase 
where methanol adsorption has an activation barrier equal to the desorption free energy of 
water. Gray arrows represent thermodynamically and/or kinetically unfavorable reactions. 
Numbers over each arrow are the reaction rates relative to the rate of methanol adsorption 
for that model. 
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Table 4.2: Steps with degree of rate control value > 0.1 for the different microkinetic models 
investigated in this work. Values of ∆F ads 

act are for CH3OH adsorption. 
Site/phase Step calculated DRC value 
Terrace/gas CO∗ ⇀↽ CO + ∗ 0.99 

Terrace/aqueous CO∗ ⇀↽ CO + ∗ 1.00 
Terrace/aqueous H∗ ⇀↽ 1 

2 H2 + ∗ 0.27 
Terrace/aqueous CH3OH∗ + ∗ ⇀↽ CH2OH∗ + H∗ −0.27 
Perimeter/gas CO∗ ⇀↽ CO + ∗ 0.74 
Perimeter/gas CHO∗ + ∗ ⇀↽ CO∗ + H∗ 0.43 
Perimeter/gas H∗ ⇀↽ 1 

2 H2 + ∗ −0.15 
Perimeter/aqueous: ∆F ads act = 0 CO∗ ⇀↽ CO + ∗ 1.00 

Perimeter/aqueous: ∆F ads act = 1.16 eV CO∗ ⇀↽ CO + ∗ 0.68 
Perimeter/aqueous: ∆F ads act = 1.16 eV CH3O∗ + ∗ ⇀ ↽ CH2O∗ + H∗ 0.17 

Terrace Sites 

The dominant reaction pathway on terrace sites in gas phase is presented in Figure 4.4a. 

It begins by proceeding through an “alcohol route” where the O – H bond remains intact, 

in agreement with previous literature45;59;211 . Upon formation of CHOH∗, the mechanism 

branches to CHO∗; this is because CHOH∗ dehydrogenation to COH∗ has a large activation 

barrier. However, COH∗ is thermodynamically preferred over CHO∗, so 61% of CHOH∗ is 

converted to COH∗, while 39% of CHOH∗ is converted to CHO∗. Steps with DRC values 

greater than 0.1 are presented in Table 4.2. In terrace sites in gas phase, the only step that 

fits that criteria is CO∗ desorption with a DRC value of 0.99. 

The mechanism in aqueous phase (Figure 4.4b) starts out the same as in gas phase but 

then becomes notably different at the CHOH∗ branch point. Specifically, the preference 

to form COH∗ over CHO∗ becomes stronger, with 88% of CHOH∗ going to form COH∗ 

and 12% of CHOH∗ going to form CHO∗, due to stabilization of COH∗ by water. Further, 

the steady state coverage of COH∗ is ∼ 55% COH∗ in the aqueous phase (compared to 

∼ 2% in the gas phase; see Supporting Information37 Section 1.4). Another difference 

54 



between gas and aqueous phases is that in aqueous phase, COH∗ dehydrogenation occurs 

via an H2O-assisted route involving rxns 4.7 and 4.8 due to significantly more facile kinetics. 

Further, desorption of both CO∗ and hydrogen have DRCs greater than 0.1 in aqueous phase 

(Table 4.2), with values of 1.00 and 0.27, respectively. Further, CH3OH∗ dehydrogenation 

to CH2OH∗ has a DRC value of −0.27 in aqueous phase. This is due to stabilization of 

both CH2OH∗ and COH∗ by water. Specifically, stabilization of CH2OH∗ via rxn 4.3 and 

subsequent stabilization of COH∗ via rxn 4.5 results in the larger preference for COH∗ over 

CHO∗ at the branch point. However, weakening of CO∗ via rxn 4.6 results in slower CO∗ 

formation kinetics (and hence slower CH3OH consumption kinetics). If rxn 4.3 were slower, 

the proportion of CHO∗ to COH∗ would be larger and hence formation of CO∗ would be 

less impacted by water. Similarly, if hydrogen desorption were faster, formation of CO∗ via 

rxn 4.6 would be faster. A more detailed explanation is provided in Supporting Information37 

Section 1.6. 

Perimeter Sites 

The dominant reaction pathway on perimeter sites in the gas phase is presented in Fig-

ure 4.4c. We find that early C – H cleavage is preferred, similar to the mechanism on terrace 

sites. However, CH2OH∗ is then entirely converted to CH2O∗. Once CH2O∗ is formed, a 

small amount is converted to CH3O∗; however, the majority is converted to CHO∗. Perime-

ter sites hence follow an “aldehyde” pathway following the formation of CH2OH∗. A similar 

mechanism was found for CH3OH dehydrogenation on Pt/CeO2 
127 . Surface coverage in this 

model is ∼60% CO∗ and ∼40% CHO∗. The reactions with DRC values greater than 0.1 are 

CO∗ desorption and CHO∗ dehydrogenation to CO∗, with DRC values of 0.74 and 0.43, due 

to the strong binding energy of CO∗ and large activation energy of CHO∗ dehydrogenation, 

respectively (see Table 4.1). Further, hydrogen desorption has a DRC value of −0.15; if this 

reaction were slower, it would promote the conversion of COH∗ to CO∗ + H∗. 
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The mechanism for perimeter sites in the aqueous phase (Figure 4.4d) is largely the 

same as in gas phase, with the only minor differences being that CH2O∗ dehydrogenation 

does not run in reverse and that CO∗ desorption is the only step with a DRC value greater 

than 0.1 (equal to 1.00 in this case), due to a 0.08 eV reduction in the barrier for CHO∗ 

dehydrogenation. As a result, the rate in the aqueous phase is slightly larger than in gas 

phase. This observation is in contrast to experiments performed on small Pt particles, which 

showed a reduction in the rate in the presence of water (see Figure 4.3b). 

Possible Explanations for Differences Between Experiments and Theory 

The difference in the presence of water on small Pt particles observed experimentally 

vs. Pt4/Al2O3 perimeter site models used in simulations suggests a “mismatch” between 

experiments and theory. One possibility for this could be that H2O∗ molecules adsorbed at 

Pt/Al2O3 perimeter sites are protonating aldehyde intermediates144 (e.g., CH2O∗+H2O∗ ⇀↽ 

CH2OH∗ + OH∗), hence pushing the reaction backward (towards hydrogenation) and hin-

dering the rate of methanol dehydrogenation. To investigate this possibility, we compute the 

free energies of such steps; they are presented in Supporting Information37 Section 1.3. We 

find that reaction of H2O∗ with CH3O∗ to form CH3OH∗ and CH2O∗ to form CH2OH∗ have 

free energies more negative than 0.3 eV (which is our tolerance for inclusion in microkinetic 

modeling). We hence enable these steps in microkinetic modeling, assuming the activation 

barriers for these steps are equal to 0, using reasoning developed in our prior work that 

proton transfer through a hydrogen bond has an activation barrier ∼097;227;145;18 . Details of 

these simulations are presented in Supporting Information37 Section 1.3, and the resulting 

mechanism is presented in Figure 4.4e. We find that H2O∗ indeed participates in the mech-

anism by reacting with CH3O∗ to form CH3OH∗; the OH∗ that is formed then reacts with 

CH2OH∗ to form CH2O∗. Beyond that, the mechanism is the same as in our original model. 

Further, the rate is unaffected (see Supporting Information37 Section 1.3), suggesting that 
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H2O∗ reaction with CHxO∗ species at the Pt/Al2O3 perimeter is not responsible for the 

decrease in rate on small Pt particles observed experimentally. 

A second possibility, which was proposed in our prior publication78 , is that diffusion of 

CH3OH∗ across the Al2O3 interface is hindered by the strongly bound H2O∗ adlayer6;154 and 

that this affects the rate on small particles. To test this scenario, we compute the barrier of 

CH3OH∗ diffusion across an Al2O3 slab in vacuum versus in the presence of a H2O∗ adlayer. 

Details of these calculations are provided in Supporting Information37 Section 1.7. Briefly, 

to simulate the aqueous phase scenario, a H2O∗ adlayer is built around the TS identified in 

the gas phase and then the TS structure is re-relaxed. Doing this, we find that the barrier for 

CH3OH∗ diffusion decreases, i.e., the H2O∗ adlayer stabilizes the TS for CH3OH∗ diffusion 

on Al2O3. 

A failing with that model is that it does not account for the requirement that CH3OH∗ 

must displace adsorbed H2O∗ molecules while diffusing across the Al2O3 surface. To test 

this scenario, we increase ∆F aq 
act,fw for CH3OH adsorption (step 4.1) from 0 to 1.16 eV, which 

is the free energy of desorption of a H2O∗ molecule from α-Al2O3 in aqueous phase (note 

that the free energy of H2O∗ desorption from pristine α-Al2O3 and Pt4/Al2O3 are modestly 

different; this is due to steric hindrance on the supported Pt models). This is akin to 

modeling the barrier to CH3OH∗ adsorbing to a perimeter site as the free energy required 

to displace a H2O∗ molecule on the Al2O3 surface. Doing this, we find a ∼50% reduction 

in the rate of methanol consumption. This rate is compared with the other simulated rates 

in Figure 4.3a (gray bar). The mechanism is shown in Figure 4.4f. It is largely similar to 

the original scenario (i.e., where the activation barrier for CH3OH adsorption was set to 0) 

except that a branch point occurs at CH3OH∗, with 15% of CH3OH∗ being converted to 

CH2OH∗ and 85% being converted to CH3O∗. While this scenario gives behavior that is 

more in line with observations from FTIR, the slight decrease in rate observed in microkinetic 
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modeling is noticeably less dramatic than the multiple order of magnitude decrease observed 

experimentally. We discuss the reasons for this in the next section. 

4.4 Discussion 

While the rate of methanol dehydrogenation on Pt/Al2O3 perimeter sites has only minor 

dependence on the activation barrier for methanol adsorption, the steady state coverages 

(Supporting Information37 Figure 4) are strongly dependent on this quantity. Specifically, 

using the activated adsorption model, the coverage of H2O∗ at the Pt/Al2O3 perimeter is 

∼50% (with the remaining ∼50% being occupied by CO∗), while using the unactivated 

model, the H2O∗ coverage is ∼0, while the CO∗ coverage is ∼100%. 

The larger coverage of H2O∗ suggests that reactions involving H2O∗ should have more 

appreciable rates. We hence enabled the steps involving reaction of H2O∗ with CH3O∗ to 

form CH3OH∗ and CH2O∗ to form CH2OH∗ along with activated methanol adsorption in 

our microkinetic modeling simultaneously. Doing this, the methanol consumption rate on 

Pt/Al2O3 perimeter sites decreased to ∼0. This decrease is more dramatic than observed 

in FTIR; however, we propose it is the combination of these two things that causes the 

decrease in rate observed experimentally. Specifically, we propose that strongly bound H2O∗ 

molecules both inhibit CH3OH binding at the Pt/Al2O3 perimeter and promote hydrogena-

tion of CH3OH fragments that are bound there. In fact, our microkinetic models suggest 

the combination of these two effects completely shuts the reaction down at the Pt/Al2O3 

perimeter, hence suggesting that activity observed experimentally on small Pt particles is 

due to the Pt terraces that exist in the system. This is a difference between the simulated 

and experimental systems: the models of perimeter sites used in simulations only comprise 

perimeter sites, whereas the small Pt particles used in experiments mainly but not entirely 

comprise perimeter sites. Hence, the experimentally observed decrease in activity going from 
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4.6 nm to 1.0 nm particles is ∼1.5 orders of magnitude, whereas going from terrace site to 

perimeter site models results in a complete loss of activity. 

Taken together, these results suggest that small Pt particles are less active than large Pt 

particles due to strongly bound H2O∗ molecules at the Pt/Al2O3 perimeter that block sites 

for methanol dehydrogenation. The active sites for aqueous phase CH3OH dehydrogenation 

on Pt/Al2O3 catalysts are hence Pt terrace sites, regardless of particle size; the mechanism is 

that presented in Figure 4.4b, and the steps with significant DRC values are CO∗ desorption 

(positive DRC ∼1), hydrogen desorption (positive DRC <1), and CH3OH∗ dehydrogenation 

to CH2OH∗ (negative DRC > −1). 

4.5 Conclusion 

In this work, we combined multiscale modeling with microkinetic modeling and Fourier 

transform infrared spectroscopy to determine the mechanism for methanol dehydrogenation 

on supported Pt/Al2O3 catalysts under aqueous phase. A goal of this work was to determine 

if the active sites are Pt terrace or Pt/Al2O3 perimeter sites. Our findings indicate that sites 

at the Pt/Al2O3 perimeter are inactive due to the presence of strongly bound H2O∗ molecules, 

which inhibit adsorption of CH3OH and also push the reaction in the reverse by donating 

protons to CHxO∗ species. The active sites are hence the Pt terrace sites. Water has little 

influence on the rate of CH3OH dehydrogenation in terrace sites, but it has a significant 

impact on the mechanism. Specifically, water stabilizes CH2OH∗ and COH∗, which pushes 

the mechanism through a COH – H2O∗ intermediate. This intermediate alters the equilibrium 

between COH∗ and CO∗. Steps with significant degrees of rate control are CO∗ desorption, 

hydrogen desorption, and CH3OH∗ dehydrogenation to CH2OH∗. Some ways to improve 

the rate of methanol dehydrogenation on Pt/Al2O3 catalysts are to destabilize CO∗ and (to 
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a lesser extent) H∗ as well as to decrease (make more positive) the free energies of solvation 

of CH2OH∗ and COH∗. 
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Chapter 5: Estimation of the thermodynamics of the ion-ligand 

capture process with EF-1 from Lanmodulin for rare earth 

elements under aqueous conditions 

5.1 Introduction 

Selective separation of REEs poses a significant challenge due to their identical charges 

and relatively similar sizes126 . A key aspect in the development of this separation process 

is the selectivity towards a specific REE ion, which is expected to be related to the struc-

ture of the ligand structure. In this line, experimental results using isothermal Titration 

Calorimetry by Yuan Xu et al.212 showed that the ligand-ion capturing process for Ce (+3) 

is endothermic and exergonic, hence entropically driven. This suggests that tuning the lig-

and conformational structure structure can affect the process entropy, which in turn will 

affect the separation thermodynamics. For this reason, one step toward addressing these 

difficulties is to understand the thermodynamic driving forces for this separation that could 

enable the production of more efficient ligands for this purpose. 

To address this, gaining insights into the extraction process becomes crucial. In this 

ligand-ion capturing process, the ion that is initially fully hydrated; partially loses its sol-

vation structure to be bound to the Lanmodulin ligand, and at the same time, the ligand 

undergoes a structural reorganization after binding to the ion and a reduced solvent inter-

action. This process can be described as the reaction shown in Equation 5.1. 
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Ligandaq + Ion aq ⇀↽ Ligand · Ion aq (5.1) 

Lanthanide ions in aqueous solution usually exhibit a +3 charge with 8-9 water molecules 

in the first solvation shell219 . The water structure in the first solvation shell follows a 

regular tricapped trigonal prism structure (see Figure 5.1 a)) for lighter lanthanides with 

9 water molecules and for heavy lanthanides a square antiprism structure with 8 water 

molecules153;219 (see Figure 5.1 b)). These solvation shells in water are very strongly bound 

with reduced mobility, especially for the first solvation shell and to a lesser extent in the 

second solvation shell57 . On the other hand, once the ion is bound to the ligand, the ligand 

suffers a structural reorganization, specifically LanM undergoes a significant conformational 

change from disordered to ordered upon binding126 . All of these structural changes are 

expected to have some thermodynamic implications in this process, i.e. the release of some of 

the first solvation shell water molecules to the bulk solution and the structural reorganization 

of the ligand around the ion. A step forward to understand and improve this process is to 

estimate the impact of all of these phenomena could have on the process thermodynamics. 

To begin addressing this question, it is necessary to estimate the solvation and binding 

process thermodynamics. To model this process, the EF-1 loop of LanM is selected as the 

test ligand due to its affinity for both calcium and lanthanide ions214 . A representation of 

the EF-1 loop of LanM bound to Y is provided in Figure 5.2. 
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Figure 5.1: First solvation shells of ion in the unbound state optimized with DFT. a) Ce 
(+3) with 9 water molecules b) Tb (+3) with 8 water molecules. 

Figure 5.2: Graphical representation of EF-1 loop from LanM bound to Y. The structure is 
taken from Ref32 . 
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5.2 Methods 

5.2.1 Process thermodynamics 

The ion capture process (Ligandaq + Ionaq ⇀↽ Ligand · Ionaq) involves the partial loss of 

the solvation shells of the ion in the aqueous phase and the structural reorganization of the 

ligand to accommodate the ion. To estimate the ion-capture thermodynamics, the following 

thermodynamic process is proposed: 

Ion aq −−→ Ionvac (5.2) 

Figure 5.3: Graphical representation of step 1 of the thermodynamic process for the ion 
capture process. 

Ligand · Ion aq −−→ Ligandaq + Ionvac (5.3) 

Figure 5.4: Graphical representation of step 2 of the thermodynamic process for the ion 
capture process. 
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In the first thermodynamic step (see equation 5.2 and figure 5.3) the ion that initially 

is in the aqueous phase is transferred to the vacuum phase. In the second step, starting 

from the bound state of the ion with the ligand, the ion is transferred to the vacuum phase. 

Finally, to obtain the desired thermodynamic process (Ligandaq + Ionaq ⇀↽ Ligand · Ionaq), 

step 2 (equation 5.3) is subtracted from step 1 (equation 5.2). 

Another relevant thermodynamic quantity of interest is the ion substitution process; 

where the starting point is the ligand previously bound to an ion, instead of the unbound 

ligand. This is because in wastewater +2 ions are present and could compete with the REEs, 

for this reason it is necessary that the ligand exhibit a high selectivity towards the REEs and 

not with the +2 ions35 . In the case of Ca (+2), a common reference in the literature35;44 , 

the target thermodynamic quantity is described as equation 5.4. The Ca (+2) is treated 

equivalent to the +3 ions previously described. The estimation of these thermodynamic 

quantities is performed by molecular dynamics (MD) as described in the following section. 

Ligand · Ca aq + Ion aq ⇀↽ Ligand · Ion aq + Ca aq (5.4) 

5.2.2 Simulation approach 

To estimate the target thermodynamic quantities, two types of structures are necessary: 

the ion in the aqueous phase, and the ligand in the bound state under aqueous conditions. 

The first type of structure is obtained by direct insertion of the ion into the solvent and 

an equilibration run at the working temperature. However, the structures of the ligand 

are more difficult to obtain. This difficulty arises from the large protein configuration space, 

which, in turn, requires significant computational resources to obtain a properly equilibrated 

structure39;111 . Taking this into account, this research starts from a previously obtained 
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structure (PDB: 6MI5) by nuclear magnetic resonance of the LanM bound to Y (+3) by A. 

Cotruvo et al32 . A graphical representation of this structure is provided in Figure 5.2. From 

this LanM structure, the EF-1 loop peptide structure was obtained by selecting residues 

35-46. This EF-1 loop is the ligand used in the simulations. To estimate the equilibrium 

structure of the other ions, the structure with the Y (+3) bound by A. Cotruvo is used as 

an initial guess, replacing the Y (+3) ion with the desired ion. After this, an equilibration 

at the working temperature is performed. To generate the LanM structure in the unbound 

state, a long equilibration run from the LanM in the bound state without the ion is proposed 

(simulation details are provided in the following section). To verify a proper equilibration in 

the unbound state, the radius of gyration is estimated and used as the convergence criterion. 

5.2.3 Computation of thermodynamic properties 

The estimation of the thermodynamic properties is based on the scheme of Section 5.2.1. 

This consists of two types processes, one for the system with the ion under aqueous conditions 

(see Equation 5.2) and the other for the ion with the ligand under aqueous conditions (see 

Equation 5.3). The MD simulation details are presented in Section 2.2.2. The process for 

estimating the thermodynamic properties of the ion under aqueous conditions system is 

shown in Figure 5.5, and the process for the thermodynamic estimates for the system of the 

ion under aqueous conditions system is shown in Figure 5.6. 
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Figure 5.5: Flow diagram for the estimation of the thermodynamic properties of the ion 
under aqueous conditions system. 
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Figure 5.6: Flow diagram for the estimation of the thermodynamic properties of the ion 
with the ligand under aqueous conditions system. 
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5.2.4 Computation of structural descriptors 

Besides the thermodynamic estimation, some structural features were estimated to pro-

vide some structural insights into the different systems. These include the radius of gyration, 

the self diffusion coefficient, and the radial distribution functions. The radius of gyration of 

the ligand was estimated using the default function provided by GROMACS to a centered 

trajectory (to avoid the ligand crossing a box boundary) over an NPT run for 20 ns, ex-

tracting a configuration every 100 ps. The self diffusion coefficient was estimated with the 

default GROMACS function, based on a linear regression on the mean square displacement 

(MSD) of atoms from a set of initial positions. This estimation was performed over an NPT 

run for 20 ns, extracting a configuration every 100 ps. The radial distribution function (g(r)) 

was estimated from a centered trajectory (to avoid the ligand crossing a box boundary) over 

an NPT run for 20 ns, extracting a configuration every 100 ps and a spacing between bins 

of 0.05Å. The number distribution (n(r)) is estimated based on the average count of atoms 

within a given radius and follows the same sampling of the g(r). 

5.3 Results 

Figure 5.7 and Table 5.1 show the solvation thermodynamics of the Ligand-ion capture 

process as described in Section 5.2.1, Equation 5.1 versus the effective effective ionic ra-

dius185 . The thermodynamics steps for the calculation of 5.1 are provided in Table 5.2 and 

Table 5.3; following steps 5.2 and 5.3, respectively. The ion-capture process serves as an in-

dicator of the affinity between the ligand and a specific ion. In other words, more favorable 

free energies correspond to a higher affinity between the ligand and the ion. A correlation 

between the ion-capture free energy (∆G) and the entropic component (T∆S) with the ionic 

radius is observed; with more negative free energies at the smaller ionic radius. For all the 
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selected ions the ion-capture process is exergonic. It was also observed that the enthalpic-

type contribution (∆H) to the process thermodynamics had a minor effect on the free energy 

compared with the entropic effect. Consistent with experiments on a similar system212 , it is 

the entropic effect that drives the ligand-ion capture process for the EF-1 loop of calmodulin. 

Ion Effective effective ionic radius (Å) † ∆G (kJ/mol) ∆H (kJ/mol) T∆S (kJ/mol) 
Y 1.215 -234.46 +/- 3.40 23.00 +/- 15.58 257.46 +/- 15.95 
Tb 1.235 -211.33 +/- 4.78 -3.00 +/- 11.93 208.33 +/- 12.85 
Eu 1.260 -232.67 +/- 6.86 28.00 +/- 17.38 260.67 +/- 18.68 
Sm 1.272 -187.35 +/- 7.44 32.00 +/- 19.87 219.35 +/- 21.22 
Nd 1.303 -222.21 +/- 5.51 12.00 +/- 9.22 234.21 +/- 10.74 
Pr 1.319 -186.83 +/- 4.42 29.00 +/- 16.57 215.83 +/- 17.15 
Ce 1.336 -176.87 +/- 1.88 -11.00 +/- 24.35 165.87 +/- 24.43 
La 1.356 -171.35 +/- 7.56 32.00 +/- 18.40 203.35 +/- 19.90 

Table 5.1: Ligand-ion capture thermodynamics as defined in Equation 5.1. † Values of the 
effective effective ionic radius taken from Ref185 . The errors shown are the standard errors 
directly printed from GROMACS. Note: these quantities are calculated from the quantities 
in Table5.3 and Table5.2 

Ion Effective effective ionic radius (Å) † ∆G (kJ/mol) ∆H (kJ/mol) T∆S (kJ/mol) 
Y 1.215 3268.94 +/- 0.63 3409 +/- 6.24 140.06 +/- 6.27 
Tb 1.235 3210.25 +/- 0.62 3361 +/- 7.64 150.75 +/- 7.66 
Eu 1.260 3163.63 +/- 0.59 3331 +/- 11.24 167.37 +/- 11.26 
Sm 1.272 3123.65 +/- 0.47 3263 +/- 7.6 139.35 +/- 7.62 
Nd 1.303 3073.80 +/- 0.22 3222 +/- 4.59 148.20 +/- 4.59 
Pr 1.319 3034.89 +/- 0.76 3186 +/- 9.1 151.11 +/- 9.14 
Ce 1.336 2983.85 +/- 0.48 3127 +/- 13.78 143.15 +/- 13.79 
La 1.356 2921.10 +/- 0.89 3081 +/- 6.98 159.90 +/- 7.03 

Table 5.2: Ion solvation thermodynamics as defined in Equation 5.2. † Values of the effective 
effective ionic radius taken from Ref185 . The errors shown are the standard errors directly 
printed from GROMACS. Note: these quantities are directly obtained from simulations. 
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Ion Effective effective ionic radius (Å) † ∆G (kJ/mol) ∆H (kJ/mol) T∆S (kJ/mol) 
Y 1.215 3503.40 +/- 3.34 3386 +/- 14.28 117.40 +/- 14.66 
Tb 1.235 3421.58 +/- 4.74 3364 +/- 9.17 57.58 +/- 10.32 
Eu 1.260 3396.30 +/- 6.83 3303 +/- 13.25 93.30 +/- 14.91 
Sm 1.272 3311.00 +/- 7.43 3231 +/- 18.36 80.00 +/- 19.80 
Nd 1.303 3296.01 +/- 5.51 3210 +/- 7.99 86.01 +/- 9.71 
Pr 1.319 3221.72 +/- 4.35 3157 +/- 13.84 64.72 +/- 14.51 
Ce 1.336 3160.72 +/- 1.82 3138 +/- 20.08 22.72 +/- 20.16 
La 1.356 3092.45 +/- 7.51 3049 +/- 17.03 43.45 +/- 18.61 

Table 5.3: Ligand-ion binding thermodynamics as defined in Equation 5.3. † Values of 
the effective effective ionic radius taken from Ref185 . The errors shown are the standard 
errors directly printed from GROMACS. Note: these quantities are directly obtained from 
simulations. 
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Figure 5.7: Ligand-ion capture thermodynamics for selected ions versus the effective ionic 
radius with error bars. a) Free energy ∆G b) Enthalpic contribution ∆H c) Entropic con-
tribution T∆S. 
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Similarly, the ion substitution thermodynamics with Ca (+2) as a reference ion is pre-

sented in Figure 5.8. This process is also exergonic, but in contrast with the ligand-ion 

capture process, in the ion substitution process, the enthalpic component plays a larger role 

in combination with entropy. While the enthalpic component contributes to a baseline level 

around ∼ 160 kJ/mol (see Figure 5.8 b)) in the free energy, the variability of the free energy 

with respect to the different ions is still determined by the entropic component. 
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Figure 5.8: Ion-substitution thermodynamics from calcium for selected ions versus the 
effective ionic radius with error bars. a) Free energy ∆G b) Enthalpic contribution ∆H c) 
Entropic contribution T∆S. 
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Ion Effective effective ionic radius (Å) † ∆G (kJ/mol) ∆H (kJ/mol) T∆S (kJ/mol) 
Y 1.215 -211.07 +/- 5.93 -159 +/- 24.72 52.07 +/- 25.42 
Tb 1.235 -187.94 +/- 6.82 -185 +/- 22.6 2.94 +/- 23.61 
Eu 1.260 -209.28 +/- 8.41 -154 +/- 25.9 55.28 +/- 27.23 
Sm 1.272 -163.96 +/- 8.89 -150 +/- 27.63 13.96 +/- 29.02 
Nd 1.303 -198.82 +/- 7.35 -170 +/- 21.29 28.82 +/- 22.53 
Pr 1.319 -163.44 +/- 6.57 -153 +/- 25.36 10.44 +/- 26.19 
Ce 1.336 -153.48 +/- 5.22 -193 +/- 31.01 -39.52 +/- 31.45 
La 1.356 -147.96 +/- 8.99 -150 +/- 26.59 -2.04 +/- 28.07 

Table 5.4: Ligand-ion substitution thermodynamics as described in Equation 5.4. † Values 
of the effective effective ionic radius taken from Ref185 . The errors shown are the standard 
errors directly printed from GROMACS. 

To provide some structural insights into the different systems, the following parameters 

were tested: the radius of gyration, the mean square displacement (MSD), and the radial 

distribution functions are analyzed. The radius of gyration for the ligand with the different 

types of ions is shown in Figure 5.9. In the set of tested ions, there were no significant 

variations in terms of the radius of gyration of the ligand when compared across different 

ion types. This indicates that the radius of gyration cannot capture the structural changes 

that explain the trend in the thermodynamics between the different ions. 

Another important aspect to consider is the mobility of the ligand once it is bound to 

the ions. To investigate this, we calculated the self diffusion coefficient for the ligands with 

respect to the different types of bound ions. The results are depicted in Figure 5.10. No 

clear trend was found between this feature and the type of ions. This indicates that the 

ligand mobility cannot explain the thermodynamic trend between the ions. 

The radial distribution functions of the different ions bound to the ligand with the oxygen 

of water are shown in Figure 5.11. These radial distribution functions show that the first 

solvation shell is below 3.5 ˚ A, and the second solvation shell is below 5.5 ˚ A. One relevant

factor is that the three ions with the lowest effective ionic radius and more favorable binding 
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free energy: Y, Tb, and Eu; do not present water molecules in the first solvation shell (in the 

bound state with the ligand). On the other hand, Sm, which has the fourth lowest effective 

ionic radius, occupies an intermediate position (0-1 water molecules in the first solvation 

shell) between the previously mentioned ions and the ions with higher effective ionic radius: 

Nd, Pr, Ce, and La. These latter ions exhibit more water molecules in their first solvation 

shell in the range of 1-2 water molecules. 

Figure 5.9: Ligand radius of gyration of the selected ions with error bars. Ions are listed in 
a increasing order following the effective ionic radius. 
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Figure 5.10: Ligand self diffusion coefficient with respect to the type of ion in the bound 
state. Ions are listed in a increasing order following the effective ionic radius. 
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Figure 5.11: Radial distribution function between the ion in the bound state with the 
oxygen of water. a) Y b) Tb c) Eu d) Sm e) Nd f) Pr g) Ce h) La. Ions are listed in a 
increasing order following the effective ionic radius. 
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5.4 Discussion 

5.4.1 Estimates validation 

One key aspect of this study is the validation of the estimates of the process thermo-

dynamics against experimental results. One point of comparison with experiments is the 

ion hydration energies which are analogous to Equation 5.2. Persson153 reported a general 

correlation between the metal ion hydration energies and a factor based on the squared of 

the ion charge and the mean Ion–Oxygen of water bond distance as shown in Figure 5.12 

a). A comparison of this correlation and our data is shown in Figure 5.12 b). Our results 

show fair agreement with the experimental trend, with an average difference of 360 kJ/mol 

less than the experimental equivalents, which accounts for a 10.03% relative difference. In 

terms of the average distance between the metal ion and the first coordination shell, a good 

agreement was obtained between the simulations and the data reported by Persson153 (see 

Table 5.5). On average a difference of 0.02 Å was obtained between the experimental and 

simulation data. 

Another point of comparison with experiments is the ligand-ion binding thermodynamics. 

Data generated by Verma202 using Isothermal Titration Calorimetry (ITC) to estimate the 

thermodynamics of ligand-ion binding for LanM1 and with the Ce ion is provided in Table 5.6 

for comparison. The experiments demonstrate an exergonic process driven by entropy, which 

is consistent with our simulations. However, some differences are found. The experimental 

thermodynamic estimates are more moderate, partially due to factors not accounted in the 

simulations, such as the presence of other salts and a solution buffer, among others. On 

the other hand, the trend between the ions is properly captured by simulations where the 

affinity of the ions with the ligand follows the simulation trend: Ce < Nd < Eu. Another 

point of comparison is the ion substitution free energy. Angelova et al.4 using a DFT/PCM 

(polarizable continuum method) method estimated the ion substitution free energy between 
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Ca (+2) with La (+3) in -161.50 kJ/mol. This result is 9% higher than our estimate of 

-147.96 kJ/mol (see Table 5.8). All these results might suggest limitations from the force 

field or charges treatment that translate into a bias in the energetics estimation but still 

keep the capacity to capture the thermodynamic trends between the ions. 

Figure 5.12: Relation between hydration energies with the ion charge and mean Ion–Oxygen 
of water bond distance. This plot compares the simulation results with the experimental 
correlation (shown with a blue dashed lines) taken from Ref153 . 
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Mean Ion–Oxygen of water bond distance (Å) 
Ion Experimental data⋆ Simulations data 
Y 2.36 2.30 
Tb 2.39 2.43 
Eu 2.425 2.41 
Sm 2.46 2.36 
Nd 2.49 2.46 
Pr 2.50 2.49 
Ce 2.54 2.52 
La 2.52-2.64 2.58 

Table 5.5: Comparison between experimental and simulations of mean Ion–Oxygen of water 
bond distance. ⋆Experimental data is taken from Ref202 . 

Thermodynamic quantity ITC data⋆ Simulation equivalent 
∆G (kJ/mol) -31.38 +/- 1.30 -176.87 +/- 1.88 
∆H (kJ/mol) 27.87 +/- 5.52 -11.00 +/- 24.35 
T∆S (kJ/mol) 58.81 +/- 4.44 165.87 +/- 24.43 

Table 5.6: Ligand ion binding thermodynamics as described in Equation 5.1. ⋆Experimental 
data is taken from Ref153 . 

5.4.2 Results analysis 

Optimization of the ligand for selective ion capture requires the maximization of the 

differences between the ion binding free energies between the different types of ions. To the 

best of our knowledge, this process might involve three main possible driving factors for the 

separation: the breaking of the low mobile first solvation of the ion in solution to the bound 

state, the structural reorganization of the ligand, and the effect of the ligand-water interface 

on the structural conformation of water. The first of these possible driving forces involved 

in the ion capturing process is the change in the coordination environment from the ion in 

the aqueous solution to the bound state. For example, in the case of the Ce ion, this process 
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involves a reduction of the first solvation shell of the ion in solution from the unbound state to 

the bound state of 7.4 water molecules, as shown in Figure 5.13. A summary of the number 

of waters in the first and second solvation shells of the ions in the bound state is shown in 

Figure 5.14 a). Additionally, the number of released water molecules is shown in Figure 5.14 

b). This quantity is defined as the difference between the number of water molecules in the 

unbound state and the number of water molecules in the bound state, within either the first 

or second solvation shell. Our findings (as shown in Figure 1a) align with literature134;47 , 

indicating that ions with smaller ionic radii tend to have fewer water molecules in their first 

solvation shell. For instance, when comparing the first solvation shell of smaller ions (such 

as Y, Tb, and Eu) to larger ions (such as Pr, Ce, and La), this trend becomes evident. 

However, no clear trend is observed for the second solvation shell. Regarding the total 

number of released water molecules, no significant differences were found between the ions, 

suggesting that other driving forces are responsible for explaining the binding trends. This 

result implies that while the release of water molecules might account for a baseline or 

ground level. The variability of the thermodynamics of the ligand-ion binding process is not 

explained by the released of water molecules as it is currently hypothesised in the literature1 . 

Regarding the structural reorganization of the ligand, overall ligand characteristics such as 

the ligand self diffusion coefficient (see Figure 5.10) or the gyration radius (see Figure 5.9) 

are not able to provide insights into the different ion capture free energy trend. Another 

relevant feature of interest is the average distance between the oxygenate functional groups 

of the ligand with the ion in the bound state. The relation between these features and the ion 

capture thermodynamics is shown in Figure 5.15 and Figure 5.16, for the ion in the unbound 

and the bound state respectively. These results indicate that ions with shorter oxygen of the 

ligand to ion distances exhibit more favorable binding free energies and entropy. One possible 

interpretation of this trend is that smaller ions facilitate a greater degree of encapsulation 
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between the ligand and the ion; and a more encapsulated ion exhibits more affinity with the 

ligand. However, existing descriptors fail to fully capture the observed trend in free energies 

and entropic components, suggesting that additional features may play a role. 

Figure 5.13: Radial distribution function g(r) and accumulated number distribution n(r) of 
Ce (+3) with the Oxygen of water in the bound state (Ligand-Ce) and in the unbound state 
(Ce). a) g(r) b) n(r). 
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Figure 5.14: a) Number of water molecules in the first and second solvation shell per type 
of ion in the bound state. b) Number of water molecules in the first and second solvation 
shell per type of ion in the unbound state. c) Number of released water molecules in the 
first and second solvation shells. Ions are listed in a increasing order following the effective 
ionic radius. Note: The quantities calculated in c) are the subtraction of a) from b). 
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Figure 5.15: Relationship between the ion capture free energy and entropy with the average 
oxygen of water to the ion distance, in the unbound state. a) Free energy b) Entropy. 
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Figure 5.16: Relationship between the ion capture free energy and entropy with the average 
oxygen of water to the ion distance, in the bound state. a) Free energy b) Entropy. 

5.5 Conclusion 

The proposed strategy to estimate the thermodynamics of the ligand ion binding process 

of early rare earth metals is capable of replicating the affinity trend between ions with 

experiments44;202 , but still exhibits some difference compared to calorimetric measurements. 

The ligand ion binding process was found to be exergonic and entropically driven, with 

a low influence from the enthalpic part and consistent with experiments212;202 . The ion 

86 



substitution process between +3 ions with Ca (+2) was also found to be exergonic, but in 

this case, it was mainly driven by the enthalpic component with a secondary contribution 

from the entropic component that explains the trend between the ions. It was observed that 

ions with the lowest ionic radius and closer proximity to the ligand displayed minimal or no 

water molecules in the initial solvation shell, and this specific group of ions also showed the 

highest affinity for the ligand. 
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Chapter 6: Conclusions and Recommendations 

6.1 Summary 

Understanding and estimating the thermodynamic solvent effects is a key aspect for the 

description and improvement of the solvent-mediated process. For this task computational 

techniques offer a valuable tool for the description at the molecular level of the solvent 

phenomena, and at the same time offer the possibility of isolating the different types of 

thermodynamic contributors. However, the methods have to balance accuracy, computa-

tional tractability, and enough sampling. All of these modeling decisions will depend on 

the environment and the target quantities, hence the methodology needs to be adapted to 

properly describe each system. In this dissertation, we implemented a combination of QM 

and MM techniques to quantify the solvent effects on applications of catalysis and ligand 

separation under aqueous conditions, revealing active roles of the solvent in the chemistry 

of these processes. 

In chapter 3, we develop a modeling scheme to capture the solvation thermodynamics of 

the adsorbates involved in the methanol dehydrogenation on supported Pt/Al2O3 catalyst 

models. In this modeling scheme, a combination of molecular dynamics (MD) and quantum 

mechanics (QM) is employed to capture the entropic and enthalpic type components of the 

free energy, respectively. This modeling enables us to estimate the solvation thermodynamics 

and to make a comparison between the terrace and perimeter sites. This comparison shows 
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that water exhibits a different behavior at perimeter sites, compared with terrace sites due 

to the higher hydrophilicity of the alumina surface over the platinum surface. The higher 

hydrophilicity, caused the perimeter site adsorbates to be less effectively solvated compared 

with terrace sites. These findings highlight that the solvation thermodynamic behavior is 

dependable on the nature of the interface. 

In chapter 4, we developed a microkinetic model to elucidate the reaction mechanism of 

methanol dehydrogenation in a dual-site model differentiating terrace and perimeter sites. 

This modeling approach tries to capture two extreme cases, one where the catalytic envi-

ronment is not influenced by the support (terrace sites) and the other where the influence 

of the support is maximized (perimeter sites). Additionally, the solvation thermodynamics 

were included to capture the effect of the solvent on both types of sites. This modeling 

revealed that both the support and the solvent can influence the reaction mechanism. It 

was observed that the carbon monoxide removal is the step with the highest influence on 

the overall reaction rate, where the perimeter sites had a slower carbon monoxide removal, 

explaining the lower observed kinetics at perimeter sites. In the case of the terrace sites, the 

solvent affected the mechanism, but not the overall kinetics. In the case of perimeter sites 

the support modified the mechanism compared with terrace sites due to the presence of the 

alumina sites. Finally, a proposed mechanism of deactivation due to the presence of water at 

perimeter sites that helps explain the observed reduction of the experimental reaction rates. 

In chapter 5, we devise a strategy to estimate the thermodynamics of the ion-ligand 

binding process for the early lanthanides with the EF-1 ligand of Lanmodulin. Our estimates 

showed that the binding process is exergonic and entropically driven with a higher affinity 

for the smaller ions. In contrast with an initial hypothesis in the literature; the release of 

water molecules from the ion in the unbound state to the bound state cannot explain the 

affinity trend between the type of ion and the ligand. This indicates that some structural 
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changes in the ligand are responsible for the entropic contribution that explains the different 

affinity between the ions. 

6.2 Recommendations 

This dissertation used computational techniques to estimate the solvent thermodynamic 

effects for applications in catalysis and separations under aqueous conditions. Although 

these techniques allowed the estimation of the solvent effects and at the same time provided 

molecular level insights into the solvent behavior, some areas of improvement were identified. 

6.2.1 Multiscale sampling for free energy estimation 

One of the assumptions of the perimeter site model is that the charge of the alumina 

slab remains roughly constant for all of the adsorbates. In our study, the size and charge of 

the adsorbates were small. This behavior enables us to avoid scaling the alumina surface in 

the thermodynamic integration. However, this condition might no longer hold for surfaces 

with larger charge transfer with the adsorbate or with larger adsorbates that exhibit larger 

net charges. The estimation of the entropic component of the solvation thermodynamics 

relies on the charge settings obtained from the DFT charge estimation (DDEC6 method) 

and the OPLS force field. These modeling decisions affect the accuracy of the estimates, but 

no reference values are available to validate these estimates or to compare their performance 

with alternative charge estimation models and alternative force fields. 

6.2.2 Reaction mechanism of methanol dehydrogenation on plat-
inum/alumina catalysts 

In the microkinetic modeling aimed at elucidating the methanol dehydrogenation reaction 

mechanism, the carbon monoxide removal was modeled as a gas phase desorption to allow 

comparison with the experimental observations. This modeling decision was in line with the 
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scope of this research, isolating the dehydrogenation component of the mechanism. However, 

in the APR conditions, the WGS reaction will occur, and this in turn will affect the site 

coverages. For a more complete modeling of the APR process, the WGS set of reactions 

should be coupled into the microkinetic modeling. Hence, provinding a closer approximation 

to the APR process. 

6.2.3 Estimation of the thermodynamics of the ion-ligand capture 
process 

In terms of thermodynamic estimations, two main opportunities for improvement are 

suggested. First, we can explore enhancements related to the selected force field. Second, 

we can consider refining the sampling scheme. Currently, the estimated energetics exhibit a 

bias when compared with the experimental data. One potential limitation that could mit-

igate this bias is the treatment of charges, particularly the omission of polarization effects. 

This might become relevant in our case of study, since a polarizable force field usually are 

needed100 when there is a change in the coordination environment, in this case from the 

ion in solution to the protein cavity. The second possible limitation could be the incor-

poration of an enhanced sampling technique for the free energy perturbation calculation. 

As the starting point, the ligand in the bound state; and obtaining the final structure of 

the unbound state might require some enhanced sampling technique, like Free Energy Per-

turbation with Replica Exchange Molecular Dynamics (FEP/REMD)99 to overcome some 

possible transition barrier. Finally, further studies on features of the ligand structure that 

define the ligand-ion binding affinity are necessary to refine the choice of ligand employed in 

the separation processes. 
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Appendix A: Permissions 
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Figure A.1: Reproduction permission for Differences in solvation thermodynamics of oxy-
genates at Pt/Al2O3 perimeter versus Pt(111) terrace sites25 . 

Figure A.2: Reproduction permission for Active sites and mechanism of aqueous phase 
methanol dehydrogenation on Pt/Al2O3 catalysts from multiscale modeling, microkinetic 
modeling, and operando spectroscopy37 . 
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