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ABSTRACT

This thesis is comprised of two main parts. The first part consists of topics in ergodic
theory. In particular, we deal with variations of van der Corput’s difference theorem, van
der Corput sets, strengthenings of Birkhoff’s ergodic theorem, and a generalization of the
notion of uniform distribution. We show that van der Corput’s difference theorem in Hilbert
spaces and in uniform distribution theory is connected to the ergodic hierarchy of mixing
properties. We show that our strengthening of Birkhoff’s ergodic theorem leads to a variety
of weighted ergodic theorems. We generalize the notion of uniform distribution to that
of uniform symmetric distribution, and obtain applications to measure preserving systems.
We add to the known list of equivalent formulations of van der Corput sets, and answer
some open questions from the literature.

In the second part, which is based on joint work with Richard Magner, we give an
almost complete classification of those m, n ∈ N and a, b, c ∈ Z \ {0} for which the equation
ax + by = cwmzn is partition regular over Z \ {0}. This generalizes the result of Bergelson
and Hindman about the partition regularity of the equation x + y = wz. One of the
key ingrendients in the proof of our result is a partial generalization of the Grunwald-
Wang Theorem. We also prove results of independent interest about ultrafilters q over an
infinite integral domain R for which each A ∈ q has substantial additive and multiplicative
structure.
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CHAPTER 1

INTRODUCTION

1.1 Background

Our story begins in 1916 with a theorem of Issai Schur that was one of the first results in
the field now known as Ramsey theory. We use N to denote the set of positive integers.

Theorem 1.1.1 (cf. [Sch16]). For any finite partition N = ⋃r
i=1 Ci, there exists some

1 ≤ i ≤ r and x, y ∈ N for which x, y, x + y ∈ Ci.

Schur had proven this theorem in order to show that the equation xm + ym = zm

(mod p) is solvable for any prime p. 11 years later Bartel L. van der Waerden proved a
theorem similar in spirit to that of Schur’s involving arithmetic progressions.

Theorem 1.1.2 (cf. [Wae27]). For any ℓ ∈ N and any finite partition N = ⋃r
i=1 Ci, there

exists some i and a, d ∈ N for which {a + id}ℓ
i=0 ∈ Ci.

These theorems naturally lead us to the notion of partition regularity. Letting P(N)
denote the power set of N, a collection F ⊆ P(N) \ {∅} is partition regular (p.r.) if
for any finite partition N = ⋃r

i=1 Ci, there exist some 1 ≤ i ≤ r and some F ∈ F with
F ⊆ Ci. In these terms we can see Schur’s theorem as the statement that the collection
F := {{x, y, x + y} | x, y ∈ N} is p.r. Similarly, we can see van der Waerden’s theo-
rem as the statement that for any ℓ ∈ N the collection Fℓ := {{a + id}ℓ

i=0 | a, d ∈ N}
is p.r. One of the active areas of research in the field of Ramsey theory consists of
finding p.r. collections of sets. In 1928 Brauer proved a common refinement of Schur’s
Theorem and van der Waerden’s Theorem by showing that for any ℓ ∈ N the collection
F ′

ℓ := {{d}∪{a+ id}ℓ
i=0 | a, d ∈ N} is partition regular (cf. [Bra28]). In 1933 Richard Rado

classified those finite systems of linear equations S for which the collection S is p.r. (cf.
[Rad33]). An exposition of all of these results as well as how to obtain the first three results
as a consequence of Rado’s theorem can be found in [GRS13]. While Rado’s theorem can
intuitively be seen as classifying all p.r. families consisting of finite sets with linear struc-
ture, the situation for polynomial structures remains wide open. This is discussed in more
detail in Chapter 6.1. The purpose of Chapter 6 is to contribute to the understanding of p.r.
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families of sets with polynomial structure by providing an almost complete classification of
those m, n ∈ N and a, b, c ∈ Z \ {0} for which the collection F(m, n, a, b, c) of solutions to
the poynomial equation ax + by = cwmzn is partition regular (see Theorem 6.1.1).

Our story takes a turn in 1936 with Conjecture 1.1.4 of Pál Erdős and Pál Turán. To
continue the discussion we first require some terminology.

Definition 1.1.3. Let A ⊆ N. The upper density of A is given by

d(A) = lim sup
N→∞

1
N

|A ∩ [1, N ]|. (1.1)

Conjecture 1.1.4 (cf. [ET36]). A ⊆ N contains arbitrarily long arithmetic progressions if
d(A) > 0.

Conjecture 1.1.4 is a density analogue of van der Waerden’s theorem. While density
results always imply the analogous statements in the context of partition regularity, the
converse is not always true. To see this, we observe that the odd integers have a natural
density of 1

2 but contain no set of the form {x, y, x + y}, so the density analogue of Schur’s
theorem does not hold.1 It wasn’t until 1952 that Klaus Roth answered Conjecture 1.1.4
in the specialized case of 3-term arithmetic progressions.

Theorem 1.1.5 ([Rot52]). A ⊆ N contains infinitely many 3-term arithmetic progressions
if d(A) > 0.

A year later, in [Rot53], Roth further refined Theorem 1.1.5 for even sparser sets A.
Progress on Conjecture 1.1.4 laid stagnant for another 16 years before Endre Szemerédi was
able to extend Theorem 1.1.5 to the case of 4-term arithmetic progressions in [Sze69]. It
then took another 8 years before Szemerédi answered Conjecture 1.1.4 in the positive.

Theorem 1.1.6 (cf. Theorem 1.4 in [Sze75]). A ⊆ N contains arbitrarily long arithmetic
progressions if d(A) > 0.

2 years later Harry (Hillel) Furstenberg gave a new, dynamical, proof of Szemerédi’s
Theorem. Consequently, our story takes a turn into the world of measure preserving systems
and ergodic theory.

Definition 1.1.7. A measure preserving system (m.p.s.) (X, B, µ, T ) is a probability
space (X, B, µ) along with a measurable transformation T : X → X satisfying µ(T −1A) =
µ(A) for all A ∈ B.

1Interestingly, if one allows for a broader interpretation of “density analogue”, then such a generalization
of Schur’s theorem is proven in [Ber86].
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Furstenberg proved the following multiple recurrence theorem that is equivalent to Sze-
merédi’s theorem.

Theorem 1.1.8 (Theorem 1.4 in [Fur77]). Let (X, B, µ, T ) be a m.p.s. and B ∈ B with
µ(B) > 0. For any integer k > 1 there exists n ∈ N for which

µ(B ∩ T −nB ∩ T −2nB ∩ · · · ∩ T −(k−1)nB) > 0. (1.2)

To derive Szemerédi’s theorem from the multiple recurrence theorem, Furstenberg in-
troduced a powerful correspondence principle that now bears his name (Theorem 1.1 in
[Fur77]). We provide a variant of Furstenberg’s correspondence principle that is better
suited for our discussion.

Theorem 1.1.9 (Theorem 1.8 in [Ber96]). If A ⊆ N is such that d(A) > 0, then there
exists a m.p.s. (X, B, µ, T ) and some E ∈ B with µ(E) = d(A), such that for any k ∈ N
and any n1, · · · , nk ∈ N we have

d(A ∩ (A − n1) ∩ · · · ∩ (A − nk)) ≥ µ(E ∩ T −n1E ∩ · · · ∩ T −nkE). (1.3)

It is also worth mentioning that Furstenberg’s multiple recurrence theorem is a gen-
eralization of a classical recurrence theorem of Henri Poincaré. Poincaré proved Theorem
1.1.10 while studying stability in celestial mechanics (see Section 8 of [Poi90] or [Ber00]).

Theorem 1.1.10 (Poincaré recurrence). For any m.p.s. (X, B, µ, T ) and any A ∈ B with
µ(A) > 0 there exists n ∈ N for which µ(A ∩ T −nA) > 0.

We observe that the Poincaré recurrence theorem has the following combinatorial ana-
logue: If A ⊆ N is such that d(A) > 0, then there exists n ∈ N for which d(A∩ (A−n)) > 0.
Both results can be proven by using the pigeonhole principle. Furstenberg and András
Sárközy independently proved refinements of Poincaré’s recurrence theorem and its combi-
natorial analogue by showing that the return time n can be taken to be a perfect square.

Theorem 1.1.11 (Proposition 1.3 in [Fur77]). For any m.p.s. (X, B, µ, T ) and any A ∈ B

with µ(A) > 0 there exists n ∈ N for which µ(A ∩ T −n2
A) > 0.

Theorem 1.1.12 (cf. [Sár78]). If A ⊆ N is such that d(A) > 0, then there exists n ∈ N
for which d(A ∩ (A − n2)) > 0.

Furstenberg’s dynamical approach to Szemeredi’s theorem spawned the field that is
now known as Ergodic Ramsey Theory. This has resulted in a multitude of results about
recurrence whose combinatorial analogues still do not have an independent proof. As an
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example, we mention a special case of a result of Vitaly Bergelson and Alexander Leibman
that is a common refinement of the multiple recurrence theorem and the Furstenberg-
Sárközy theorem.

Theorem 1.1.13 (cf. [BL96]). Polynomial Szemerédi Theorem.

(i) If (X, B, µ, T ) is a m.p.s. and {pi(x)}k
i=1 ⊆ Z[x] is a family of polynomials satisfying

p(0) = 0, then for any E ∈ B with µ(E) > 0 there exists n ∈ N for which

µ(E ∩ T −p1(n)E ∩ · · · ∩ T −pk(n)E) > 0. (1.4)

(ii) If A ⊆ N is such that d(A) > 0 and {pi(x)}k
i=1 ⊆ Z[x] is a family of polynomials

satisfying p(0) = 0, then there exists n ∈ N for which

d(A ∩ (A − p1(n)) ∩ · · · ∩ (A − pk(n))) > 0. (1.5)

Many novel tools were needed for the proofs of the multiple recurrence theorem, the
Furstenberg-Sárközy theorem, and the polynomial Szemerédi theorem. One of those tools
is the van der Corput difference theorem (vdCdt) and its many variations. Johannes
Gualtherus van der Corput introduced the first form of the vdCdt in [Cor31]. To state
the first vdCdt we first require a definition.

Definition 1.1.14. A sequence (xn)∞
n=1 ⊆ [0, 1] is uniformly distributed if for any

0 ≤ a < b ≤ 1 we have

lim
N→∞

1
N

|{1 ≤ n ≤ N | xn ∈ (a, b)}| = b − a. (1.6)

Theorem 1.1.15 (vdCdt, Theorem 1.3.1 in [KN74]). If (xn)∞
n=1 ⊆ [0, 1] is a sequence

for which (xn+h − xn)∞
n=1 (mod 1) is uniformly distributed for all h ∈ N, then (xn)∞

n=1 is
uniformly distributed.

A classical application of vdCdt is to show that for α ∈ R \ Q the sequence (n2α)∞
n=1

(mod 1) is uniformly distributed in [0, 1], which is a fact used in Furstenberg’s proof of
Theorem 1.1.11. In [Ber87] Bergelson introduced several variations of vdCdt for bounded
sequences of vectors in a Hilbert space, one of which we introduce below.

Theorem 1.1.16 (Theorem 1.4 in [Ber87]). Let H be a Hilbert space and (xn)∞
n=1 ⊆ H a

bounded sequence. If

4



lim
N→∞

1
N

N∑
n=1

⟨xn+h, xn⟩ = 0 (1.7)

for all h ∈ N, then

lim
N→∞

|| 1
N

N∑
n=1

xn|| = 0. (1.8)

The subject of Chapter 2 is to prove new variations of Theorems 1.1.15 and 1.1.16,
and to show that these new variations are connected to the ergodic hierarchy of mixing
properties of a m.p.s. (cf. Definition 2.5.2).

There are many results about recurrence other than Theorem 1.1.11 that are proven
using tools from the theory of uniform distribution. In Chapter 4 we investigate a curious
generalization of the notion of uniform distribution which we call uniform symmetric distri-
bution (Definition 4.1.4) and show that it too is associated with the study of recurrence (cf.
Theorem 4.2.1). We also prove a version of vdCdt using uniform symmetric distribution
(see Theorem 4.2.9).

In order to connect Chapter 3 to our story we will now discuss some other ergodic
theorems. We begin with the mean ergodic theorem of John von Neumann from [Neu32].

Theorem 1.1.17. Let (X, B, µ, T ) be a m.p.s., let UT : L2(X, µ) → L2(X, µ) be the unitary
operator given by UT f := f ◦ T , and let PT denote the orthogonal projection onto the closed
subspace

I := {g ∈ L2(X, µ) | UT g = g}. (1.9)

Then for any f ∈ L2(X, µ),

lim
N→∞

1
N

N−1∑
n=0

Un
T f = PT f, (1.10)

with convergence taking place in the norm topology.

The mean ergodic theorem played a part in the proofs of many of the multiple recur-
rence theorems mentioned so far. To further illustrate this connection, we observe that
Furstenberg derived Theorem 1.1.8 from a stronger result that we will now state.
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Theorem 1.1.18 (Theorem 11.13 in [Fur77]). If (X, B, µ, T ) is an ergodic2 m.p.s. and
f ∈ L∞(X, µ) is such that f ≥ 0 and f is not a.e. 0, then for any k ∈ N,

lim inf
N−M→∞

1
N − M

N∑
n=M+1

∫
X

f · Un
T f · · · U

n(k−1)
T fdµ > 0. (1.11)

Another classical ergodic theorem was proven by George David Birkhoff in [Bir31].

Theorem 1.1.19. Let (X, B, µ, T ) be a m.p.s., and let f ∈ L1([0, 1], µ). For a.e. x ∈ X,
we have

lim
N→∞

1
N

N∑
n=1

f(T nx) = f∗(x), (1.12)

where f∗(x) ∈ L1(X, µ) is such that f∗(Tx) = f∗(x) for a.e. x ∈ X and
∫

X f∗dµ =
∫

X fdµ.

While Birkhoff’s ergodic theorem is not as commonly used as von Neumann’s ergodic
theorem when studying recurrence, it is still a subject of great interest in ergodic theory.
The subject of Chapter 3 is to prove strengthenings of Birkhoff’s ergodic theorem when
additional assumptions are made about which level of the ergodic hierarchy of mixing the
m.p.s. (X, B, µ, T ) belongs to.

In Chapter 5 we study notion of van der Corput sets introduced by Teturo Kamae and
Michel Mendès France in [KMF78].

Definition 1.1.20. R ⊆ N is a van der Corput set (vdC set) if for any (xn)∞
n=1 ⊆ [0, 1]

for which (xn+h − xn)∞
n=1 is uniformly distributed for all h ∈ R we have that (xn)∞

n=1 is
uniformly distributed.

Kamae and Mendès France showed that vdC sets are related to recurrence while Imre
Ruzsa showed in [Ruz84] that vdC sets have connections with harmonic analysis. It was
also shown by Marina Ninčević, Braslav Rabar, and Siniša Slijepčević in [NRS12] that vdC
sets are connected to a notion of recurrence in Hilbert spaces that they refer to as operator
recurrence (see Definition 5.1.4(v)). We will prove similar results to those just mentioned
for some variations of vdC sets that are introduced in [BL08]. We will also show that
vdC sets have connections with the results of Chapter 2.2 as well as the notion of uniform
symmetric distribution.

2A m.p.s. (X, B, µ, T ) is ergodic if the A ∈ B for which µ(T −1A△A) = 0 also satisfy µ(A) ∈ {0, 1}.
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1.2 Overview

In Chapter 2 we investigate variations of vdCdt in Hilbert spaces as well as the theory of
uniform distribution and show that they are connected to the ergodic hierarchy of mixing
properties. In Chapter 3 we show how Birkhoff’s ergodic theorem can be strengthened
when additional assumptions are made about the mixing properties of the underlying m.p.s.
(X, B, µ, T ). We do this in the more general set up of Hilbert space-valued functions rather
than complex-valued functions so that the connections with Chapter 2 become clearer.
In Chapter 4 we introduce and study the notion of uniform symmetric distribution. We
also show many ergodic theorems involving uniform distribution have analogues involving
uniform symmetric distribution. In Chapter 2 we add to the known list of equivalent
formulations of van der Corput sets. We also answer some open questions from the literature
regarding van der Corput sets, and we show how they connect to the results from Chapters
2 and 4. In Chapter 6 we give an almost complete classification of those m, n ∈ N and
a, b, c ∈ Z \ {0} for which the equation ax + by = cwmzn is partition regular over Z \ {0}.
Many tools from Ramsey theory and number theory are needed to prove the aforementioned
result. In particular, we prove a partial generalization of the Grunwald-Wang theorem, and
we extend many classical results about ultrafilters over N to ultrafilters over an integral
domain R.
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CHAPTER 2

ENHANCEMENTS OF VAN DER CORPUT’S DIFFERENCE THEOREM
AND CONNECTIONS TO THE ERGODIC HIERARCHY OF MIXING

PROPERTIES

2.1 Introduction

In [Cor31] J. G. van der Corput proved Theorem 2.1.1 which is now known as van der
Corput’s Difference Theorem (henceforth abbreviated as vdCDT).

Theorem 2.1.1 (Theorem 1.3.1 in [KN74]). If (xn)∞
n=1 ⊆ [0, 1] is a sequence for which

(xn+h − xn)∞
n=1 (mod 1) is uniformly distributed for all h ∈ N, then (xn)∞

n=1 is uniformly
distributed.

In Ergodic Theory, the following Hilbertian analogues of Theorem 2.1.1 were introduced
by V. Bergelson in [Ber87] and are of great use.

Theorem 2.1.2. Let H be a Hilbert space and (xn)∞
n=1 ⊆ H a bounded sequence of vectors.

(i) If for every h ∈ N we have

lim
N→∞

1
N

N∑
n=1

⟨xn+h, xn⟩ = 0, then lim
N→∞

|| 1
N

N∑
n=1

xn|| = 0. (2.1)

(ii) If

lim
h→∞

lim sup
N→∞

∣∣∣∣∣ 1
N

N∑
n=1

⟨xn+h, xn⟩
∣∣∣∣∣ = 0, then lim

N→∞
|| 1

N

N∑
n=1

xn|| = 0. (2.2)

(iii) If

lim
H→∞

1
H

H∑
h=1

lim sup
N→∞

∣∣∣∣∣ 1
N

N∑
n=1

⟨xn+h, xn⟩
∣∣∣∣∣ = 0, then lim

N→∞
|| 1

N

N∑
n=1

xn|| = 0. (2.3)
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See [Ber96], [BL96], [FLW06], [EW11], and [Fur81] for some examples of applications
of parts (i), (ii), and (iii) of Theorem 2.1.2 in Ergodic Theory, and see [BM16] for a survey
of modern developments regarding vdCDT and its many variations. We point out to the
reader that item (iii) of Theorem 2.1.2 implies items (i) and (ii), which begs the question
of why one would ever use items (i) and (ii). To answer this question, we will show a
correspondence between the variants of vdCDT appearing in Theorem 2.1.2 and the er-
godic hierarchy of mixing. In particular, we will show that Theorem 2.1.2(i) corresponds to
Lebesgue spectrum (cf. Corollary 2.2.17), Theorem 2.1.2(ii) corresponds to strong mixing
(cf. Corollary 2.2.15), and Theorem 2.1.2(iii) corresponds to weak mixing (cf. Corollary
2.2.11). Using this correspondence we will prove new variants of vdCDT corresponding to
ergodicity (cf. Corollary 2.2.9) and mild mixing (cf. Corollary 2.2.13). We remark that
a connection between forms of vdCDT that do not use Cesàro averages and the ergodic
hierarchy of mixing was already observed in [Tse16]. We also remark that our methods
apply when taking averages over Følner sequences (Ψn)∞

n=1 other than ([1, N ])∞
N=1, but we

do not pursue this level of generality for the sake of concreteness.

In Section 2.2 we show how one can use a given Hilbert space H to construct a new
Hilbert space H whose elements are sequences of vectors from H. We then define various
classes of mixing sequences of vectors from H associated to various levels of the ergodic
hierarchy of mixing (cf. Definition 2.2.5). We show that a sequence of vectors in H is one
of our mixing sequences if and only if it is a mixing element of H (cf. Definition 2.2.4)
under a certain unitary operator induced by the left shift. We are then able to prove the
results that are mentioned in the previous paragraph by showing that different variations
of vdCDT produce different classes of mixing sequences.

In Section 2.3 we begin by showing that any of the (possibly unbounded) mixing
sequences appearing in Definition 2.2.5 have Cesàro averages that converge strongly to 0
(cf. Lemma 2.3.1(iii)-(iv)), which is what allows us to conclude that that the results in
Section 2.2 are generalizations of the results appearing in Theorem 2.1.2. We then proceed
to analyze additional properties of these mixing sequences such as which of their weighted
Cesàro averages converge strongly to 0 (cf. Theorem 2.3.9).

In Section 2.4 we obtain applications to the Theory of Uniform Distribution by
strengthening the result of Theorem 2.1.1, and by producing 4 new variants of vdCDT for
uniform distribution that correspond to different levels of the ergodic hierarchy of mixing.
2 of our new vdCDTs (cf. Corollaries 2.4.18 and 2.4.22) have a correspondence to Theorem
2.1.2(ii) and Theorem 2.1.2(iii) like that of Theorem 2.1.1 and Theorem 2.1.2(i). Similar to
what we did in Section 2.2, we define various classes of mixing sequences in [0, 1] (cf. Defi-
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nition 2.4.6) and show that each of our new vdCDTs for uniform distribution produces one
of these mixing sequences. We also show that each of these mixing sequences are uniformly
distributed along many subsequences (cf. Theorem 2.4.9). Interestingly, we are unable to
find a clear correspondence between Theorem 2.1.2 and mixing sequences in [0, 1] (cf. Re-
mark 2.4.25), but we are able to show that (xn+h, xn)∞

n=1 ⊆ [0, 1]2 is uniformly distributed
for all h ∈ N if and only if (xn)∞

n=1 ⊆ [0, 1] is sufficiently mixing (cf. Theorem 2.4.26).

In Section 2.5 we review the Ergodic Hierarchy of Mixing for measure preserving
systems (cf. Definition 2.5.2) and show how the mixing sequences from Definition 2.2.5 can
be used to characterize various levels of this hierarchy (cf. Theorem 2.5.3). We then obtain
applications to recurrence in measure preserving systems and give a partial answer to a
question of N. Frantzikinakis from [Fra22]. We conclude this with a generalization of the
main result N. Frantzikinakis, E. Lesigne, and M. Wierdl from [FLW06].

In Section 2.6 we compare the notions of mixing sequences that we introduce in
Definition 2.2.5 with those introduced in [BB86]. Section 2.7 is a review of basic definitions
and properties of IP-sets and IP∗ convergence, which are notions that will be used through-
out the paper when discussing mild mixing and rigidity. We also review some properties of
ultrafilters, which will only be used in the proof of Lemma 2.3.6(iii).

2.2 Extensions of van der Corput’s Difference Theorem in Hilbert Spaces

We will now view van der Corput’s Difference Theorem from a Hilbertian point of view that
is different from Theorem 2.1.2. First, we need to construct the new Hilbert space H that
we will be working with from a given Hilbert space H. We will let || · || and ⟨·, ·⟩ denote the
norm and inner product on H while letting || · ||H and ⟨·, ·⟩H denote the norm and inner
product on H . We denote the collection of square averageable sequences by

SA(H) := {(fn)∞
n=1 ⊆ H | lim sup

N→∞

1
N

N∑
n=1

||fn||2 < ∞}, (2.4)

and we denote the collection of uniformly bounded sequences by

UB(H) := {(fn)∞
n=1 ⊆ H | sup

n∈N
||fn|| < ∞}. (2.5)

Let (fn)∞
n=1, (gn)∞

n=1 ∈ SA(H) and observe that
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lim sup
N→∞

1
N

∣∣∣∣∣
N∑

n=1
⟨fn, gn⟩

∣∣∣∣∣ ≤ lim sup
N→∞

1
N

∑
||fn|| · ||gn|| (2.6)

≤
(

lim sup
N→∞

1
N

N∑
n=1

||fn||2
) 1

2
(

lim sup
N→∞

1
N

N∑
n=1

||gn||2
) 1

2

< ∞.

It follows that we may use diagonalization to construct an increasing sequence of positive
integers (Nq)∞

q=1 for which

lim
q→∞

1
Nq

Nq∑
n=1

⟨xn+h, yn⟩ (2.7)

exists whenever (xn)∞
n=1, (yn)∞

n=1 ∈ {(fn)∞
n=1, (gn)∞

n=1} and h ∈ N. We can now construct a
new Hilbert space H = H ((fn)∞

n=1, (gn)∞
n=1, (Nq)∞

q=1) from (fn)∞
n=1, (gn)∞

n=1 and (Nq)∞
q=1

as follows. For all (xn)∞
n=1, (yn)∞

n=1 ∈ {(fn)∞
n=1, (gn)∞

n=1} and h ∈ N, we define

⟨(xn+h)∞
n=1, (yn)∞

n=1⟩H = lim
q→∞

1
Nq

Nq∑
n=1

⟨xn+h, yn⟩. (2.8)

We see that ⟨·, ·⟩H is a sesquilinear form on H ′ = SpanC({(fn+h)∞
n=1}∞

h=1∪{(gn+h)∞
n=1}∞

h=1).
Letting

H ′′ = {(en)∞
n=1 ∈ SA(H) | ∀ ϵ > 0 ∃ (hn(ϵ))∞

n=1 ∈ H ′ s.t. (2.9)

lim sup
q→∞

1
Nq

Nq∑
n=1

||en − hn(ϵ)||2 < ϵ}, and

S = {(xn)∞
n=1 ⊆ SA(H) | lim

q→∞
1

Nq

Nq∑
n=1

||xn||2 = 0}, (2.10)

we see that H ′′/S is a pre-Hilbert space. We will soon see that H ′′ is sequentially closed un-
der the topology induced by ⟨·, ·⟩H (cf. Theorem 2.2.1), so we define H ((fn)∞

n=1, (gn)∞
n=1,

(Nq)∞
q=1) = H ′′/S. We call H ((fn)∞

n=1, (gn)∞
n=1, (Nq)∞

q=1) the Hilbert space induced by
((fn)∞

n=1, (gn)∞
n=1, (Nq)∞

q=1), and we may write H in place of H ((fn)∞
n=1, (gn)∞

n=1, (Nq)∞
q=1)

if ((fn)∞
n=1, (gn)∞

n=1, (Nq)∞
q=1) is understood from the context.

For (fn)∞
n=1, (gn)∞

n=1 ∈ SA(H) we say that ((fn)∞
n=1, (gn)∞

n=1, (Nq)∞
q=1) is a permissible

triple if H ((fn)∞
n=1, (gn)∞

n=1, (Nq)∞
q=1) is well defined. Whenever we write H ((fn)∞

n=1, (gn)∞
n=1,
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(Nq)∞
q=1), it is implicitly assumed that ((fn)∞

n=1, (gn)∞
n=1, (Nq)∞

q=1) is a permissible triple.
We say that ((fn)∞

n=1, (gn)∞
n=1, (Nq)∞

q=1) is a weakly permissible triple if

lim
q→∞

1
Nq

Nq∑
n=1

⟨fn+h, gn⟩ (2.11)

exists for every h ∈ N. Given (xn)∞
n=1 ⊆ H for which (xn)∞

n=1 ∈ H ′′, we may view (xn)∞
n=1

as an element of H by identifying (xn)∞
n=1 with its equivalence class in H ′′/S.

Our applications in sections 2.4 and 2.5 will only require results about UB(H). Nonethe-
less, we are required to work with SA(H) so that we may construct the Hilbert space H .
To see that this is the case, let us consider the collection of sequences {ξm}∞

m=1 ⊆ UB(C)
given by ξm,n = 0 if n ̸≡ 0 (mod m6) and ξm,n = m if n ≡ 0 (mod m6). We see that

lim
N→∞

1
N

N∑
n=1

⟨ξm1,n+h, ξm2,n⟩ (2.12)

exists for all m1, m2, h ∈ N, so {ξm}∞
m=1 ⊆ H = H (ξ1, ξ2, (n)∞

n=1). We also see that
||ξn||H = 1

n2 , so ξ := ∑∞
n=1 ξn ∈ H \ UB(H).

We will now verify that H is a Hilbert space by verifying that it is complete.

Theorem 2.2.1. Let H be a Hilbert space and (fn)∞
n=1, (gn)∞

n=1 ∈ SA(H). Let ((fn)∞
n=1,

(gn)∞
n=1, (Nq)∞

q=1) be a permissible triple and H = H ((fn)∞
n=1, (gn)∞

n=1, (Nq)∞
q=1). If

{(ξn,m)∞
n=1}∞

m=1 ⊆ H ′′ is a Cauchy sequence, then there exists (ξn)∞
n=1 ∈ H ′′ for which

lim
m→∞

 lim
q→∞

1
Nq

Nq∑
n=1

||ξn,m − ξn||2
 = 0. (2.13)

In particular, H is a Hilbert space.

Proof. We proceed by modifying the proof of the main result in section §2 of chapter II of
[BF45]. Let (ϵm)∞

m=1 be a sequence of real numbers tending to 0 for which

lim
q→∞

1
Nq

Nq∑
n=1

||ξn,m − ξn,k||2 < ϵm (2.14)

whenever k ≥ m. By induction, let T0 = N0 = 0 and let (Tm)∞
m=1 ⊆ N be such that

conditions (i)-(iii) below hold.
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(i) For every m ≥ 1, every k ≥ m, and every T ≥ Tk

1
NT

NT∑
n=1

||ξn,k − ξn,m||2 < ϵm. (2.15)

(ii) For every m ≥ 1 and every k ≥ m

1
NTk

− NTk−1

NTk∑
n=NTk−1 +1

||ξn,k − ξn,m||2 < ϵm. (2.16)

(iii) For every m ≥ 1

1
NTm

m−1∑
j=1

NTj∑
n=NTj−1 +1

||ξn,j − ξn,m||2 < ϵm. (2.17)

Now let us define (ξn)∞
n=1 by ξn = ξn,m where m is such that NTm−1 < n ≤ NTm . To

conclude the proof, we note that for m ≥ 1, k > m, and Tk−1 < T ≤ Tk we have

NT∑
n=1

||ξn,m − ξn||2 (2.18)

=
m−1∑
j=1

NTj∑
n=NTj−1 +1

||ξn,j − ξn,m||2 +
k−1∑
j=m

NTj∑
n=NTj−1 +1

||ξn,m − ξn||2 +
NT∑

n=NTk−1 +1
||ξn,m − ξn||2

≤NTmϵm +
k−1∑
j=m

(NTj − NTj−1)ϵm +
NT∑
n=1

||ξn,k − ξn,m||2

≤NTk−1ϵm + NT ϵm ≤ 2NT ϵm.

Lemma 2.2.2. Let H be a Hilbert space and (fn)∞
n=1, (gn)∞

n=1 ∈ SA(H). If ((fn)∞
n=1, (gn)∞

n=1,

(Nq)∞
q=1) is a permissible triple and H = H ((fn)∞

n=1, (gn)∞
n=1, (Nq)∞

q=1), then for all M > 0

BM := {(xn)∞
n=1 ∈ H | ||xn|| ≤ M ∀ n ∈ N} (2.19)

is compact in the weak topology of H .
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Proof. Since

B(M) := {(xn)∞
n=1 ∈ H | ||(xn)∞

n=1||H ≤ M} (2.20)

is known to be a compact set as a consequence of the Banach-Alaoglu Theorem and BM ⊆
B(M), it suffices to show that BM is closed in the weak topology. To this end, let (xn)∞

n=1 ∈
Bc

M be arbitrary. We see that there exists ϵ > 0 for which

A := {n ∈ N | ||xn|| > M + ϵ} (2.21)

satisfies lim supq→∞
1

Nq
|[1, Nq] ∩ A| > 0, otherwise the equivalence class of (xn)∞

n=1 in H

would contain an element of BM . Let (M ′
q)∞

q=1 be such that limq→∞
1

M ′
q
|[1, M ′

q] ∩ A| > 0,
and let (Mq)∞

q=1 be a subsequence of (M ′
q)∞

q=1 for which

F (yn)∞
n=1 := lim

q→∞
1

Mq

Mq∑
n=1

⟨yn,1A(n)xn⟩ (2.22)

exists for all (yn)∞
n=1 ∈ H ′. We see that F uniquely extends to a continuous functional on

all of H . We now see that if (yn)∞
n=1 ∈ BM then

|F ((xn)∞
n=1| − |F (yn)∞

n=1)| (2.23)

= lim
q→∞

1
Mq

∣∣∣∣∣∣
Mq∑
n=1

⟨xn,1A(n)xn⟩

∣∣∣∣∣∣− lim
q→∞

1
Mq

∣∣∣∣∣∣
Mq∑
n=1

⟨yn,1A(n)xn⟩

∣∣∣∣∣∣
≥ lim

q→∞
1

Mq

Mq∑
n=1

1A(n)||xn||2 − lim
q→∞

1
Mq

Mq∑
n=1

1A(n)||xn|| · ||yn||

= lim
q→∞

1
Mq

Mq∑
n=1

1A(n)||xn||(||xn|| − ||yn||) ≥ lim
q→∞

1
Mq

Mq∑
n=1

1A(n)(M + ϵ)ϵ > 0.

Remark 2.2.3. Let H be a Hilbert space. Let (fn)∞
n=1, (gn)∞

n=1 ⊆ H and (Nq)∞
q=1 be such

that ((fn)∞
n=1, (gn)∞

n=1, (Nq)∞
q=1) is a permissible triple. The left shift S : H ′ → H ′ defined

by S((xn)∞
n=1) = (xn+1)∞

n=1 for all (xn)∞
n=1 ∈ H ′ extends to an operator on H that

we again denote by S. Since ⟨S((xn)∞
n=1), S((yn)∞

n=1)⟩H = ⟨(xn)∞
n=1, (yn)∞

n=1⟩H for all
(xn)∞

n=1, (yn)∞
n=1 ∈ H ′, we see that S is a unitary operator on H . This allows us to

classify sequences in H that correspond to elements of (H , S) from different levels of the
hierarchy of mixing. Since we naturally have that B ⊆ H and that S preserves uniform
boundedness, we may also consider S as a unitary operator on B. To this end, we begin
by recalling some vocabulary regarding the ergodic hierarchy of mixing.
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Definition 2.2.4. Let H be a Hilbert space, U : H → H a unitary operator, and f ∈ H.

(i) f is an ergodic element of (H, U) if for all g ∈ H we have

lim
N→∞

1
N

N∑
n=1

⟨Unf, g⟩ = 0. (2.24)

(ii) f is a weakly mixing element of (H, U) if for all g ∈ H we have

lim
N→∞

1
N

N∑
n=1

|⟨Unf, g⟩| = 0. (2.25)

(iii) f is a mildly mixing element of (H, U) if for all g ∈ H we have

IP∗ − lim
n→∞

⟨Unf, g⟩ = 0. (2.26)

(iv) f is a strongly mixing element of (H, U) if for all g ∈ H we have

lim
N→∞

⟨Unf, g⟩ = 0. (2.27)

If H and U are understood from the context, then we may omit (H, U) and say (for example)
that f is a weakly mixing element.

Definition 2.2.5. Let H be a Hilbert space and (fn)∞
n=1 ∈ SA(H).

(i) (fn)∞
n=1 is a completely ergodic sequence1 if for all weakly permissible triple of the

form ((fn)∞
n=1, (gn)∞

n=1, (Nq)∞
q=1), we have

lim
H→∞

1
H

H∑
h=1

lim
q→∞

1
Nq

Nq∑
n=1

⟨fn+h, gn⟩ = 0. (2.28)

(ii) (fn)∞
n=1 is a nearly weakly mixing sequence1 if for all weakly permissible triple of

the form ((fn)∞
n=1, (gn)∞

n=1, (Nq)∞
q=1), we have

lim
H→∞

1
H

H∑
h=1

∣∣∣∣∣∣ lim
q→∞

1
Nq

Nq∑
n=1

⟨fn+h, gn⟩

∣∣∣∣∣∣ = 0. (2.29)

1See the appendix for a comparison of our definitions of completely ergodic sequences, nearly weakly
mixing sequences, and nearly strongly mixing sequences with the definitions of ergodic sequences, weakly
mixing sequences, and strongly mixing sequences given in [BB86].
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(iii) (fn)∞
n=1 is a nearly mildly mixing sequence if for all weakly permissible triple of

the form ((fn)∞
n=1, (gn)∞

n=1, (Nq)∞
q=1), we have

IP∗ − lim
h→∞

∣∣∣∣∣∣ lim
q→∞

1
Nq

Nq∑
n=1

⟨fn+h, gn⟩

∣∣∣∣∣∣ = 0. (2.30)

(iv) (fn)∞
n=1 is a nearly strongly mixing sequence1 if for all weakly permissible triple

of the form ((fn)∞
n=1, (gn)∞

n=1, (Nq)∞
q=1), we have

lim
h→∞

lim
q→∞

1
Nq

Nq∑
n=1

⟨fn+h, gn⟩ = 0. (2.31)

(v) (fn)∞
n=1 is a nearly orthogonal sequence if for all permissible triple of the form

((fn)∞
n=1, (gn)∞

n=1, (Nq)∞
q=1), we have

∞∑
h=0

∣∣∣∣∣∣ lim
q→∞

1
Nq

Nq∑
n=1

⟨fn+h, gn⟩

∣∣∣∣∣∣
2

≤

 lim
q→∞

1
Nq

Nq∑
n=1

||gn||2
 lim

q→∞
1

Nq

Nq∑
n=1

||fn||2
. (2.32)

Remark 2.2.6. We see that if (fn)∞
n=1 ⊆ H is a nearly weakly (strongly) mixing sequence

if and only if for all permissible triple of the form ((fn)∞
n=1, (gn)∞

n=1, (Nq)∞
q=1), (fn)∞

n=1 is
a nearly weakly (strongly) mixing element of (H ((fn)∞

n=1, (gn)∞
n=1, (Nq)∞

q=1), S). Further-
more, we will see that if U : H → H is a unitary operator, then for all f ∈ H, (Unf)∞

n=1 is
a nearly weakly (strongly) mixing sequence if and only if U is a nearly weakly (strongly)
mixing unitary operator.

Remark 2.2.7. Nearly orthogonal sequences display mixing properties similar to that of an
orthornomal set {en}∞

n=1 in a Hilbert space H. We recall that for all x ∈ H, we have

∞∑
n=1

|⟨x, en⟩|2 ≤ M ||x||2, (2.33)

where M is an upper bound of the sequence {||en||}∞
n=1. We now see that if (fn)∞

n=1 ⊆ H is
a nearly orthogonal sequence, then for all permissible triple of the form ((fn)∞

n=1, (gn)∞
n=1,

(Nq)∞
q=1) and H = H ((fn)∞

n=1, (gn)∞
n=1, (Nq)∞

q=1), we have

∞∑
h=1

⟨Sh((fn)∞
n=1), (gn)∞

n=1⟩H ≤ M ||(gn)∞
n=1||2H . (2.34)
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It follows that (fn)∞
n=1 exhibits mixing properties similar to that of an orthonormal set of

vectors, however, it should be noted that there exist sets of vectors that are not orthonormal,
but are still nearly orthogonal. For example, if {en}∞

n=1 ⊆ H is a bounded orthonormal set
as before, then the sequence (fn)∞

n=1 given by fn = 1
2(en + en+1) satisfies equation (2.34)

with M = 2, but is not an orthogonal set.

We are now ready to state and prove some of the main results of this paper.

Theorem 2.2.8. Let H be a Hilbert space and let (fn)∞
n=1 ∈ SA(H). (fn)∞

n=1 is a completely
ergodic sequence if and only if for all permissible triple of the form ((fn)∞

n=1, (fn)∞
n=1, (Nq)∞

q=1)
we have

lim
H→∞

1
H

H∑
h=1

lim
q→∞

1
Nq

Nq∑
n=1

⟨fn+h, fn⟩ = 0. (2.35)

Proof. If (fn)∞
n=1 is a completely ergodic sequence, then the desired result follows imme-

diately. Now let us show that (fn)∞
n=1 is a completely ergodic sequence if equation (2.35)

is satisfied. Let (gn)∞
n=1 ⊆ H and (Nq)∞

q=1 ⊆ N be such that ((fn)∞
n=1, (gn)∞

n=1, (Nq)∞
q=1)

is a weakly permissible triple. By passing to a subsequence of (Nq)∞
q=1 if necessary, we

may assume without loss of generality ((fn)∞
n=1, (gn)∞

n=1, (Nq)∞
q=1) is a permissible triple,

so may define H = H ((fn)∞
n=1, (gn)∞

n=1, (Nq)∞
q=1). Let S : H → H denote the unitary

operator induced by the left shift. Let H = I ⊕ I ⊥, where I := {ξ ∈ H | Sξ = ξ} and
I ⊥ = cℓ({ξ − Sξ | ξ ∈ H }) (cf. Theorem 2.21 in [EW11]). Let (fn)∞

n=1 = ξ1 + ξ2 with
ξ1 ∈ I and ξ2 ∈ I ⊥. Noting that I and I ⊥ are invariant under S and that equation
(2.35) can be restated as

0 = lim
H→∞

1
H

H∑
h=1

⟨(fn+h)∞
n=1, (fn)∞

n=1⟩H (2.36)

= lim
H→∞

1
H

H∑
h=1

⟨Sh(fn)∞
n=1, (fn)∞

n=1⟩H (2.37)

= lim
H→∞

1
H

H∑
h=1

(
⟨Shξ1, ξ1⟩H + ⟨Shξ2, ξ2⟩H

)
(2.38)

=||ξ1||2H + lim
H→∞

1
H

H∑
h=1

⟨Shξ2, ξ2⟩H = ||ξ1||2H , (2.39)

we see that (fn)∞
n=1 ∈ I ⊥. It follows that
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0 = lim
H→∞

1
H

H∑
h=1

⟨Sh((fn)∞
n=1, (gn)∞

n=1⟩H (2.40)

= lim
H→∞

1
H

H∑
h=1

lim
q→∞

1
Nq

Nq∑
n=1

⟨fn+h, gn⟩. (2.41)

Since (gn)∞
n=1 and (Nq)∞

q=1 were both arbitrary, we see that (fn)∞
n=1 is a completely ergodic

sequence.

Our next corollary can be seen as a generalization of the variant of vdCdt appearing in
page 445 of [BL02].

Corollary 2.2.9. Let H be a Hilbert space and let (xn)∞
n=1 ⊆ H be a bounded sequence. If

lim sup
H→∞

lim sup
N→∞

∣∣∣∣∣∣ 1
NH

∑
(h,n)∈[1,H]×[1,N ]

⟨xn+h, xn⟩

∣∣∣∣∣∣ = 0, (2.42)

then (xn)∞
n=1 is a completely ergodic sequence.

Proof. Equation (2.42) implies equation (2.35) for any sequence (Nq)∞
q=1, and all bounded

sequences are contained in SA(H).

Theorem 2.2.10. Let H be a Hilbert space and let (fn)∞
n=1 ∈ SA(H). (fn)∞

n=1 is a nearly
weakly mixing sequence if and only if for all permissible triple of the form ((fn)∞

n=1, (fn)∞
n=1,

(Nq)∞
q=1) we have

lim
H→∞

1
H

H∑
h=1

∣∣∣∣∣∣ lim
q→∞

1
Nq

Nq∑
n=1

⟨fn+h, fn⟩

∣∣∣∣∣∣ = 0. (2.43)

Proof. If (fn)∞
n=1 is a nearly weakly mixing sequence, then the desired result follows imme-

diately. Now let us show that (fn)∞
n=1 is a nearly weakly mixing sequence if equation (2.43)

is satisfied. Let (gn)∞
n=1 ⊆ H and (Nq)∞

q=1 ⊆ N be such that ((fn)∞
n=1, (gn)∞

n=1, (Nq)∞
q=1) is

a weakly permissible triple. By passing to a subsequence of (Nq)∞
q=1 if necessary, we may

assume without loss of generality ((fn)∞
n=1, (gn)∞

n=1, (Nq)∞
q=1) is a permissible triple, so may

define H = H ((fn)∞
n=1, (gn)∞

n=1, (Nq)∞
q=1). Let S : H → H denote the unitary operator

induced by the left shift. From equation (2.43) we see that

lim
H→∞

H∑
h=1

|⟨Sh((fn)∞
n=1), (fn)∞

n=1⟩H | = 0, (2.44)
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so (fn+h)∞
n=1 is a weakly mixing element of (H , U) by Lemma 3 of [R5́8]. It follows that

0 = lim
H→∞

H∑
h=1

|⟨Sh((fn)∞
n=1, (gn)∞

n=1⟩H | = lim
H→∞

H∑
h=1

| lim
q→∞

1
Nq

Nq∑
n=1

⟨fn+h, gn⟩|. (2.45)

Since (gn)∞
n=1 and (Nq)∞

q=1 were both arbitrary, we see that (fn)∞
n=1 is a nearly weakly

mixing sequence.

Corollary 2.2.11. Let H be a Hilbert space and let (fn)∞
n=1 ⊆ H be a bounded sequence. If

lim
H→∞

1
H

H∑
h=1

lim sup
N→∞

∣∣∣∣∣ 1
N

N∑
n=1

⟨fn+h, fn⟩
∣∣∣∣∣ = 0, (2.46)

then (fn)∞
n=1 is a nearly weakly mixing sequence.

Proof. Equation (2.46) implies equation (2.43) for any sequence (Nq)∞
q=1, and all bounded

sequences are contained in SA(H).

Theorem 2.2.12. Let H be a Hilbert space and let (fn)∞
n=1 ∈ SA(H). (fn)∞

n=1 is a nearly
mildly mixing sequence if and only if for all permissible triple of the form ((fn)∞

n=1, (fn)∞
n=1,

(Nq)∞
q=1) we have

IP∗ − lim
h→∞

∣∣∣∣∣∣ lim
q→∞

1
Nq

Nq∑
n=1

⟨fn+h, fn⟩

∣∣∣∣∣∣ = 0. (2.47)

Proof. If (fn)∞
n=1 is a nearly mildly mixing sequence, then the desired result follows imme-

diately. Now let us show that (fn)∞
n=1 is a nearly mildly mixing sequence if equation (2.47)

is satisfied. Let (gn)∞
n=1 ⊆ H and (Nq)∞

q=1 ⊆ N be such that ((fn)∞
n=1, (gn)∞

n=1, (Nq)∞
q=1) is

a weakly permissible triple. By passing to a subsequence of (Nq)∞
q=1 if necessary, we may

assume without loss of generality ((fn)∞
n=1, (gn)∞

n=1, (Nq)∞
q=1) is a permissible triple, so may

define H = H ((fn)∞
n=1, (gn)∞

n=1, (Nq)∞
q=1). Let S : H → H denote the unitary operator

induced by the left shift. From equation (2.47) we see that

IP∗ − lim
h→∞

|⟨Sh((fn)∞
n=1), (fn)∞

n=1⟩H | = 0, (2.48)

so (fn+h)∞
n=1 is a mildly mixing element of (H , U) by Lemma 9.24 of [Fur81]. It follows

that

0 = IP∗ − lim
h→∞

|⟨Sh((fn)∞
n=1, (gn)∞

n=1⟩H | (2.49)
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= IP∗ − lim
h→∞

| lim
q→∞

1
Nq

Nq∑
n=1

⟨fn+h, gn⟩|. (2.50)

Since (gn)∞
n=1 and (Nq)∞

q=1 were both arbitrary, we see that (fn)∞
n=1 is a nearly mildly

mixing sequence.

Corollary 2.2.13. Let H be a Hilbert space and let (fn)∞
n=1 ⊆ H be a bounded sequence. If

IP∗ − lim
h→∞

∣∣∣∣∣lim sup
N→∞

1
N

N∑
n=1

⟨fn+h, fn⟩
∣∣∣∣∣ = 0, (2.51)

then (fn)∞
n=1 is a nearly mildly mixing sequence.

Proof. Equation (2.51) implies equation (2.47) for any sequence (Nq)∞
q=1, and all bounded

sequences are contained in SA(H).

Theorem 2.2.14. Let H be a Hilbert space and let (fn)∞
n=1 ∈ SA(H). (fn)∞

n=1 is a nearly
strongly mixing sequence if and only if for all permissible triple of the form ((fn)∞

n=1, (fn)∞
n=1,

(Nq)∞
q=1) we have

lim
h→∞

lim
q→∞

∣∣∣∣∣∣ 1
Nq

Nq∑
n=1

⟨fn+h, fn⟩

∣∣∣∣∣∣ = 0. (2.52)

Proof. If (fn)∞
n=1 is a nearly strongly mixing sequence, then the desired result follows imme-

diately. Now let us show that (fn)∞
n=1 is a nearly strongly mixing sequence if equation (2.52)

is satisfied. Let (gn)∞
n=1 ⊆ H and (Nq)∞

q=1 ⊆ N be such that ((fn)∞
n=1, (gn)∞

n=1, (Nq)∞
q=1) is

a weakly permissible triple. By passing to a subsequence of (Nq)∞
q=1 if necessary, we may

assume without loss of generality ((fn)∞
n=1, (gn)∞

n=1, (Nq)∞
q=1) is a permissible triple, so may

define H = H ((fn)∞
n=1, (gn)∞

n=1, (Nq)∞
q=1). Let S : H → H denote the unitary operator

induced by the left shift. From equation (2.2.15) we see that

lim
h→∞

⟨Sh((fn)∞
n=1), (fn)∞

n=1⟩H = 0, (2.53)

so (fn)∞
n=1 is a strongly mixing element of (H , S) by Lemma 1 of [R5́8]. It follows that

0 = lim
h→∞

⟨Sh((fn)∞
n=1), (gn)∞

n=1⟩H = lim
h→∞

lim
q→∞

1
Nq

Nq∑
n=1

⟨fn+h, gn⟩. (2.54)

Since (gn)∞
n=1 and (Nq)∞

q=1 were both arbitrary, we see that (fn)∞
n=1 is a nearly strongly

mixing sequence.
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Corollary 2.2.15. Let H be a Hilbert space and let (fn)∞
n=1 ⊆ H be a bounded sequence. If

lim
h→∞

lim sup
N→∞

∣∣∣∣∣ 1
N

N∑
n=1

⟨fn+h, fn⟩
∣∣∣∣∣ = 0, (2.55)

then (fn)∞
n=1 is a nearly strongly mixing sequence.

Proof. Equation (2.55) implies equation (2.52) for any sequence (Nq)∞
q=1, and all bounded

sequences are contained in SA(H).

Theorem 2.2.16. Let H be a Hilbert space and let (fn)∞
n=1 ∈ SA(H). (fn)∞

n=1 is a nearly
orthogonal sequence if and only if for all permissible triples of the form ((fn)∞

n=1, (fn)∞
n=1,

(Nq)∞
q=1) and all h ∈ N, we have

lim
q→∞

1
Nq

Nq∑
n=1

⟨fn+h, fn⟩ = 0. (2.56)

Proof. For the first direction, let us assume that (fn)∞
n=1 is a nearly orthogonal sequence, let

((fn)∞
n=1, (fn)∞

n=1, (Nq)∞
q=1) be a permissible triple, and let H = H ((fn)∞

n=1, (fn)∞
n=1, (Nq)∞

q=1).
Letting M = ||(fn)∞

n=1||H we may apply the definition of nearly orthogonal sequences to
see that

M2 =M lim
q→∞

1
Nq

Nq∑
n=1

||fn||2 ≥
∞∑

h=0
lim

q→∞
1

Nq

Nq∑
n=1

|⟨fn+h, fn⟩|2 (2.57)

= lim
q→∞

1
Nq

Nq∑
n=1

||fn||4 +
∞∑

h=1
lim

q→∞
1

Nq

Nq∑
n=1

|⟨fn+h, fn⟩|2

≥M2 +
∞∑

h=1
lim

q→∞
1

Nq

Nq∑
n=1

|⟨fn+h, fn⟩|2, so

∞∑
h=1

lim
q→∞

1
Nq

Nq∑
n=1

|⟨fn+h, fn⟩|2 = 0, (2.58)

which yields the desired result.

Let us now proceed to prove the converse. Let (gn)∞
n=1 ⊆ H satisfy

lim sup
N→∞

1
N

N∑
n=1

||gn||2 < ∞, (2.59)

and let (Nq)∞
q=1 be such that
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lim
q→∞

1
Nq

Nq∑
n=1

⟨fn+h, gn⟩ (2.60)

exists for every h ∈ N. By passing to a subsequence of (Nq)∞
q=1 if necessary, we may assume

without loss of generality ((fn)∞
n=1, (gn)∞

n=1, (Nq)∞
q=1) is a permissible triple, so may define

H = H ((fn)∞
n=1, (gn)∞

n=1, (Nq)∞
q=1). Let S : H → H denote the unitary operator induced

by the left shift. From equation (2.56) we see that

⟨Sh((fn)∞
n=1), (fn)∞

n=1⟩H = 0 (2.61)

for every h ∈ N, so {(fn+h)∞
n=1}∞

h=1 is a bounded orthogonal set of vectors in H , which
yields the desired result.

Corollary 2.2.17. Let H be a Hilbert space and let (fn)∞
n=1 ⊆ H be a bounded sequence.

(fn)∞
n=1 is a nearly orthogonal sequence if and only if for all h ∈ N we have

lim
N→∞

1
N

N∑
n=1

⟨fn+h, fn⟩ = 0. (2.62)

Proof. It is clear that equation (2.62) implies equation (2.56) which proves the forward
direction of the corollary. We will now prove the reverse direction of the corollary. Let
h ∈ N and (Mq)∞

q=1 ⊆ N be such that

lim
q→∞

1
Mq

Mq∑
n=1

⟨fn+h, fn⟩ exists. (2.63)

By passing to a subsequence (Nq)∞
q=1 of (Mq)∞

q=1 we may assume without loss of generality
that ((fn)∞

n=1, (fn)∞
n=1, (Nq)∞

q=1) is a permissible triple. Since (fn)∞
n=1 is a nearly orthogonal

sequence, we see by Theorem 2.2.16 that

0 = lim
q→∞

1
Nq

Nq∑
n=1

⟨fn+h, fn⟩ = lim
q→∞

1
Mq

Mq∑
n=1

⟨fn+h, fn⟩. (2.64)

Remark 2.2.18. Theorems 2.2.10, 2.2.12, 2.2.14, and other variations of van der Corput’s
Difference Theorem can all be proven simultaneously by using the main results of [Tse16]
after H has been constructed. However, the main results of [Tse16] cannot be used to
prove Theorems 2.2.8 and 2.2.16.
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Theorem 2.2.19. Let U : H → H be a unitary operator and f ∈ H.

(i) (Unf)∞
n=1 is a completely ergodic sequence if and only if f is an ergodic element of H.

(ii) (Unf)∞
n=1 is a nearly weakly mixing sequence if and only if f is a weakly mixing

element of H.

(iii) (Unf)∞
n=1 is a nearly mildly mixing sequence if and only if f is a mildly mixing element

of H.

(iv) (Unf)∞
n=1 is a nearly strongly mixing sequence if and only if f is a strongly mixing

element of H.

(v) (Unf)∞
n=1 is a nearly orthogonal sequence if and only if {Unf}∞

n=1 is a set of orthogonal
vectors.

Proof of i. Firstly, we recall that the Mean Ergodic Theorem tells us that

= lim
H→∞

1
H

H∑
h=1

Uhf = Pf, (2.65)

where P : H → H is the projection onto the subspace of U -invariant elements. It follows
that f is an ergodic element of (H, U) if and only if Definition 2.2.4(i) holds for g = f . We
now see that for all permissible triples of the form ((Unf)∞

n=1, (Unf)∞
n=1, (Nq)∞

q=1) we have

= lim
H→∞

1
H

H∑
h=1

lim
q→∞

1
Nq

Nq∑
n=1

⟨Un+hf, Unf⟩ = lim
H→∞

1
H

H∑
h=1

lim
q→∞

1
Nq

Nq∑
n=1

⟨Uhf, f⟩ (2.66)

= lim
H→∞

1
H

H∑
h=1

⟨Uhf, f⟩. (2.67)

It follows from Theorem 2.2.8 that f is a weakly mixing element of (H, U) if and only if
(Unf)∞

n=1 is a completely ergodic sequence.

Proof of ii. We see that for all permissible triples of the form ((Unf)∞
n=1, (Unf)∞

n=1, (Nq)∞
q=1)

we have

= lim
H→∞

1
H

H∑
h=1

lim
q→∞

∣∣∣∣∣∣ 1
Nq

Nq∑
n=1

⟨Un+hf, Unf⟩

∣∣∣∣∣∣ = lim
H→∞

1
H

H∑
h=1

lim
q→∞

∣∣∣∣∣∣ 1
Nq

Nq∑
n=1

⟨Uhf, f⟩

∣∣∣∣∣∣ (2.68)
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= lim
H→∞

1
H

H∑
h=1

|⟨Uhf, f⟩|. (2.69)

It follows from Lemma 3 of [R5́8] and Theorem 2.2.10 that f is a weakly mixing element of
(H, U) if and only if (Unf)∞

n=1 is a nearly weakly mixing sequence.

Proof of iii. We see that for all permissible triple of the form ((Unf)∞
n=1, (Unf)∞

n=1, (Nq)∞
q=1)

we have

IP∗ − lim
h→∞

lim
q→∞

∣∣∣∣∣∣ 1
Nq

Nq∑
n=1

⟨Un+hf, Unf⟩

∣∣∣∣∣∣ = IP∗ − lim
h→∞

lim
q→∞

∣∣∣∣∣∣ 1
Nq

Nq∑
n=1

⟨Uhf, f⟩

∣∣∣∣∣∣ (2.70)

=IP∗ − lim
h→∞

|⟨Uhf, f⟩|, (2.71)

so by Theorem 2.2.12 and Lemma 9.24 of [Fur81], f is a mildly mixing element of (H, U) if
and only if (Unf)∞

n=1 is a nearly mildly mixing sequence.

Proof of iv. We see that for all permissible triple of the form ((Unf)∞
n=1, (Unf)∞

n=1, (Nq)∞
q=1)

we have

lim
h→∞

lim
q→∞

∣∣∣∣∣∣ 1
Nq

Nq∑
n=1

⟨Un+hf, Unf⟩

∣∣∣∣∣∣ = lim
h→∞

lim
q→∞

∣∣∣∣∣∣ 1
Nq

Nq∑
n=1

⟨Uhf, f⟩

∣∣∣∣∣∣ (2.72)

= lim
h→∞

|⟨Uhf, f⟩|. (2.73)

so by Lemma 1 of [R5́8] and Theorem 2.2.14, f is a strongly mixing element of (H, U) if
and only if (Unf)∞

n=1 is a nearly strongly mixing sequence.

Proof of v. We see that for all permissible triple of the form ((Unf)∞
n=1, (Unf)∞

n=1, (Nq)∞
q=1)

we have

∞∑
h=1

∣∣∣∣∣∣ lim
q→∞

1
Nq

Nq∑
n=1

⟨Un+hf, Unf⟩

∣∣∣∣∣∣
2

=
∞∑

h=1

∣∣∣∣∣∣ lim
q→∞

1
Nq

Nq∑
n=1

⟨Uhf, f⟩

∣∣∣∣∣∣
2

=
∞∑

h=1
|⟨Uhf, f⟩|2. (2.74)

We now see from Theorem 2.2.16 that (Unf)∞
n=1 is a nearly orthogonal sequence if and only

if {Unf}∞
n=1 is an orthogonal set of vectors.
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The following lemma shows us why we have had to work with subsequences (Nq)∞
q=1

when taking limits instead of just using limit supremums.

Lemma 2.2.20. If {fn}∞
n=1 ⊆ H is any sequence for which

lim sup
N→∞

1
N

N∑
n=1

||fn|| < ∞, (2.75)

then there exists (gn)∞
n=1 ∈ UB(H) for which

lim sup
N→∞

| 1
N

N∑
n=1

⟨fn+h, gn⟩| = lim sup
N→∞

1
N

N∑
n=1

||fn||, (2.76)

for every h ∈ N ∪ {0}.

Proof. Let (Nk)∞
k=1 be such that

lim sup
N→∞

1
N

N∑
n=1

||fn|| = lim
k→∞

1
Nk

Nk∑
n=1

||fn||. (2.77)

By passing to a subsequence, we may assume without loss of generality that

1
Nk+1

Nk∑
n=1

||fn|| <
1
k

. (2.78)

Let ρ : N2 → N be any bijection. For Nρ(m,h) < n ≤ Nρ(m,h)+1, let gn = fn+h

||fn+h|| . Now let
h ∈ N be arbitrary, and note that

lim sup
N→∞

1
N

N∑
n=1

||fn|| ≥ lim sup
N→∞

∣∣∣∣∣ 1
N

N∑
n=1

⟨fn+h, gn⟩
∣∣∣∣∣ (2.79)

≥ lim
m→∞

∣∣∣∣∣∣ 1
Nρ(m,h)+1

Nρ(m,h)+1∑
n=1

⟨fn+h, gn⟩

∣∣∣∣∣∣
= lim

m→∞
1

Nρ(m,h)+1

∣∣∣∣∣∣
Nρ(m,h)∑

n=1
⟨fn+h, gn⟩ +

Nρ(m,h)+1∑
n=Nρ(m,h)+1

||fn+h||

∣∣∣∣∣∣
≥ lim

m→∞
1

Nρ(m,h)+1

 Nρ(m,h)+1∑
n=Nρ(m,h)+1

||fn+h|| −

∣∣∣∣∣∣
Nρ(m,h)∑

n=1
⟨fn+h, gn⟩

∣∣∣∣∣∣


≥ lim
m→∞

1
Nρ(m,h)+1

Nρ(m,h)+1∑
n=1

||fn+h|| − 2
ρ(m, h) = lim sup

N→∞

1
N

N∑
n=1

||fn||.
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2.3 Properties of Completely Ergodic, Nearly Weakly Mixing, Nearly Mildly
Mixing, and Nearly Strongly Mixing Sequences

In this section we will demonstrate the difference between Theorems 2.1.2, 2.2.8, 2.2.10, and
2.2.12 by examining properties of completely ergodic, nearly weakly mixing, and nearly
mildly mixing sequences. To this end, we will also introduce the notions of invariant,
compact, and rigid sequences (cf. Definition 2.3.2) motivated by the corresponding notions
in ergodic theory.

Lemma 2.3.1. Let H be a Hilbert space.

(i) Let (fn)∞
n=1, (gn)∞

n=1 ∈ SA(H) and let

(xn)∞
n=1 ∈ SpanC({(fn+h)∞

n=1}∞
h=1 ∪ {(gn+h)∞

n=1}∞
h=1). (2.80)

(a) If (fn)∞
n=1 and (gn)∞

n=1 are completely ergodic sequences, then (xn)∞
n=1 is also a

completely ergodic sequence.

(b) If (fn)∞
n=1 and (gn)∞

n=1 are nearly weakly mixing sequences, then (xn)∞
n=1 is also

a nearly weakly mixing sequence.

(c) If (fn)∞
n=1 and (gn)∞

n=1 are nearly mildly mixing sequences, then (xn)∞
n=1 is also

a nearly mildly mixing sequence.

(d) If (fn)∞
n=1 and (gn)∞

n=1 are nearly strongly mixing sequences, then (xn)∞
n=1 is also

a nearly strongly mixing sequence.

(ii) Let (fn)∞
n=1 ∈ SA(H) and let {(gn,m)∞

n=1}∞
m=1 ⊆ SA(H) be a family of sequences for

which

lim
m→∞

(
lim sup

N→∞

1
N

N∑
n=1

||fn − gn,m||2
)

= 0. (2.81)

(a) If (gn,m)∞
n=1 is a completely ergodic sequence for all m ∈ N, then (fn)∞

n=1 is also
a completely ergodic sequence.

(b) If (gn,m)∞
n=1 is a nearly weakly mixing sequence for all m ∈ N, then (fn)∞

n=1 is
also a nearly weakly mixing sequence.

(c) If (gn,m)∞
n=1 is a nearly mildly mixing sequence for all m ∈ N, then (fn)∞

n=1 is
also a nearly mildly mixing sequence.

(d) If (gn,m)∞
n=1 is a nearly strongly mixing sequence for all m ∈ N, then (fn)∞

n=1 is
also a nearly strongly mixing sequence.
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(iii) If (fn)∞
n=1 ∈ UB(H) is a completely ergodic sequence, then

lim
N→∞

|| 1
N

N∑
n=1

fn|| = 0. (2.82)

(iv) If (fn)∞
n=1 ∈ SA(H) is a completely ergodic sequence, then

lim
N→∞

|| 1
N

N∑
n=1

fn|| = 0. (2.83)

Items (i) and (ii) can be interpreted as statements that the set of ergodic, weak mixing,
mild mixing, and strong mixing elements of H = H ((fn)∞

n=1, (gn)∞
n=1, (Nq)∞

q=1) are each
closed linear subspaces of H . The proofs of all items of (i) and (ii) are routine and therefore
omitted. While it is clear that (iv) implies (iii), we still give a separate proof of (iii) since
it is similar in spirit to the classical proofs of any of Theorems 2.1.2(i)-2.1.2(iii). A proof
of (iv) can be obtained in a similar fashion, but we use the machinery of Section 2.2 to
provide an alternative perspective. Yet another proof of (iv) can be obtained by using the
methodology of the proof of Lemma 3.2.6.

Proof of (iii). Let (fn)∞
n=1 ⊆ H be a completely ergodic sequence that is uniformly bounded

in norm by 1. Let (Mq)∞
q=1 ⊆ N be any sequence for which

lim
q→∞

|| 1
Mq

Mq∑
n=1

fn|| (2.84)

exists, and let (Nq)∞
q=1 be a subsequence of (Mq)∞

q=1 for which ((fn)∞
n=1, (fn)∞

n=1, (Nq)∞
q=1)

is a permissible triple. Let ϵ > 0 be arbitrary and let K ≥ 1
ϵ be such that

∣∣∣∣∣∣ 1
NqH

H∑
h=1

Nq∑
n=1

⟨fn+h, fn⟩

∣∣∣∣∣∣ < ϵ, (2.85)

whenever H > K and Nq > N(H). Letting H = K2, we see that

lim
q→∞

|| 1
Mq

Mq∑
n=1

fn||2 = lim
q→∞

|| 1
Nq

Nq∑
n=1

fn||2 = lim
q→∞

|| 1
H

H∑
h=1

1
Nq

Nq∑
n=1

fn+h||2 (2.86)

≤ lim
q→∞

1
Nq

Nq∑
n=1

|| 1
H

H∑
h=1

fn+h||2 = lim
q→∞

1
NqH2

Nq∑
n=1

∑
1≤h1,h2≤H

⟨fn+h1 , fn+h2⟩
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= 1
H

+ lim
q→∞

H∑
h=1

2(H − h)
NqH2 Re(

Nq∑
n=1

⟨fn+h, fn⟩) (2.87)

≤ 1
H

+
H−1∑
t=1

2
H

lim
q→∞

∣∣∣∣∣∣
t∑

h=1

1
NqH

Nq∑
n=1

⟨fn+h, fn⟩

∣∣∣∣∣∣
≤2K + 1

H
+

H−1∑
t=K+1

2
H

lim
q→∞

∣∣∣∣∣∣
t∑

h=1

1
NqH

Nq∑
n=1

⟨fn+h, fn⟩

∣∣∣∣∣∣
≤2K + 1

H
+ 2(H − K − 1)ϵ

H
≤ 3K

K2 + 2ϵ ≤ 5ϵ.

Proof of (iv). Let (Mq)∞
q=1 ⊆ N be any sequence for which

lim
q→∞

|| 1
Mq

Mq∑
n=1

fn|| (2.88)

exists, and let (Nq)∞
q=1 be a subsequence of (Mq)∞

q=1 for which ((fn)∞
n=1, (fn)∞

n=1, (Nq)∞
q=1)

is a permissible triple. Let H = H ((fn)∞
n=1, (fn)∞

n=1, (Nq)∞
q=1), let S : H → H be

the unitary operator induced by the left shift, let HI := {ξ ∈ H | Sξ = ξ}, and let
P : H → HI be the orthogonal projection. Since (fn)∞

n=1 is a completely ergodic sequence
we see that it is an ergodic element of (H , S), so P (fn)∞

n=1 = (0)∞
n=1. By the Mean Ergodic

Theorem we see that

lim
H→∞

1
H

H∑
h=1

Sh(fn)∞
n=1 = P (fn)∞

n=1 = (0)∞
n=1. (2.89)

We would like to perform a calculation similar to that in the first line of (2.86), but since we
are now working with unbounded sequences we need to be more careful. More specifically,
we would like to show that for any H ∈ N we have

lim
q→∞

|| 1
Nq

Nq∑
n=1

fn||2 = lim
q→∞

|| 1
H

H∑
h=1

1
Nq

Nq−H∑
n=1

fn+h||2. (2.90)

To this end, let us assume for the sake of contradiction that for some H ∈ N, some ϵ > 0,
and some subsequence (N ′

q)∞
q=1 of (Nq)∞

q=1 we have

ϵ ≤ 1
HN ′

q

H∑
h=1

||(H − h + 1)fN ′
q−H+h

|| ≤ 1
N ′

q

H∑
h=1

||fN ′
q−H+h

||, (2.91)
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for all q ∈ N. It follows that

||(fn)∞
n=1||H = lim

q→∞
1

N ′
q

N ′
q∑

n=1
||fn||2 ≥ lim

q→∞
1

N ′
q

H∑
h=1

||fN ′
q−H+h

||2 (2.92)

≥ lim
q→∞

1
HN ′

q

(
H∑

h=1
||fN ′

q−H+h
||)2 ≥ lim

q→∞
1

HN ′
q

(N ′
qϵ)2 = ∞,

which yields the desired contradiction and shows that equation (2.90) is true. Now let ϵ > 0
be arbitrary and observe that for sufficiently large H ∈ N we have

ϵ ≥|| 1
H

H∑
h=1

Sh(fn)∞
n=1||2H = ||( 1

H

H∑
h=1

fn+h)∞
n=1||2H = lim

q→∞
1

Nq

Nq∑
n=1

|| 1
H

H∑
h=1

fn+h||2

≥

 lim
q→∞

1
Nq

Nq∑
n=1

|| 1
H

H∑
h=1

fn+h||

2

≥

 lim
q→∞

1
Nq

Nq−H∑
n=1

|| 1
H

H∑
h=1

fn+h||

2

(2.93)

≥

 lim
q→∞

|| 1
Nq

Nq−H∑
n=1

1
H

H∑
h=1

fn+h||

2

=

 lim
q→∞

|| 1
Nq

Nq∑
n=1

fn+h||

2

=

 lim
q→∞

|| 1
Mq

Mq∑
n=1

fn+h||

2

.

Definition 2.3.2. Let H be a Hilbert space, U : H → H be a unitary operator, and f ∈ H.

(i) f is an invariant element of (H, U) if Uf = f .

(ii) f is a compact element of (H, U) if (Unf)∞
n=1 is precompact in the norm topology

of H. Equivalently, f is a compact element if for all ϵ > 0, there exists K ∈ N for
which

sup
m∈N

min
1≤k≤K

||Umf − Ukf || < ϵ. (2.94)

(iii) f is a rigid element of (H, U) if f is in the norm closure of (Unf)∞
n=1. Equivalently,

f is a rigid element if there exists (km)∞
m=1 ⊆ N for which

lim
m→∞

||Ukmf − f || = 0. (2.95)

29



If (H, U) is understood from the context, then we may say that f is an invariant, compact,
or rigid element.

Definition 2.3.3. Let H be a Hilbert space and (cn)∞
n=1 ∈ SA(H).

(i) (cn)∞
n=1 is an invariant sequence if

lim
N→∞

1
N

N∑
n=1

||cn+1 − cn||2 = 0. (2.96)

(ii) (cn)∞
n=1 is a compact sequence2 if for all ϵ > 0 and all permissible triples ((cn)∞

n=1,

(cn)∞
n=1, (Nq)∞

q=1), there exists K ∈ N for which

sup
m∈N

min
1≤k≤K

lim
q→∞

1
Nq

Nq∑
n=1

||cn+m − cn+k||2 < ϵ. (2.97)

(iii) (cn)∞
n=1 ⊆ H is a rigid sequence if for all permissible triples ((cn)∞

n=1, (cn)∞
n=1,

(Nq)∞
q=1) there exists (km)∞

m=1 ⊆ N for which

lim
m→∞

lim
q→∞

1
Nq

Nq∑
n=1

||cn+km − cn||2 = 0. (2.98)

Remark 2.3.4. We see that (fn)∞
n=1 ∈ SA(H) is an invariant (compact, rigid) sequence if

and only if for all permissible triple of the form ((fn)∞
n=1, (gn)∞

n=1, (Nq)∞
q=1), (fn)∞

n=1 is an
invariant (compact, rigid) element of (H ((fn)∞

n=1, (gn)∞
n=1, (Nq)∞

q=1), (fn)∞
n=1, S). Further-

more, we see that if U : H → H is a unitary operator and f ∈ H, then (Unf)∞
n=1 is an

invariant (compact, rigid) sequence if and only if f is an invariant (compact, rigid) element
of (H, U). It is also worth noting for the reader who reads Section 2.6 that the defini-
tions appearing in Definition 2.3.3 could be named “nearly invariant sequences", “nearly
compact sequences", and “nearly rigid sequences" since the definitions use Cesàro averages.
We choose to simplify the names and omit the word ’nearly’ since the notions of invariant,
compact, and rigid sequences of vectors in a Hilbert space are not currently being used
elsewhere.

We will now recall the classical compact-weak mixing decomposition of a Hilbert space
for use in some of the upcoming proofs. An initial form of this result traces back to the
work of B. Koopman and J. von Neumann [KN32] (see also Theorem 2.3 in [Ber96]) while
the result in its full generality was obtained by K. Jacobs [Jac56], K. de Leeuw, and I
Glicksberg [LG61] (see also Chapter 2.4 in [Kre85] and Example 16.25 in [Eis+15]).

2This definition was motivated by Definition 3.13 in [MRR19].
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Theorem 2.3.5 (Jacobs-de Leeuw-Glicksberg Decomposition). Given a Hilbert space H
and a unitary operator U : H → H let

Hc := {ξ ∈ H | ξ is a compact element of H} and (2.99)

Hwm := {ξ ∈ H | ξ is a weakly mixing element of H}.

We have that H = Hc ⊕ Hwm.

Theorem 2.3.6. Let H be a Hilbert space and suppose that either (xn)∞
n=1, (cn)∞

n=1 ∈ SA(H)
or (xn)∞

n=1, (cn)∞
n=1 ∈ UB(H).

(i) (xn)∞
n=1 is a completely ergodic sequence if and only if for all invariant sequences

(cn)∞
n=1 we have

lim
N→∞

1
N

N∑
n=1

⟨xn, cn⟩ = 0. (2.100)

(ii) (xn)∞
n=1 is a nearly weakly mixing sequence if and only if for all compact sequence

(cn)∞
n=1 we have

lim
N→∞

1
N

N∑
n=1

⟨xn, cn⟩ = 0. (2.101)

(iii) If (xn)∞
n=1 is a nearly mildly mixing sequence if and only if for all rigid sequences

(cn)∞
n=1 we have

lim
N→∞

1
N

N∑
n=1

⟨xn, cn⟩ = 0. (2.102)

We begin by observing that for all 3 statements the forwards direction for (xn)∞
n=1,

(cn)∞
n=1 ∈ SA(H) implies the forwards direction for (xn)∞

n=1, (cn)∞
n=1 ∈ UB(H), but the

backwards directions need to be addressed separately.

Proof of (i). For the first direction let us assume that (xn)∞
n=1 ∈ SA(H) is a completely

ergodic sequence and (cn)∞
n=1 ∈ SA(H) is invariant. Let (Mq)∞

q=1 ⊆ N be such that

lim
q→∞

1
Mq

Mq∑
n=1

⟨xn, cn⟩ (2.103)
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exists. Let (Nq)∞
q=1 be any subsequence of (Mq)∞

q=1 for which ((xn)∞
n=1, (cn)∞

n=1, (Nq)∞
q=1)

is a permissible triple, and let H = H ((xn)∞
n=1, (cn)∞

n=1, (Nq)∞
q=1). Since (xn)∞

n=1 is a
completely ergodic sequence and (cn)∞

n=1 is an invariant sequence, we see that

0 = lim
H→∞

1
H

H∑
h=1

lim
q→∞

1
Nq

Nq∑
n=1

⟨xn+h, cn⟩

= lim
H→∞

1
H

H∑
h=1

lim
q→∞

1
Nq

Nq∑
n=1

⟨xn, cn−h⟩

= lim
H→∞

1
H

H∑
h=1

lim
q→∞

1
Nq

Nq∑
n=1

⟨xn, cn⟩ = lim
q→∞

1
Nq

Nq∑
n=1

⟨xn, cn⟩

= lim
q→∞

1
Mq

Mq∑
n=1

⟨xn, cn⟩.

For the next direction, let us assume that (xn)∞
n=1 satisfies equation (2.100) whenever

(cn)∞
n=1 is an invariant sequence. Let (Nq)∞

q=1 be such that ((xn)∞
n=1, (xn)∞

n=1, (Nq)∞
q=1) is

a permissible triple and let H = H ((xn)∞
n=1, (xn)∞

n=1, (Nq)∞
q=1). Let S : H → H denote

the left shift unitary operator, and by the Mean Ergodic Theorem we see that

(cn)∞
n=1 := lim

H→∞

1
H

H∑
h=1

Sh(xn)∞
n=1 (2.104)

is the projection of (xn)∞
n=1 onto the subspace of elements of H that are invariant under

S. If follows that

0 = ⟨(cn)∞
n=1, (xn)∞

n=1⟩H = ⟨(cn)∞
n=1, (cn)∞

n=1⟩H = ||(cn)∞
n=1||2H . (2.105)

Since (Nq)∞
q=1 was arbitrary, the desired result follows from Theorem 2.2.8.

Lastly, we observe that if (xn)∞
n=1 ∈ BM then 1

H

∑H
h=1(xn+h)∞

n=1 ∈ BM for all H ∈ N, so
by Lemma 2.2.2 we see that (cn)∞

n=1 ∈ BM , hence the desired result holds if (xn)∞
n=1, (cn)∞

n=1 ∈
UB(H).

Proof of (ii). For the first direction let us assume that (xn)∞
n=1 is a nearly weakly mixing

sequence and that (cn)∞
n=1 is compact. Let (Mq)∞

q=1 ⊆ N be such that

lim
q→∞

1
Mq

Mq∑
n=1

⟨xn, cn⟩ (2.106)
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exists. Let (Nq)∞
q=1 be any subsequence of (Mq)∞

q=1 for which ((xn)∞
n=1, (cn)∞

n=1, (Nq)∞
q=1) is

a permissible triple and let H = H ((xn)∞
n=1, (cn)∞

n=1, (Nq)∞
q=1). Since (xn)∞

n=1 is a weakly
mixing element of H and (cn)∞

n=1 is a compact element of H , we see as a consequence of
the Jacobs-de Leeuw-Glicksberg Decomposition that

0 =⟨(xn)∞
n=1, (cn)∞

n=1⟩H (2.107)

= lim
q→∞

1
Nq

Nq∑
n=1

⟨xn, cn⟩ = lim
q→∞

1
Mq

Mq∑
n=1

⟨xn, cn⟩. (2.108)

Since (Mq)∞
q=1 was arbitrary, the desired result follows.

Now let us show that if (xn)∞
n=1 ⊆ H satisfies equation (2.101) whenever (cn)∞

n=1 ⊆ H is
a compact sequence, then (xn)∞

n=1 is a nearly weakly mixing sequence. Let (Nq)∞
q=1 ⊆ N be

such that ((xn)∞
n=1, (xn)∞

n=1, (Nq)∞
q=1) is a permissible triple. Let H = H ((xn)∞

n=1, (xn)∞
n=1,

(Nq)∞
q=1) and let H = Hc ⊕Hwm be the Jacobs-de Leeuw-Glicksberg Decomposition of H

with respect to the shift map S. Let (xn,c)∞
n=1 ∈ Hc and (xn,wm)∞

n=1 ∈ Hwm be such that
(xn)∞

n=1 = (xn,c)∞
n=1 + (xn,wm)∞

n=1. We see that

0 = ⟨((xn,c)∞
n=1, (xn)∞

n=1⟩H = ⟨((xn,c)∞
n=1, (xn,c)∞

n=1 + (xn,wm)∞
n=1⟩H (2.109)

0 = ⟨((xn,c)∞
n=1, (xn,c)∞

n=1⟩H = ||(xn,c)∞
n=1||2H . (2.110)

It follows that (xn)∞
n=1 = (xn,wm)∞

n=1.

It only remains to show that the desired result holds when (xn)∞
n=1, (cn)∞

n=1 ∈ UB(H).
To this end, we first recall that (cn)∞

n=1 is in the weak closure of {(xn+h)∞
n=1}∞

h=1 (cf.
Theorem 2.25 in [BM10]). We now see that if (xn)∞

n=1 ∈ BM then (xn+h)∞
n=1 ∈ BM for all

h ∈ N, so by Lemma 2.2.2 we see that (cn)∞
n=1 ∈ BM ⊆ UB(H).

Proof of (iii). For the first direction let us assume that (xn)∞
n=1 is a nearly mildly mixing

sequence and (cn)∞
n=1 is rigid. Since (cn)∞

n=1 is rigid, let (km)∞
m=1 be such that

lim
m→∞

lim
N→∞

1
N

N∑
n=1

||cn+km − cn||2 = 0. (2.111)

Now let (Mq)∞
q=1 ⊆ N be any sequence for which
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lim
q→∞

1
Mq

Mq∑
n=1

⟨xn, cn⟩ (2.112)

exists, and let (Nq)∞
q=1 be any subsequence of (Mq)∞

q=1 for which

lim
q→∞

1
Nq

Nq∑
n=1

⟨xn+h, cn⟩ (2.113)

exists for every h ∈ N. We see that

0 = lim
h→∞

∣∣∣∣∣∣ lim
q→∞

1
Nq

Nq∑
n=1

⟨xn+h, cn⟩

∣∣∣∣∣∣ = lim
m→∞

∣∣∣∣∣∣ lim
q→∞

1
Nq

Nq∑
n=1

⟨xn+km , cn⟩

∣∣∣∣∣∣ (2.114)

≥ lim
m→∞

∣∣∣∣∣∣ lim
q→∞

1
Nq

Nq∑
n=1

⟨xn+km , cn+km⟩

∣∣∣∣∣∣− lim
m→∞

∣∣∣∣∣∣ lim
q→∞

1
Nq

Nq∑
n=1

⟨xn+km , cn+km − cn⟩

∣∣∣∣∣∣ (2.115)

≥

∣∣∣∣∣∣ lim
q→∞

1
Nq

Nq∑
n=1

⟨xn, cn⟩

∣∣∣∣∣∣
− lim

m→∞

( lim
q→∞

1
Nq

Nq∑
n=1

||xn+km ||2)
1
2 ( lim

q→∞
1

Nq

Nq∑
n=1

||cn+km − cn||2)
1
2

 (2.116)

=

∣∣∣∣∣∣ lim
q→∞

1
Nq

Nq∑
n=1

⟨xn, cn⟩

∣∣∣∣∣∣ =

∣∣∣∣∣∣ lim
q→∞

1
Mq

Mq∑
n=1

⟨xn, cn⟩

∣∣∣∣∣∣. (2.117)

Since {Mq}∞
q=1 was arbitrary, the desired result follows.

For the next direction let us assume that (xn)∞
n=1 is not a nearly mildly mixing sequence.

We will use some knowledge about idempotent ultrafilters that is discussed in Section 2.7.
Let (Nq)∞

q=1 ⊆ N be such that

IP∗ − lim
h→∞

lim
q→∞

1
Nq

Nq∑
n=1

⟨xn+h, xn⟩ ≠ 0. (2.118)

Let ϵ > 0 and (vi)∞
i=1 ⊆ N be such that
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FS(vi)∞
i=1 ⊆ {h ∈ N |

∣∣∣∣∣∣ lim
q→∞

1
Nq

Nq∑
n=1

⟨xn+h, xn⟩

∣∣∣∣∣∣ ≥ ϵ}. (2.119)

Let p ∈ βN be an idempotent ultrafilter for which FS(vi)∞
i=1 ⊆ p. Let H = H ((xn)∞

n=1,

(xn)∞
n=1, (Nq)∞

q=1). Since B := {x⃗ ∈ H | ϵ ≤ ||x⃗||H ≤ ||(xn)∞
n=1||H } is compact in the weak

topology, let x̃ ∈ B be such that

x̃ = p − lim
h→∞

(xn+h)∞
n=1. (2.120)

Let S : H → H denote the unitary operator induced by the left shift. To see that x̃ is a
rigid element of (H , S) we observe that

||x̃ − Shx̃||H = ⟨x̃ − Shx̃, x̃ − Shx̃⟩H (2.121)

=⟨x̃, x̃⟩H − ⟨x̃, Shx̃⟩H − ⟨Shx̃, x̃⟩H + ⟨Shx̃, Shx̃⟩H

=2||x̃||H − 2Re(⟨Shx̃, x̃⟩H ), hence

p − lim
h→∞

= ||x̃ − Shx̃||H = p − lim
h→∞

(
2||x̃||H − 2Re(⟨Shx̃, x̃⟩H )

)
=2||x̃||H − 2Re(⟨p − lim

h→∞
Shx̃, x̃⟩H ) = 2||x̃||H − 2Re(⟨x̃, x̃⟩H ) = 0.

It now suffices to take (cn)∞
n=1 = x̃ and observe that

∣∣∣∣∣∣ lim
q→∞

1
Nq

Nq∑
n=1

⟨xn, cn⟩

∣∣∣∣∣∣ = |⟨(xn)∞
n=1, x̃⟩H | =

∣∣∣∣⟨(xn)∞
n=1, p − lim

h→∞
Sh(x)∞

n=1⟩H

∣∣∣∣ (2.122)

=p − lim
h→∞

|⟨(xn)∞
n=1, (xn+h)∞

n=1⟩H | ≥ 0.

Lastly, we observe that if (xn)∞
n=1 ∈ BM then (xn+h)∞

n=1 ∈ BM for all h ∈ N, so by
Lemma 2.2.2 we see that (cn)∞

n=1 ∈ BM , hence the desired result holds if (xn)∞
n=1, (cn)∞

n=1 ∈
UB(H).

Remark 2.3.7. To see why we require that (xn)∞
n=1, (cn)∞

n=1 ∈ SA(H) or (xn)∞
n=1, (cn)∞

n=1 ∈
UB(H), let us consider the sequence (xn)∞

n=1 ∈ SA(C) given by

xn =

m if m4 − m ≤ n < m4 + m

0 else
. (2.123)

We see that
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lim sup
N→∞

1
N

N∑
n=1

|xn|2 = lim
M→∞

1
M4 + M

M∑
m=1

2m · m2 = 2
3 < ∞. (2.124)

It is also clear that (xn)∞
n=1 is an invariant sequence by construction, so it cannot be a

completely ergodic sequence. However, for any (cn)∞
n=1 ∈ UB(C), there is a representative

(c′
n)∞

n=1 in the same equivalence class as (cn)∞
n=1 for which c′

n = 0 whenever m4 − m ≤ n ≤
m4 + m, so

lim
N→∞

1
N

N∑
n=1

⟨xn, cn⟩ = lim
N→∞

1
N

N∑
n=1

⟨xn, c′
n⟩ = 0. (2.125)

Lemma 2.3.8. Let H1, H2, and H3 be subsets of Hilbert spaces3 and let · : H1 × H2 →
H3 be a bilinear map for which ||f1 · f2||H3 ≤ C||f1||H1 ||f2||H2 for some C > 0 and any
(f1, f2) ∈ H1 × H2. Let (fn,1)∞

n=1 ∈ UB(H1) and (fn,2)∞
n=1 ∈ UB(H2).

(i) If (fn,1)∞
n=1 and (fn,2)∞

n=1 are invariant sequences, then (fn,1 · fn,2)∞
n=1 is an invariant

sequence.

(ii) If (fn,1)∞
n=1 and (fn,2)∞

n=1 are compact sequences, then (fn,1 · fn,2)∞
n=1 is a compact

sequence.

(iii) If (fn,1)∞
n=1 is a compact sequence and (fn,2)∞

n=1 is a rigid sequence, then (fn,1 ·fn,2)∞
n=1

is a rigid sequence.

For the proofs of items (i)-(iii) we will assume for the sake of convenience that (fn,1)∞
n=1

and (fn,2)∞
n=1 are both uniformly bounded in norm by 1.

Proof of (i). We see that
3We will be applying this lemma to multiply sequences (xn)∞

n=1 and (yn)∞
n=1 where (yn)∞

n=1 is either a
bounded sequence of complex numbers or a bounded sequence of vectors in L∞(X, µ). L∞(X, µ) is not a
Hilbert space, and L2(X, µ) is not closed under multiplication, which is why we have this strange set up.
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lim sup
N→∞

1
N

N∑
n=1

||fn+1,1 · fn+1,2 − fn,1 · fn,2||2H3 (2.126)

≤ lim sup
N→∞

1
N

N∑
n=1

||fn+1,1 · fn+1,2 − fn+1,1 · fn,2||2H3 (2.127)

+ lim sup
N→∞

1
N

N∑
n=1

||fn+1,1 · fn,2 − fn,1 · fn,2||2H3

≤ lim sup
N→∞

1
N

N∑
n=1

C2||fn+1,1||2H1 ||2fn+1,2 − fn,2||2H2 (2.128)

+ lim sup
N→∞

1
N

N∑
n=1

C2||fn+1,1 − fn,1||2H1 ||fn,2||2H2

≤C2 lim sup
N→∞

1
N

N∑
n=1

||fn+1,2 − fn,2||2H2 + C2 lim sup
N→∞

1
N

N∑
n=1

||fn+1,1 − fn,1||2H1 = 0

(2.129)

Proof of (ii). For i ∈ {1, 2, 3} let Si : Hi → Hi denote the left shift unitary operator as in
Remark 2.2.3. Let (Mq)∞

q=1 ⊆ N be such that ((fn,1 · fn,2)∞
n=1, (fn,1 · fn,2)∞

n=1, (Mq)∞
q=1) is a

permissible triple. Let (Nq)∞
q=1 be a subsequence of (Mq)∞

q=1 for which ((fn,1)∞
n=1, (fn,2)∞

n=1,

(Nq)∞
q=1) is also a permissible triple. For i ∈ {1, 2, 3} and (gn)∞

n=1 ⊆ Hi let

|||(gn)∞
n=1|||2i = lim

q→∞
1

Nq

Nq∑
n=1

||gn||2Hi
. (2.130)

We also note that a sequence (fn)∞
n=1 ⊆ Hi is compact if and only if {Sh

i (fn)∞
n=1}∞

h=1 is
precompact in the topology of UB(Hi) induced by the seminorm ||| · |||i. When we give
UB(H1) × UB(H2) the product topology, we see that

{(S1 × S2)h(fn,1, fn,2)∞
n=1}∞

h=1 ⊆ {(Sh1
1 × Sh2

2 )(fn,1, fn,2)∞
n=1}(h1,h2)∈N2 (2.131)

={Sh
1 (fn,1)∞

n=1}∞
h=1 × {Sh

2 (fn,2)∞
n=1}∞

h=1,

so {(S1 × S2)h(fn,1, fn,2)∞
n=1}∞

h=1 is also precompact in the product topology. Recall that
the product topology on UB(H1) × UB(H2) is induced by the seminorm ||| · |||4 given by

|||(fn,1)∞
n=1, (fn,2)∞

n=1|||4 = |||(fn,1)∞
n=1|||1 + |||(fn,2)∞

n=1|||2. (2.132)
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Since {Sh
3 (fn,1 · fn,2)∞

n=1}∞
h=1 is the image of {(S1 × S2)h(fn,1, fn,2)∞

n=1}∞
h=1 under ·,

it suffices to show (with abuse of notation) that · : UB(H1) × UB(H2) → UB(H3) is
continuous. To this end, let ϵ > 0 be arbitrary and let (gn,1, gn,2)∞

n=1, (en,1, en,2)∞
n=1 ∈

UB(H1) × UB(H2) be such that |||(gn,1, gn,2)∞
n=1 − (en,1, en,2)∞

n=1|||4 ≤ ϵ
CW , where

W = max(sup
n∈N

||gn,1||, sup
n∈N

||en,2||). (2.133)

We now see that

|||(gn,1 · gn,2)∞
n=1 − (en,1 · en,2)∞

n=1|||3 (2.134)

≤|||(gn,1 · gn,2)∞
n=1 − (gn,1 · en,2)∞

n=1|||3 + |||(gn,1 · en,2)∞
n=1 − (en,1 · en,2)∞

n=1|||3
≤WC|||(gn,2)∞

n=1 − (en,2)∞
n=1|||2 + WC|||(gn,1)∞

n=1 − (en,1)∞
n=1|||1 ≤ ϵ.

Proof of (iii). The idea behind the proof is to first show that any compact sequence and
any rigid sequence are both rigid along a common sequence of integers, then to show that
any two rigid sequences that are rigid along a common sequence have a product that is also
rigid. We begin by showing that for all ϵ > 0 and all permissible triples ((fn,1)∞

n=1, (fn,1)∞
n=1,

(Nq)∞
q=1) the set

R1(ϵ) := {h ∈ N | lim
q→∞

1
Nq

Nq∑
n=1

||fn+h,1 − fn,1||2 < ϵ} (2.135)

is IP∗. Let H = H ((cn)∞
n=1, (cn)∞

n=1, (Nq)∞
q=1 and let H = Hc ⊕ Hwm be the Jacobs-de

Leeuw-Glicksberg Decomposition of H with respect to the unitary operator S induced by
the left shift. Since (fn,1)∞

n=1 is a compact sequence we see that (fn,1)∞
n=1 ∈ Hc. Since Hc

is also known to be the closure of the span of the eigenfunctions of S, let x⃗1, · · · , x⃗K be
eigenfunctions of S with corresponding eigenvalues of λ1, · · · , λK such that

||(fn,1)∞
n=1 −

K∑
i=1

cix⃗i||H <
ϵ

3 , (2.136)

with c1, · · · , cK ∈ C. Since the set R2(ϵ) := {h ∈ N | ||x⃗i − λh
i x⃗i||H < ϵ

3K|ci|} is IP∗ (cf.
Lemma 2.7.5), and R2(ϵ) ⊆ R1(ϵ), we see that R1(ϵ) is indeed IP∗.

Let ((fn,1 · fn,2)∞
n=1, (fn,1 · fn,2)∞

n=1, (Mq)∞
q=1) be a permissible triple and let (Nq)∞

q=1 ⊆
(Mq)∞

q=1 be such that ((fn,1)∞
n=1, (fn,2)∞

n=1, (Nq)∞
q=1) is also a permissible triple so that we

may set H = H ((fn,1)∞
n=1, (fn,2)∞

n=1, (Nq)∞
q=1). Let (km)∞

m=1 ⊆ N be such that
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lim
q→∞

1
Nq

Nq∑
n=1

||fn+km,2 − fn,2||2 <
1

2m
, (2.137)

and observe that we may use the triangle inequality to show that for any k ∈ FS(km)∞
m=M

lim
q→∞

1
Nq

Nq∑
n=1

||fn+k,2 − fn,2||2 <
1

2M−1 . (2.138)

Since R1(δ) is IP∗ for any δ > 0, let (vi)∞
i=1 be such that vM ⊆ R1(2−M ) ∩ FS(km)∞

m=M+1
for all M ∈ N. Letting

W = max(sup
n∈N

||fn,1||, sup
n∈N

||fn,2||), (2.139)

we now see that for all M ∈ N we have

lim
q→∞

1
Mq

Mq∑
n=1

||fn+vM ,1 · fn+vM ,2 − fn,1 · fn,2||2H3 (2.140)

= lim
q→∞

1
Nq

Nq∑
n=1

||fn+vM ,1 · fn+vM ,2 − fn,1 · fn,2||2H3 (2.141)

≤2 lim
q→∞

1
Nq

Nq∑
n=1

||fn+vM ,1 · fn+vM ,2 − fn+vM ,1 · fn,2||2H3 (2.142)

+ 2 lim
q→∞

1
Nq

Nq∑
n=1

||fn+vM ,1 · fn,2 − fn,1 · fn,2||2H3

≤2 lim
q→∞

1
Nq

Nq∑
n=1

W 2C2||fn+vM ,2 − fn,2||2H2 (2.143)

+ 2 lim
q→∞

1
Nq

Nq∑
n=1

W 2C2||fn+vM ,1 − fn,1||2H1 ≤ 4W 2C2

2M
.

Theorem 2.3.9. Let H be a Hilbert space, (xn)∞
n=1 ∈ UB(H), and (cn)∞

n=1 ∈ UB(C).

(i) If (xn)∞
n=1 is a completely ergodic sequence and (cn)∞

n=1 is an invariant sequence, then
(cnxn)∞

n=1 is a completely ergodic sequence.

(ii) If (xn)∞
n=1 ⊆ H is a nearly weakly mixing sequence and (cn)∞

n=1 is a compact sequence,
then (cnxn)∞

n=1 is a nearly weakly mixing sequence.
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(iii) If (xn)∞
n=1 is a nearly mildly mixing sequence and (cn)∞

n=1 is a rigid sequence, then
(cnxn)∞

n=1 is a nearly weakly mixing sequence.

(iv) In each of (i), (ii), and (iii), we have that

lim
N→∞

|| 1
N

N∑
n=1

cnxn|| = 0. (2.144)

Proof of i. Let (ξn)∞
n=1 ∈ UB(H) be any invariant sequence. By Lemma 2.3.8(i) we see

that (cnξn)∞
n=1 is an invariant sequence, so we see from Theorem 2.3.6(i) that

0 = lim
N→∞

1
N

N∑
n=1

⟨cnξn, xn⟩ = lim
N→∞

1
N

N∑
n=1

⟨ξn, cnxn⟩. (2.145)

Since (ξn)∞
n=1 was arbitrary, we deduce from Theorem 2.3.6(i) that (cnxn)∞

n=1 is a completely
ergodic sequence.

Proof of ii. Let (ξn)∞
n=1 ∈ UB(H) be any compact sequence. Since (cn)∞

n=1 is a compact
sequence, by Lemma 2.3.8(ii) we see that (cnξn)∞

n=1 is a compact sequence. Since (xn)∞
n=1

is a nearly weakly mixing sequence, we see from Theorem 2.3.6(ii) that

0 = lim
N→∞

1
N

N∑
n=1

⟨cnξn, xn⟩ = lim
N→∞

1
N

N∑
n=1

⟨ξn, cnxn⟩. (2.146)

Since (ξn)∞
n=1 was an arbitrary compact sequence, we deduce from Theorem 2.3.6(ii) that

(cnxn)∞
n=1 is a nearly weakly mixing sequence.

Proof of iii. Let (ξn)∞
n=1 ∈ UB(H) be any compact sequence. Since (cn)∞

n=1 is a rigid
sequence, by Lemma 2.3.8(iii) we see that (cnξn)∞

n=1 is a rigid sequence. Since (xn)∞
n=1 is a

nearly mildly mixing sequence, we see from Theorem 2.3.6(iii) that

0 = lim
N→∞

1
N

N∑
n=1

⟨xn, cnξ⟩ = lim
N→∞

1
N

N∑
n=1

⟨cnxn, ξ⟩. (2.147)

Since (ξn)∞
n=1 was an arbitrary compact sequence, we deduce from Theorem 2.3.6(ii) that

(cnxn)∞
n=1 is a nearly weakly mixing sequence.

Proof of iv. Since any of the sequences produced in parts (i), (ii), and (iii) are uniformly
bounded and completely ergodic sequences, it suffices to apply Lemma 2.3.1(iii).
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Theorem 2.3.10. Let (X, B) be a measurable space, µ : B → [0, ∞] a measure, H =
L2(X, µ), and (xn)∞

n=1, (yn)∞
n=1 ∈ UB(H) satisfying supn∈N ||yn||∞ < ∞.

(i) If (xn)∞
n=1 is a completely ergodic sequence and (yn)∞

n=1 is an invariant sequence, then
(ynxn)∞

n=1 is a completely ergodic sequence.

(ii) If (xn)∞
n=1 is a nearly weakly mixing sequence and (yn)∞

n=1 is a compact sequence, then
(ynxn)∞

n=1 is a nearly weakly mixing sequence.

(iii) If (xn)∞
n=1 is a nearly mildly mixing sequence and (yn)∞

n=1 is a rigid sequence, then
(ynxn)∞

n=1 is a nearly weakly mixing sequence.

(iv) In each of (i), (ii), and (iii), we have that

lim
N→∞

|| 1
N

N∑
n=1

ynxn|| = 0. (2.148)

Proof. The proof of Theorem 2.3.10 is identical to that of Theorem 2.3.9 after realizing
that L2(X, µ) is a Hilbert space in which multiplication and complex conjugation are well
defined, and that the inner product satisfies ⟨x, yz⟩ = ⟨xy, z⟩ for all x, y, z ∈ L2(X, µ).

2.4 Applications to Uniform Distribution

2.4.1 Preliminaries

In this section we will often be working with sequences of complex numbers. Recalling that C
is a Hilbert space when equipped with the inner product ⟨z1, z2⟩ = z1z2, we will freely use the
definitions of sections 1 and 2 in this context. For example, a sequence of complex numbers
(cn)∞

n=1 is a nearly strongly mixing sequence if it satisfies item (4) of definition 2.2.5 and
(cn)∞

n=1 is a compact sequence if it satisfies definition 2.3.3. Furthermore, throughout this
section we will use md to denote the d-dimensional Lebesgue measure, and we may in some
instances write exp(x) in place of e2πix to increase readability if the expression replacing
x is particularly long. Given vectors k⃗ = (k1, · · · , kd) ∈ Zd and x⃗ = (x1, · · · , xd) ∈ [0, 1]d

we may write ⟨k⃗, x⃗⟩ := k1x1 + · · · + kdxd. Before Discussing new results let us recall the
definition of uniform distribution in [0, 1]d as well as some of its characterizations.

Definition 2.4.1. (xn)∞
n=1 ⊆ [0, 1]d is a uniformly distributed sequence if

sup
B∈R

lim
N→∞

∣∣∣∣ 1
N

|{1 ≤ n ≤ N | xn ∈ B}| − md(B)
∣∣∣∣ = 0. (2.149)

where R denotes the collection of open rectangular prisms in [0, 1]d. (xn)∞
n=1 is totally

uniformly distributed if for all a, b ∈ N the sequence (xan+b)∞
n=1 is uniformly distrbuted.

41



Theorem 2.4.2 (Weyl’s Criterion). Given (xn)∞
n=1 ⊆ [0, 1]d, the following are equivalent.

(i) (xn)∞
n=1 is uniformly distributed.

(ii) for all k⃗ ∈ Zd \ {(0, · · · , 0)}, we have

lim
N→∞

1
N

N∑
n=1

e2πi⟨k⃗,xn⟩ = 0. (2.150)

(iii) for all f ∈ C([0, 1]d), we have

lim
N→∞

1
N

N∑
n=1

f(xn) =
∫

[0,1]d
fdmd. (2.151)

We now record some definitions and facts regarding the notion of discrepancy. The
discrepancy of a sequence is a measure of how far away the sequence is from being uniformly
distributed. We will be intuitively thinking about the discrepancy of a sequence (xn)∞

n=1 ⊆
[0, 1]d as the norm in a Hilbert space H whose vectors are sequences in (yn)∞

n=1 ⊆ [0, 1]d.

Definition 2.4.3. Given a sequence (xn)N
n=1 ⊆ [0, 1]d, the discrepancy of (xn)∞

n=1 ⊆ [0, 1]d

is denoted by DN ((xn)N
n=1) and given by

DN ((xn)N
n=1) := sup

B∈R

∣∣∣∣ 1
N

|{1 ≤ n ≤ N | xn ∈ B}| − md(B)
∣∣∣∣, (2.152)

where R denotes the collection of all rectangular prisms contained in [0, 1]d. For an infinite
sequence (xn)∞

n=1 ⊆ [0, 1]d, we let

D((xn)∞
n=1) := lim sup

N→∞
DN ((xn)N

n=1), (2.153)

and we let

D((xn)∞
n=1, (Nq)∞

q=1) := lim
q→∞

DNq ((xn)Nq

n=1), (2.154)

provided that the limit exists. The Isotropic discrepancy of (xn)N
n=1 ⊆ [0, 1]d is

JN := sup
C∈C

∣∣∣∣ 1
N

|{1 ≤ n ≤ N | xn ∈ C}| − md(C)
∣∣∣∣, (2.155)

where C denotes the collection of all open convex subsets of [0, 1]d.
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It is worth noting that a sequence (xn)∞
n=1 ⊆ [0, 1]d is uniformly distributed if and only

if D((xn)∞
n=1) = 0 (cf. Theorem 2.1.1 in [KN74]). Our next result compares DN and JN .

Theorem 2.4.4 (Theorem 2.1.6 in [KN74]). For all (xn)N
n=1 ⊆ [0, 1]d, we have

DN ((xn)N
n=1) ≤ JN ((xn)N

n=1) ≤ (4d
3
2 + 1)DN ((xn)N

n=1)
1
d . (2.156)

Theorem 2.4.5 (Erdős-Turán-Koksma). For x1, x2, · · · , xN ∈ [0, 1]d, we have

DN (x1, x2, · · · , xN ) ≤ (3
2)d

 2
R + 1 +

∑
0<||r||∞≤R

1
m(r)

∣∣∣∣∣ 1
N

N∑
n=1

e2πi⟨r,xn⟩
∣∣∣∣∣
, (2.157)

where m(r) = ∏d
i=1 max(1, |ri|) for (r1, r2, · · · , rd) ∈ Zd.

2.4.2 New Notions in the Theory of Uniform Distribution

Definition 2.4.6. Let (xn)∞
n=1 ⊆ [0, 1]d and let C = {f ∈ C([0, 1]d |

∫
[0,1]d fdmd = 0}.

(i) (xn)∞
n=1 is an e-sequence if for all f ∈ C, (f(xn))∞

n=1 is a completely ergodic sequence.

(ii) (xn)∞
n=1 is an wm-sequence if for all f ∈ C, (f(xn))∞

n=1 is a nearly weakly mixing
sequence.

(iii) (xn)∞
n=1 is an mm-sequence if for all f ∈ C, (f(xn))∞

n=1 is a nearly mildly mixing
sequence.

(iv) (xn)∞
n=1 is an sm-sequence if for all f ∈ C, (f(xn))∞

n=1 is a nearly strongly mixing
sequence.

(v) (xn)∞
n=1 is an o-sequence if for all f ∈ C, (f(xn))∞

n=1 is a nearly orthogonal sequence.

Lemma 2.3.1(iii) and Theorem 2.4.2(iii) show us that every e-sequence is a uniformly
distributed sequence. Furthermore, we see that every wm-sequence is an e-sequence, every
mm-sequence is a wm-sequence, every sm-sequence is a mm-sequence, and every o-sequence
is a sm-sequence. An application of Lemma 2.3.1(i)-(ii) shows us that for items (i)-(iv)
of Definition 2.4.6 it suffices to check that (e2πikxn)∞

n=1 is a sufficiently mixing sequence
instead of checking for all f ∈ C, but we will see in Theorem 2.4.28 that the same is not
true for item (v). In Lemma 2.4 (3.1) of [Far21], it is shown that if ([0, 1], B, m, T ) is a
weakly (strongly) mixing measure preserving system (cf. Definitions 2.5.1 and 2.5.2), then
for µ-a.e. x ∈ [0, 1], (T nx)∞

n=1 is a wm-sequence (sm-sequence). We will also see in the
coming subsections how e-sequences, wm-sequences, mm-sequences, and sm-sequences arise
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from variants of van der Corput’s Difference Theorem as well. The case of o-sequences will
also be examined (cf. Theorem 2.4.26). Before doing so, we will show that e-sequences,
wm-sequences and mm-sequences are uniformly distributed along many subsequences in
order to further illustrate how they are stronger properties than uniform distribution.

Definition 2.4.7. For a sequence of natural numbers A = (nk)∞
k=1 let

d(A) := lim inf
N→∞

1
N

|{1 ≤ n ≤ N | n ∈ A}| = lim inf
N→∞

1
N

N∑
n=1

1A(n), and (2.158)

d(A) := lim sup
N→∞

1
N

|{1 ≤ n ≤ N | n ∈ A}| = lim sup
N→∞

1
N

N∑
n=1

1A(n). (2.159)

d(A) is the natural lower density of A and d(A) is the natural upper density of A.
If d(A) = d(A), then we let d(A) denote the common value which is the natural density
of A.

Definition 2.4.8. Let B = (bj)∞
j=1 ⊆ N be a strictly increasing sequence satisfying d(B) >

0.

(1) B is a invariant sequence if

d(B△(B − 1)) = 0. (2.160)

(2) B is a compact sequence if for all ϵ > 0, there exists k ∈ N for which

sup
m∈N

min
1≤k≤K

d((B + m)△(B + k)) < ϵ. (2.161)

(3) B is a rigid sequence if for all ϵ > 0, there exists k ∈ N for which

d((B + nk)△B) < ϵ. (2.162)

We see that if (bj)∞
j=1 is an invariant, compact, or rigid sequence, then (1B(n))∞

n=1 is an
invariant, compact, or rigid sequence (of complex numbers) respectively. The converse need
not be true since we have simplified the definition of invariant, compact, and rigid sequences
of natural numbers through the use of limit suprememums rather than checking a condition
along a collection of subsequences. The condition that d(B) > 0 intuitively tells us that the
sequence will not be identified with 0 when we pass from H to H (or in this section, from
C to a Hilbert spaces of sequences of complex numbers).
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Theorem 2.4.9. Let (xn)∞
n=1 ⊆ [0, 1]d and (nk)∞

k=1 ⊆ N be sequences.

(i) If (xn)∞
n=1 is an e-sequence if and only if for any invariant sequence (nk)∞

k=1, (xnk
)∞
k=1

is a uniformly distributed sequence.

(ii) If (xn)∞
n=1 is a wm-sequence if and only if for any compact sequence (nk)∞

k=1, (xnk
)∞
k=1

is a uniformly distributed sequence.

(iii) If (xn)∞
n=1 is a mm-sequence if and only if for any rigid sequence (nk)∞

k=1, (xnk
)∞
k=1

is a uniformly distributed sequence.

Proof of the backwards directions. Let us first consider the case in which (xn)∞
n=1 is an e-

sequence. Let m ∈ Zd \ {⃗0} be arbitrary, and note that (e2πim·xn)∞
n=1 is a completely

ergodic sequence. Letting B = (nk)∞
k=1, we see that (1B(n))∞

n=1 is an invariant sequence,
so by Theorem 2.3.6(i) we see that

0 = lim
N→∞

1
N

∣∣∣∣∣
N∑

n=1
e2πimxn1B(n)

∣∣∣∣∣ = lim
N→∞

1
N

∣∣∣∣∣∣
∑

nk∈[1,N ]
e2πimxnk

∣∣∣∣∣∣ (2.163)

≥ lim
K→∞

d(B)
K

∣∣∣∣∣
K∑

k=1
e2πimxnk

∣∣∣∣∣.
If (xn)∞

n=1 is a wm-sequence (sm-sequence) then we repeat the above argument with the
use of Theorem 2.3.6(ii) (Theorem 2.3.6(iii)) in place of Theorem 2.3.6(i).

Proof of the forwards directions. The proof of this direction is much longer than the pre-
vious direction, so we will only give a complete proof for (ii). We will then outline the
modifications needed to adapt the proof for (ii) to a proof for (i) and (iii). We begin with
a useful lemma.

Lemma 2.4.10. For a sequence Φ = (Nq)∞
q=1 ⊆ N let AΦ := {A ⊆ N | 1A is a compact

element of H (1A,1A, Φ)}. If a sequence (cn)∞
n=1 ∈ UB(C) is compact, then for any se-

quence (Mq)∞
q=1 ⊆ N, there is a subsequence Φ = (Nq)∞

q=1 for which (cn)∞
n=1 can be approx-

imated arbitrarily closely by elements of SpanC({1A | A ∈ AΦ}) ⊆ H, where H is a Hilbert
space containing H ((cn)∞

n=1, (cn)∞
n=1, (Nq)∞

q=1) as a closed subspace.

Proof of Lemma 2.4.10. By Lemma 3.3.1, let X be a compact metric space, S : X → X

a continuous map, F ∈ C(X) and x ∈ X a point for which F (Sn(x)) = cn. Let ν be any
weak∗ limit point of { 1

Mq

∑Mq

k=1 δSk(x)}∞
n=1 and let Φ = (Nq)∞

q=1 be a subsequence for which
{ 1

Nq

∑Nq

k=1 δSk(x)}∞
n=1 converges to ν in the weak∗ topology. Letting U denote the unitary

operator induced by S and H = L2(X, µ), we see that F ∈ Hc since (cn)∞
n=1 is a compact

sequence. Let K denote the σ-algebra of the Kronecker factor Hc, let ϵ > 0 be arbitrary,
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and let M = ||F ||∞. Let L1 = {c ∈ C | Re( c
ϵ ) ∈ N} and L2 = {c ∈ C | Im( c

ϵ ) ∈ N}. Since
ν is a probability measure, at most countably many members of {F −1(L1 + t)}t∈[0,ϵ) and
of {F −1(L2 + ti)}t∈[0,ϵ) have positive measure, so t1, t2 ∈ [0, ϵ) be such that ν(F −1((L1 +
t1) ∪ (L2 + t2i))) = 0. Let {Ai}H

i=1 be an enumeration of the connected components of
((L1 + t1) ∪ (L2 + t2i))c that contain some z ∈ C with |z| ≤ M . For 1 ≤ i ≤ H, let ai ∈ Ai

be arbitrary, and note that for g(y) = ∑H
i=1 ai1F −1(Ai)(y) we have ||F −g||H ≤ ||F −g||∞ < ϵ

and F −1(Ai) ∈ K for each 1 ≤ i < H. Let Ei = {n ∈ N | Sn(x) ∈ F −1(Ai)}, and note that

lim sup
N→∞

1
Nq

Nq∑
n=1

|cn −
H∑

i=1
ai1Ei(n)|2 (2.164)

= lim sup
N→∞

1
Nq

Nq∑
n=1

|F (Sn(x)) − g(Sn(x))|2 = ||F − g||2∞ ≤ ϵ2.

It remains to check that Ei ∈ AΦ for each 1 ≤ i ≤ H. Since 1F −1(Ai) ∈ K for each
1 ≤ i ≤ H, let Ki ∈ N be such that

sup
t∈N

min
1≤k≤Ki

||1F −1(Ai) ◦ Sk − 1F −1(Ai) ◦ St||2 < ϵ. (2.165)

Recalling that X is a compact metric space and {F −1(Ai)}H
i=1 is a collection of open sets,

we see that

sup
t∈N

min
1≤k≤Ki

lim sup
N→∞

1
Nq

Nq∑
n=1

|1Ei(n + k) − 1Ei(n + t)|2 (2.166)

=sup
t∈N

min
1≤k≤Ki

lim sup
N→∞

1
Nq

Nq∑
n=1

|1F −1(Ai)(S
n+k(x)) − 1F −1(Ai)(S

n+t(x))|2

=sup
t∈N

min
1≤k≤Ki

||1F −1(Ai) ◦ Sk − 1F −1(Ai) ◦ St||2H < ϵ.

We now return to the proof of the forwards direction of (ii). We see from the comments
after Definition 2.4.6 that (xn)∞

n=1 is a wm-sequence if and only if for any k⃗ ∈ Zd \ {⃗0}
the sequence (e2πik⃗·xn)∞

n=1 is a nearly weakly mixing sequence, so let us fix some k⃗ ∈
Zd \ {⃗0}. Due to Lemma 2.3.6(ii), it now suffices to show that (e2πik⃗·xn)∞

n=1 is orthogonal
to all compact sequences (cn)∞

n=1 ∈ UB(C). Let (Mq)∞
q=1 ⊆ N be any sequence for which

((e2πik⃗·xn)∞
n=1, (cn)∞

n=1, (Mq)∞
q=1 is a weakly permissible triple and let ϵ > 0 be arbitrary.

Let Φ = (Nq)∞
q=1, AΦ, and H be as in Lemma 2.4.10. Let g = ∑H

i=1 si1Ei be such that
||(cn)∞

n=1−g||H < ϵ and Ei ∈ AΦ for each 1 ≤ i ≤ H. For each 1 ≤ i ≤ m, let Ei,1 = Ei∪2N,
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and Ei,2 = Ei ∩ (2N + 1), and note that d(Ei,1), d(Ei,2) ≥ 1
2 . To see that Ei,1 and Ei,2 are

compact sequences, let ϵ > 0 be arbitrary, and let Ki ∈ N be such that

sup
m∈N

min
1≤k≤Ki

lim
N→∞

1
N

N∑
n=1

|1Ei(n + k) − 1Ei(n + m)| <
ϵ

2 . (2.167)

We now see that for j ∈ {1, 2} we have

sup
m∈N

min
1≤k≤2Ki

k even

lim
N→∞

1
N

N∑
n=1

|1Ei,j (n + k) − 1Ei,j (n + m)| < ϵ, (2.168)

so Ei,1 and Ei,2 are indeed compact sequences. Letting Ei,j = (ni,j,k)∞
k=1 for (i, j) ∈

[1, H] × [1, 2], and recalling that (n)∞
n=1 ⊆ N is a compact sequence, we see that

lim sup
N→∞

| 1
N

N∑
n=1

e2πik⃗·wncn| ≤ ϵ + lim sup
N→∞

| 1
N

N∑
n=1

e2πik⃗·wng(n)| (2.169)

≤ϵ +
m∑

i=1
|si| lim sup

N→∞
| 1
N

N∑
n=1

e2πik⃗·wn1Ei(n)|

=ϵ +
H∑

i=1
|si| lim sup

N→∞
| 1
N

N∑
n=1

e2πit·wn(1Ei,1(n) + 1Ei,2(n) − 1)|

≤ϵ +
H∑

i=1
|si| lim sup

N→∞

1
N

(
|

N∑
n=1

e2πik⃗·wn1Ei,1(n)| + |
N∑

n=1
e2πik⃗·wn1Ei,2(n)| + |

N∑
n=1

e2πik⃗·wn |
)

=ϵ +
H∑

i=1
|si| lim sup

N→∞

1
N

(
|

∑
ni,1,k∈[1,N ]

e2πit·wni,1,k |

ϵ +
H∑

i=1
|si| lim sup

N→∞

1
N

(
+ |

∑
ni,2,k∈[1,N ]

e2πit·wni,2,k | + |
N∑

n=1
e2πit·wn |

)
= ϵ.

Since ϵ > 0 was arbitrary, the desired result follows.
To prove items (i) and (iii), we work with the σ-algebra of of invariant sets and the σ-
algebra of sets that share the same rigidity sequence as (cn)∞

n=1 (cf. Proposition 2.1 of
[Ber+14]) respectively. We also replace the use of Lemma 2.3.6(ii) with that of Lemma
2.3.6(i) and 2.3.6(iii). Lastly, It is clear that if Ei are invariant sequences then E′

i,1 :=
Ei ∪ (⋃n∈2N[n2, (n + 1)2 − 1) and E′

i,2 := Ei ∪ (⋃n∈2N−1[n2, (n + 1)2 − 1) are also invariant
sequences satisfying d(E′

i,1), d(E′
i,2) ≥ 1

2 and 1Ei = 1E′
i,1

+1E′
i,2

−1. If Ei is a rigid sequence,
then we recall that Ei is rigid along the IP-set generated by its rigidity sequence, hence we
are still able to deduce that Ei,1 and Ei,2 are rigid sequences.
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2.4.3 An Ergodic van der Corput Difference Theorem

Before we can properly state the analog of Corollary 2.2.9 we need to recall some basic
definitions and theorems regarding the uniform distribution of doubly indexed sequences.

Definition 2.4.11. (xn,m)(n,m)∈N2 ⊆ [0, 1]d is uniformly distributed if for every open
rectangular prism R ⊆ [0, 1]d, we have

lim
K→∞

sup
N,M≥K

∣∣∣∣ 1
NM

|{(n, m) ∈ [1, N ] × [1, M ] | xn,m ∈ R}| − µd(R)
∣∣∣∣ = 0. (2.170)

Theorem 2.4.12. (x(n,m))(n,m)∈N2 ⊆ [0, 1]d is uniformly distributed if and only if for every
k⃗ ∈ Z \ {(0, · · · , 0)}, we have

lim
K→∞

sup
N,M≥K

∣∣∣∣∣∣ 1
NM

∑
(m,n)∈[1,M ]×[1,N ]

e2πi⟨k⃗,xn,m⟩

∣∣∣∣∣∣ = 0. (2.171)

Theorem 2.4.13. If (xn)∞
n=1 ⊆ T is such that (xn+h − xn)(n,h)∈N2 is uniformly distributed,

then (xn)∞
n=1 is an e-sequence.

We see that Theorem 2.4.13 is an immediate corollary to Corollary 2.2.9, Lemma
2.3.1(i)-(ii), and Theorem 2.4.12. We also note that for α ∈ R \ Q the sequence (nα)∞

n=1
satisfies Theorem 2.4.13 and is consequently an e-sequence. We will now construct in exam-
ple 2.4.14 an e-sequence that is not totally uniformly distributed. Since any wm-sequence
is totally uniformly distributed as a consequence of Theorem 2.4.9(ii), the sequence in ex-
ample 2.4.14 is an example of an e-sequence that is not a wm-sequence. One can also use
Theorem 2.4.18 of the next section to show that (nα)∞

n=1 is not a wm-sequence.

Remark 2.4.14. Let α ∈ R\Q be arbitrary and let L : [0, 1) → [0, 1
2) denote the map x 7→ 1

2x.
Let us consider the sequence (yn)∞

n=1 given by y2n = L(2nα) and y2n−1 = L((2n − 1)α) + 1
2

for all n ∈ N. We see that (yn)∞
n=1 is not totally uniformly distributed by construction.

Now let us show that (yn+h − yn)(n,h)∈N2 is uniformly distributed. First, we note that

yn+h − yn =



L(hα) if h is even and nα ∈ [0, 1 − hα)

L(hα) + 1
2 if h is even and nα ∈ [1 − hα, 1)

L(hα) + 1
2 if h is odd and nα ∈ [0, 1 − hα)

L(hα) if h is odd and nα ∈ [1 − hα, 1)

. (2.172)

We remark that for each h ∈ N, the sequence (yn+h − yn)∞
n=1 takes on exactly 2 values.

Now let k ∈ N and ϵ > 0 both be arbitrary and consider the functions
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f1(x) := (1 − x)e2πikL(x) + xe2πik(L(x)+ 1
2 ) and (2.173)

f2(x) := (1 − x)e2πik(L(x)+ 1
2 ) + xe2πikL(x).

We see that f1(x) + f2(x) = 0 if k is odd and f1(x) = 2eπikx if k is even, so
∫ 1

0
(
f1(x) +

f2(x)
)
dx = 0 regardless of the value of k. Since (2hα)∞

h=1 and (2hα − α)∞
h=1 are uniformly

distributed, let H0 ∈ N be such that

ϵ >

∣∣∣∣∣
∫ 1

0
f1(x)dx − 1

2H

H∑
h=1

f1(2hα)
∣∣∣∣∣ and ϵ >

∣∣∣∣∣
∫ 1

0
f2(x)dx − 1

2H

H∑
h=1

f2(2hα − α)
∣∣∣∣∣ (2.174)

whenever H ≥ H0. Since (nα)∞
n=1 is uniformly distributed, we see that D((nα)∞

n=1) = 0,
so let N0 ∈ N be such that DN ((xn)N

n=1) < ϵ for all N ≥ N0. We now see that if N, H ≥
max(H0, N0), then

1
2NH

∣∣∣ N∑
n=1

2H∑
h=1

e(2πik(yn+h − yn))
∣∣∣ (2.175)

= 1
2NH

∣∣∣ ∑
h∈[1,2H]

h even

 ∑
n∈[1,N ]

nα∈[0,1−hα)

exp(k(yn+h − yn)) +
∑

n∈[1,N ]
nα∈[1−hα,1)

exp(k(yn+h − yn))


(2.176)

+
∑

h∈[1,2H]
h odd

 ∑
n∈[1,N ]

nα∈[0,1−hα)

exp(k(yn+h − yn)) +
∑

n∈[1,N ]
nα∈[1−hα,1)

exp(k(yn+h − yn))

∣∣∣

= 1
2NH

∣∣∣ ∑
h∈[1,2H]

h even

 ∑
n∈[1,N ]

nα∈[0,1−hα)

exp(kL(hα)) +
∑

n∈[1,N ]
nα∈[1−hα,1)

exp(k(L(hα) + 1
2))

 (2.177)

+
∑

h∈[1,2H]
h odd

 ∑
n∈[1,N ]

nα∈[0,1−hα)

exp(k(L(hα) + 1
2)) +

∑
n∈[1,N ]

nα∈[1−hα,1)

exp(kL(hα))

∣∣∣
≤4ϵ + 1

2H

∣∣∣ ∑
h∈[1,2H]

h even

(
(1 − ||hα||)exp(kL(hα)) + ||hα||exp(k(L(hα) + 1

2))
)

(2.178)

+
∑

h∈[1,2H]
h odd

(
(1 − ||hα||)exp(k(L(hα) + 1

2)) + ||hα||exp(kL(hα))
)∣∣∣
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=4ϵ + 1
2H

∣∣∣ H∑
h=1

(
(1 − ||hα||)exp(kL(2hα)) + ||hα||exp(k(L(2hα) + 1

2))
)

(2.179)

+
H∑

h=1

(
(1 − ||hα||)exp(k(L(2hα − α) + 1

2)) + ||hα||exp(kL(2hα − α))
)∣∣∣

≤5ϵ + 1
2
∣∣∣ ∫ 1

0
f1(x)dx +

∫ 1

0
f2(x)dx

∣∣∣ = 5ϵ. (2.180)

Example 2.1. Let α ∈ R\Q be arbitrary, and consider the sequence (yn)∞
n=1 ⊆ T given by

yn = mα for
(m

2
)

< n ≤
(m+1

2
)
. (yn)∞

n=1 is a sequence that is totally uniformly distributed
in [0, 1] but is not an e-sequence. In fact, for every f ∈ C([0, 1]) and a, b ∈ N, (f(yan+b))∞

n=1
is an invariant sequence. We leave it as an amusing exercise for the reader to show by direct
computation that (yn+h − yn)(n,h)∈N2 is not uniformly distributed.

2.4.4 Weak, Mild, and Strong Mixing van der Corput Difference Theorems

We will require the following technical lemma that relates strong Ceàro averages and natural
density for use in some of the upcoming proofs.

Lemma 2.4.15. For a bounded sequence of nonnegative real numbers (xn)∞
n=1, we have

lim
H→∞

1
H

H∑
h=1

|xh − L| = 0 (2.181)

if and only if for every ϵ > 0 we have

d({h ∈ N | |xh − L| < ϵ}) = 1. (2.182)

We also require a definition analogous to that of a permissible triple from Section 2.2.

Definition 2.4.16. Given a family {(xn,h)∞
n=1}∞

h=1 of sequences in [0, 1]d and an increasing
sequence (Nq)∞

q=1 ⊆ N, we define ({(xn,h)∞
n=1}∞

h=1, (Nq)∞
q=1) to be a permissible pair if for

all h ∈ N D((xn,h)∞
n=1, (Nq)∞

q=1) is well defined.

Theorem 2.4.17. For (xn)∞
n=1 ⊆ [0, 1]d1 the following are equivalent:

(i) (xn)∞
n=1 is a wm-sequence.

(ii) For all uniformly distributed (yn)∞
n=1 ⊆ [0, 1]d2 and (Nq)∞

q=1 ⊆ N for which
({(xn, yn+h)∞

n=1}∞
h=1, (Nq)∞

q=1) is a permissible pair, we have

lim
H→∞

1
H

H∑
h=1

D((xn, yn+h)∞
n=1, (Nq)∞

q=1) = 0. (2.183)
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(iii) For all (Nq)∞
q=1 ⊆ N for which ({(xn, xn+h)∞

n=1}∞
h=1, (Nq)∞

q=1) is a permissible pair, we
have

lim
H→∞

1
H

H∑
h=1

D((xn, xn+h)∞
n=1, (Nq)∞

q=1) = 0. (2.184)

(iv) For all (Nq)∞
q=1 ⊆ N for which ({(xn+h − xn)∞

n=1}∞
h=1, (Nq)∞

q=1)) is a permissible pair,
we have

lim
H→∞

1
H

H∑
h=1

D((xn+h − xn)∞
n=1, (Nq)∞

q=1) = 0. (2.185)

Proof. We will first show that (i) implies (ii). Let (yn)∞
n=1 ⊆ [0, 1]d2 and (Nq)∞

q=1 ⊆ N be
as in (ii). We will show that equation (2.183) holds by using Lemma 2.4.15. Let ϵ > 0 be
arbitrary, and let R ∈ N be such that

(3
2)d( 2

R + 1) <
ϵ

2 . (2.186)

Let A = {r ∈ Zd1+d2 | 0 < ||r||∞ ≤ R & ri = 0 ∀ 1 ≤ i ≤ d1.} and B = {r ∈ Zd1+d2 | 0 <

||r||∞ ≤ R} \ A. Since (yn)∞
n=1 is uniformly distributed, we note that for all r ∈ A and

h ∈ N, we have

lim
q→∞

∣∣∣∣∣∣ 1
Nq

Nq∑
n=1

e2πi⟨r,(xn,yn+h)⟩

∣∣∣∣∣∣ = lim
q→∞

∣∣∣∣∣∣ 1
Nq

Nq∑
n=1

e2πi⟨(rd1+1,··· ,rd1+d2 ),yn+h⟩

∣∣∣∣∣∣ = 0. (2.187)

For each r ∈ B, we note that (e2πi⟨(r1,r2,··· ,rd),xn⟩)∞
n=1 is a nearly weakly mixing sequence.

By Lemma 2.4.15, let

Sr =
{

h ∈ N | lim
q→∞

∣∣∣∣∣∣ 1
N ′

q

N ′
q∑

n=1
exp(⟨(r1, · · · , rd1), xn⟩)exp(⟨(rd1+1, · · · , rd1+d2), yn+h⟩)

∣∣∣∣∣∣
<

ϵ

2(3
2)d1+d2(2R + 1)d1+d2

}
, (2.188)

where (N ′
q)∞

q=1 is any subsequence of (Nq)∞
q=1 for which all of the limits defining Sr exist.

Since d(Sr) = 1 for every r ∈ B, we see that for S := ∩r∈BSr we also have d(S) = 1.
Furthermore, for every h ∈ S and r ∈ B we have
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lim
q→∞

∣∣∣∣∣∣ 1
N ′

q

N ′
q∑

n=1
exp(⟨r, (xn, yn+h)⟩)

∣∣∣∣∣∣ <
ϵ

2(3
2)d1+d2(2R + 1)d1+d2

. (2.189)

We now see from Theorem 2.4.5 that h ∈ S, we have

D((xn, yn+h), (Nq)∞
q=1) = lim

q→∞
DN ′

q
((xn, yn+h)∞

n=1) (2.190)

≤ lim
q→∞

(3
2)d1+d2

 2
R + 1 +

∑
0<||r||∞≤R

1
m(r)

∣∣∣∣∣∣ 1
N ′

q

N ′
q∑

n=1
e2πi⟨r,(xn,yn+h)⟩

∣∣∣∣∣∣
 (2.191)

≤ ϵ

2 + lim
q→∞

1
Nq

(3
2)d1+d2

(∑
r∈A

+
∑
r∈B

)∣∣∣∣∣∣ 1
N ′

q

N ′
q∑

n=1
e2πi⟨r,(xn,yn+h)⟩

∣∣∣∣∣∣ ≤ ϵ, (2.192)

which concludes the proof that (i) implies (ii).

To show that (ii) implies (iii) it suffices to show that (ii) implies the uniform distribu-
tion of (xn)∞

n=1. Let (yn)∞
n=1 ⊆ [0, 1] be an arbitrary uniformly distributed sequence and

let (Nq)∞
q=1 ⊆ N be arbitrary. By passing to a subsequence of (Nq)∞

q=1 if necessary, we may
assume without loss of generality that ({(xn, yn+h)∞

n=1}∞
h=1, (Nq)∞

q=1) is a permissible pair.
We observe that if R ⊆ [0, 1]d1 is an open rectanglular prism, then R × [0, 1] is an open
rectanglular prism in [0, 1]d1+1, so D((xn, yn+h)∞

n=1, (Nq)∞
q=1) ≥ D((xn)∞

n=1, (Nq)∞
q=1) for all

h ∈ N. By Lemma 2.4.15 and the assumptions of (ii) we see that for each ϵ > 0 there exists
h ∈ N for which ϵ > D((xn, yn+h)∞

n=1, (Nq)∞
q=1) ≥ D((xn)∞

n=1, (Nq)∞
q=1), which concludes

the proof that (ii) implies (iii).

Now let us show that (iii) implies (iv). Let T : [0, 1]2d1 → [0, 1]d1 be the map defined by

T (x1, · · · , xd1 , xd1+1, · · · , x2d1) = (xd1+1−x1, xd1+2−x2, · · · , x2d1 −xd1) (mod 1). (2.193)

If B ⊆ [0, 1]d1 is an open rectangle, then T −1B is a union of at most F open convex set in
[0, 1]2d, where F ∈ N is independent of B. It follows from Theorem 2.4.4 that for all open
rectangle B, we have

D((xn+h − xn)∞
n=1, (Nq)∞

q=1) ≤ F · J((xn, xn+h), (Nq)∞
q=1) (2.194)

≤F (4(d1 + d2)
3
2 + 1)D((xn, xn+h), (Nq)∞

q=1)
1

d1+d2 ,
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so the desired result follows from Lemma 2.4.15.

Lastly, we prove that (iv) implies (i). Let ϵ > 0 and k ∈ N both be arbitrary. Let
g(x) = ∑m

i=1 ci1Bi(x) be a step function for which ||e2πikx − g(x)||∞ < ϵ
2 and ||g(x)||∞ ≤ 1.

For each h ∈ N, let γh = D((xn+h − xn)∞
n=1, (Nq)∞

q=1). We see that for h ∈ H, we have

lim
q→∞

∣∣∣∣∣∣ 1
Nq

Nq∑
n=1

e2πik(xn+h−xn)

∣∣∣∣∣∣ ≤ ϵ

2 + lim
q→∞

∣∣∣∣∣∣ 1
Nq

Nq∑
n=1

g(xn+h − xn)

∣∣∣∣∣∣ (2.195)

= ϵ

2 + lim
q→∞

∣∣∣∣∣∣ 1
Nq

Nq∑
n=1

m∑
i=1

ci1Bi(xn+h − xn)

∣∣∣∣∣∣
≤ ϵ

2 +
∣∣∣∣∣

m∑
i=1

ciµ(Bi)
∣∣∣∣∣+

m∑
i=1

|ci|γh = ϵ

2 +
m∑

i=1
|ci|γh + |

∫ 1

0
g(x)dx| ≤ ϵ +

m∑
i=1

|ci|γh.

From equation (2.185), we see that

lim
H→∞

1
H

H∑
h=1

lim
q→∞

∣∣∣∣∣∣ 1
Nq

Nq∑
n=1

e2πikxn+he2πikxn

∣∣∣∣∣∣ ≤ lim
H→∞

1
H

H∑
h=1

(
ϵ +

m∑
i=1

|ci|γh

)
= ϵ. (2.196)

Since ϵ > 0 was arbitrary, Theorem 2.2.10 shows us that (e2πikxn)∞
n=1 is a nearly weakly

mixing sequence. Since k ∈ N was also arbitrary, the desired result follows from Lemma
2.3.1(i)-(ii).

Corollary 2.4.18. Let (xn)∞
n=1 ⊆ [0, 1] be a sequence for which

lim
H→∞

1
H

H∑
h=1

D((xn+h − xn)∞
n=1) = 0. (2.197)

Then (xn)∞
n=1 is a wm-sequence.

Theorem 2.4.19. For (xn)∞
n=1 ⊆ [0, 1]d1 the following are equivalent:

(i) (xn)∞
n=1 is a mm-sequence.

(ii) For all uniformly distributed (yn)∞
n=1 ⊆ [0, 1]d2 and (Nq)∞

q=1 ⊆ N for which
({(xn, yn+h)∞

n=1}∞
h=1, (Nq)∞

q=1) is a permissible pair, we have

IP∗ − lim
h→∞

D((xn, yn+h)∞
n=1, (Nq)∞

q=1) = 0. (2.198)
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(iii) For all (Nq)∞
q=1 ⊆ N for which ({(xn, xn+h)∞

n=1}∞
h=1, (Nq)∞

q=1) is a permissible pair, we
have

IP∗ − lim
h→∞

D((xn, xn+h)∞
n=1, (Nq)∞

q=1) = 0. (2.199)

(iv) For all (Nq)∞
q=1 ⊆ N for which (({(xn+h − xn)∞

n=1}∞
h=1, (Nq)∞

q=1)) is a permissible pair,
we have

IP∗ − lim
h→∞

D((xn+h − xn)∞
n=1, (Nq)∞

q=1) = 0. (2.200)

The proof of Theorem 2.4.19 is almost identical to that of Theorem 2.4.17 so we omit
it.

Corollary 2.4.20. Let (xn)∞
n=1 ⊆ [0, 1] be a sequence for which

IP∗ − lim
h→∞

D((xn+h − xn)∞
n=1) = 0. (2.201)

Then (xn)∞
n=1 is a mm-sequence.

Theorem 2.4.21. For (xn)∞
n=1 ⊆ [0, 1]d1 the following are equivalent:

(i) (xn)∞
n=1 is a sm-sequence.

(ii) For all uniformly distributed (yn)∞
n=1 ⊆ [0, 1]d2 and (Nq)∞

q=1 ⊆ N for which
({(xn, yn+h)∞

n=1}∞
h=1, (Nq)∞

q=1) is a permissible pair, we have

lim
h→∞

D((xn, yn+h)∞
n=1, (Nq)∞

q=1) = 0. (2.202)

(iii) For all (Nq)∞
q=1 ⊆ N for which ({(xn, xn+h)∞

n=1}∞
h=1, (Nq)∞

q=1) is a permissible pair, we
have

lim
h→∞

D((xn, xn+h)∞
n=1, (Nq)∞

q=1) = 0. (2.203)

(iv) For all (Nq)∞
q=1 ⊆ N for which (({(xn+h − xn)∞

n=1}∞
h=1, (Nq)∞

q=1)) is a permissible pair,
we have

lim
h→∞

D((xn+h − xn)∞
n=1, (Nq)∞

q=1) = 0. (2.204)
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The proof of Theorem 2.4.21 is almost identical to that of Theorem 2.4.17 so we omit
it.

Corollary 2.4.22. Let (xn)∞
n=1 ⊆ [0, 1] be a sequence for which

lim
h→∞

D((xn+h − xn)∞
n=1) = 0. (2.205)

Then (xn)∞
n=1 is a sm-sequence.

Now let us compare the results of this subsection to another similar result from the
literature.

Definition 2.4.23. A sequence of natural numbers B = (nk)∞
k=1 is a Besicovitch Almost

Periodic Sequence if for all ϵ > 0, there exists α1, · · · , αk ∈ [0, 1] and c1, · · · , ck ∈ C for
which

lim sup
N→∞

1
N

N∑
n=1

|1B(n) −
k∑

j=1
cje2πiαjn| < ϵ. (2.206)

Theorem 2.4.24 (cf. Theorem 4.4 in [BM16]). If (xn)∞
n=1 ⊆ [0, 1] is a sequence for which

(xn+h − xn)∞
n=1 is uniformly distributed for every h ∈ N, then for all Besicovitch Almost

Periodic Sequences (nk)∞
k=1, (xnk

)∞
k=1 is uniformly distributed.

Remark 2.4.25. Theorem 2.4.24 can also be deduced from section 4 of [DMF74]. Noting
that any Besicovitch Almost Periodic Sequence of complex numbers is a compact sequence,
and that any compact sequence of complex number is a rigid sequence, Theorem 2.4.9
shows us that Corollaries 2.4.18, 2.4.20, and 2.4.22 are each generalizations of Theorem
2.4.24. However, the astute reader may have noticed that we have yet to mention nearly
orthogonal sequences in this section despite the apparent connection between the hypotheses
of Theorems 2.1.2(i) and 2.4.24 with Corollary 2.2.17. The reason for this is that a sum of
nearly orthogonal sequences is not necessarily a nearly orthogonal sequence, so we do not
have an analogue of Lemma 2.3.1(i)-(ii) for nearly orthogonal sequences. Nonetheless, we
may prove some Theorems in this direction as well.

2.4.5 Uniform Distribution and Orthogonality in Hilbert Spaces

Theorem 2.4.26. (xn)∞
n=1 ⊆ [0, 1]d is an o-sequence if and only if for each h ∈ N,

(xn, xn+h)∞
n=1 ⊆ [0, 1]2d is uniformly distributed.
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Proof. For the first direction, let us assume that (xn, xn+h)∞
n=1 is uniformly distributed in

[0, 1]2d for all h ∈ N. We see that for all k1, k2 ∈ Zd that are not both (0, 0, · · · , 0) and any
h ∈ N we have

lim
N→∞

1
N

N∑
n=1

e2πi(⟨k1,xn⟩+⟨k2,xn+h⟩) = 0. (2.207)

Now let f ∈ C([0, 1]d) satisfy
∫

[0,1]d fdmd = 0 and let (ck)k∈Zd be the Fourier coefficients of
f . Let ϵ ∈ (0, ||f ||∞) be arbitrary, and let K be such that

||f(x) −
∑

k∈[−K,K]d
cke2πi⟨k,x⟩||∞ < ϵ. (2.208)

Noting that c(0,0,··· ,0) = 0, we see that for all h ∈ N we have

lim
N→∞

∣∣∣∣∣ 1
N

N∑
n=1

f(xn+h)f(xn)
∣∣∣∣∣ (2.209)

≤3ϵ||f ||∞ + lim
N→∞

∣∣∣∣∣∣ 1
N

N∑
n=1

(
∑

k∈[−K,K]d
cke2πi⟨k,xn+h⟩)(

∑
k∈[−K,K]d

cke−2πi⟨k,xn⟩)

∣∣∣∣∣∣
=3ϵ||f ||∞ +

∑
k1,k2∈[−K,K]d

lim
N→∞

∣∣∣∣∣ 1
N

N∑
n=1

ck1ck2e2πi(⟨k1,xn+h⟩+⟨−k2,xn⟩)
∣∣∣∣∣ = 3ϵ||f ||∞.

Since ϵ > 0 was arbitrary, we are done with the first direciton. For the reverse direction,
let us assume that (xn)∞

n=1 is an o-sequence. We will first show that (xn+h − xn)∞
n=1 is

uniformly distributed for all h ∈ N. To this end, let k ∈ Zd \ {(0, 0 · · · , 0)} and h ∈ N both
be arbitrary and note that (e2πi⟨k,xn⟩)∞

n=1 is a nearly orthogonal sequence. Let (Nq)∞
q=1 be

any sequence for which

lim
q→∞

1
Nq

Nq∑
n=1

e2πi⟨k,xn+h−xn⟩ (2.210)

exists. By passing to a subsequence of (Nq)∞
q=1 if necessary, we may assume without loss

of generality that ((e2πi⟨k,xn⟩)∞
n=1, (e2πi⟨k,xn⟩)∞

n=1, (Nq)∞
q=1) is a permissible triple. Since

(e2πi⟨k,xn⟩)∞
n=1 is a nearly orthogonal sequence it follows from Theorem 2.2.16 that

lim
q→∞

1
Nq

Nq∑
n=1

e2πi⟨k,xn+h−xn⟩ = 0, (2.211)

56



from which it follows that (xn+h − xn)∞
n=1 is indeed uniformly distributed for all h ∈ N.

Now let h ∈ N be arbitrary, let k1, k2 ∈ Zd be such that k1 and k2 are not both (0, 0, · · · , 0)
and let (Nq)∞

q=1 ⊆ N be such that

lim
q→∞

1
Nq

Nq∑
n=1

e2πi(⟨k1,xn⟩+⟨k2,xn+h⟩) (2.212)

exists. If k1 or k2 is (0, 0, · · · , 0), then the limit in equation 2.212 is 0 since the o-sequence
(xn)∞

n=1 is uniformly distributed, so let us assume that neither of k1 and k2 are (0, 0, · · · , 0).
Note that for all c ∈ C we have that (e2πi⟨k1,xn⟩ + ce2πi⟨k2,xn⟩)∞

n=1 is a nearly orthogonal
sequence since (xn)∞

n=1 is an o-sequence, so we once again see from Theorem 2.2.16 that

0 = lim
q→∞

1
Nq

Nq∑
q=1

(e2πi⟨k1,xn+h⟩ + ce2πi⟨k2,xn+h⟩)(e−2πi⟨k1,xn⟩ + ce−2πi⟨k2,xn⟩) (2.213)

= lim
q→∞

1
Nq

Nq∑
q=1

e2πi⟨k1,xn+h−xn⟩ + |c|2 lim
q→∞

1
Nq

Nq∑
q=1

e2πi⟨k2,xn+h−xn⟩

= + c lim
q→∞

1
Nq

Nq∑
q=1

e2πi(⟨k2,xn+h⟩−⟨k1,xn⟩) + c lim
q→∞

1
Nq

Nq∑
q=1

e2πi(⟨k1,xn+h⟩−⟨k2,xn⟩)

= c lim
q→∞

1
Nq

Nq∑
q=1

e2πi(⟨k2,xn+h⟩−⟨k1,xn⟩) + c lim
q→∞

1
Nq

Nq∑
q=1

e2πi(⟨k1,xn+h⟩−⟨k2,xn⟩). (2.214)

Letting A(c) represent the quantity in (2.214), we observe that

0 = A(1) − iA(i) (2.215)

= lim
q→∞

1
Nq

Nq∑
q=1

e2πi(⟨k2,xn+h⟩−⟨k1,xn⟩) + lim
q→∞

1
Nq

Nq∑
q=1

e2πi(⟨k1,xn+h⟩−⟨k2,xn⟩)

= − i

i lim
q→∞

1
Nq

Nq∑
q=1

e2πi(⟨k2,xn+h⟩−⟨k1,xn⟩) − i lim
q→∞

1
Nq

Nq∑
q=1

e2πi(⟨k1,xn+h⟩−⟨k2,xn⟩)


= 2 lim

q→∞
1

Nq

Nq∑
q=1

e2πi(⟨k2,xn+h⟩+⟨−k1,xn⟩).

Since (k1, k2) 7→ (−k1, k2) is a bijection from Z2d \
(
Zd × {(0, · · · , 0)} ∪ {(0, · · · , 0)} × Zd

)
to itself, we see that (xn, xn+h)∞

n=1 is uniformly distributed for all h ∈ N.

We would now like to that the sequences produced by Theorem 2.1.2 need not be o-
sequences. To this end, we first require Lemma 2.4.27. While this Lemma 2.4.27 is well
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known, we use it repeatedly in the proof of Theorem 2.4.28, so we include a proof for
the sake of completeness. For the rest of this section we will freely use the fact that if
p(x) = anxn + · · · + a1x + a0 ∈ R[x] has ai irrational for some i ≥ 1, then (p(n))∞

n=1
(mod 1) is uniformly distributed (cf. Theorem 1.3.2 in [KN74]).

Lemma 2.4.27. If p(x) = anxn + · · · + a1x + a0 ∈ R[x] is a non-constant polynomial for
which ai is irrational for some i ≥ 1, then

lim
N→∞

1
N

N∑
n=1

e2πip(n)
12N(n) = lim

N→∞

1
N

N∑
n=1

e2πip(n)
12N−1(n) = 0. (2.216)

Proof. We observe that q1(n) := p(2n), q2(n) := p(2n − 1) ∈ R[x] are non-constant poly-
nomials with at least 1 irrational coefficient other than their constant coefficients. It now
suffices to see that

lim
N→∞

1
N

N∑
n=1

e2πip(n)
12N(n) = 1

2 lim
N→∞

1
N

N∑
n=1

e2πiq1(n) = 0, and (2.217)

lim
N→∞

1
N

N∑
n=1

e2πip(n)
12N−1(n) = 1

2 lim
N→∞

1
N

N∑
n=1

e2πiq2(n) = 0

Theorem 2.4.28. There exists a sequence (xn)∞
n=1 such that (xn+h − xn)∞

n=1 is uniformly
distributed for every h ∈ N, but (xn)∞

n=1 is not an o-sequence.

Proof. Let α ∈ R \ Q be arbitrary and consider the sequence (xn)∞
n=1 defined by xn = n2α

(mod 1) if n is odd and xn = 2(n − 1)2α (mod 1) if n is even. To see that (xn)∞
n=1 is not

an o-sequence, it suffices by Theorem 2.4.26 to show that (xn, xn+1)∞
n=1 is not uniformly

distributed in [0, 1]2. To see that this is the case, we note that

lim
N→∞

1
N

N∑
n=1

exp(⟨2, −1⟩ · ⟨xn, xn+1⟩) = lim
N→∞

1
N

N∑
n=1

exp(2xn − xn+1) (2.218)

= lim
N→∞

1
N

N∑
n=1

(
12N−1(n)exp(2n2α − 2n2α) + 12N(n)exp(4(n − 1)2α − (n + 1)2α)

)

= lim
N→∞

1
N

N∑
n=1

(
12N−1(n) + 12N(n)exp((3n2 − 10n + 3)α)

)
= 1

2 ̸= 0.

We will now show that (xn+h − xn)∞
n=1 is a uniformly distributed sequence for every

h ∈ N. If h ∈ N is even then let h = 2h′ and note that for all k ∈ N we have
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lim
N→∞

1
N

N∑
n=1

e2πik(xn+h−xn) (2.219)

= lim
N→∞

1
N

N∑
n=1

(
12N(n)exp(k(2(n + h′ − 1)2 − 2(n − 1)2)α)

lim
N→∞

1
N

N∑
n=1

( + 12N−1(n)exp(k((n + h′)2 − n2)α)
)

= lim
N→∞

1
N

N∑
n=1

(
12N(n)exp(k(4h′n − 4n + h′2)α)

lim
N→∞

1
N

N∑
n=1

( + 12N−1(n)exp(k(2h′n + h′2)α)
)

= 0,

so (xn+h − xn)∞
n=1 is uniformly distributed for every even h. If h ∈ N is odd then let

h = 2h′ + 1 and note that for all k ∈ N we have

lim
N→∞

1
N

N∑
n=1

e2πik(xn+h−xn) (2.220)

= lim
N→∞

1
N

N∑
n=1

(
12N(n)exp(k((n + h′ + 1)2 − 2(n − 1)2)α)

lim
N→∞

1
N

N∑
n=1

(
+ 12N−1(n)exp(k(2(n + h′)2 − n2)α)

)

= lim
N→∞

1
N

N∑
n=1

(
12N(n)exp(k(−n2 + 2h′n + 6n + h′2 + 2h′ − 1)α)

lim
N→∞

1
N

N∑
n=1

(
+ 12N−1(n)exp(k(n2 + 4h′n + 2h2)α)

)
= 0,

so (xn+h − xn)∞
n=1 is uniformly distributed for all odd h as well.

We also note that (xn, xn+h)∞
n=1 is uniformly distributed in [0, 1]2 for all h ≥ 2, but we

omit the proof of this fact since we do not need it.

Definition 2.4.29. For k ∈ N, a function g : [0, ∞) → R which is (k+1)-times continuously
differentiable is a tempered function of order k if the following hold.

(1) g(k+1)(x) tends monotonically to 0 as x tends to infinity.

(2) lim
x→∞

xg(k+1)(x) = ∞.
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Theorem 2.4.30. Let g : [0, ∞) → R be a tempered function of order k that is (k+2)-times
continuously differentiable for some k ≥ 1. Furthermore, suppose that there exists B > 0
for which lim sup

n→∞
|xg(k+2)(x)| < B.

(i) If α ∈ R\Q, then (g(n+h)α, g(n+h), g(n)α, g(n))∞
n=1 (mod 1) is uniformly distributed

in T4 for all h ∈ N. In particular, (g(n)α, g(n))∞
n=1 (mod 1) is an o-sequence in [0, 1]2

and (g(n))∞
n=1 (mod 1) is an o-sequence in [0, 1].

(ii) For all α ∈ R and h ∈ N we have that (⌊g(n+h)⌋α, ⌊g(n)⌋α)∞
n=1 (mod 1) is uniformly

distributed in its orbit closure.

Proof of (i). We begin by verifying that (g(n+h)α, g(n+h), g(n)α, g(n))∞
n=1 (mod 1) is uni-

formly distributed in [0, 1]4 for all h ∈ N. To this end, let (a1, a2, a3, a4) ∈ Z4 \ {(0, 0, 0, 0)}
be arbitrary so that we may show

lim
N→∞

1
N

N∑
n=1

exp(a1g(n + h)α + a2g(n)α + a3g(n + h) + a4g(n)) = 0. (2.221)

It now suffices to show that ((a1α + a3)g(n + h) + (a2α + a4)g(n))∞
n=1 (mod 1) is uniformly

distributed in [0, 1], which will follow from showing that h(x) := (a1α+a3)g(x+h)+(a2α+
a4)g(x) is a tempered function. We begin by observing that

h(k+1)(x) = (a1α + a3)g(k+1)(x + h) + (a2α + a4)g(k+1)(x) −→
x→∞

0, (2.222)

so condition (1) of Definition 2.4.29 holds. To see that condition (2) is also satisfied we
consider 2 cases based on whether or not (a1, a3) = (−a2, −a4). For our first case we assume
that (a1, a3) ̸= (−a2, −a4) and by the Mean Value Theorem let c = c(x) ∈ (x, x + h) be
such that

=g(k+1)(x + h) − g(k+1)(x) = g(k+2)(c). (2.223)

We now observe that

|xh(k+1)(x)| (2.224)

=|(a1α + a3)xg(k+1)(x + h) + (a2α + a4)xg(k+1)(x)|

=|(a1α + a3)x(g(k+1)(x + h) − g(k+1)(x)) + (a2α + a1α + a4 + a3)xg(k+1)(x)|

=|(a1α + a3)xg(k+2)(c) + (a2α + a1α + a4 + a3)xg(k+1)(x)|

≥|(a2α + a1α + a4 + a3)xg(k+1)(x)| − |(a1α + a3)B| −→
x→∞

∞.
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For our second case we assume that (a1, a3) = (−a2, −a4) and observe that h(x) =
(a1α + a3)(g(x + h) − g(x)) is a tempered function of order (k − 1), hence (g(n + h)α, g(n +
h), g(n)α, g(n))∞

n=1 is uniformly distributed in T4 for all h ∈ N.

The fact that (g(n)α, g(n))∞
n=1 (mod 1) is an o-sequence now follows from Theorem

2.4.26. Similarly, after noting that the uniform distribution of (g(n + h), g(n))∞
n=1 (mod 1)

is implied by that of (g(n + h)α, g(n + h), g(n)α, g(n))∞
n=1 (mod 1), we may again use

Theorem 2.4.26 to see that (g(n))∞
n=1 (mod 1) is an o-sequence.

Proof of (ii). Let us first consider the case in which α = r
s for coprime r, s ∈ Z \ {0}. Since

r and s are coprime, it suffices to show the desired result for α = 1
s . Since 1

s g(x) also
satisfies the hypoteses of Theorem 2.4.30, we see from part (i) that (1

s g(n))∞
n=1 (mod 1) is

an o-sequence, hence (1
s g(n + h), 1

s g(n))∞
n=1 (mod 1) is uniformly distributed in [0, 1]2 for

all h ∈ N. It now suffices to observe that (1
s ⌊g(n + h)⌋, 1

s ⌊g(n))⌋ (mod 1) = ( i
s , j

s) if and
only if (1

s g(n + h), 1
s g(n)) (mod 1) ∈ [ i

s , i+1
s ) × [ j

s , j+1
s ).

We now consider the case in which α ∈ R \ Q and proceed as in the proof of
Lemma 5.12 from [BHK09]. We observe that for any (a1, a2) ∈ Z2 \ {(0, 0)} the function
f(x1, x2, x3, x4) = exp(a1x1 − a1x2α + a3x3 − a3x4α) is a Riemann Integrable function
on [0, 1]4, hence we use the uniform distribution of (g(n + h)α, g(n + h), g(n)α, g(n))∞

n=1
(mod 1) to see that

lim
N→∞

1
N

N∑
n=1

exp(a1⌊g(n + h)⌋α + a2⌊g(n)⌋α) (2.225)

= lim
N→∞

1
N

N∑
n=1

f
(
(g(n + h)α, g(n + h), g(n)α, g(n)) (mod 1)

)
(2.226)

=
∫

[0,1]4
fdx⃗ = 0. (2.227)

Theorem 2.4.31. If p(x) = anxn + · · · a1x + a0 ∈ R[x] is a polynomial of degree 2 or more
such that ai is irrational for some i ≥ 2, then (p(n))∞

n=1 (mod 1) is an o-sequence.

Proof. We see that for any (a, b) ∈ Z2 \ {(0, 0)} we have that ap(n + h) + bp(n) ∈ R[x] has
at least one irrational coefficient other than its constant coefficient, and is consequently a
uniformly distributed sequence modulo 1. It follows that (p(n), p(n + h))∞

n=1 (mod 1) is
uniformly distributed in [0, 1]2 for all h ∈ N, so the desired result follows from Theorem
2.4.26.
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2.5 Applications to Measure Preserving Systems

Definition 2.5.1. Given a probability space (X, B, µ) a measurable transformation T :
X → X is called measure preserving if µ(T −1A) = µ(A) for all A ∈ B. A measure
preserving system (m.p.s.) is a tuple (X, B, µ, T ) in which (X, B, µ) is a probability
space and T : X → X is a measure preserving transformation. For a m.p.s. (X, B, µ, T )
and f ∈ L2(X, µ) we have Tf(x) := f(Tx) and note that T : L2(X, µ) → L2(X, µ) is a
unitary operator. A m.p.s. (X, B, µ, T ) is rigid if for every f ∈ L2(X, µ) there exists
(nk)∞

k=1 ⊆ N for which T nkf −→
k→∞

f in the strong topology.

We now wish to prove a theorem that demonstrates how the various notions of mixing
sequences in Definition 2.2.5 can be used to characterize different levels of the ergodic
hierarchy of mixing for a m.p.s., which we will now review.

Definition 2.5.2 (The Ergodic Hierarchy of Mixing). Let X = (X, B, µ, T ) be a m.p.s.

(i) X is ergodic if for every A ∈ B we have

lim
N→∞

1
N

N∑
n=1

µ(T −nA ∩ A) = µ(A)2. (2.228)

(ii) X is totally ergodic if (X, B, µ, T n) is ergodic for all n ∈ N.

(iii) X is weakly mixing if for every A ∈ B we have

lim
N→∞

1
N

N∑
n=1

|µ(T −nA ∩ A) − µ(A)2| = 0. (2.229)

(iv) X is mildly mixing if for every A ∈ B we have

IP∗ − lim
n→∞

µ(T −nA ∩ A) = µ(A)2. (2.230)

(v) X is strongly mixing if for every A ∈ B we have

lim
n→∞

µ(T −nA ∩ A) = µ(A)2. (2.231)

Theorem 2.5.3. Let X = (X, B, µ, T ) be a m.p.s.
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(i) X is ergodic if and only if for every A ∈ B we have that (1T −nA − µ(A))∞
n=1 is a

completely ergodic sequence.

(ii) X is weakly mixing if and only if for every A ∈ B we have that (1T −nA − µ(A))∞
n=1 is

a nearly weakly mixing sequence.

(iii) X is mildly mixing if and only if for every A ∈ B we have that (1T −nA − µ(A))∞
n=1 is

a nearly mildly mixing sequence.

(iv) X is strongly mixing if and only if for every A ∈ B we have that (1T −nA − µ(A))∞
n=1

is a nearly strongly mixing sequence.

Proof. We first make the key observation that for all h ∈ N we have

= lim
N→∞

1
N

N∑
n=1

⟨1T −n−hA − µ(A),1T −nA − µ(A)⟩ = ⟨1T −hA − µ(A),1A − µ(A)⟩ (2.232)

= µ(T −hA ∩ A) − µ(A)2.

To prove item (i) we observe that

lim
H→∞

1
H

H∑
h=1

lim
N→∞

1
N

N∑
n=1

⟨1T −n−hA − µ(A),1T −nA − µ(A)⟩ (2.233)

= lim
H→∞

1
H

H∑
h=1

µ(T −hA ∩ A) − µ(A)2,

so Theorem 2.2.8 tells us that X is ergodic if and only if (1T −nA)∞
n=1 is completely ergodic

for every A ∈ B. The proofs of items (ii), (iii), and (iv) are similar and just replace the use
of Theorem 2.2.8 with that of Theorems 2.2.10, 2.2.12, and 2.2.14 respectively.

We will now provide a partial answer to a question that was asked by N. Frantzikinakis
in [Fra22]. The question involves the notion of zero entropy which we have yet to discuss.
We only require the reader to know that every rigid m.p.s. has zero entropy. We note that
another answer is forthcoming in [FH].

Question 2.5.4 (cf. Problem 2 in [Fra22]). Let (X, B, µ) be a probability space and let
T, S : X → X be measure preserving transformations. Suppose that the m.p.s. (X, B, µ, T )
has zero entropy and f, g ∈ L∞(X, µ).
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(i) Is it true that the averages

lim
N→∞

1
N

N∑
n=1

T nf · Sp(n)g (2.234)

converge in L2(X, µ) when p(n) = n or p(n) = n2?

(ii) Is it true that for every A ∈ B with µ(A) > 0 there exists n ∈ N such that

µ(A ∩ T −nA ∩ S−p(n)A) > 0 (2.235)

when p(n) = n or p(n) = n2?

Theorem 2.5.5. Let (X, B, µ) be a probability space and let T, S : X → X be measure
preserving transformations. Suppose that the m.p.s. (X, B, µ, T ) is rigid, and that the
m.p.s. (X, B, µ, S) is totally ergodic. Let (kn)∞

n=1 ⊆ N be a sequence for which ((kn+h−kn)α
(mod 1))∞

n=1 is uniformly distributed for all α ∈ R \ Q and h ∈ N.

(i) If f, g ∈ L∞(X, µ) are such that
∫

X gdµ = 0, then (T nf · Skng)∞
n=1 is a nearly weakly

mixing sequence in L2(X, µ).

(ii) For any f, g ∈ L∞(X, µ) we have

lim
N→∞

1
N

N∑
n=1

T nf · Skng = E[f |IT ]
∫

X
gdµ, (2.236)

where IT = {A ∈ B | T −1A = A} is the σ-algebra of T -invariant sets and with
convergence taking place in L2(X, µ).

(iii) If A1, A2, A3 ∈ B then

lim
N→∞

1
N

N∑
n=1

µ(A1 ∩T −nA2 ∩S−knA3) = µ(A3) lim
N→∞

1
N

N∑
n=1

µ(A1 ∩T −nA2). (2.237)

(iv) If ((kn+h − kn)α)∞
n=1 is uniformly distributed in its orbit closure for all α ∈ R then

(i)-(iii) hold when (X, B, µ, S) is ergodic.

For the proofs of (i)-(iv) all limits of sequences of vectors in L2(X, µ) will be with respect
to norm convergence in L2(X, µ).
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Proof of (i). We will use Corollary 2.2.17 to show that (Skng)∞
n=1 is a nearly orthogonal

sequence in H. Since (⟨Sng, g⟩)∞
n=1 is a positive definite sequence we may apply Bochner’s

Theorem and pick some positive finite measure ν on [0, 1] for which ν̂(n) = ⟨Sng, g⟩ for all
n ∈ N. Since (X, B, µ, S) is totally ergodic and

∫
X gdµ = 0 we see that ν(Q ∩ [0, 1]) = 0.

We note that for all h ∈ N we have

lim
N→∞

1
N

N∑
n=1

⟨Skn+hg, Skng⟩ = lim
N→∞

1
N

N∑
n=1

⟨Skn+h−kng, g⟩ (2.238)

= lim
N→∞

1
N

N∑
n=1

ν̂(kn+h − kn) = lim
N→∞

1
N

N∑
n=1

∫ 1

0
e2πi(kn+h−kn)xdν(x)

=
∫ 1

0
lim

N→∞

1
N

N∑
n=1

e2πi(kn+h−kn)xdν(x) = 0,

where the last equality follows from the fact that ((kn+h − kn)α)∞
n=1 (mod 1) is uniformly

distributed for all α ∈ [0, 1] \ Q and ν(Q ∩ [0, 1]) = 0.

Since (X, B, µ, T ) is rigid, let (nk)∞
k=1 ⊆ N be such that T nkf −→

k→∞
f and observe that

lim
k→∞

lim
N→∞

1
N

N∑
n=1

||T n+nkf − T nf || = lim
k→∞

||T nkf − f || = 0, (2.239)

so (T nf)∞
n=1 is a rigid sequence in UB(L2(X, µ)). Since every nearly orthogonal sequence is

a nearly mildly mixing sequence, we apply Theorem 2.3.10(iii) to see that (T nf · Skng)∞
n=1

is a nearly weakly mixing sequence.

Proof of (ii). Let f, g ∈ L∞(X, µ) be arbitrary. Let g′ = g −
∫

X gdµ so that
∫

X g′dµ = 0.
We deduce from part (i) that (T nf · Skng′)∞

n=1 ∈ UB(L2(X, µ)) is a nearly weakly mixing
sequence, hence we apply Lemma 2.3.1(iii) to see that

lim
N→∞

1
N

N∑
n=1

T nf · Skng′ = 0. (2.240)

We also see as a consequence of the Mean Ergodic Theorem that

lim
N→∞

1
N

N∑
n=1

T nf

∫
X

gdµ = E[f |IT ]
∫

X
gdµ. (2.241)

It follows that
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lim
N→∞

1
N

N∑
n=1

T nf · Skng (2.242)

= lim
N→∞

1
N

N∑
n=1

T nf · Skng′ + lim
N→∞

1
N

N∑
n=1

T nf

∫
X

gdµ = E[f |IT ]
∫

X
gdµ

Proof of (iii). By considering f = 1A2 we recall that we have shown in the proof of (i)
that (T n

1A2)∞
n=1 = (1T −nA2)∞

n=1 is a rigid sequence. It is clear that (1A1)∞
n=1 is a compact

sequence, so by Lemma 2.3.8(iii) we see that (1A1 · 1T −nA2)∞
n=1 = (1A1∩T −nA2)∞

n=1 is a
compact sequence. Applying part (i) with f = 1 = 1X and g = 1A3 we see that (Skn1A3 −
µ(A3))∞

n=1 is a nearly weakly mixing sequence. It now follows from Lemma 2.3.6 that

0 = lim
N→∞

1
N

N∑
n=1

⟨1S−kn A3 − µ(A3),1A1∩T −nA2⟩, (2.243)

from which we deduce that

=µ(A3) lim
N→∞

1
N

N∑
n=1

µ(A1 ∩ T −nA2) = lim
N→∞

1
N

N∑
n=1

⟨µ(A3),1A1∩T −nA2⟩ (2.244)

= lim
N→∞

1
N

N∑
n=1

⟨1S−kn A3 ,1A1∩T −nA2⟩ = lim
N→∞

1
N

N∑
n=1

µ(A1 ∩ T −nA2 ∩ S−knA3).

Proof of (iv). Since items (ii) and (iii) were proven as a result of item (i), it suffices to only
show that item (i) in this new situation. To this end, it suffices to repeat the proof of (i) and
observe that the measure ν given to us by Bochner’s Theorem now satisfies ν({0, 1}) = 0
instead of ν([0, 1] ∩ Q) = 0. Nonetheless, we see that the last equation of (2.238) will still
hold since

lim
N→∞

1
N

N∑
n=1

e2πi(kn+h−kn)x = 0, (2.245)

for all x ∈ (0, 1).

Remark 2.5.6. Firstly, we observe that if (knα)∞
n=1 (mod 1) is an o-sequence for every

α ∈ R \ Q, then ((kn+h − kn)α)∞
n=1 (mod 1) is uniformly distributed for all such α as a

consequence of Theorem 2.4.26. Theorem 2.4.31 shows us that we can take kn = p(n) where
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p : Z → Z is a polynomial of degree at least 2. It turns out that we can also take kn = ⌊nβ⌋
where β ∈ (1, ∞) \ N or kn = ⌊n2 log2(n)⌋ as examples satisfying (iv) as is implied by
Theorem 2.4.30. We note that Corollary 1.7 of [Fra22] does not apply to kn = ⌊n2 log2(n)⌋.

Let us now recall a result of N. Frantzikinakis, E. Lesigne, and M. Wierdl (Theorem 1.4
and Corollary 4.4 of [FLW06]).

Theorem 2.5.7. Let k ≥ 2 be an integer and α ∈ R be irrational. Let R = {n ∈ N | nkα ∈
[1
4 , 3

4 ]}.

(i) If (X, B, µ) is a probability space and T1, T2, · · · , Tk−1 : X → X are commuting
measure preserving transformations, then for any A ∈ B with µ(A) > 0, there exists
n ∈ R for which

µ(A ∩ T −n
1 A ∩ T −n

2 A ∩ · · · ∩ T −n
k−1A) > 0. (2.246)

(ii) There exists a m.p.s. (X, B, µ, T ) and a set A ∈ B satisfying µ(A) > 0 such that for
all n ∈ R we have

µ(A ∩ T −nA ∩ T −2nA ∩ · · · ∩ T −knA) > 0. (2.247)

Our next theorem strengthens the conclusion of Theorem 2.5.7(i). It is worth noting
that the example of a m.p.s. (X, B, µ, T ) satisfying Theorem 2.5.7(ii) from [FLW06] has
zero entropy.

Theorem 2.5.8. Let k ≥ 2 be an integer and α ∈ R be irrational. Let R = {n ∈ N | nkα ∈
[1
4 , 3

4 ]}. Let (X, B, µ) be a probability space and S, T1, T2, · · · , Tk−1 : X → X commuting
invertible measure preserving transformations for which (X, B, µ, S) is rigid. For any A ∈
B with µ(A) > 0, there exists n ∈ R for which

µ(A ∩ S−nA ∩ T −n
1 A ∩ T −n

2 A ∩ · · · ∩ T −n
k−1A) > 0. (2.248)

Proof. We remark that our proof is essentially the same as that in [FLW06] other than
the fact that we use Corollary 2.2.17 in place of Theorem 2.1.2(i). We begin with a useful
proposition.

Proposition 2.5.9. Let k ∈ N, (X, B, µ) be a probability space, and T1, · · · , Tk−1 : X → X

be commuting measure preserving transformations. Let p(x) ∈ R≥0[x] have degree at least
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k and an irrational leading coefficient, and let g : T → C be a Riemann integrable function
satisfying

∫
T g(x)dx = 0. For any f1, · · · , fk−1 ∈ L∞(X, µ) the sequence

(
T n

1 f1T n
2 f2 · · · T n

k−1fk−1g(p(n))
)∞

n=1 (2.249)

is a nearly orthogonal sequence.

Proof of Proposition 2.5.9. By Lemma 2.3.1(i)-(ii) and standard approximation arguments
we see that it suffices to prove the desired result for g(x) = e2πimx with m ∈ N. We now
proceed by induction on k. For the base case of k = 1, we observe that (nkα)∞

n=1 is an
o-sequence by Theorem 2.4.31, so (e2πimp(n))∞

n=1 ∈ UB(C) is a nearly orthogonal sequence,
hence (1Xe2πimp(n))∞

n=1 ∈ UB(L2(X, µ)) is also a nearly orthogonal sequence. We now
proceed to the inductive step and will show that the desired result holds for k + 1 assuming
that it holds for k. Let an = T n

1 f1T n
2 f2 · · · T n

k fke2πimp(n), gi,h = T h
i fifi, T̃i = TiT

−1
1 , and

observe that for each h ∈ N we have

lim
N→∞

1
N

N∑
n=1

⟨an+h, an⟩ (2.250)

= lim
N→∞

1
N

N∑
n=1

∫
X

T n
1 g1,hT n

2 g2,h · · · T n
k gk,he2πim(p(n+h)−p(n))dµ

= lim
N→∞

1
N

N∑
n=1

∫
X

g1,hT̃ n
2 g2,h · · · T̃ n

k gk,he2πim(p(n+h)−p(n))dµ = 0,

where the last equality follows from the inductive hypothesis and Lemma 2.3.6. The fact
that (an)∞

n=1 is a nearly orthogonal sequence now follows from Corollary 2.2.17.

Returning to the proof of Theorem 2.5.8, we observe that g(x) = 1 1
4 , 3

4 ](x) − 1
2 is a

Riemann integrable function satisfying
∫
T g(x)dx = 0. We also observe that (1A∩S−nA)∞

n=1 ∈
UB(L2(X, µ) is rigid. Since the nearly orthogonal sequence in equation (2.249) with fi = 1A

for all i is also a nearly mildly mixing sequence, it follows from Lemma 2.3.6(iii) that

lim
N→∞

1
N

N∑
n=1

µ(A ∩ S−nA ∩ T −n
1 A ∩ T −n

2 A ∩ · · · ∩ T n
k−1A)e2πimnkα = 0, (2.251)

for any m ∈ N. We now see that

lim sup
N→∞

1
N

N∑
n=1

1[ 1
4 , 3

4 ](n
kα)µ(A ∩ S−nA ∩ T −n

1 A ∩ T −n
2 A ∩ · · · ∩ T n

k−1A) (2.252)

= lim sup
N→∞

1
N

N∑
n=1

1
2µ(A ∩ S−nA ∩ T −n

1 A ∩ T −n
2 A ∩ · · · ∩ T n

k−1A) > 0,
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where the last inequality follows from the multiple recurrence of Furstenberg and Katznelson
[FK78].

2.6 Comparison of Notions of Mixing Sequences

In this section we will compare our definitions of completely ergodic, nearly weakly mixing,
and nearly strong mixing sequences with those of ergodic, weakly mixing, and strongly
mixing sequences appearing in [BB86].

Definition 2.6.1 (cf. Definition 1.1 in [BB86]). A bounded sequence (fn)∞
n=1 ⊆ H is

strongly mixing if and only if for all ϵ > 0 there exists K ∈ N such that for all m ∈ N
the inequality |⟨fn, fm⟩| ≥ ϵ has at most K solutions n.

Theorem 2.6.2. Let (fn)∞
n=1 ⊆ H be a bounded sequence. If (fn)∞

n=1 is a strongly mixing
sequence then it is also a nearly strongly mixing sequence.

Proof. Let us assume for the sake of contradiction that (fn)∞
n=1 is a strongly mixing sequence

but not a nearly strongly mixing sequence. Without loss of generality, we may assume that
(fn)∞

n=1 satisfies ||fn|| ≤ 1 for all n. Let (Nq)∞
q=1 ⊆ N be such that ((fn)∞

n=1, (fn)∞
n=1, (Nq)∞

q=1)
be a permissible triple. Since (fn)∞

n=1 is not a nearly strongly mixing sequence, by Theorem
2.2.14 there exists ϵ > 0 and (hk)∞

k=1 ⊆ N for which

ϵ ≤ lim
q→∞

∣∣∣∣∣∣ 1
Nq

Nq∑
n=1

⟨fn+hk
, fn⟩

∣∣∣∣∣∣ ≤ lim
q→∞

1
Nq

Nq∑
n=1

|⟨fn+hk
, fn⟩| (2.253)

for every k ∈ N. Since (fn)∞
n=1 is a strongly mixing sequence, let K ∈ N be such that for

all m ∈ N the inequality |⟨fn, fm⟩| ≥ ϵ
2 has at most K solutions in n. For each k ∈ N, let

Bk = {n ∈ N | |⟨fn+hk
, fn⟩| ≥ ϵ

2}. (2.254)

By passing to a subsequence of (Nq)∞
q=1 if necessary, we may assume without loss of gener-

ality that

lim
q→∞

1
Nq

Nq∑
n=1

1Bk
(n) (2.255)

exists for every k ∈ N. We see that

69



ϵ ≤ lim
q→∞

1
Nq

Nq∑
n=1

|⟨fn+hk
, fn⟩| (2.256)

≤ lim
q→∞

1
Nq

 ∑
n∈Bk∩[1,Nq ]

|⟨fn+hk
, fn⟩| +

∑
n∈Bc

k
∩[1,Nq ]

|⟨fn+hk
, fn⟩|


≤ lim

q→∞
1

Nq

Nq∑
n=1

(
1Bk

(n) + ϵ

2(1 − 1Bk
(n)
)

= ϵ

2 + lim
q→∞

1
Nq

Nq∑
n=1

(1 − ϵ

2)1Bk
(n), hence

a lim
q→∞

1
Nq

Nq∑
n=1

1Bk
(n) ≥ ϵ

2 − ϵ
≥ ϵ

2 .

Let M ∈ N be such that 3Mϵ
10 ≥ K, and let Q be such that

1
NQ

NQ∑
n=1

|⟨fn+hk
, fn⟩| ≥ 9ϵ

10 (2.257)

for every 1 ≤ k ≤ M . We see from equation (2.257) that

∑
(n,k)∈[1,NQ]×[1,M ]

|⟨fn+hk
, fn⟩| ≥ 9MNQϵ

10 . (2.258)

We see from the definition of K that

∑
(n,k)∈[1,NQ]×[1,M ]

|⟨fn+hk
, fn⟩ =

NQ∑
n=1

M∑
k=1

|⟨fn+hk
, fn⟩| ≤

NQ∑
n=1

(K + (M − K) ϵ

2) (2.259)

=KNQ + (M − K)NQ
ϵ

2 ≤ 3MNQϵ

10 + MNQϵ

2 = 8MNQϵ

10 ,

which contradicts equation (2.258) and yields the desired result.

Luckily, it is much easier to construct an example of a sequence (fn)∞
n=1 ⊆ H that is

nearly strongly mixing but not strongly mixing. To see that this is the case, let H be any
infinite dimensional Hilbert space and let (en)∞

n=1 be an orthonormal basis of H. We see
that (en)∞

n=1 is certainly a strongly mixing sequence so it is also a nearly strongly mixing
sequence. Let (fn)∞

n=1 be defined by fn = e1 if n = 2m for some m ∈ N and fn = en for all
other n. We see that (fn)∞

n=1 is not a strongly mixing sequence but still satisfies equation
(2.52) and is therefore a nearly strongly mixing sequence by Theorem 2.2.14.
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Definition 2.6.3 (cf. Definition 3.2 in [BB86]). A bounded sequence (fn)∞
n=1 ⊆ H is weakly

mixing if and only if for all δ, ϵ > 0 there exists L ∈ N such that for every N ≥ L and
m ∈ N the inequality |⟨fn, fm⟩| ≥ ϵ has at most δN solutions n with 1 ≤ n ≤ N .

Theorem 2.6.4. Let (fn)∞
n=1 ⊆ H be a bounded sequence. If (fn)∞

n=1 is a weakly mixing
sequence then it is also a nearly weakly mixing sequence.

Proof. Let us assume for the sake of contradiction that (fn)∞
n=1 is a weakly mixing sequence

but not a nearly weakly mixing sequence. Without loss of generality, we may assume that
(fn)∞

n=1 satisfies ||fn|| ≤ 1 for all n. Let (Nq)∞
q=1 ⊆ N be such that ((fn)∞

n=1, (fn)∞
n=1, (Nq)∞

q=1)
be a permissible triple. Since (fn)∞

n=1 is not a nearly weakly mixing sequence, by Theorem
2.2.10 and Lemma 2.4.15 there exists ϵ > 0 and (hk)∞

k=1 ⊆ N with d((hk)∞
k=1) > 0 for which

ϵ ≤ lim
q→∞

∣∣∣∣∣∣ 1
Nq

Nq∑
n=1

⟨fn+hk
, fn⟩

∣∣∣∣∣∣ ≤ lim
q→∞

1
Nq

Nq∑
n=1

|⟨fn+hk
, fn⟩| (2.260)

for every k ∈ N. Since (fn)∞
n=1 is a weakly mixing sequence, let L ∈ N be such that for all

m ∈ N the inequality |⟨fn, fm⟩| ≥ ϵ
2 has at most ϵ

3N solutions in n. For each k ∈ N, let

Bk = {n ∈ N | |⟨fn+hk
, fn⟩| ≥ ϵ

2}. (2.261)

By passing to a subsequence of (Nq)∞
q=1 if necessary, we may assume without loss of gener-

ality that

lim
q→∞

1
Nq

Nq∑
n=1

1Bk
(n) (2.262)

exists for every k ∈ N. As we saw in the proof of Theorem 2.6.2, we have

lim
q→∞

1
Nq

Nq∑
n=1

1Bk
(n) ≥ ϵ

2 . (2.263)

Let M ∈ N be such that 3Mϵ
10 ≥ K, and let Q be such that NQ ≥ L, hM

≤
ϵ

20NQ, and

1
NQ

NQ∑
n=1

|⟨fn+hk
, fn⟩| ≥ 9ϵ

10 (2.264)

for every 1 ≤ k ≤ M . We see from equation (2.264) that
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∑
(n,k)∈[1,NQ]×[1,M ]

|⟨fn+hk
, fn⟩| ≥ 9MNQϵ

10 . (2.265)

We see from the definition of L that

∑
(n,k)∈[1,NQ]×[1,M ]

|⟨fn+hk
, fn⟩ =

NQ∑
n=1

M∑
k=1

|⟨fn+hk
, fn⟩| (2.266)

=
NQ−hM∑

n=1

M∑
k=1

|⟨fn+hk
, fn⟩| +

Nq∑
n=NQ−hM +1

M∑
k=1

|⟨fn+hk
, fn⟩|

≤
NQ−hM∑

n=1

(
M

ϵ

3 + (M − M
ϵ

3) ϵ

2

)
+ hM M

=M(NQ − hM )( ϵ

3 + (1 − ϵ

3) ϵ

2) + hM M ≤ MNQ
5ϵ

6 + MNQ
ϵ

20 <
9MNQϵ

10 ,

which contradicts equation (2.265) and yields the desired result.

We will now construct an example of a nearly strongly mixing sequence that is not even
a weakly mixing sequence. We first need to recall one more Theorem from [BB86].

Theorem 2.6.5 (cf. Theorem 3.1 in [BB86]). A bounded sequence (fn)∞
n=1 is weakly mixing

if and only if for all sequence A = (nk)∞
k=1 with d(A) > 0 we have

lim
k→∞

||1
k

k∑
j=1

fnj || = 0. (2.267)

For an example of a nearly strongly mixing sequence (fn)∞
n=1 that is not even a weakly

mixing sequence, note that for all α ∈ R \ Q, (e2πin2α)∞
n=1 is a nearly strongly mixing

sequence by Theorem 2.2.14. Furthermore, (n2α (mod 1))∞
n=1 is a sm-sequence by Theorem

2.4.22, so it is also uniformly distributed. It follows that for

A = {n ∈ N | |e2πin2α − 1| <
1
2} (2.268)

we have d(A) > 0. Letting A = (nk)∞
k=1, we see that

Re( lim
k→∞

1
k

k∑
j=1

e2πin2
kα) = lim

k→∞

1
k

k∑
j=1

Re(e2πin2
kα) ≥ 1

2 , (2.269)
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so (e2πin2α)∞
n=1 is not a weakly mixing sequence by Theorem 2.6.5. It is interesting to note

that nearly strongly mixing sequences exist in finite dimensional Hilbert spaces, but weakly
mixing sequences do not.

Definition 2.6.6 (cf. Definition 3.1 in [BB86]). A bounded sequence (fn)∞
n=1 ⊆ H is

ergodic if and only if

lim
N→∞

1
N

||
N∑

n=1
fn|| = 0. (2.270)

As a result of item (iii) of lemma 2.3.1 we see any any completely ergodic sequence is
also an ergodic sequence. For an example of an ergodic sequence that is not completely
ergodic consider (fn)∞

n=1 ⊆ C given by

1, −1, 1, 1, −1, −1, 1, 1, 1, −1, −1, −1, · · · 1, · · · , 1,︸ ︷︷ ︸
n

−1, · · · , −1,︸ ︷︷ ︸
n

· · · (2.271)

It is clear that (fn)∞
n=1 is an ergodic sequence that is also an invariant sequence. To see

that (fn)∞
n=1 is not a completely ergodic sequence we use the invariance of (fn)∞

n=1 to see
that

lim
H→∞

1
H

H∑
h=1

lim
N→∞

1
N

N∑
n=1

⟨gn+h, gn⟩ = lim
H→∞

1
H

H∑
h=1

lim
N→∞

1
N

N∑
n=1

⟨gn, gn⟩ = 1. (2.272)

It follows from Theorem 2.2.8 that (fn)∞
n=1 is not a completely ergodic sequence.

2.7 IP Sets and Ultrafilters

Definition 2.7.1. Given a set S the collection of finite subsets of S is denoted by Pf (S).
Given (nk)∞

k=1 ⊆ N the set of finite sums of (nk)∞
k=1 is FS(nk)∞

k=1 := {
∑

k∈α nk}α∈Pf (N).
A ⊆ N is an IP-set if FS(nk)∞

k=1 ⊆ A for some (nk)∞
k=1 ⊆ N. B ⊆ N is an IP∗-set if

A ∩ B ̸= ∅ whenever A is an IP-set.

Definition 2.7.2. Given a Hausdorff topological space X and a sequence (xn)∞
n=1 ⊆ X we

have that

IP∗ − lim
n→∞

xn = x, (2.273)

if x ∈ X is such that {n ∈ N | xn ∈ U} is an IP∗-set for every open neighborhood U of x.

73



Definition 2.7.3. Let P(N) denote the power set of N. p ⊆ P is an ultrafilter if it satisfies
the following conditions:

(i) ∅ /∈ p.

(ii) If A ∈ p and B ⊇ A then B ∈ p.

(iii) If A, B ∈ p then A ∩ B ∈ p.

(iv) For every A ⊆ N we have that either A ∈ p or Ac ∈ p.

If p only satisfies properties (i)-(iii) then p is a filter.

See [HS12] for a comprehensive introduction to ultrafilters and some of their applica-
tions. We will only review a some facts about taking limits along filters for use in the proof
of Theorem 2.3.6(iii). To this end, let X be a Hausdorff topological space, p ⊆ P(N) a
filter, and let x, x1, x2, · · · , xn, · · · ∈ X be such that for every open neighborhood of U of x

we have {n ∈ N | xn ∈ U} ∈ p. In this situation we write p − limn→∞ xn = x. If X is a
compact Hausdorff topological space p is an ultrafilter then for any x1, x2, · · · , xn, · · · ∈ X

there exists a unique x ∈ X for which p − limn→∞ xn = x.

IP-sets are related to a special type of ultrafilter known as an idempotent ultrafilter.
Since we do not wish to discuss the fine details of the algebra of ultrafilters, we omit the
classical definition of idempotent ultrafilter in favor of the following equivalent definition:
An ultrafilter p ⊆ P(N) is an idempotent ultrafilter if for every compact Hausdorff
topological space X and every sequence x1, x2, · · · , xn, · · · ∈ X we have

p − lim
m→∞

p − lim
n→∞

xn+m = p − lim
n→∞

xn. (2.274)

Another important fact that we will use is that for any sequence (nk)∞
k=1 ⊆ N there exists

an idempotent ultrafilter p for which FS(nk)∞
k=1 ∈ p (cf. Theorem 5.12 in [HS12]).

We conclude this section with a proof of a well known lemma that is used in the proof
of Lemma 2.3.8(iii).

Definition 2.7.4. A ⊆ N is a Bohr0-set if there exists K ∈ N, λ1, · · · , λK ∈ S1, and
ϵ > 0 such that {h ∈ N | |1 − λh

i | < ϵ ∀ 1 ≤ i ≤ K} ⊆ A.

Lemma 2.7.5. If A ⊆ N is a Bohr0-set then A is IP∗.
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Proof. Let k ∈ N, λ1, · · · , λK ∈ S1, (nk)∞
k=1 ⊆ N, and ϵ > 0 all be arbitrary. It suffices to

find n ∈ FS(nk)∞
k=1 for which |1 − λn

i | < ϵ for all 1 ≤ i ≤ K. Let sj = ∑j
k=1 nk for all

j ∈ N. Let R = {(c1, · · · , cK) ∈ CK | |ci| ≤ 1 ∀ 1 ≤ i ≤ K} and observe that R is totally
bounded, so there is some N ∈ N for which (λsj

1 , · · · , λ
sj

K)N
j=1 ⊆ R contains 2 distinct points

(λsj1
1 , · · · , λ

sj1
K ) and (λsj2

1 , · · · , λ
sj2
K ) whose distance is at most ϵ. Since

ϵ ≥
∣∣∣(λsj2

1 , · · · , λ
sj2
K ) − (λsj1

1 , · · · , λ
sj1
K )

∣∣∣ =
∣∣∣(λsj2 −sj1

1 , · · · , λ
sj2 −sj1
K ) − (1, · · · , 1)

∣∣∣, (2.275)

it remains only to observe that sj2 − sj1 = ∑j2
k=j1+1 nk ∈ FS(nk)∞

k=1.
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CHAPTER 3

POINTWISE ERGODIC THEOREMS FOR HIGHER LEVELS OF MIXING

This chapter uses filters and filter convergence (cf. Definition 2.7.3) to obtain generalizations
of the results in [Far21] for Hilbert space-valued functions and other levels of the ergodic
hierarchy of mixing.

3.1 Introduction

In this section we establish the notation that we use, review some known results related
to Birkhoff’s Ergodic Theorem and state the main theorems of this chapter. The main
results will be proven for Hilbert space-valued functions (cf. Section 3.2), but we will
discuss them in this section for complex-valued functions for the sake of concreteness. We
remark that some vector-valued ergodic theorems have previously been obtained in [Cha62]
and [HST78], but our results are of a different nature (cf. Corollary 3.3.6). Whenever we
discuss a measure preserving system (m.p.s.) (X, B, µ, T ), X will be a measurable space,
B will be a σ-algebra of subsets of X, µ will be a probability measure on (X, B) and
T : X → X will be a measurable transformation satisfying µ(A) = µ(T −1A) for all A ∈ B.
When we work with the Hilbert space L2(X, µ), we will let U : L2(X, µ) → L2(X, µ) denote
the unitary operator given by U(f) = f ◦ T . When we work with a m.p.s. of the form
([0, 1], B, µ, T ), we will assume that B is the completion of the Borel σ-algebra. We say
that two sequences of complex numbers (xn)∞

n=1 and (yn)∞
n=1 are orthogonal if

lim
N→∞

1
N

N∑
n=1

xnyn = 0. (3.1)

The classical ergodic hierarchy of mixing properties for a m.p.s. is introduced in Definition
2.5.2, so let us instead introduce a different version of the ergodic hierarchy of mixing
through the use of filters..

Definition 3.1.1. Let (X, B, µ, T ) be a m.p.s. and let p ⊆ P(N) be a filter. The m.p.s.
(X, B, µ, T ) is p-mixing if for all A, B ∈ B we have p−limn→∞µ(A∩T −nB) = µ(A)µ(B).
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Remark 3.1.2. We see that if p = pD is the filter of sets with natural density 1 (cf. Definition
2.4.7) then we recover the notion of weak mixing. If p = pIP∗ is the filter of IP∗-sets (cf.
Definition 2.7.1) then we recover the notion of mild mixing. If p = pc is the filter of cofinite
sets then we recover the notion of strong mixing. We may also obtain notions of mixing
other than those of Definition 2.5.2 by considering filters such as idempotent ultrafilters.
Interestingly, the notions of ergodicity, K-mixing, and Bernoullicity cannot be recovered
from an appropriate choice of filter p. Let us now examine some of the existing pointwise
ergodic theorems to develop some context for our generalizations.

Theorem 3.1.3 (Birkhoff, [Bir31]). Let (X, B, µ, T ) be a m.p.s., and let f ∈ L1([0, 1], µ).
For a.e. x ∈ X, we have

lim
N→∞

1
N

N∑
n=1

f(T nx) = f∗(x), (3.2)

where f∗(x) ∈ L1(X, µ) is such that f∗(Tx) = f∗(x) for a.e. x ∈ X and
∫

A f∗dµ =
∫

A fdµ

for every A ∈ B satisfying A = T −1(A). In particular, if T is ergodic, then for a.e. x ∈ X

we have

lim
N→∞

1
N

N∑
n=1

f(T nx) =
∫

X
fdµ. (3.3)

Remark 3.1.4. Birkhoff’s Ergodic Theorem can be interpreted as follows. Given an ergodic
m.p.s. (X, B, µ, T ) and f ∈ L1(X, µ) satisfying

∫
X fdµ = 0, the sequence (f(T nx))∞

n=1 is
orthogonal to the constant sequence (1)∞

n=1. Since the transformation T can be viewed as
acting on the sequence (f(T nx))∞

n=1 by a left shift, and the sequence (1)∞
n=1 is invariant

under the left shift, Birkhoff’s Ergodic Theorem is an instance of the duality between
ergodicity and invariance. The Wiener-Wintner Theorem is a generalization of Birkhoff’s
Ergodic Theorem for weakly mixing systems and has a similar interpretation.

Theorem 3.1.5 (Wiener-Wintner,[WW41]). Let (X, B, µ, T ) be a m.p.s. and let f ∈
L1(X, µ). There exists X ′ ∈ B with µ(X ′) = 1, such that for every x ∈ X ′ and any λ ∈ C
with |λ| = 1 the limit

lim
N→∞

1
N

N∑
n=1

f(T nx)λn (3.4)

exists. Furthermore, if T is weakly mixing, then

lim
N→∞

1
N

N∑
n=1

f(T nx)λn =

0 if λ ̸= 1∫
X fdµ if λ = 1

. (3.5)
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Remark 3.1.6. The Wiener-Wintner Theorem can be interpreted as follows. Given a
weakly mixing m.p.s. (X, B, µ, T ) and f ∈ L1(X, µ) satisfying

∫
X fdµ = 0, the sequence

(f(T nx))∞
n=1 is orthogonal to any Besicovitch Almost Periodic Sequence (yn)∞

n=1 (cf. Def-
inition 2.4.23). Recalling that we can view T as acting on (f(T nx))∞

n=1 by a left shift and
that any Besicovitch Almost Periodic Sequence (yn)∞

n=1 has a pre-compact orbit (under a
topology that has not yet been specified) under the left shift, the Wiener-Wintner Theorem
is an instance of the duality between weak mixing and compactness. The purpose of this
chapter is to generalize Birkhoff’s Ergodic Theorem, the Wiener-Wintner Theorem, and to
prove new pointwise ergodic theorems through the use of dualities similar to the previously
mentioned ones. To do so, we first require some definitions analogous to those in Definition
2.2.5.

Definition 3.1.7. Let H be a Hilbert space.

(i) The collections of averageable sequences A(H), uniformly averageable sequences UA(H),
and uniformly bounded sequences UB(H) be given by

A(H) :=
{

(xn)∞
n=1 ⊆ H | lim sup

N→∞

1
N

∑
n=1

||xn|| < ∞
}

, (3.6)

UA(H) :=
{

(xn)∞
n=1 ∈ A(H) | ∀ ϵ > 0 ∃ M > 0 s.t.

{
(xn)∞

n=1 ∈ A(H) | lim sup
N→∞

1
N

N∑
n=1

||xn||1||xn||>M (n) < ϵ
}

, and

UB(H) :=
{

(fn)∞
n=1 ⊆ H | sup

n∈N
||fn|| < ∞

}
.

(ii) For an increasing sequence (Nq)∞
q=1 ⊆ N, (xn)∞

n=1 ∈ A(H), and (yn)∞
n=1 ∈ UB(H) we

say that ((xn)∞
n=1, (yn)∞

n=1, (Nq)∞
q=1) is a weakly permissible triple if

lim
q→∞

1
Nq

Nq∑
n=1

⟨xn+h, yn⟩ (3.7)

exists for all h ∈ N.

(iii) (xn)∞
n=1 ∈ A(H) is fully ergodic if for all weakly permissible triples ((xn)∞

n=1, (yn)∞
n=1,

(Nq)∞
q=1) we have

lim
H→∞

1
H

H∑
h=1

lim
q→∞

1
Nq

Nq∑
n=1

⟨xn+h, yn⟩ = 0. (3.8)
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(iv) If p ⊆ P(N) is a filter, then (xn)∞
n=1 ∈ A(H) is almost p-mixing if for all weakly

permissible triples ((xn)∞
n=1, (yn)∞

n=1, (Nq)∞
q=1) we have

p − lim
h→∞

lim
q→∞

1
Nq

Nq∑
n=1

⟨xn+h, yn⟩ = 0. (3.9)

(v) (yn)∞
n=1 ∈ UB(H) ⊆ A(H) is invariant if for all weakly permissible triples ((yn)∞

n=1,

(yn)∞
n=1, (Nq)∞

q=1) we have

lim
q→∞

1
Nq

Nq∑
n=1

||yn+1 − yn|| = 0. (3.10)

Equivalently, (yn)∞
n=1 ∈ UB(H) is invariant if

lim sup
N→∞

1
N

N∑
n=1

||yn+1 − yn|| = 0. (3.11)

(vi) If p ⊆ P(N) is a filter, then (yn)∞
n=1 ∈ UB(H) ⊆ A(H) is almost p-rigid if for all

weakly permissible triples ((yn)∞
n=1, (yn)∞

n=1, (Nq)∞
q=1) we have

p − lim
h→∞

lim
q→∞

1
Nq

Nq∑
n=1

||yn+h − yn|| = 0. (3.12)

We refer the reader to Lemma 2.2.20 to see why we have to work with the inconvenient
notion of weakly permissible triples. We remark that the sequences appearing in Definition
3.1.7(i)-(ii) are intuitively the same as the sequences appearing in Definition 2.2.5. The
main difference is that in Chapter 2 we were working with Hilbert spaces such as L2(X, µ)
which required square averageable sequences, but in this chapter we seek pointwise ergodic
theorems for functions in L1(X, µ) which require averageable sequences. While A(H) is
the natural generalization of SA(H), we will see that sequences produced by our pointwise
ergodic theorems actually reside in UA(H), and this observation will be crucial for our
applications. We also observe that the definition of invariant sequences here coincides with
that in Definition 2.3.2 for elements of UB(H). Now let us examine some of the dualities
that arise from Definition 3.1.7.

Lemma 3.1.8 (cf. Lemma 3.2.4). Suppose that (xn)∞
n=1 ∈ UA(C) and (yn)∞

n=1 ∈ UB(C).
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(i) If (xn)∞
n=1 is fully ergodic and (yn)∞

n=1 is invariant then

lim
N→∞

1
N

N∑
n=1

xnyn = 0. (3.13)

(ii) Suppose that p1, p2 ⊆ P(N) are filters such that for every A1 ∈ p1 and A2 ∈ p2 we
have A1 ∩ A2 ̸= ∅. If (xn)∞

n=1 is p1-mixing and (yn)∞
n=1 is p2-rigid then

lim
N→∞

1
N

N∑
n=1

xnyn = 0. (3.14)

Theorems 3.1.9 and 3.1.10 are corollaries of two of the main results of this chapter and
are generalizations of the Birkhoff Pointwise Ergodic Theorem and the Wiener-Wintner
Theorem respectively.

Theorem 3.1.9 (cf. Theorem 3.3.5 in Section 3). Let (X, B, µ, T ) be an ergodic m.p.s.
and let f ∈ L1(X, µ) satisfy

∫
X fdµ = 0. For a.e. x ∈ X, (f(T nx))∞

n=1 is a fully ergodic
sequence.

Theorem 3.1.10 (cf. Theorem 3.3.8 in Section 3). Let p ⊆ P(N) be a filter, let (X, B, µ, T )
be a p-mixing m.p.s., and let f ∈ L1(X, µ). For a.e. x ∈ X, (f(T nx))∞

n=1 is almost
p-mixing.

Since (1)∞
n=1 is an invariant sequence, Remark 3.1.4 and Lemma 3.1.8 show us that

Theorem 3.1.9 is a generalization of Birkhoff’s Ergodic Theorem. Similarly, we let p1

denote the filter of sets of natural density 1, p2 the filter of Bohr0 sets, and observe that
every Besicovitch Almost Periodic Sequence is p2-rigid, so Remark 3.1.6 and Lemma 3.1.8
show us that Theorem 3.1.10 is a generalization of the Wiener-Wintner Theorem. To see
that the class of p2-rigid sequences is strictly larger than the class of Besicovitch Almost
Periodic Sequences it suffices to note that every invariant sequence (such as xn = ym for
all

(m
2
)

< n ≤
(m+1

2
)
, where (ym)∞

m=1 is arbitrary) is p2-rigid, but not every Besicovitich
Almost Periodic Sequence is invariant (consider xn = (−1)n). The next main result of this
paper is an analogue of Theorem 3.1.9 for strongly mixing measure preserving systems.

To give context to the last main result of this chapter let us consider Proposition 3.1.11,
which gives a partial converse to Birkhoff’s Ergodic Theorem. Proposition 3.1.11 is well
known and an easy consequence of the Dominated Convergence Theorem.

Proposition 3.1.11. Let (X, B, µ, T ) be a m.p.s. If for every f ∈ L∞(X, µ), there exists
Af ∈ B such that µ(Af ) = 1 and for every x ∈ Af we have
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lim
N→∞

1
N

N∑
n=1

f(T nx) =
∫

X
fdµ, (3.15)

then T is ergodic.

Proposition 3.1.12 is a converse to the Wiener-Wintner Theorem in the same fashion
that Proposition 3.1.11 is a converse to Birkhoff’s Ergodic Theorem.

Proposition 3.1.12. If for every f ∈ L∞(X, µ) with
∫

X fdµ = 0 there exist a set Af ⊆ X

satisfying µ(Af ) = 1 and for every x ∈ Af equation (3.5) is satisfied, then T is weakly
mixing.

Proof. Let us recall that an ergodic m.p.s. (X, B, µ, T ) is weakly mixing if and only if
L2(X, µ) has no non-constant eigenfunctions with respect to U . Since any m.p.s. (X, B, µ, T )
satisfying the hypothesis of Proposition 3.1.12 also satisfies the hypothesis of Proposition
3.1.11 we may assume without loss of generality that (X, B, µ, T ) is ergodic. Now let
(X, B, µ, T ) be a m.p.s. that is ergodic but not weakly mixing and let f ∈ L2(X, µ) be an
eigenfunction corresponding to an eigenvalue λ ̸= 1. We see that for a.e. x ∈ X we have

0 = lim
N→∞

1
N

N∑
n=1

f(T nx)λ−n = f(x), (3.16)

hence f = 0.

Theorem 3.1.13 is a converse to Theorem 3.1.10 in the same way that Propositions
3.1.11 and 3.1.12 are converses for Birkhoff’s Ergodic Theorem and the Wiener-Wintner
Theorem respectively.

Theorem 3.1.13 (cf. Theorem 3.3.10 in Section 3). Let p ⊆ P(N) be a filter and (X, B, µ, T )
a m.p.s.Pfor every f ∈ L∞(X, µ) with

∫
X fdµ = 0 there exist a set Af ⊆ X satisfying

µ(Af ) = 1 and for every x ∈ Af we have that (f(T nx))∞
n=1 is a p-mixing sequence, then

(X, B, µ, T ) is p-mixing.

3.2 Hilbert Space Preliminaries

3.2.1 Spaces of Hilbert Space-Valued Functions

Whenever we discuss a Hilbert space H, it is naturally endowed with the strong topology.
Consequently, the σ-algebra B(H) of measurable subsets of H that we want to work with
is the completion of the Borel σ-algebra. We will assume here that the reader is familiar
with the Bochner integral for vector valued functions (cf. [Yos95] Section V.5 or [Coh13]
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Appendix E). Given a measurable space (X, B), a function f : X → H is strongly mea-
surable if it is a measurable function whose range is separable. We will be working with
strongly measurable functions in this chapter since Corollary E.3 of [Coh13] tells us that the
set of strongly measurable functions is a vector space, while Exercise E.2 tells us that the
set of measurable functions need not be a vector space. Given a probability space (X, B, µ)
and some 1 ≤ p ≤ ∞, we let Lp(X, µ, H) denote the collection of strongly measurable func-
tions f : X → H for which we also have that ||f ||H ∈ Lp(X, µ). We will let ⟨·, ·⟩H and || · ||H
denote the inner product and norm of H respectively so that we may use ⟨·, ·⟩ and || · || for
the norm and inner product of L2(X, µ, H). The inner product of L2(X, µ, H) is given by
⟨f, g⟩ =

∫
X⟨f, g⟩Hdµ. If (X, B, µ, T ) is a m.p.s., then we let U : L2(X, µ, H) → L2(X, µ, H)

be the unitary operator induced by T , which is given by Uf = f ◦ T . Let CH([0, 1]) denote
the set of continuous functions f : [0, 1] → H.

Lemma 3.2.1. Let ([0, 1], B, µ) be a probability space and let H be a Hilbert space. For
each 1 ≤ p ≤ ∞, CH([0, 1]) is dense in Lp([0, 1], µ, H).

Proof. We may use Proposition E.2 and Theorem E.6 of [Coh13] to deduce that f is a
norm limit of simple functions in Lp(X, µ, H). Consequently, it suffices to show that if f is
a simple function then f can be approximated arbitrarily closesly by elements of CH([0, 1]),
and by linearity it suffices to further assume that f = ξ1A for some A ∈ B and ξ ∈ H. Let
ϵ > 0 be arbitrary. Since any Borel measure µ on [0, 1] is regular, let K ⊆ A be a compact
set for which µ(A \ K) < ϵ and let A ⊆ U be an open set for which µ(U \ A) < ϵ. By
Urysohn’s Lemma let g : [0, 1] → [0, 1] be a continuous function for which g(K) = {1} and
g([0, 1] \ U) = {0}. The desired result follows after observing that

||f − ξg||p =
∫

[0,1]
||ξ||H · |1A − g|dµ < ||ξ||Hµ(U \ K) < 2||ξ||Hϵ. (3.17)

Lemma 3.2.2. Let ([0, 1], B, µ) be a probability space and let H be a Hilbert space. If
f : [0, 1] → H is a measurable function for which ||f ||H ∈ L1(X, µ), then for a.e. x ∈ X we
have that (f(T nx))∞

n=1 ∈ UA(H).

Proof. Since ||f(x)||H ∈ L1(X, µ), Birkhoff’s Ergodic Theorem shows us that for a.e. x ∈
[0, 1] we have

||f ||1 =
∫

[0,1]
||f(x)||Hdµ = lim

N→∞

1
N

N∑
n=1

||f(T nx)||, (3.18)

so (f(T nx))∞
n=1 ∈ A(H) for a.e. x ∈ X. For each k ∈ N let Mk be such that
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∫
[0,1]

||f(x)||H1||f(x)||H>Mk
(x)dµ(x) <

1
k

. (3.19)

Another application of Birkhoff’s Ergodic Theorem shows us that

1
k

>

∫
[0,1]

||f(x)||H1||f ||H>Mk
(x)dµ = lim

N→∞

1
N

N∑
n=1

||f(T nx)||H1||f ||H>Mk
(T nx) (3.20)

= lim
N→∞

1
N

N∑
n=1

||f(T nx)||H1||f(T nx)||H>Mk
(n),

so (f(T nx))∞
n=1 ∈ UA(H) for a.e. x ∈ X.

3.2.2 Properties of Fully Ergodic and Almost p-Mixing Sequences

Lemma 3.2.3. Let H be a Hilbert space. If (xn)∞
n=1 ∈ UA(H) and (yn)∞

n=1 ∈ UB(H) is
such that

lim
N→∞

1
N

N∑
n=1

||yn|| = 0, then (3.21)

lim
N→∞

1
N

N∑
n=1

⟨xn, yn⟩ = 0. (3.22)

Proof. We may assume without loss of generality that ||yn|| ≤ 1 for all n ∈ N. Let (Mq)∞
q=1

be any sequence for which

lim
q→∞

1
Mq

Mq∑
n=1

⟨xn, yn⟩ (3.23)

exists. Let (Nq)∞
q=1 be a subsequence of (Mq)∞

q=1 for which ((xn)∞
n=1, (yn)∞

n=1, (Nq)∞
q=1) is a

weakly permissible triple. Now let ϵ > 0 be arbitrary and let M > 0 be such that

lim
q→∞

1
Nq

Nq∑
n=1

1||xn||>M (n)||xn|| <
ϵ

2 . (3.24)

We now see that
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∣∣∣∣∣∣ lim
q→∞

1
Nq

Nq∑
n=1

⟨xn, yn⟩

∣∣∣∣∣∣ ≤ lim sup
q→∞

1
Nq

Nq∑
n=1

||xn|| · ||yn|| (3.25)

≤ lim sup
q→∞

1
Nq

Nq∑
n=1

1||xn||>M (n)||xn|| · ||yn|| + lim sup
q→∞

1
Nq

Nq∑
n=1

1||xn||≤M (n)||xn|| · ||yn||

≤ lim sup
q→∞

1
Nq

Nq∑
n=1

21||xn||>M (n)||xn|| + lim sup
q→∞

1
Nq

Nq∑
n=1

M ||yn|| < ϵ

Lemma 3.2.4. Let H be a Hilbert space and suppose that (xn)∞
n=1 ∈ UA(H).

(i) (xn)∞
n=1 is fully ergodic if and only if for every invariant (yn)∞

n=1 ∈ UB(H) we have

lim
N→∞

1
N

N∑
n=1

⟨xn, yn⟩ = 0. (3.26)

(ii) If (xn)∞
n=1 is fully ergodic and (cn)∞

n=1 ∈ UB(C) is invariant, then (cnxn)∞
n=1 is fully

ergodic. If H = L2(X, µ) for a positive σ-finite measure µ, then we may also allow
for (cn)∞

n=1 ∈ UB(H).

(iii) Let p1, p2 ⊆ P(N) be filters such that for every A1 ∈ p1 and A2 ∈ p2 we have A1 ∩A2 ̸=
∅. If (xn)∞

n=1 is almost p1-mixing and (yn)∞
n=1 ∈ UB(H) is almost p2-rigid then

lim
N→∞

1
N

N∑
n=1

⟨xn, yn⟩ = 0. (3.27)

(iv) Let p ⊆ P(N) be an idempotent ultrafilter (cf. Page 74). (xn)∞
n=1 is almost p-mixing

if and only if for every almost p-rigid (yn)∞
n=1 ∈ UB(H) we have

lim
N→∞

1
N

N∑
n=1

⟨xn, yn⟩ = 0. (3.28)

(v) Let p ⊆ P(N) be an idempotent ultrafilter. If (xn)∞
n=1 is almost p-mixing and (cn)∞

n=1 ∈
UB(C) is almost p-rigid, then (cnxn)∞

n=1 is almost p-mixing. If H = L2(X, µ) for a
positive σ-finite measure µ, then we may also allow for (cn)∞

n=1 ∈ UB(H).
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Proof of (i). For the first direction let us assume that (xn)∞
n=1 is fully ergodic. Lemma 3.2.3

shows us that

lim
q→∞

1
Nq

Nq∑
n=1

⟨xn, yn+1 − yn⟩ = 0. (3.29)

Since (xn)∞
n=1 is fully ergodic we see that

0 = lim
H→∞

1
H

H∑
h=1

lim
q→∞

1
Nq

Nq∑
n=1

⟨xn+h, yn⟩ (3.30)

= lim
H→∞

1
H

H∑
h=1

lim
q→∞

1
Nq

Nq∑
n=h+1

⟨xn, yn−h⟩ = lim
H→∞

1
H

H∑
h=1

lim
q→∞

1
Nq

Nq∑
n=h+1

⟨xn, yn⟩

= lim
q→∞

1
Nq

Nq∑
n=1

⟨xn, yn⟩ = lim
q→∞

1
Mq

Mq∑
n=1

⟨xn, yn⟩.

For the next direction, let us assume that equation (3.26) holds for every invariant
(yn)∞

n=1 ∈ UB(H). For the proof of this direction we will assume familiarity with Chapters
2.2 and 2.3. Let (zn)∞

n=1 ∈ UB(H) be arbitrary, let (Mq)∞
q=1 ⊆ N be any sequence for which

((xn)∞
n=1, (zn)∞

n=1, (Mq)∞
q=1) is a weakly permissible triple. Let ϵ > 0 be arbitrary, and let

M > 0 be such that

lim
q→∞

1
Mq

Mq∑
n=1

1||xn||>M (n)||xn|| <
ϵ

2 . (3.31)

Let (Nq)∞
q=1 be any subsequence of (Mq)∞

q=1 for which ((1||xn||≤M (n)xn)∞
n=1, (zn)∞

n=1, (Nq)∞
q=1)

is a permissible triple. Letting H denote the induced Hilbert space, let us write (zn)∞
n=1 =

(yn)∞
n=1 + (en)∞

n=1 where (yn)∞
n=1 ∈ UB(H) is invariant and (en)∞

n=1 ∈ UB(H) is completely
ergodic. We may assume without loss of generality that ||yn||, ||en|| ≤ 1 for all n. We now
see with the aid of the previous direction that

∣∣∣∣∣∣ lim
H→∞

1
H

H∑
h=1

lim
q→∞

1
Mq

Mq∑
n=1

⟨xn+h, zn⟩

∣∣∣∣∣∣ =

∣∣∣∣∣∣ lim
H→∞

1
H

H∑
h=1

lim
q→∞

1
Nq

Nq∑
n=1

⟨xn+h, zn⟩

∣∣∣∣∣∣ (3.32)

=

∣∣∣∣∣∣ lim
H→∞

1
H

H∑
h=1

lim
q→∞

1
Nq

Nq∑
n=1

⟨xn+h, en⟩

∣∣∣∣∣∣ =

∣∣∣∣∣∣ lim
H→∞

1
H

H∑
h=1

lim
q→∞

1
Nq

Nq∑
n=h+1

⟨xn, en−h⟩

∣∣∣∣∣∣
≤ϵ +

∣∣∣∣∣∣ lim
H→∞

1
H

H∑
h=1

lim
q→∞

1
Nq

Nq∑
n=h+1

⟨1||xn||≤M (n)xn, en−h⟩

∣∣∣∣∣∣ = ϵ.
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Proof of (ii). If (yn)∞
n=1 ∈ UB(H) is invariant then (cnyn)∞

n=1 is also invariant by Lemma
2.3.8(i). From part (i) we see that

lim
N→∞

1
N

N∑
n=1

⟨cnxn, yn⟩ = lim
N→∞

1
N

N∑
n=1

⟨xn, cnyn⟩ = 0, (3.33)

so we conclude from part (i) the desired result. The proof when H = L2(X, µ) is identical
since L2(X, µ) has an inner product arising from complex conjugation and multiplication.

Proof of (iii). We may assume without loss of generality that ||yn|| ≤ 1 for all n ∈ N. Let
(Mq)∞

q=1 be any sequence for which

lim
q→∞

1
Mq

Mq∑
n=1

⟨xn, yn⟩ (3.34)

exists. Let (Nq)∞
q=1 be a subsequence of (Mq)∞

q=1 for which ((xn)∞
n=1, (yn)∞

n=1, (Nq)∞
q=1) is a

weakly permissible triple. Now let ϵ > 0 be arbitrary and let M > 0 be such that

lim
q→∞

1
Nq

Nq∑
n=1

1||xn||>M (n)||xn|| <
ϵ

2 . (3.35)

Since (xn)∞
n=1 is almost p1-mixing and (yn)∞

n=1 is almost p2-rigid let A1 ∈ p1 and A2 ∈ p2

be such that

lim
q→∞

∣∣∣∣∣∣ 1
Nq

Nq∑
n=1

⟨xn+h, yn⟩

∣∣∣∣∣∣ < ϵ for all h ∈ A1, (3.36)

let M > 0 be such that

lim
q→∞

1
Nq

Nq∑
n=1

1||xn||>M (n)||xn|| < ϵ, (3.37)

and let

lim
q→∞

1
Nq

Nq∑
n=1

||yn+h − yn|| <
ϵ

M + 1 for all h ∈ A2. (3.38)

We now see that for h ∈ A2 we have
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∣∣∣∣∣∣ lim
q→∞

1
Nq

Nq∑
n=h+1

⟨xn, yn − yn−h⟩

∣∣∣∣∣∣ ≤ lim sup
q→∞

1
Nq

Nq∑
n=1

||xn|| · ||yn − yn−h|| (3.39)

≤ lim sup
q→∞

1
Nq

Nq∑
n=h+1

1||xn||>M (n)||xn|| · ||yn − yn−h||

+ lim sup
q→∞

1
Nq

Nq∑
n=h+1

1||xn||≤M (n)||xn|| · ||yn − yn−h||

≤ lim sup
q→∞

1
Nq

Nq∑
n=1

21||xn||>M (n)||xn|| + lim sup
q→∞

1
Nq

Nq∑
n=1

M ||yn+h − yn|| < 3ϵ.

We now see that for h ∈ A1 ∩ A2 we have

∣∣∣∣∣∣ lim
q→∞

1
Nq

Nq∑
n=1

⟨xn, yn⟩

∣∣∣∣∣∣ =

∣∣∣∣∣∣ lim
q→∞

1
Nq

Nq∑
n=h+1

⟨xn, yn⟩

∣∣∣∣∣∣ (3.40)

≤

∣∣∣∣∣∣ lim
q→∞

1
Nq

Nq∑
n=h+1

⟨xn, yn − yn−h⟩

∣∣∣∣∣∣+
∣∣∣∣∣∣ lim
q→∞

1
Nq

Nq∑
n=h+1

⟨xn, yn−h⟩

∣∣∣∣∣∣
≤ lim

q→∞
1

Nq

Nq∑
n=h+1

||xn|| · ||yn − yn−h|| +

∣∣∣∣∣∣ lim
q→∞

1
Nq

Nq∑
n=h+1

⟨xn+h, yn⟩

∣∣∣∣∣∣ ≤ 4ϵ.

Proof of (iv). We see that the forwards direction is a consequence of part (iii), so we proceed
to prove the backwards direction. For the proof of this direction we will assume familiarity
with Chapters 2.2 and 2.3. Let (zn)∞

n=1 ∈ UB(H) be arbitrary, let (Mq)∞
q=1 ⊆ N be any

sequence for which ((xn)∞
n=1, (zn)∞

n=1, (Mq)∞
q=1) is a weakly permissible triple. Let ϵ > 0 be

arbitrary, and let M > 0 be such that

lim
q→∞

1
Mq

Mq∑
n=1

1||xn||>M (n)||xn|| <
ϵ

2 . (3.41)

Let (Nq)∞
q=1 be any subsequence of (Mq)∞

q=1 for which ((1||xn||≤M (n)xn)∞
n=1, (zn)∞

n=1, (Nq)∞
q=1)

is a permissible triple. Letting H denote the induced Hilbert space, let us write (zn)∞
n=1 =

(yn)∞
n=1 + (en)∞

n=1 where (yn)∞
n=1 ∈ UB(H) is almost p-rigid (i.e., the projection onto the

p-rigid factor) and (en)∞
n=1 ∈ UB(H) is almost p-mixing. In particular, if S : H → H is

the unitary operator induced by the left shift, then p − limn→∞ Sn = P , where convergence
takes place in the weak operator topology and P is an orthogonal projection satisfying
p − limn→∞ SnP = P . We have that (yn)∞

n=1 = P (zn)∞
n=1. We may assume without loss of

87



generality that ||yn||, ||en|| ≤ 1 for all n. We now see with the aid of the previous direction
that

∣∣∣∣∣∣p − lim
h→∞

H∑
h=1

lim
q→∞

1
Mq

Mq∑
n=1

⟨xn+h, zn⟩

∣∣∣∣∣∣ =

∣∣∣∣∣∣p − lim
h→∞

lim
q→∞

1
Nq

Nq∑
n=1

⟨xn+h, zn⟩

∣∣∣∣∣∣ (3.42)

=p −

∣∣∣∣∣∣ lim
h→∞

lim
q→∞

1
Nq

Nq∑
n=1

⟨xn+h, en⟩

∣∣∣∣∣∣ = p −

∣∣∣∣∣∣ lim
h→∞

lim
q→∞

1
Nq

Nq∑
n=h+1

⟨xn, en−h⟩

∣∣∣∣∣∣
≤ϵ + p −

∣∣∣∣∣∣ lim
h→∞

lim
q→∞

1
Nq

Nq∑
n=h+1

⟨1||xn||≤M (n)xn, en−h⟩

∣∣∣∣∣∣ = ϵ.

Proof of (v). If (yn)∞
n=1 ∈ UB(H) is almost p-rigid then (cnyn)∞

n=1 is seen to also be almost
p-rigid as a result of the following calculations.

p − lim
h→∞

lim
q→∞

1
Nq

Nq∑
n=1

||cn+hyn+h − cnyn|| (3.43)

≤p − lim
h→∞

lim
q→∞

1
Nq

Nq∑
n=1

||cn+hyn+h − cn+hyn|| + p − lim
h→∞

lim
q→∞

1
Nq

Nq∑
n=1

||cn+hyn − cnyn||

≤p − lim
h→∞

lim
q→∞

1
Nq

Nq∑
n=1

M ||yn+h − yn|| + p − lim
h→∞

lim
q→∞

1
Nq

Nq∑
n=1

M |cn+h − cn| = 0,

where M is an upper bound for |cn| and ||yn||. From part (iv) we see that

lim
N→∞

1
N

N∑
n=1

⟨cnxn, yn⟩ = lim
N→∞

1
N

N∑
n=1

⟨xn, cnyn⟩ = 0, (3.44)

so we conclude from part (iv) the desired result. The proof when H = L2(X, µ) is identical
since L2(X, µ) has an inner product arising from complex conjugation and multiplication.

Remark 3.2.5. To see why we needed the assumption that (xn)∞
n=1 ∈ UA(H) rather than

just (xn)∞
n=1 ∈ A(H) consider the sequence in A(C) given by

xn =


m if n = m2

−m if n = m2 + 1

0 else

. (3.45)
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We see that

lim sup
N→∞

1
N

N∑
n=1

|xn| = 2 < ∞. (3.46)

Furthermore, due to the telescoping nature of (xn)∞
n=1 we see that for all H ∈ N we have

lim sup
N→∞

1
N

N∑
n=1

|
H∑

h=1
xn+h| = 2 < ∞. (3.47)

We now see that if (yn)∞
n=1 ∈ UB(C) is uniformly bounded in norm by 1 and ((xn)∞

n=1,

(yn)∞
n=1, (Nq)∞

q=1) is a permissible triple, then

∣∣∣∣∣∣ lim
H→∞

1
H

H∑
h=1

lim
q→∞

1
Nq

Nq∑
n=1

⟨xn+h, yn⟩

∣∣∣∣∣∣ =

∣∣∣∣∣∣ lim
H→∞

1
H

lim
q→∞

1
Nq

Nq∑
n=1

⟨
H∑

h=1
xn+h, yn⟩

∣∣∣∣∣∣ (3.48)

≤ lim
H→∞

1
H

lim
q→∞

1
Nq

Nq∑
n=1

|
H∑

h=1
xn+h| ≤ lim

H→∞

2
H

= 0,

so (xn)∞
n=1 is a fully ergodic sequence. However, if we take the invariant sequence (yn)∞

n=1
given by yn = 1 if n ̸= m2 + 1 and yn = −1 if n = m2 + 1, then

lim
N→∞

1
N

N∑
n=1

⟨xn, yn⟩ = 2 ̸= 0. (3.49)

This should be compared with the fact that Theorem 2.3.6(i) applies to all elements of
SA(H) without any additional uniformity assumptions.

Lemma 3.2.6. If H is a Hilbert space and (xn)∞
n=1 ∈ UA(H) is either a fully ergodic

sequence or an almost p-mixing sequence for some filter p ⊆ P(N), then

lim
N→∞

|| 1
N

N∑
n=1

xn|| = 0. (3.50)

Proof. Let us assume for the sake of contradiction that for some ϵ > 0 and (Nq)∞
q=1 ⊆ N we

have

lim
q→∞

|| 1
Nq

Nq∑
n=1

xn|| ≥ ϵ. (3.51)
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By passing to a subsequence of (Nq)∞
q=1 if necessary we may assume without loss of generality

that

lim
q→∞

|| 1
Nq

Nq−1∑
n=1

xn|| + Nq−1
Nq

 = 0. (3.52)

For q ∈ N let

ξ′
q = 1

Nq

Nq∑
n=Nq−1+1

xn and ξq =
ξ′

q

ξ′
q

. (3.53)

Now consider the invariant sequence (yn)∞
n=1 ∈ UB(H) given by yn = ξq for Nq ≤ n < Nq+1.

We see that

lim
q→∞

1
Nq

Nq∑
n=1

⟨xn, yn⟩ = lim
q→∞

1
Nq

Nq∑
n=Nq−1+1

⟨xn, ξq⟩ = lim
q→∞

Nq − Nq−1
Nq

||ξ′
q|| ≥ ϵ, (3.54)

which contradicts Lemma 3.2.4 after recalling that any invariant sequence is also an almost
p-rigid sequence for any filter p ⊆ P(N).

The requirement that (xn)∞
n=1 ∈ UA(H) is an artifact of our method of proof. Lemma

2.3.1(iv) intuitively suggest that we only need (xn)∞
n=1 ∈ A(H), and we will see that this is

indeed the case in Lemma 3.2.7. Even though Lemma 3.2.7 is more general, Lemma 3.2.6
has a more aesthetic proof in the author’s opinion. Either of the proofs of Lemma 3.2.6
and 3.2.7 can be used to give an alternative proof of Lemma 2.3.1(iv).

Lemma 3.2.7. If H is a Hilbert space and (xn)∞
n=1 ∈ A(H) is either a fully ergodic sequence

or an almost p-mixing sequence for some filter p ⊆ P(N), then

lim
N→∞

|| 1
N

N∑
n=1

xn|| = 0. (3.55)

Proof. We will intuitively proceed in the same fashion as we did in the proof of Lemma 3.2.6,
but we will need to use a stronger notion of invariance to overcome the problems illustrated
in Remark 3.2.5. More specifically, we begin by showing that if (yn)∞

n=1 ∈ UB(H) satisfies
lim

n→∞
||yn+1 − yn|| = 0, then

lim
N→∞

1
N

N∑
n=1

⟨xn, yn+1 − yn⟩ = 0. (3.56)
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To this end, it suffices to note that for any ϵ > 0 we have

∣∣∣∣∣lim sup
N→∞

1
N

N∑
n=1

⟨xn, yn+1 − yn⟩
∣∣∣∣∣ ≤ lim sup

N→∞

1
N

N∑
n=1

||xn|| · ||yn+1 − yn|| (3.57)

≤ϵ lim sup
N→∞

1
N

N∑
n=1

||xn||.

Let (yn)∞
n=1 ∈ UB(H) satisfy lim

n→∞
||yn+1 − yn|| = 0, let (Mq)∞

q=1 be any sequence for which

lim
q→∞

1
Mq

Mq∑
n=1

⟨xn, yn⟩ (3.58)

exists, and let (Nq)∞
q=1 be a subsequence of (Mq)∞

q=1 for which ((xn)∞
n=1, (yn)∞

n=1, (Nq)∞
q=1)

is a weakly permissible triple. If (xn)∞
n=1 is fully ergodic we see that

0 = lim
H→∞

1
H

H∑
h=1

lim
q→∞

1
Nq

Nq∑
n=1

⟨xn+h, yn⟩ (3.59)

= lim
H→∞

1
H

H∑
h=1

lim
q→∞

1
Nq

Nq∑
n=h+1

⟨xn, yn−h⟩ = lim
H→∞

1
H

H∑
h=1

lim
q→∞

1
Nq

Nq∑
n=h+1

⟨xn, yn⟩

= lim
q→∞

1
Nq

Nq∑
n=1

⟨xn, yn⟩ = lim
q→∞

1
Mq

Mq∑
n=1

⟨xn, yn⟩.

If (xn)∞
n=1 is almost p-mixing we see that

0 = p − lim
h→∞

lim
q→∞

1
Nq

Nq∑
n=1

⟨xn+h, yn⟩ = p − lim
h→∞

lim
q→∞

1
Nq

Nq∑
n=h+1

⟨xn, yn−h⟩ (3.60)

= p − lim
h→∞

lim
q→∞

1
Nq

Nq∑
n=1

⟨xn, yn⟩ = lim
q→∞

1
Nq

Nq∑
n=1

⟨xn, yn⟩ = lim
q→∞

1
Mq

Mq∑
n=1

⟨xn, yn⟩.

Now let us assume for the sake of contradiction that for some ϵ > 0 and (Nq)∞
q=1 ⊆ N we

have

lim
q→∞

|| 1
Nq

Nq∑
n=1

xn|| ≥ ϵ. (3.61)

By passing to a subsequence of (Nq)∞
q=1 we may assume without loss of generality that

lim
q→∞

|| 1
Nq

Nq−1+q−1∑
n=1

xn|| + Nq−1 + q − 1
Nq

 = 0. (3.62)
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For q ∈ N let

ξ′
q = 1

Nq

Nq∑
n=Nq−1+q

xn and ξq =
ξ′

q

ξ′
q

. (3.63)

Now consider the sequence (yn)∞
n=1 ∈ UB(H) given by yn = q−i

q ξq−1 + i
q ξq for n = Nq + i

with 0 ≤ i < q and yn = ξq for Nq + q ≤ n < Nq+1. Since lim
n→∞

||yn+1 − yn|| = 0 we see that

0 = lim
q→∞

1
Nq

Nq∑
n=1

⟨xn, yn⟩ = lim
q→∞

1
Nq

Nq∑
n=Nq−1+q

⟨xn, ξq⟩ = lim
q→∞

Nq − Nq−1
Nq

||ξ′
q|| ≥ ϵ, (3.64)

which yields the desired contradiction.

3.3 Main Results

Lemma 3.3.1 will allows us to view bounded sequences of Hilbert space vectors as dynami-
cally generated sequences.

Lemma 3.3.1 (cf. Lemma 3.26 of [MRR19]). Let H be a Hilbert space and let (an)∞
n=1 ⊆

UB(H). There exists a compact metric space Y , a continuous map S : Y → Y , a continuous
function F : Y → H, and a point y ∈ Y with a dense orbit under S such that an = F (Sn(y))
for all n ∈ N.

Proof. We may assume without loss of generality that ||an|| ≤ 1 for all n ∈ N. Let B ⊆ H
denote the closed unit ball endowed with the weak topology and let X ′ = BN endowed with
the product topology. Since B is a compact metric space we see that X ′ is also a compact
metric space. Let S : X → X denote the left shift. Let F : X ′ → H denote the projection
onto the first coordinate, which is seen to be continuous. Let x = (an)∞

n=1 ∈ X ′, and let
X = cℓ({Snx}∞

n=1). Since X is a closed subset of X ′ we see that X is also a compact metric
space, and it is clear that x has a dense orbit in X by construction.

Lemma 3.3.3 allows us to convert correlations of sequences to inner products of functions
in a Hilbert space, which will then permit us to use Hilbert space Theory to analyze our
correlations. Before stating Lemma 3.3.3, let us recall the definition of a generic point.

Definition 3.3.2. Given an ergodic m.p.s. ([0, 1], B, µ, T ), x ∈ [0, 1] is generic if for
every continuous function f : [0, 1] → C we have

lim
N→∞

1
N

N∑
n=1

f(T nx) =
∫

[0,1]
fdµ. (3.65)

A well known consequence of Birkhoff’s Ergodic Theorem is that a.e. x ∈ X is generic.
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Lemma 3.3.3. Let ([0, 1], B, µ, T ) be an ergodic m.p.s., let x ∈ [0, 1] be generic, and let
H be a Hilbert space. Let (yn)∞

n=1 ∈ UB(H) and let f : CH([0, 1]) both be arbitrary. Let
U : L2([0, 1], µ, H) → L2([0, 1], µ, H) be the unitary operator induced by T . Let (Nq)∞

q=1 ⊆ N
be any sequence for which

lim
q→∞

1
Nq

Nq∑
n=1

⟨f(T n+hx), yn⟩H (3.66)

exists for each h ∈ N. Then there exists g ∈ L2([0, 1], µ, H) for which

lim
q→∞

1
Nq

Nq∑
n=1

f(T n+hx)yn = ⟨Uhf, g⟩µ. (3.67)

Proof. By Lemma 3.3.1, let Y be a compact metric space, let F ∈ C(Y ), y ∈ Y , and
S : Y → Y be such that yn = F (Sny). Let ν be any weak∗ limit point of the sequence

 1
Nq

Nq∑
k=1

δT nx,Sny

∞

q=1

, (3.68)

and let (Mq)∞
q=1 ⊆ N be such that

ν = lim
q→∞

1
Mq

Mq∑
n=1

δT nx,Sny. (3.69)

Let f̃ , F̃ ∈ L2([0, 1] × Y, ν, H) be given by f̃(x, y) = f(x) and F̃ (x, y) = F (y). Let
V : L2([0, 1] × Y, ν, H) → L2([0, 1] × Y, ν, H) be the unitary operator induced by T × S. We
note that if h ∈ L2([0, 1]×Y, ν, H) is a continuous function for which h(x, y) = k(x) for some
k ∈ L2([0, 1], µ, H), then the genericity of x shows us that for any continuous functional
ρ : H → C we have

ρ(
∫

[0,1]×Y
hdν) =

∫
[0,1]×Y

ρ(h)dν = lim
N→∞

1
N

N∑
n=1

ρ(h(T nx, Sny)) (3.70)

= lim
N→∞

1
N

N∑
n=1

ρ(k(T nx)) =
∫

[0,1]
ρ(k)dµ = ρ(

∫
[0,1]

kdµ), hence∫
[0,1]×Y

hdν =
∫

[[0,1]
kdµ. (3.71)

Since Lemma 3.2.1 tells us that the continuous functions are dense in L2(X, µ, H), we see
that equation (3.71) holds even when h and k are not continuous. Let µ̃ be the probability
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measure on ([0, 1] × Y, B ⊗ A ) given by µ̃(B × A) = µ(B)1A(y) for all B ∈ B and A ∈ A .
Since we may identify L2([0, 1] × Y, µ̃) with the functions in L2([0, 1] × Y, ν, H) of the form
h(x, y) = k(x), let P : L2([0, 1] × Y, ν, H) → L2([0, 1] × Y, µ̃, H) denote the orthogonal
projection. Let g̃ = P ξ̃, and let g ∈ L2([0, 1], µ) be such that g̃(x, y) = g(x). Since f and F

are continuous functions we see that ⟨f̃(T h·), F̃ (·)⟩ : [0, 1]×Y → C is a continuous function,
so for all h ∈ N we have

lim
q→∞

1
Nq

Nq∑
n=1

⟨f(T n+hx), yn⟩H = lim
q→∞

1
Mq

Mq∑
n=1

⟨f̃(T n+hx), F̃ (Sny)⟩H (3.72)

=
∫

[0,1]×Y
⟨V hf, F̃ ⟩Hdν = ⟨V hf̃ , F̃ ⟩ν = ⟨V hf̃ , g̃⟩ν = ⟨Uhf, g⟩µ.

Lemma 3.3.4. Let ([0, 1], B, µ, T ) be an ergodic m.p.s. and let H be a Hilbert space. For
each generic point x ∈ [0, 1] and each f ∈ CH([0, 1]) with

∫
[0,1] fdµ = 0, (f(T nx))∞

n=1 is a
fully ergodic sequence.

Proof. Let f ∈ CH([0, 1]) and (yn)∞
n=1 ∈ UB(H) both be arbitrary. Let (Nq)∞

q=1 ⊆ N be
such that (f(T nx)∞

n=1, (yn)∞
n=1, (Nq)∞

q=1) is a weakly permissible triple. By Lemma 3.3.3,
let g ∈ L2([0, 1], µ, H) be such that

lim
q→∞

1
Nq

Nq∑
n=1

⟨f(T n+hx), yn⟩H = ⟨Uhf, g⟩µ. (3.73)

Letting U : L2([0, 1], µ, H) → L2([0, 1], µ, H) denote the unitary operator induced by T , we
see that U is ergodic. It follows that

lim
H→∞

1
H

H∑
h=1

lim
q→∞

1
Nq

Nq∑
n=1

⟨f(T n+hx), yn⟩H = lim
H→∞

1
H

H∑
h=1

⟨Uhf, g⟩µ = 0. (3.74)

Theorem 3.3.5. Let ([0, 1], B, µ, T ) be an ergodic m.p.s., let H be a Hilbert, and let f ∈
L1([0, 1], µ, H) satisfy

∫
[0,1] fdµ = 0. For a.e. x ∈ [0, 1], (f(T nx))∞

n=1 is a fully ergodic
sequence.

Proof. Let ϵ > 0 be arbitrary, and by Lemma 3.2.1 let g ∈ CH([0, 1]) satisfy ||f − g||1 ≤ ϵ

and
∫

[0,1] gdµ = 0. Let X ⊆ [0, 1] be a set of full measure for which Birkhoff’s Ergodic
Theorem holds for the real-valued function ||f − g||H along every x ∈ X. We now see that
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lim
N→∞

1
N

N∑
n=1

||f(T nx) − g(T nx)||H =
∫

[0,1]
||f − g||Hdµ = ||f − g||1 < ϵ. (3.75)

Now let (yn)∞
n=1 ∈ UB(H) be uniformly bounded in norm by 1. Since a.e. x ∈ X is a

generic point we may use Lemma 3.3.4 to further refine X to another set of full measure
X ′, such that for every x ∈ X ′, (g(T nx))∞

n=1 is a fully ergodic sequence. We see that for
any x ∈ X ′ and any permissible triple (f(T nx)∞

n=1, (yn)∞
n=1, (Nq)∞

q=1), we have

∣∣∣∣∣∣ lim
H→∞

1
H

H∑
h=1

lim
q→∞

| 1
Nq

Nq∑
n=1

⟨f(T n+hx), yn⟩

∣∣∣∣∣∣ (3.76)

≤

∣∣∣∣∣∣ lim
H→∞

1
H

H∑
h=1

lim
q→∞

| 1
Nq

Nq∑
n=1

⟨g(T n+hx), yn⟩

∣∣∣∣∣∣+ ϵ = ϵ.

Since ϵ > 0 was arbitrary, we see that (f(T nx))∞
n=1 is a fully ergodic sequence.

Corollary 3.3.6. Let ([0, 1], B, µ, T ) be an ergodic m.p.s., let H be a Hilbert space, and let
f ∈ L1([0, 1], µ, H). For a.e. x ∈ [0, 1] we have

lim
N→∞

1
N

N∑
n=1

f(T nx) =
∫

[0,1]
fdµ, (3.77)

with convergence taking place in the strong topology. Furthermore, if
∫

[0,1] fdµ = 0, then
for a.e. x ∈ [0, 1] we have

lim
N→∞

|| 1
N

N∑
n=1

cnf(T nx)|| = 0, (3.78)

where (cn)∞
n=1 ∈ UB(C) is any invariant sequence.

Proof. We see that f ′ := f −
∫

[0,1] fdµ satisfies
∫

[0,1] f ′dµ = 0, so by Theorem 3.3.5 we see
that (f ′(T nx))∞

n=1 is a fully ergodic sequence for a.e. x ∈ X. By Lemma 3.2.2 we see that
(f ′(T nx))∞

n=1 ∈ UA(H). By Lemma 3.2.6 we see that for a.e. x ∈ X we have

0 = lim
N→∞

|| 1
N

N∑
n=1

f ′(T nx)|| = lim
N→∞

|| 1
N

N∑
n=1

f(T nx) −
∫

[0,1]
fdµ||. (3.79)

The latter half of the Theorem is a consequence of Lemmas 3.3.4 and 3.2.4(ii).
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We observe that the first half of Corollary 3.3.6 can also be derived as a consequence of
the main result of [Cha62] for f ∈ Lp([0, 1], µ, H) if p > 1 (see also [HST78]).

Lemma 3.3.7. Let ([0, 1], B, µ, T ) be an ergodic m.p.s., let H be a Hilbert space, and
let p ⊆ P(N) be a filter. For each generic point x ∈ [0, 1] and each continuous function
f : [0, 1] → H with

∫
[0,1] fdµ = 0, (f(T nx))∞

n=1 is a p-mixing sequence.

Proof. Let f ∈ CH([0, 1]) and (yn)∞
n=1 ∈ UB(H) both be arbitrary. Let (Nq)∞

q=1 ⊆ N be
such that (f(T nx)∞

n=1, (yn)∞
n=1, (Nq)∞

q=1) is a weakly permissible triple. By Lemma 3.3.3,
let g ∈ L2([0, 1], µ, H) be such that

lim
q→∞

1
Nq

Nq∑
n=1

⟨f(T n+hx), yn⟩H = ⟨Uhf, g⟩µ. (3.80)

Letting U : L2([0, 1], µ, H) → L2([0, 1], µ, H) denote the unitary operator induced by T , we
see that U is p-mixing. It follows that

p − lim
h→∞

lim
q→∞

1
Nq

Nq∑
n=1

⟨f(T n+hx), yn⟩H = p − lim
h→∞

⟨Uhf, g⟩µ = 0. (3.81)

Theorem 3.3.8. Let p ⊆ P(N) be a filter and let ([0, 1], B, µ, T ) be an p-mixing m.p.s., let
H be a Hilbert space, and let f ∈ L1([0, 1], µ, H) satisfy

∫
[0,1] fdµ = 0. For a.e. x ∈ [0, 1],

(f(T nx))∞
n=1 is a p-mixing sequence.

Proof. Let ϵ > 0 be arbitrary, and by Lemma 3.2.1 let g ∈ CH([0, 1]) satisfy ||f − g||1 ≤ ϵ

and
∫

[0,1] gdµ = 0. Let X ⊆ [0, 1] be a set of full measure for which Birkhoff’s Ergodic
Theorem holds for the real-valued function ||f − g||H along every x ∈ X. We now see that

lim
N→∞

1
N

N∑
n=1

||f(T nx) − g(T nx)||H =
∫

[0,1]
||f − g||Hdµ = ||f − g||1 < ϵ. (3.82)

Now let (yn)∞
n=1 ∈ UB(H) be uniformly bounded in norm by 1. Since a.e. x ∈ X is a

generic point we may use Lemma 3.3.7 to further refine X to another set of full measure
X ′, such that for every x ∈ X ′, (g(T nx))∞

n=1 is a p-mixing sequence. We see that for any
x ∈ X ′ and any permissible triple (f(T nx)∞

n=1, (yn)∞
n=1, (Nq)∞

q=1), we have
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∣∣∣∣∣∣p − lim
h→∞

lim
q→∞

| 1
Nq

Nq∑
n=1

⟨f(T n+hx), yn⟩

∣∣∣∣∣∣ (3.83)

≤

∣∣∣∣∣∣p − lim
h→∞

lim
q→∞

| 1
Nq

Nq∑
n=1

⟨g(T n+hx), yn⟩

∣∣∣∣∣∣+ ϵ = ϵ.

Since ϵ > 0 was arbitrary, we see that (f(T nx))∞
n=1 is a almost p-mixing sequence.

We state our next corollary in the language of probability since the Strong Law of
Large Numbers is an ubiquitous result in probability that is analogous to Birkhoff’s Ergodic
Theorem. We recall that pc ⊆ P(N) denote the cofinite filter.

Corollary 3.3.9. Let H be a Hilbert space and let (Xn)∞
n=1 be an i.i.d. sequence of strongly

measurable H-valued random variables with E[Xi] = 0. (Xn)∞
n=1 is almost surely an almost

pc-mixing sequence. In particular, we almost surely have

lim
N→∞

|| 1
N

N∑
n=1

cnXn|| = 0, (3.84)

where (cn)∞
n=1 ∈ UB(C) is any rigid sequence.1

Proof. Let (Ω, F ,P) denote the underlying probability space. Since (Xn)∞
n=1 is i.i.d., we

may assume that there exists a probability preserving transformation T : Ω → Ω that is
Bernoulli for which we also have Xn = X1 ◦ T n. Since any Bernoulli system is also strongly
mixing we may apply Theorem 3.3.8 to see that (Xn)∞

n=1 is almost surely a pc-mixing
system. The astute reader may have observed that we need not have (Ω, F) = ([0, 1], B),
but Theorem 3.3.14 shows that this is not an issue. The latter part of the corollary follows
from Lemmas 3.2.4(v) and 3.2.6.

Our next result shows that Theorem 3.3.8 characterizes almost p-mixing systems.

Theorem 3.3.10. Let p ⊆ P(N) be a filter and (X, B, µ, T ) a m.p.s. If for every f ∈
L∞(X, µ) with

∫
X fdµ = 0 there exists a set Af ∈ B satisfying µ(Af ) = 1 and for every

x ∈ Af the sequence (f(T nx))∞
n=1 is almost p-mixing, then (X, B, µ, T )) is p-mixing.

Proof. Let A, B ∈ B both be arbitrary. Let X ′ ⊆ X be a set of full measure, such that
for any x ∈ X ′ and all h ∈ N we have that (1B(T nx) − µ(B))∞

n=1, (1A(T nx) − µ(A))∞
n=1

1Here we are referring to rigid sequences as in Definition 2.3.2, which is equivalent to (cn)∞
n=1 being

almost p-rigid for some filter p. We also remark that (cn)∞
n=1 is almost p-rigid for some filter p if and only

if it is almost q-rigid for some idempotent ultrafilter q.
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and
(
1T −h(A)∩B(T nx) − µ(T −h(A) ∩ B)

)∞

n=1
are p-mixing sequences. Lemma 3.2.6 shows

us that for any x ∈ X ′, we have

lim
N→∞

1
N

N∑
n=1

1B(T nx) = µ(B) and (3.85)

lim
N→∞

1
N

N∑
n=1

1T −h(A)∩B(T nx) = µ(T −h(A) ∩ B) (3.86)

for every h ∈ N. We now see that for any x ∈ X ′, we have

p − lim
h→∞

µ(T −h(A) ∩ B) = p − lim
h→∞

lim
N→∞

1
N

N∑
n=1

1T −h(A)∩B(T nx) (3.87)

=p − lim
h→∞

lim
N→∞

1
N

N∑
n=1

1T −h(A)(T nx)1B(T nx)

=p − lim
h→∞

lim
N→∞

1
N

N∑
n=1

1A(T n+hx)1B(T nx)

=p − lim
h→∞

lim
N→∞

1
N

N∑
n=1

(1A(T n+hx) − µ(A))1B(T nx)

+ p − lim
h→∞

lim
N→∞

1
N

N∑
n=1

µ(A)1B(T nx)

=0 + lim
N→∞

1
N

N∑
n=1

µ(A)1B(T nx) = µ(A)µ(B).

Now let us consider Theorem 3.3.11, which is a corollary of Proposition 3.1.11.

Theorem 3.3.11. Let p ⊆ P(N) be a filter and (X, B, µ, T ) a m.p.s. If for every f ∈
L∞(X, µ) with

∫
X fdµ = 0 there exists a set Af ∈ B satisfying µ(Af ) = 1 and for every

x ∈ Af the sequence (f(T nx))∞
n=1 is fully ergodic, then (X, B, µ, T )) is ergodic.

It is natural to ask if Theorem 3.3.11 can be improved by reducing the class of test
functions f to a proper subset of L∞(X, µ) since we are using a stronger assumption on the
pointwise orbits of f than we did in Proposition 3.1.11. A natural candidate in the case of
X = [0, 1] would be C([0, 1]). Our next theorem shows that this is not the case even if we
further strengthen the assumptions on the pointwise orbits of f .

Theorem 3.3.12. Let pc ⊆ P(N) be the cofinite filter. There exists a non-ergodic m.p.s.
([0, 1], B, m, T ) such that for a.e. x ∈ X and every f ∈ C([0, 1]) the sequence (f(T nx))∞

n=1
is almost pc-mixing.
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Proof. Let m be Lebesgue measure. Let S : [0, 1] → [0, 1] be any strongly mixing trans-
formation. Let I1 ∈ B be such that 0 < m(I1 ∩ U) < m(U) for any open interval U (cf.
[Kir72]). Let I2 = Ic

1, and note that 0 < m(I2) < 1 and m(I2 ∩ U) > 0 for any open interval
U . We will now show that for j ∈ {1, 2} there exists measures νj : B → [0, 1] supported
on Ij for which ν1(Ij ∩ U) := m(U) for every open interval U . Firstly, we note that if
U1, U2 ⊆ [0, 1] are open intervals for which m(U1) ̸= m(U2), then there exists nonempty
open intervals U3, U4, U5 for which U1 = U3 ∪ U4 and U2 = U4 ∪ U5 up to one missing point.
Furthermore, we see that m(U3) ̸= m(U5), so

νj(Ij ∩ U1) = νj(Ij ∩ U3) + νj(Ij ∩ U4) ̸= νj(Ij ∩ U5) + νj(Ij ∩ U4) = νj(Ij ∩ U2), (3.88)

so each νj is a well defined map. Furthermore, we see that the maps νj induce outer
measures ν∗

j by

ν∗
j (E) = inf{

∞∑
n=1

νj(E ∩ Un) | {Un}∞
n=1 is a cover of E by open intervals}. (3.89)

Since each ν∗
j is a Carathéodory outer measure, we see that each νj is a well defined measure

on B (cf. Section 12.8 of [Roy88]).
By Theorem 15.5.16 of [Roy88] let ϕj : Ij → [0, 1] be a measurable isomorphism satis-

fying νj = ϕ∗m. Let T : [0, 1] → [0, 1] be given by

T (x) =

ϕ−1
1 (S(ϕ1(x))) if x ∈ I1

ϕ−1
2 (S(ϕ2(x))) if x ∈ I2

. (3.90)

Since m(I1) /∈ {0, 1} and T (I1) = I1, we see that T is not ergodic. Now let f ∈ C([0, 1])
satisfy

∫ 1
0 f(x)dm(x) = 0 and note that f ∈ L1([0, 1], ν1) ∩ L1([0, 1], ν2). We see from the

construction of ν1 and ν2 that

∫
[0,1]

fdν1 =
∫

[0,1]
fdν2 =

∫
[0,1]

fdm = 0, (3.91)

so Theorem 3.3.8 shows us that for a.e. x ∈ I1 ∪ I2 = [0, 1] the sequence (f(T nx))∞
n=1 is

almost pc-mixing.

Remark 3.3.13. We observe that in the proof above we could have taken S to be a Bernoulli
transformation, but we chose not to do so since we did not discuss any properties of the
pointwise orbits of f ∈ L1(X, µ) for a Bernoulli m.p.s. (X, B, µ, T ). We will conclude
this section by deducing that Theorem 3.3.5 and Theorem 3.3.8 hold for arbitrary measure
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preserving systems as a consequence of Theorem 3.3.14. For the proof of Theorem 3.3.14 we
will be using vocabulary and notation from chapter 15 of [Roy88] that we will not discuss
here.

Theorem 3.3.14. Let (X, B, µ, T ) be a m.p.s., let H be a Hilbert space, and let f ∈
L1(X, µ, H). There exists a m.p.s. ([0, 1], B, m, S) and f̃ ∈ L1([0, 1], m, H) such that for
a.e. x ∈ X, there exists y = y(x) satisfying f(T nx) = f̃(Snx).

Proof. Since the range of f is separable, let {Uk}∞
k=1 be a basis for subspace topology on

closure of the range of f . Let A denote the σ-algebra generated by {{f−1(Uk)}∞
k=1}. We

see that A is a countably generated σ-algebra with respect to which f is measurable. By
Carathéodory’s Theorem (cf. Theorem 15.3.4 of [Roy88]) there exists an isomorphism Φ of
< A , µ > into < L /N , m >, where L is the Lebesgue σ-algebra on [0, 1], m is Lebesgue
measure and N ⊆ L is the σ-algebra of null sets. By Proposition 15.6.19 of [Roy88], let
ϕ : X → [0, 1] be a measurable transformation for which µ(ϕ−1(B)△Φ−1(B)) = 0 for every
B ∈ Φ(A ).

By Proposition E.2 of [Coh13] let {fn}∞
n=1 be a sequence of simple functions that con-

verge pointwise a.e. to f . For each n ∈ N let {ξn,k}Kn
k=1 denote the range of fn, and

let An,k = f−1
n,k({ξn,k}). We may now define f̃n = ∑Kn

k=1 ξn,k1Φ(An,k) and observe that
f̃n ◦ ϕ = fn a.e. for all n ∈ N. Since fn converges pointwise a.e. to f ∈ L1(X, µ, H), we
see that f̃n converges pointwise a.e. to some f̃ ∈ L1([0, 1], m, H) satisfying f̃ ◦ ϕ = f

a.e. Now note that Φ ◦ T −1 ◦ Φ−1 is a σ-isomorphism of Φ(A ) to itself, so another
application of Proposition 15.6.19 of [Roy88] yields a map S : [0, 1] → [0, 1] for which
S−1(B) = Φ(T −1(Φ−1(B))) for every B ∈ Φ(A ). Noting that ϕ−1 ◦ S−1 and T −1 ◦ ϕ−1

are the same σ-homomorphism, we can use the uniqueness portion of Proposition 15.6.9 of
[Roy88] to see that S ◦ ϕ = ϕ ◦ T . It follows that for some X ′ ⊆ X with µ(X ′) = 1 we have
that Sn(ϕ(x)) = ϕ(T n(x)) and f̃(Sn(ϕ(x))) = f(T n(x)) for all n ∈ N and all x ∈ X ′, so it
suffices to take y = y(x) = ϕ(x).

3.4 Conjectures and Questions

One way in which we can try to generalize Theorem 3.3.8 when p = pD is the filter of sets
of natural density 1, is motivated by the following Theorem of Bourgain.

Theorem 3.4.1 (Theorem 1 in [Bou89]). Let (X, B, µ, T ) be a m.p.s. and let p(x) be a
polynomial with integer coefficients. If f ∈ Lr(X, µ) for some r > 1, then

lim
N→∞

1
N

N∑
n=1

f(T p(n)x) (3.92)
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exists for a.e. x ∈ X. Furthermore, if T is weakly mixing, then

lim
N→∞

1
N

N∑
n=1

f(T p(n)x) =
∫

X
fdµ (3.93)

for a.e. x ∈ X.

Theorem 3.4.1 shows us that Birkhoff’s Ergodic Theorem holds along polynomial subse-
quences if the underlying transformation T is assumed to be weakly mixing. This naturally
leads us to ask if some form of Theorem 3.3.5 holds for polynomial subsequences.

Question 3.4.2. If (X, B, µ, T ) is a weakly mixing m.p.s., p(x) a polynomial with integer
coefficients and f ∈ Lr(X, µ) with r > 1 is such that

∫
X fdµ = 0, then is (f(T p(n)x))∞

n=1 an
almost pD-mixing sequence for a.e. x ∈ X? What can be said for other levels of mixing?
What can be said for elements of Lr(X, µ, H)?

We see that if (xn)∞
n=1 is an almost p-mixing sequence of complex numbers, and (yn)∞

n=1
is another sequence of complex numbers for which d({n ∈ N | xn ̸= yn}) = 0, then (yn)∞

n=1 is
also p-mixing. In particular, if (xn)∞

n=1 is pD-mixing, and (yn)∞
n=1 is given by yn = xn when

n is not a square and yn = 1 when n is a square, then (yn)∞
n=1 is also a pD-mixing sequence,

but (yn2)∞
n=1 is the constant sequence, so Question 3.4.2 does not follow immediately from

Theorem 3.3.8. It is well known (cf. [Ber87]) that if (X, B, µ, T ) is a weakly mixing system,
then for any f, g ∈ L2(X, µ) we have

lim
N→∞

1
N

N∑
n=1

|⟨Un2
f, g⟩ −

∫
X

fdµ

∫
X

gdµ| = 0. (3.94)

Combining this fact with Lemma 3.3.3 allows us to prove Proposition 3.4.3, but does not
immediately help us resolve Question 3.4.2.

Proposition 3.4.3. Let (X, B, µ, T ) be a weakly mixing m.p.s., let H be a Hilbert space,
and let f ∈ L1(X, µ, H) satisfy

∫
X fdµ = 0. For a.e. x ∈ X, any (yn)∞

n=1 ∈ UB(H), and
any (Nq)∞

q=1 for which (f(T nx)∞
n=1, (yn)∞

n=1, (Nq)∞
q=1) is a weakly permissible triple, we have

lim
H→∞

1
H

H∑
h=1

∣∣∣∣∣∣ lim
q→∞

1
Nq

Nq∑
n=1

⟨f(T n+h2
x), yn⟩

∣∣∣∣∣∣ = 0. (3.95)

We also see that Lemma 3.3.3 suggests we do not need the m.p.s. ([0, 1], B, µ, T ) in
Theorem 3.3.5 to be weakly mixing. In particular, if we work with L2([0, 1], µ) instead of
L1([0, 1], µ), then it seems that we only need f ∈ L2([0, 1], µ) to satisfy
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lim
N→∞

1
N

N∑
n=1

|⟨Unf, g⟩ −
∫

X
fdµ

∫
X

gdµ| = 0. (3.96)

for every g ∈ L2([0, 1], µ). However, it is not obvious as to whether or not this is the case.
In the proofs of Theorems 3.3.5 and 3.3.8, we approximated f by continuous functions, and
every element of C([0, 1]) ⊆ L2([0, 1], µ) satisfying equation 3.96 is the same as the m.p.s.
([0, 1], B, µ, T ) being weakly mixing. This leads us to Conjecture 3.4.4.

Conjecture 3.4.4. Let (X, B, µ, T ) be a m.p.s., let H be a Hilbert space, and let p ⊆ P(N)
be a filter, and let f ∈ L2(X, µ, H) satisfy

p − lim
n→∞

⟨Unf, g⟩ = 0 (3.97)

for every g ∈ L2(X, µ). Then (f(T nx))∞
n=1 is an almost p-mixing sequence for a.e. x ∈ X.

In light of Chapter 2, we observe that if f ∈ L2(X, µ, H), then (f(T nx))∞
n=1 ∈ SA(H)

for a.e. x ∈ X. It is natural to ask if we further assume that (X, B, µ, T ) is ergodic if
(f(T nx))∞

n=1 is a completely ergodic sequence, but Remark 2.3.7 shows us that it is not
obvious whether or not a fully ergodic sequence in SA(H) is also a completely ergodic
sequence. This leads us to our last question for this chapter.

Question 3.4.5. If H is a Hilbert space and (xn)∞
n=1 ∈ SA(H) is a fully ergodic sequence,

is it also a completely ergodic sequence? What if we assume that (xn)∞
n=1 is given by

xn = f(T nx) for some ergodic (X, B, µ, T ) and f ∈ L2(X, µ, H)? What can be said about
other levels of mixing?
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CHAPTER 4

UNIFORM SYMMETRIC DISTRIBUTION

4.1 Introduction

A sequence (rn)∞
n=1 ⊆ Z is an ergodic sequence if for any α ∈ R the sequence (rnα)∞

n=1
(mod 1) is uniformly distributed within its orbit closure. Such sequences are named er-
godic sequences because it is well known that the Mean Ergodic Theorem holds along such
subsequences. To be more precise, we have the following Theorem as a consequence of the
main result of [BE74].

Theorem 4.1.1. For R = (rn)∞
n=1 ⊆ Z the following are equivalent.

(i) R is an ergodic sequence.

(ii) If H is a Hilbert space, and U : H → H is a unitary operator, then

lim
N→∞

1
N

N∑
n=1

U rn = P, (4.1)

where convergence takes place in the strong operator topology, and P : H → H is the
projection onto the largest U -invariant subspace of H.

(iii) For any ergodic invertible m.p.s. (X, B, µ, T ), and any A, B ∈ B, we have

lim
N→∞

1
N

N∑
n=1

µ(A ∩ T rnB) = µ(A)µ(B). (4.2)

It is natural to wonder if Theorem 4.1.1(iv) has an equivalent symmetric form using a
single A ∈ B. To better understand what is meant, let us consider for example the following
well known result about equivalent characterizations of ergodic measure preserving systems.

Theorem 4.1.2 (cf. Theorem 1.23 in [Wal75]). Let (X, B, µ, T ) be an invertible m.p.s.
We have
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lim
N→∞

1
N

N∑
n=1

µ(A ∩ T nA) = µ(A)2 (4.3)

for all A ∈ B if and only if we have

lim
N→∞

1
N

N∑
n=1

µ(A ∩ T nB) = µ(A)µ(B) (4.4)

for all A, B ∈ B.

In particular, the principal of various levels of the ergodic hierarchy of mixing having
equivalent characterizations of a symmetric nature is the basis of Chapter 2. We say that
(rn)∞

n=1 ⊆ Z is a semi-ergodic sequence if for any ergodic invertible m.p.s. (X, B, µ, T )
and any A ∈ B we have

lim
N→∞

1
N

N∑
n=1

µ(A ∩ T nA) = µ(A)2. (4.5)

In light of Theorem 4.1.2 and Chapter 2 we would hope that semi-ergodic sequences and
ergodic sequences are the same, but we will show in this chapter that this is not the case.
Notably, we have the following theorem as one of the main results of this chapter.

Theorem 4.1.3 (cf. Theorem 4.2.1). For (rn)∞
n=1 ⊆ Z conditions (i)-(iv) are equivalent.

(i) (A) For every irrational α ∈ T, and every U ⊆ T that is a finite union of open
intervals for which U = −U , we have

lim
N→∞

1
N

|{1 ≤ n ≤ N | rnα ∈ U}| = µ(U). (4.6)

(B) For every integer q ≥ 1, we have

(a) lim
N→∞

(rn)N
n=1 ∩ qN

N
= 1

q
,

(b) lim
N→∞

(rn)N
n=1 ∩ ((qN + j) ∪ (qN − j))

N
= 2

q
, and

(c) lim
N→∞

(rn)N
n=1 ∩ (qN + q

2)
N

= 1
q

(if q is even).

(ii) For any real-Hilbert space HR, and any unitary operator U : HR → HR, and any
f ∈ HR, we have
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lim
N→∞

1
N

N∑
n=1

⟨U rnf, f⟩ = ||Pf ||2, (4.7)

where P : HR → HR is the projection onto the largest U -invariant subspace of H.

(iii) (rn)∞
n=1 is a semi-ergodic sequence.

Item (iA) of Theorem 4.1.3 naturally leads us to the following definition.

Definition 4.1.4. A sequence (xn)∞
n=1 ⊆ [0, 1] is uniformly symmetrically distributed

if for any finite union of open intervals U ⊆ [0, 1] satisfying U = 1 − U we have

lim
N→∞

1
N

|{1 ≤ n ≤ N | xn ∈ U}| = m(U). (4.8)

One of our results is an analogue of Weyl’s criterion (cf. Theorem 2.4.2) for uniformly
symmetrically distributed sequences.

Theorem 4.1.5 (cf. Theorem 4.2.8). For a sequence (xn)∞
n=1 ⊆ [0, 1] the following are

equivalent:

(i) (xn)∞
n=1 is uniformly symmetrically distributed.

(ii) For all f ∈ C([0, 1]) satisfying f(x) = f(1 − x) we have

lim
N→∞

1
N

N∑
n=1

f(xn) =
∫ 1

0
f(x)dx. (4.9)

(iii) For all k ∈ N we have

lim
N→∞

1
N

N∑
n=1

cos(2πikxn) = 0. (4.10)

We also observe this curious result relating uniform symmetric distribution to van der
Corput’s difference theorem.

Theorem 4.1.6 (cf. Theorem 4.2.9). If (xn)∞
n=1 ⊆ [0, 1] is such that (xn+h − xn)∞

n=1 is
uniformly symmetrically distributed for all h ∈ N, then (xn)∞

n=1 is uniformly distributed.
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4.2 Main Results

Theorem 4.2.1. For (rn)∞
n=1 ⊆ Z conditions (i)-(iii) are equivalent.

(i) For every α ∈ R, (rnα)∞
n=1 is uniformly symmetrically distributed within its orbit

closure. More explicitly,

(A) For every irrational α ∈ T, and every U ⊆ T that is a finite disjoint union of
open intervals for which U = −U , we have

lim
N→∞

1
N

|{1 ≤ n ≤ N | rnα ∈ U}| = m(U). (4.11)

(B) For every integer q ≥ 1, we have

(a) lim
N→∞

(rn)N
n=1 ∩ qN

N
= 1

q
,

(b) lim
N→∞

(rn)N
n=1 ∩ ((qN + j) ∪ (qN − j))

N
= 2

q
, and

(c) lim
N→∞

(rn)N
n=1 ∩ (qN + q

2)
N

= 1
q

(if q is even).

(ii) For any real-Hilbert space HR, and any unitary operator U : HR → HR, and any
f ∈ HR, we have

lim
N→∞

1
N

N∑
n=1

⟨U rnf, f⟩ = ||Pf ||2, (4.12)

where convergence takes place in the weak operator topology, and P : HR → HR is the
projection onto the largest U -invariant subspace of H.

(iii) (rn)∞
n=1 is a semi-ergodic sequence.

Proof. We will first show that (iii) implies (i). Assuming that (iv) holds, let us first verify
that (iB) holds. Let q ∈ N be arbitrary, and consider the ergodic m.p.s. ({1, 2, · · · , q}, B, µ,

T ), where B is the discrete σ-algebra, µ is normalized counting measure, and T is the shift
given by T (x) = x + 1 (mod q). Considering A = {0}, we see that

1
q2 = µ({0})2 = lim

N→∞

1
N

N∑
n=1

µ({0} ∩ T rn{0}) = lim
N→∞

1
N

N∑
n=1

1
q

1qN(rn), (4.13)

which shows that (iBa) holds. Considering B = {0, j} for j ̸= 0, q
2 , we see that
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4
q2 = µ({0, j})2 = lim

N→∞

1
N

N∑
n=1

µ({0, j} ∩ T rn{0, j}) (4.14)

= lim
N→∞

1
N

N∑
n=1

(2
q

1qN(rn) + 1
q

1qN+j(rn) + 1
q

1qN−j(rn)
)

,

which in conjunction with (iBa), shows us that (iBb) holds. Lastly, if q is even, considering
{0, q

2} shows us that

4
q2 = µ({0,

q

2})2 = lim
N→∞

1
N

N∑
n=1

µ({0,
q

2} ∩ T rn{0,
q

2}) (4.15)

= lim
N→∞

1
N

N∑
n=1

(2
q

1qN(rn) + 2
q

1qN+ q
2
(rn)

)
,

which in conjunction with (iBa), shows us that (iBc) holds, hence (iB) holds.
To see that (iA) holds, let α ∈ R \ Q be arbitrary. Consider the linear functional ρ :

C([0, 1
2 ])∗ that is defined as follows: For f(x) ∈ C([0, 1

2 ]), let f̃(x) ∈ C(T) be the unique even
function that agrees with f(x) on [0, 1

2 ]. Consider the ergodic m.p.s. (T, B, m, T ), where
B is the Lebesgue σ-algebra, m is Lebesgue measure, and T is given by T (x) = x + α. For
x ∈ (0, 1

2), let Ux = (0, x), fx(y) = 1[0,x)(y)(x−|y|), and note that m(Ux ∩T nUx) = f̃x(nα).
We now see that for any x ∈ (0, 1

2), we have that

∫
T

f̃x(y)dy = x2 = m(Ux)2 = lim
N→∞

1
N

N∑
n=1

µ(Ux ∩ T rn(Ux)) (4.16)

= lim
N→∞

1
N

N∑
n=1

f̃x(rnα)

Since A := {fx(y)}x∈(0, 1
2 ) ∪ {1

2} is a collection of continuous functions that separates points
on [0, 1

2 ] and vanishes nowhere, the Stone-Weierstrass Theorem tells us that the linear
combinations of elements of A are dense in C([0, 1

2 ]), which is identified with the even
functions of C(T). It follows that for any f ∈ C([0, 1

2), we have

2
∫ 1

2

0
f(y)dm(y) =

∫
T

f̃(y)dy = lim
N→∞

1
N

N∑
n=1

f̃x(rnα), (4.17)

Now let U ′ ⊆ (0, 1
2) be an open interval and let U = U ′ ∪ (−U ′). We see that if f1, f2 ∈

C([0, 1]) are even functions for which 0 ≤ f1 ≤ 1U ≤ f2, then
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∫ 1

0
f1(x)dx = lim

N→∞

1
N

N∑
n=1

f1(rnα) ≤ lim
N→∞

1
N

|{1 ≤ n ≤ N | rnα ∈ U}| (4.18)

≤ lim
N→∞

1
N

N∑
n=1

f2(rnα) =
∫ 1

0
f2(x)dx.

The desired result follows after using the continuity of the Lebesgue measure to see that

m(U) = sup{
∫ 1

0
f1(x)dx | 0 ≤ f1 ≤ 1U } = inf{

∫ 1

0
f2(x)dx | 1U ≤ f2}. (4.19)

Let us now show that (i) implies (ii). Since (iA) holds, we see by linearity that for any even
step function f , and any irrational α ∈ T, we have

∫
T

f(y)dy = lim
N→∞

1
N

N∑
n=1

f(rnα). (4.20)

Since even Riemann integrable functions can be uniformly approximated by even step func-
tions, we see that the equation above holds for any even Riemann integrable function, such
as cos(2πikx). Let HR be a real-Hilbert space and let U : HR → HR be a unitary operator.
Since (⟨Unf, f⟩)∞

n=1 is a positive definite sequence we may use Bochner’s Theorem to pick
a positive measure ν on T for which ν̂(n) = ⟨Unf, f⟩ for all n ∈ Z. Since ν̂(n) is a real
number for all n, we see that

ν̂(n) =
∫
T

e2πinxdν =
∫
T

cos(2πinx)dν (4.21)

for all n ∈ N. Furthermore, since cos(x) is an even Riemann integrable function, and (iA)
holds, we see that for all x ∈ [0, 1] \ Q, we have that

lim
N→∞

1
N

N∑
n=1

cos(2πrnx) = 0. (4.22)

Similarly, we see that for x = p
q ∈ ([0, 1] ∩ Q) \ {0} we may use (iB) to see that

lim
N→∞

1
N

N∑
n=1

cos(2πrn
p

q
) =

q∑
j=1

1
q

cos(2π
pj

q
) = 0. (4.23)

We now see that
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lim
N→∞

1
N

N∑
n=1

⟨U rnf, f⟩ = lim
N→∞

1
N

N∑
n=1

∫
T

e2πirnxdν (4.24)

= lim
N→∞

1
N

N∑
n=1

∫
T

cos(2πrnx)dν(x) =
∫
T

lim
N→∞

1
N

N∑
n=1

cos(2πrnx)dν(x)

=
∫
T

1{0}(x)dν(x) = ν({0}) = ||Pf ||2,

which yields the desired result.
Let us now show that (ii) implies (iii). Let (X, B, µ, T ) be an arbitrary ergodic i.m.p.s.,

let HR = L2(X, µ) (i.e., the real valued elements of L2(X, µ)), and let U : HR → HR be
given by Uf = f ◦ T −1. We now see that for any A ∈ B, we have

lim
N→∞

1
N

N∑
n=1

µ(A ∩ T −rnA) = lim
N→∞

1
N

N∑
n=1

⟨1A, U rn1A⟩ = ||P1A||2 = µ(A)2. (4.25)

In order to better compare and contrast semi-ergodic and ergodic sequences in the next
section, we require some preliminaries about semi-averaging and averaging sequences.

Definition 4.2.2. Let (rn)∞
n=1 ⊆ Z.

(i) (rn)∞
n=1 is an averaging sequence if for any invertible m.p.s. (X, B, µ, T ) and any

A, B ∈ B the limit below exists.

lim
N→∞

1
N

N∑
n=1

µ(A ∩ T rnB). (4.26)

(ii) (rn)∞
n=1 is an semi-averaging sequence if for any invertible m.p.s. (X, B, µ, T ) and

any A ∈ B the limit below exists.

lim
N→∞

1
N

N∑
n=1

µ(A ∩ T rnA). (4.27)

Theorem 4.2.3. For (rn)∞
n=1 ⊆ Z conditions (i)-(iii) are equivalent.

(i) For every α ∈ T and every f ∈ C(T) the limit below exists.

lim
N→∞

1
N

N∑
n=1

f(rnα). (4.28)
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(ii) For any Hilbert space H and any unitary operator U : H → H the limit below exists
in the strong operator topology.

lim
N→∞

1
N

N∑
n=1

U rn (4.29)

(iii) (rn)∞
n=1 is an averaging sequence.

Proof. Let us first show that (i) implies (ii). Let f ∈ H be arbitrary. By the Spectral
Theorem (cf. Theorem B.4 in [EW11]) there exists a measure ν on T and an isomorphism
S : SpanC{Unf}∞

n=1 → L2(T, ν) for which S(Unf) = e2πinx. We now see that

lim
N→∞

1
N

N∑
n=1

Unf = S−1
(

lim
N→∞

1
N

N∑
n=1

e2πinx

)
, (4.30)

where the existence of the limit on the righthand side in L2(T, ν) follows from the Dominated
Convergence Theorem.

To see that (ii) implies (iii), it suffices to consider HR = L2(X, µ) and f = 1A.
Let us now show that (iii) implies (i). Let α ∈ T be arbitrary and consider the m.p.s.

(T, B, m, T ) where m is the Lebesgue measure and T (x) = x + α. Let 0 < x, y < 1
2

be arbitrary and observe that for fx,y(z) = 1(y−x,y+x)(z)(x − |z − y|), A = (0, x), and
B = (y, y + x) we have

lim
N→∞

1
N

N∑
n=1

m(A ∩ T rnB) = lim
N→∞

1
N

N∑
n=1

fx,y(rnα). (4.31)

Since A := {fx,y(z)}x,y∈(0, 1
2 ) ∪ {1} is a collection of continuous functions that separates

points on T and vanishes nowhere, the Stone-Weierstrass Theorem tells us that the linear
combinations of elements of A are dense in C(T). Since

lim
N→∞

1
N

N∑
n=1

f(rnα) (4.32)

exists for all f ∈ A, it exists for all f ∈ C(T) as a result of linearity and standard approxi-
mation arguments.

Theorem 4.2.4. For (rn)∞
n=1 ⊆ Z conditions (i)-(iii) are equivalent.
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(i) For every α ∈ T and every f ∈ C(T) satisfying f(x) = f(−x) the limit below exists

lim
N→∞

1
N

∑
n=1

Nf(rnα). (4.33)

(ii) For any real-Hilbert space HR and any unitary operator U : H → H the limit below
exists.

lim
N→∞

1
N

N∑
n=1

⟨U rnf, f⟩. (4.34)

(iii) (rn)∞
n=1 is a semi-averaging sequence.

Since the proof of Theorem 4.2.4 is similar to that of Theorems 4.2.1 and 4.2.3 we
omit it. We would now like to investigate sequences analogous to ergodic and semi-ergodic
sequences in the more restricted setting of weakly mixing systems. Theorem 4.2.5 provides
the desired analogy to ergodic sequences and Theorem 4.2.6 provides the desired an analogy
to semi-ergodic sequences. We omit the proof of Theorem 4.2.5 since it is analogous to that
of Theorem 4.2.6.

Theorem 4.2.5. If R = (rn)∞
n=1 is a sequence for which (rnα)∞

n=1 has an asymptotic
distribution function for all but countably many α ∈ T, then the following are equivalent.

(i) For all but countably many α ∈ T, the sequence (rnα)∞
n=1 is uniformly distributed in

its orbit closure.

(ii) For any Hilbert space H, and any unitary operator U : H → H with continuous
spectrum, we have

lim
N→∞

1
N

N∑
n=1

U rn = 0, (4.35)

with convergence takes place in the strong operator topology.

(iii) For any weakly mixing m.p.s. (X, B, µ, T ), and any A, B ∈ B, we have

lim
N→∞

1
N

N∑
n=1

µ(A ∩ T rnB) = µ(A)µ(B). (4.36)
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(iv) For any weakly mixing m.p.s. (X, B, µ, T ), and any A, B ∈ B, we have

lim
N→∞

1
N

N∑
n=1

|µ(A ∩ T rnB) − µ(A)µ(B)| = 0. (4.37)

Theorem 4.2.6. If R = (rn)∞
n=1 is a sequence for which (rnα)∞

n=1 has an asymptotic
distribution function for all but countably many α ∈ T, then the following are equivalent.

(i) For all but countably many α ∈ T, the sequence (rnα)∞
n=1 is uniformly symmetrically

distributed in its orbit closure.

(ii) For any Hilbert space H, and any unitary operator U : H → H with continuous
spectrum, we have

lim
N→∞

1
N

N∑
n=1

⟨U rnf, f⟩ = 0, (4.38)

(iii) For any weakly mixing m.p.s. (X, B, µ, T ), and any A ∈ B, we have

lim
N→∞

1
N

N∑
n=1

µ(A ∩ T rnA) = µ(A)2. (4.39)

(iv) For any weakly mixing m.p.s. (X, B, µ, T ), and any A ∈ B, we have

lim
N→∞

1
N

N∑
n=1

|µ(A ∩ T rnA) − µ(A)2| = 0. (4.40)

Proof. Let us first show that (i) implies (ii). Let HR, U, P, and f be as in (ii). Since
(⟨Unf, f⟩)∞

n=1 is a positive definite sequence we may use Bochner’s Theorem to pick a
positive measure ν on T for which ν̂(n) = ⟨Unf, f⟩ for all n ∈ Z. Since ν̂(n) is a real
number for all n, we see that

ν̂(n) =
∫
T

e2πinxdν =
∫
T

cos(2πinx)dν (4.41)

for all n ∈ N. Since U has continuous spectrum, we see that νf has no atoms. Let
C ⊆ T\Q be the countable collection of α for which (rnα)∞

n=1 is not uniformly symmetrically
distributed. Since ν(C ) = 0, we see that
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lim
N→∞

1
N

N∑
n=1

⟨f, U rnf⟩ = lim
N→∞

1
N

N∑
n=1

ν̂f (n) (4.42)

= lim
N→∞

1
N

N∑
n=1

∫
T

exp(−2πinx)dνf (x) = lim
N→∞

1
N

N∑
n=1

∫
T

cos(−2πinx)dνf (x)

= lim
N→∞

1
N

N∑
n=1

∫
T\C

cos(−2πinx)dνf (x) =
∫
T\C

lim
N→∞

1
N

N∑
n=1

cos(2πinx)dνf (x)

=
∫
T\C

1{0}(x)dνf (x) = 0.

Next, let us show that (ii) implies (iii). Let (X, B, µ, T ) be an arbitrary weakly mixing
m.p.s., and let HR = L2(X, µ). Since T is weakly mixing, we see that U = UT has continuous
spectrum when restricted to L2

0(X, µ) = {f ∈ L2(X, µ) |
∫

X fdµ = 0}. We now see that for
A ∈ B we may let f = 1A − µ(A) ∈ L2

0 to obtain the desired result.
Now let us show that (iii) implies (i). It is only for this implication that we need to use

the assumed structure of (rn)∞
n=1. We note that if (X, B, µ, T ) is a weakly mixing i.m.p.s.,

and A, B ∈ B are disjoint, then

2µ(A)µ(B) = µ(A ∪ B)2 − µ(A)2 − µ(B)2 (4.43)

= lim
N→∞

1
N

N∑
n=1

(µ((A ∪ B) ∩ T rn(A ∪ B)) − µ(A ∩ T rnA) − µ(B ∩ T rnB))

= lim
N→∞

1
N

N∑
n=1

(
µ(A ∩ T rnA) + µ(A ∩ T rnB) + µ(B ∩ T rnA)

lim
N→∞

1
N

N∑
n=1

(
+ µ(B ∩ T rnB) − µ(A ∩ T rnA) − µ(B ∩ T rnB)

)

= lim
N→∞

1
N

N∑
n=1

(µ(A ∩ T rnB) + µ(B ∩ T rnA)).

One consequence of this, is that for any f ∈ L2
R(X, µ), (2) holds. To see this, let us first

consider the case in which f = ∑M
m=1 cm1Am is a simple function. Recalling that U−1

T is
also a unitary operator we see that
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lim
N→∞

1
N

N∑
n=1

⟨f, U−rn
T f⟩ = lim

N→∞

1
N

N∑
n=1

∑
1≤j,k≤M

cjck⟨1Aj , U−rn
T 1Ak

⟩ (4.44)

=
∑

1≤j<k≤M

(
lim

N→∞

1
N

N∑
n=1

cjck(µ(Aj ∩ T rnAk) + µ(Ak ∩ T rnAj))
)

+
M∑

j=1
lim

N→∞

1
N

N∑
n=1

|cj |2µ(Aj ∩ T rnA)

=
∑

1≤j<k≤M

2cjckµ(Aj)µ(Ak) +
M∑

j=1
|cj |2µ(Aj)2 =

∫
X

|f |2dµ = ||Pf ||2.

Now let C denote the set of α ∈ T \ Q for which (rnα)∞
n=1 is not uniformly symmetrically

distributed and let us assume for the sake of contradiction that C an uncountable set. We
see from the definition of C that

C \ Q = {α ∈ T \ Q | lim
N→∞

1
N

N∑
n=1

cos(2πirnα) ̸= 0}. (4.45)

Let

C + = {α ∈ C \ Q | lim sup
N→∞

1
N

N∑
n=1

cos(2πirnα) > 0}, and C − = C \ C +. (4.46)

We note that C + and C − are Borel measurable sets, and that at least one of them is
uncountable. Let us first consider the case in which C + is uncountable. Since C + is
an uncountable Borel set, we see that is a measurable isomorphism S : C + → [0, 1] (cf.
Theorem 1.2.12 in [Par67]), so there exists a continuous Borel probability measure ν that
is supported on C +. By the Gaussian Measure Space Construction, there exists a weakly
mixing i.m.p.s. (X, B, µ, T ), and a Gaussian element f ∈ L2

R(X, µ) for which ⟨f, Un
T f⟩ =

ν̂(n) (cf. Chapters 3.11 and 3.12 of [Gla03]). We now see that

0 = (
∫

X
fdµ)2 = ||Pf ||2 = lim

N→∞

1
N

N∑
n=1

⟨f, U rn
T f⟩ (4.47)

= lim
N→∞

1
N

N∑
n=1

∫
T

exp(−2πirnx)dν(x) = lim
N→∞

1
N

N∑
n=1

∫
T

cos(−2πirnx)dν(x)

= lim sup
N→∞

1
N

N∑
n=1

∫
T

cos(2πirnx)dν(x) ≥
∫
T

lim sup
N→∞

1
N

N∑
n=1

cos(2πirnx)dν(x)

=
∫

A+
lim sup

N→∞

1
N

N∑
n=1

cos(2πirnx)dν(x) > 0,
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which yields the desired contradiction. The case in which C − is uncountable instead of C +

is handled similarly.
Lastly, it is clear that (iv) implies (iii), so it only remains to show that (iii) implies (iv).

We recall that (X, B, µ, T ) is weakly mixing if and only if (X × X, B ⊗ B, µ × µ, T × T ) is
weakly mixing. We now see that for any A ∈ B we have

lim
N→∞

1
N

N∑
n=1

µ(A ∩ T rnA) = µ(A)2 and (4.48)

lim
N→∞

1
N

N∑
n=1

µ(A ∩ T rnA)2 = lim
N→∞

1
N

N∑
n=1

µ × µ((A × A) ∩ (T rn × T rn)(A × A))

= µ(A × A)2 = µ(A)4, so

lim
N→∞

1
N

N∑
n=1

(µ(A ∩ T rnA) − µ(A)2)2 = 0, hence

lim
N→∞

1
N

N∑
n=1

|µ(A ∩ T rnA) − µ(A)2| = 0.

Theorem 4.3.4 shows us that the assumption that (rnα)∞
n=1 have an asymptotic distri-

bution function for all but countably many α ∈ T is a nontrivial assumption, and naturally
leads to the following question.

Question 4.2.7. Does there exist a sequence (rn)∞
n=1 ⊆ Z satisfying Theorem 4.2.6 but not

Theorem 4.2.5?

Theorem 4.2.8. For a sequence (xn)∞
n=1 ⊆ [0, 1] the following are equivalent:

(i) (xn)∞
n=1 is uniformly symmetrically distributed.

(ii) For all f ∈ C([0, 1]) satisfying f(x) = f(1 − x) we have

lim
N→∞

1
N

N∑
n=1

f(xn) =
∫ 1

0
f(x)dx. (4.49)

(iii) For all k ∈ N we have

lim
N→∞

1
N

N∑
n=1

cos(2πikxn) = 0. (4.50)
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Proof. To see that (i)⇒(ii), we observe that if U ⊆ [0, 1] is a finite union of open intervals
for which U = 1 − U , then

lim
N→∞

1
N

N∑
n=1

1U (xn) = m(U) =
∫ 1

0
1U (x)dx. (4.51)

The desired result now follows from the fact that any f ∈ C(T) satisfying f(x) = f(−x) can
be uniformly approximated by linear combinations of step functions 1U satisfying 1U (x) =
1U (−x). It is clear that (ii)⇒(iii), and the fact that (iii)⇒(ii) follows from linearity and the
fact that any f ∈ C(T) can be uniformly approximated by linear combinations of elements
from {1}∪{cos(2πikx)}∞

k=1. Let us now show that (ii)⇒(i). Let U ⊆ [0, 1] be a finite union
of open intervals for which U = 1−U . Let ϵ > 0 be arbitrary and let K ⊆ U and U ⊆ W be
a compact set and an open set respectively for which m(W \ K) < ϵ. Let f1, f2 ∈ C([0, 1])
be such that f1(x) = f1(1−x), f2(x) = f2(1−x), f1(x) = 1 for x ∈ K, f1(x) = 0 for x /∈ U ,
f1(x) ∈ (0, 1) for x ∈ U \ K, f2(x) = 1 for x ∈ U , f2(x) = 0 for x /∈ W , and f2(x) ∈ (0, 1)
for x ∈ W \ U . We now see that

∫ 1

0
f1(x)dx = lim

N→∞

1
N

N∑
n=1

f1(xn) ≤ lim inf
N→∞

1
N

|{1 ≤ n ≤ N | xn ∈ U}| (4.52)

≤ lim sup
N→∞

1
N

|{1 ≤ n ≤ N | xn ∈ U}| ≤ lim
N→∞

1
N

N∑
n=1

f2(xn) =
∫ 1

0
f2(x)dx.

The desired result now follows from the observation that

∣∣∣∣∫ 1

0
f1(x)dx − m(U)

∣∣∣∣+ ∣∣∣∣∫ 1

0
f2(x)dx − m(U)

∣∣∣∣ < m(U \ K) + m(W \ U) < ϵ. (4.53)

Theorem 4.2.9 is our last result for this section shows how the notion of uniform sym-
metric distribution can be used to obtain a new variation of van der Corput’s difference
theorem.

Theorem 4.2.9. If (xn)∞
n=1 ⊆ [0, 1] is such that (xn+h −xn)∞

n=1 is uniformly symmetrically
distributed for all h ∈ N, then (xn)∞

n=1 is uniformly distributed.

Proof. Our proof is a slight modification of the classical proof of van der Corput’s Difference
Theorem. Let k ∈ N and ϵ > 0 both be arbitrary. Let D ∈ N be larger than 1

ϵ , and note
that
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lim sup
N→∞

| 1
N

N∑
n=1

exp(2πikxn)|2 = lim sup
N→∞

| 1
ND

N∑
n=1

D∑
d=1

exp(2πikxn+d)|2 (4.54)

≤ lim sup
N→∞

1
N

N∑
n=1

| 1
D

D∑
d=1

exp(2πikxn+d)|2

= lim sup
N→∞

1
N

N∑
n=1

1
D2

D∑
d1,d2=1

exp(2πik(xn+d1 − xn+d2))

= 1
D

+ lim sup
N→∞

1
N

N∑
n=1

1
D2

∑
1≤d1<d2≤D

(exp(2πik(xn+d1 − xn+d2))

1
D

+ lim sup
N→∞

1
N

N∑
n=1

1
D2

∑
1≤d1<d2≤D

( + exp(2πik(xn+d2 − xn+d1)))

= 1
D

+ lim sup
N→∞

1
N

N∑
n=1

1
D2

∑
1≤d1<d2≤D

2cos(2πk(xn+d2 − xn+d1))

≤ 1
D

+ 1
D2

∑
1≤d1<d2≤D

lim sup
N→∞

1
N

N∑
n=1

2cos(2πk(xn+d2 − xn+d1)) = 1
D

< ϵ.

Theorem 4.2.9 can be interpretted as the statement that in order for (xn)∞
n=1 to be

uniformly distributed, it suffices for the set of distances appearing in (xn+h − xn)∞
n=1 to be

uniformly distributed for all h ∈ N. We are naturally led to the following question.

Question 4.2.10. Does there exist a sequence (xn)∞
n=1 ⊆ T such that (xn+h − xn)∞

n=1 is
uniformly symmetrically distributed for all h ∈ N but is not uniformly distributed for some
h ∈ N?

In light of Chapter 2.4 we are also led to the following question.

Question 4.2.11. If (xn)∞
n=1 ⊆ [0, 1] is such that (xn+h−xn)∞

n=1 is uniformly symmetrically
distributed for all h ∈ N, is (xn)∞

n=1 an o-sequence? Are there analogues of Theorems 2.4.13,
2.4.18, 2.4.20, and 2.4.22 for uniform symmetric distribution?

4.3 Examples

Theorem 4.3.1.

(i) If (rn)∞
n=1 ⊆ Z is a semi-ergodic sequence, then for any m.p.s. (X, B, µ, T ) and any

A ∈ B we have
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lim
N→∞

1
N

N∑
n=1

µ(A ∩ T −rnA) ≥ µ(A)2. (4.55)

(ii) There exists a sequence (rn)∞
n=1 ⊆ Z that is not semi-ergodic, but for every m.p.s.

(X, B, µ, T ) and every A ∈ B we have

lim
N→∞

1
N

N∑
n=1

µ(A ∩ T −rnA) ≥ µ(A)2. (4.56)

Proof of (i). Let {µe}e∈E denote the set of ergodic T -invariant probability measures on X.
By the Ergodic Decomposition, let ν be the probability measure on E, such that for any
A ∈ B, we have

µ(A) =
∫

E
µe(A)ν(e). (4.57)

We now see that

µ(A)2 = (
∫

E
µe(A)ν(e))2 ≤

∫
E

µe(A)2ν(e) (4.58)

=
∫

E
lim

N→∞

1
N

N∑
n=1

µe(A ∩ T −rn))ν(e) = lim
N→∞

1
N

N∑
n=1

∫
E

µe(A ∩ T −rnA)

= lim
N→∞

1
N

N∑
n=1

µ(A ∩ T −rnA).

Proof of (ii). It suffices to take rn = 2n. To see that (rn)∞
n=1 is a semi-ergodic sequence,

we see that (n)∞
n=1 is an ergodic sequence, so for the m.p.s. (X, B, µ, T 2) we my apply part

(i) to see that

lim
N→∞

1
N

N∑
n=1

µ(A ∩ T −rnA) = lim
N→∞

1
N

N∑
n=1

µ(A ∩ (T 2)−nA) ≥ µ(A)2. (4.59)

To see that (rn)∞
n=1 is not a semi-ergodic sequence, it suffices to consider the system

(Z/2Z, µ, B, T ), where µ({0}) = µ({1}) = 1
2 and T (x) = 1 − x.

Theorem 4.3.2. There exists a semi-ergodic sequence that is also an averaging sequence,
but not an ergodic sequence.
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Proof. Let α ∈ R \Q be arbitrary, consider S = {n ∈ N | nα ∈ [0, 1
2)}, and let S = (sn)∞

n=1.
Since (snα)∞

n=1 is not uniformly distributed in T, we see that (sn)∞
n=1 is not an ergodic

sequence, so let us now show that it is a semi-ergodic sequence by verifying that Theorem
4.2.1(i) is satisfied. To do this, we will first check part (iA) of Theorem 4.2.1 by showing
that for any irrational β ∈ T the sequence (rnβ)∞

n=1 is uniformly symmetrically distributed.
If α and β are Q-linearly independent, then the uniform distribution of (n(α, β))∞

n=1 in
T2 implies that (snβ)∞

n=1 is uniformly distributed in T, so it suffices to consider the case
β = p

q α = p1
q α, where 1

q α may represent any of the q elements z ∈ T satisfying qz = α. For
each n ∈ N, let Ln : T → T denote multiplication by n. We see that sn

p
q α ∈ U if and only if

sn
1
q α ∈ L−1

p (U), but L−1
p (U) is symmetric, and µ(U) = µ(L−1

p (U)), so it further suffices to
consider the case β = 1

q α. We now need the following claim before we can finish the proof
of the main Theorem.

Claim. If U ⊆ T, then

{s ∈ S | s
1
q

α ∈ U} = {n ∈ N | n
1
q

α ∈ U ∩ L−1
q ([0,

1
2))}. (4.60)

Proof of the claim. We see that if s ∈ S is such that s1
q α ∈ U , then Lq(s1

q α) = sα ∈ [0, 1
2),

so s1
q α ∈ U ∩ L−1

q ([0, 1
2)), which yields one of the inclusions. To see the reverse inclu-

sion, let n ∈ N be such that n1
q α ∈ U ∩ L−1

q ([0, 1
2)), and note that nα = Lq(n1

q α) ∈
Lq(U ∩ L−1

q ([0, 1
2))) ⊆ Lq(L−1

q ([0, 1
2))) = [0, 1

2), so n ∈ S. □

Returning to the proof of Theorem 4.3.2, we see that

d({s ∈ S | s
1
q

α ∈ U}) = 1
d(S)d({n ∈ N | n

1
q

α ∈ U ∩ L−1
q ([0,

1
2))}) (4.61)

=2d({n ∈ N | n
1
q

α ∈ U ∩ L−1
q ([0,

1
2))}) = 2µ(U ∩ L−1

q ([0,
1
2)))

=µ(U ∩ L−1
q ([0,

1
2))) + µ(−(U ∩ L−1

q ([0,
1
2))))

=µ(U ∩ L−1
q ([0,

1
2))) + µ(−U ∩ −L−1

q ([0,
1
2)))

=µ(U ∩ L−1
q ([0,

1
2))) + µ(U ∩ L−1

q (−[0,
1
2)))

=µ(U ∩ L−1
q ([0,

1
2))) + µ(U ∩ L−1

q ([12 , 1))) = µ(U ∩ L−1
q ([0, 1)))

=µ(U ∩ [0, 1)) = µ(U),

so Theorem 4.2.1(iA) is satisfied.
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Next, we will check part (iB) of Theorem 4.2.1 by showing that if p
q ∈ Q ∩ T, then

(sn
p
q )∞

n=1 is uniformly distributed in its orbit. It suffices to show that (sn)∞
n=1 is uniformly

distributed modulo q. To see that this is the case, we note that for any r ∈ [0, q), we
have (qn + r)α ∈ [0, 1

2) if and only if nα ∈ L−1
q ([0, 1

2) − rα). Since µ(L−1
q ([0, 1

2) − rα)) =
µ([0, 1

2)) = 1
2 , we see that d({n ∈ N|(qn + r)α ∈ [0, 1

2)}) = 1
2 , so d(n ∈ N|nα ∈ [0, 1

2)& n ≡ r

(mod q)}) = 1
2q , which shows us that d(n ∈ S| n ≡ r (mod q)}) = 1

q .
Now that we have shown (sn)∞

n=1 is a semi-ergodic but not ergodic sequence, it only
remains to show that it is an averaging sequence. We note that the claim tells us that for
any 0 ≤ x ≤ 1 and p

q ∈ Q \ {0}, the limit below exists.

lim
N→∞

1
N

|{1 ≤ n ≤ N | sn
p

q
α ∈ [0, x)}|. (4.62)

Since (snβ)∞
n=1 is uniformly distributed within its orbit closure for all β that are rationally

independent from α, we see that Theorem 4.2.3(i) is satisfied, so (sn)∞
n=1 is an averaging

sequence.

Remark 4.3.3. We see that the construction above can be generalized as follows to provide
a family of examples of semi-ergodic sequences that are also averaging sequences, but not
ergodic sequences. Let {Uj}N

j=1 be a collection of open intervals in T, such that m(∪N
j=1(Uj ∪

−Uj)) = 1, and {Uj}N
j=1 ∪ {−Uj}N

j=1 is a collection of mutually disjoint sets. Then for any
irrational α ∈ T, the sequence {n ∈ N | ∃ j s.t. nα ∈ Uj} is semi-ergodic and averaging,
but not ergodic.

Theorem 4.3.4. There exists a semi-ergodic sequence (rn)∞
n=1 ⊆ Z that is not an averaging

sequence. Moreover, the set of α ∈ T for which

lim
N→∞

1
N

N∑
n=1

sin(2πirnα) (4.63)

does not exist is uncountable and dense in T.

Proof. Our proof is motivated by the proof of Theorem 11 in [ET57]. Let (αn)∞
n=1 ⊆

T \ Q be dense in T. Let (βn)∞
n=1 be an enumeration of (αn)∞

n=1 in which each αn occurs
infinitely many times. We will inductively define a sequence of positive integers (tk)∞

k=1,
and subsequently define rn for n ∈ [tk, tk+1). For the base case, let t1 = 1. For the inductive
step, we recall that (nβk)∞

n=tk
is a uniformly distributed sequence, hence

lim
N→∞

1
N

tk+N∑
n=tk

|sin(2πnβk)| =
∫ 1

0
|sin(2πx)|dx = 2

π
, (4.64)
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so let tk+1 be such that tk+1 ≥ 5tk, and

1
tk+1 − tk

tk+1−1∑
n=tk

|sin(2πnβk)| ≥ 1
π

. (4.65)

Let s ∈ N be such that βk = αs, and suppose that this is the wth time that αs has occured
so far. For n ∈ [tk, tk+1), let

rn =

(−1)w+1n if sin(2πnβk) ≥ 0

(−1)wn else
. (4.66)

We see that the sequence (rn)∞
n=1 is a semi-ergodic sequence since it satisfies Theorem

4.2.1(i). To see that (rn)∞
n=1 is not an averaging sequence we will show that Theorem

4.2.3(i) is not satisfied. We note that for each k ∈ N, we have

| 1
tk+1 − 1

tk+1−1∑
n=1

sin(2πrnβk)| ≥ | 1
tk+1 − 1

tk+1−1∑
n=tk

sin(2πrnβk)| − tk − 1
tk+1 − 1 (4.67)

= 1
tk+1 − 1

tk+1−1∑
n=tk

|sin(2πrnβk)| − tk − 1
tk+1 − 1 ≥ tk+1 − tk

π(tk+1 − 1) − tk − 1
tk+1 − 1

= tk+1 − tk − π(tk − 1)
π(tk+1 − 1) ≥ tk+1 − tk − π(tk − 1)

πtk+1
≥ 4 − π

π
> 0.

In particular, if the value of w corresponding to k is odd, then

1
tk+1 − 1

tk+1−1∑
n=1

sin(2πrnβk) ≥ 4 − π

π
, (4.68)

and if the value of w corresponding to k is even, then

1
tk+1 − 1

tk+1−1∑
n=1

sin(2πrnβk) ≤ −4 − π

π
. (4.69)

By the continuity of sin, for each k ∈ N, let Ik be an open interval centered at βk, such that
for any γ ∈ Ik, we have

| 1
tk+1 − 1

tk+1−1∑
n=1

sin(2πrnγ) − 1
tk+1 − 1

tk+1−1∑
n=1

sin(2πrnαk)| ≤ 4 − π

2π
. (4.70)
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Let E = ∩∞
m=1 ∪∞

k=m Ik, and note that (αn)∞
n=1 ⊆ E, so E is a dense Gδ, which must be

uncountable. Moreover, for each γ ∈ E, we have that

lim sup
N→∞

1
N

N∑
n=1

sin(2πrnγ) ≥ 4 − π

2π
, and (4.71)

lim inf
N→∞

1
N

N∑
n=1

sin(2πrnγ) ≤ −4 − π

2π
.
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CHAPTER 5

VAN DER CORPUT SETS

5.1 Introduction

We will assume that the reader of this section is familiar with van der Corput’s Difference
Theorem (cf. Theorem 2.1.2), and for our results involving nearly mixing sequences we
will assume that the reader is familiar with Chapter 2.2. A natural way in which we can
improve van der Corput’s Difference Theorem is through the notion of van der Corput sets.

Definition 5.1.1. R ⊆ N is a van der Corput set (vdC set) if for any (xn)∞
n=1 ⊆ [0, 1]

for which (xn+h − xn)∞
n=1 is uniformly distributed for all h ∈ R we have that (xn)∞

n=1 is
uniformly distributed.

Interestingly, vdC sets have many equivalent characterizations.

Theorem 5.1.2. For R ⊆ N the following are equivalent.

(i) R is a vdC set.

(ii) If (xn)∞
n=1 is a sequence of complex numbers of norm 1 satisfying

lim
N→∞

1
N

N∑
n=1

xn+hxn = 0 (5.1)

for all h ∈ R, then

lim
N→∞

1
N

N∑
n=1

xn = 0. (5.2)

(iii) For any Hilbert space H, any unitary operator U : H → H, and any f ∈ H satisfying
⟨U rf, f⟩ = 0 for every r ∈ R, then

lim
N→∞

|| 1
N

N∑
n=1

Udf || = 0. (5.3)
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(iv) For any m.p.s (X, B, µ, T ) and any f :∈ L2(X, µ) satisfying ⟨U r
T f, h⟩ = 0 for every

h ∈ H, then
∫

X fdµ = 0.

(v) If µ is a probability measure on T for which µ̂(r) = 0 for all r ∈ R, then µ({0}) = 0.

(vi) If µ is a probability measure on T for which µ̂(r) = 0 for all r ∈ R, then µ is
continuous.

(vii) For each ϵ > 0 there exists a trigonometric polynomial Pϵ : T → [−ϵ, ∞) such that
P̂ϵ(n) = 0 if n ∈ Z \ (R ∪ −R) and P (0) = 1.

(viii) If H is a Hilbert space and (xn)∞
n=1 ∈ SA(H) satisfies

lim
N→∞

1
N

N∑
n=1

⟨xn+h, xn⟩ = 0, (5.4)

for every h ∈ R, then

lim
N→∞

|| 1
N

N∑
n=1

xn|| = 0. (5.5)

Proof. The fact that (vii)⇒(i) was first shown in [KMF78]. The equivalence of (i), (ii),
(v), and (vii) can be deduced from [Ruz84], and another exposition of these equivalences
is given in [BL08]. It is clear that (viii)⇒(ii), and the fact that (i)⇒(viii) can be deduced
from Theorem 5.1.9. It is clear that (vi)⇒(v), and to see that (v)⇒(vi) it suffices to
observe that if µt is the measure given by µt(E) = µ(E + t), then µt({0}) = µ({t}) and
µ̂t(n) = e2πintµ̂(n). The equivalence of (i) and (iii) can be deduced from [NRS12] after
an application of the mean ergodic theorem. It is clear that (iii)⇒(iv), and the fact that
(iv)⇒(i) can be deduced from the fact that (iv) implies item (iv) of Theorem 5.1.3.

The first main result of this chapter is to add to the list of characterizations of vdC
sets. We remark that our additional characterizations relate to those of Theorem 5.1.2
in the same way that uniform symmetric distribution relates to uniform distribution, and
that a few of them were already observed in [Ruz84]. For a measure µ on T we define the
measure µ̃ by µ̃(E) = µ(−E) for all measurable E ⊆ T.

Theorem 5.1.3 (cf. Theorem 5.2.2). For R ⊆ N the following are equivalent.

(i) R is a vdC set.

(ii) If (xn)∞
n=1 ⊆ [0, 1] is such that (xn+h − xn)∞

n=1 is uniformly symmetrically distributed
for all h ∈ R, then (xn)∞

n=1 is uniformly symmetrically distributed.
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(iii) If (xn)∞
n=1 ⊆ [−1, 1] is such that

lim
N→∞

1
N

N∑
n=1

xn+hxn = 0 (5.6)

for all h ∈ R, then

lim
N→∞

1
N

N∑
n=1

xn = 0. (5.7)

(iv) If µ is a probability measure on T for which µ = µ̃ and µ̂(h) = 0 for all h ∈ R, then
µ({0}) = 0.

(v) If µ is a probability measure on T for which µ = µ̃ and µ̂(h) = 0 for all h ∈ R, then
µ is continuous.

(vi) For each ϵ > 0 there exists a trigonometric polynomial Pϵ : T → [−ϵ, ∞) of the form
Pϵ(x) = ∑N

n=1 an cos(2πinx) such that P̂ϵ(n) = 0 if n ∈ Z \ (D ∪ −D) and P (0) = 1.

(vii) For any sequence of unit vectors (xn)∞
n=1 ⊆ R2 satisfying

lim
N→∞

1
N

N∑
n=1

⟨xn+h, xn⟩ = 0, (5.8)

for every h ∈ R, we have

lim
N→∞

1
N

N∑
n=1

xn = 0. (5.9)

Another interesting feature of vdC sets is their relationship with sets of recurrence.

Definition 5.1.4. Let R ⊆ N.

(i) R is a set of measurable recurrence if for every m.p.s. (X, B, µ, T ) and every
A ∈ B with µ(A) > 0 there exists r ∈ R for which

µ(A ∩ T −1A) > 0. (5.10)

125



(ii) R is a set of strong recurrence if for every m.p.s. (X, B, µ, T ) and every A ∈ B

with µ(A) > 0 we have

lim sup
r→∞

r∈R

µ(A ∩ T −rA) > 0. (5.11)

(iii) R = (rn)∞
n=1 is a set of averaging recurrence1 if for every m.p.s. (X, B, µ, T ) and

every A ∈ B with µ(A) > 0 we have

lim sup
N→∞

1
N

N∑
n=1

µ(A ∩ T −rnA) > 0. (5.12)

(iv) R is a set of nice recurrence if for every m.p.s. (X, B, µ, T ), every A ∈ B with
µ(A) > 0, and every ϵ > 0 there exist infinitely many r ∈ R for which

µ(A ∩ T −rA) > µ(A)2 − ϵ. (5.13)

(v) R is a set of operator recurrence if for any Hilbert space H, any unitary operator
U : H → H, and any x ∈ H with Px ̸= 0 (where P : H → H is the orthogonal
projection onto ker(U − I)), there is some r ∈ R for which ⟨U rx, x⟩ ≠ 0.2

In [KMF78] it is shown that any vdC set is a set of measurable recurrence, and in
[NRS12] it is shown that vdC sets are in fact equivalent to sets of operator recurrence (Use
the Mean Ergodic Theorem and Theorem 5.1.2(iii)). In [Ruz82] Ruzsa asked whether or not
every set of measurable recurrence is also a vdC set and Bourgain answered this question
in the negative in [Bou87]. In order to continue this line of results we need a few more
definitions of generalizations of vdC sets using the form of Theorem 5.1.2(ii) when H = C.

Definition 5.1.5. Let R ⊆ N.

(i) R is an enhanced van der Corput (vdC) set if for any sequence of complex
numbers (yn)∞

n=1 of modulus 1 satisfying

lim
r→∞

r∈R

lim sup
N→∞

∣∣∣∣∣ 1
N

N∑
n=1

yn+ryn

∣∣∣∣∣ = 0, (5.14)

1We are using the definition from [BL08] which differs from the definition in [BH96] since we are using
a lim sup rather than a lim.

2Our definition differs from that in [NRS12] since we use Ur rather than U−r, but the definitions are
equivalent since U−1 is also a unitary operator.
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we have

lim
N→∞

1
N

N∑
n=1

yn = 0. (5.15)

(ii) R is a density van der Corput (vdC) set if for any sequence of complex numbers
(yn)∞

n=1 of modulus 1 satisfying

lim
M→∞

1
M

M∑
n=1

lim sup
N→∞

∣∣∣∣∣ 1
N

N∑
n=1

yn+rmyn

∣∣∣∣∣ = 0, (5.16)

we have

lim
N→∞

1
N

N∑
n=1

yn = 0. (5.17)

(iii) R is a nice van der Corput (vdC) set if for any sequence of complex numbers
(yn)∞

n=1 of modulus 1 we have

lim sup
N→∞

∣∣∣∣∣ 1
N

N∑
n=1

yn

∣∣∣∣∣
2

≤ lim sup
r→∞

r∈R

lim sup
N→∞

∣∣∣∣∣ 1
N

N∑
n=1

yn+ryn

∣∣∣∣∣. (5.18)

In [BL08] it is shown that every enhanced vdC set is a set of strong recurrence and that
every density vdC set is a set of averaging recurrence. It is also asked whether or not every
nice vdC set is a set of nice recurrence, and one of the main results of this chapter is to
answer this question in the positive.

Theorem 5.1.6 (cf. Theorem 5.2.4). Every nice vdC set is a set of nice recurrence.

While the methods of Theorem 2 of [KMF78] can be modified to attain this result, we
will provide a slightly more constructive proof. We remark that it is still open as to whether
or not there exists a set of strong recurrence or a set of nice recurrence that is not a vdC
set. Before discussing our next result we require some more definitions motivated by item
(vi) of Theorem 5.1.2.

Definition 5.1.7. Let R ⊆ N.
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(i) R is a FC+ set if every positive measure µ on T satisfying

lim
r→∞

r∈R

µ̂(r) = 0 (5.19)

is continuous.

(ii) R = (rm)∞
m=1 is a density FC+ set if every positive measure µ on T satisfying

lim
M→∞

1
M

M∑
m=1

|µ̂(rm)| = 0 (5.20)

is continuous.3

(iii) R is a nice FC+ set if every positive measure µ on T we have

sup
r∈R

|µ̂(r)| ≥ µ({0}). (5.21)

In [BL08] it is shown that every nice FC+ set is a nice vdC set and it is asked whether
or not the converse is true. We answer this question in the positive as part of our next
result.

Theorem 5.1.8 (cf. Theorem 5.2.5). For R ⊆ N the following are equivalent.

(i) R is a nice FC+ set.

(ii) R is a nice vdC set.

(iii) For every Hilbert space H, every unitary operator U : H → H, and every f ∈ H, we
have

sup
r∈R

|⟨U rf, f⟩| ≥ ||Pf ||2, (5.22)

where P is the projection onto the subspace of U -invariant elements.
3We observe that our definition differs from Definition 7 of [BL08] since we use |µ̂(rm)| instead of µ̂(rm).

This is because N does not satisfy Definition 7 of [BL08] as seen by letting µ be a point mass at any point
of T other than 0. It is for this reason that we believe Definition 7 of [BL08] has a typo.
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(iv) For any positive measure µ on T we have

sup
r∈R

|µ̂(r)|2 ≥
∑
t∈A

µ({t})2, (5.23)

where A ⊆ T is the set of atoms of µ.

(v) For every Hilbert space H, every unitary operator U : H → H, and every f ∈ H, we
have

sup
r∈R

|⟨U rf, f⟩| ≥ ||Pcf ||2, (5.24)

where H = Hc ⊕ Hwm is the Jacobs-de Leeuw-Glicksberg decomposition (cf. Theorem
2.3.5) and Pc is the orthogonal projection of H onto Hc.

We remark that Theorem 5.1.8 has a symmetric analogue similar to Theorem 5.1.3, but
we do not state it here for the sake of brevity. The next set of main results of this chapter
connect vdC sets to the notion of weak mixing from the ergodic hierarchy of mixing. They
are similar in spirit to items (iv) and (v) of Theorem 5.1.8. We remind the reader that we
will be assuming familiarity with the notion of nearly mixing sequences in a Hilbert space
H from Definition 2.2.5 when discussing Theorem 5.1.9. Theorem 5.1.10 is equivalent to
Theorem 5.1.9 and does not require any knowledge about nearly mixing sequences.

Theorem 5.1.9 (cf. Theorem 5.2.6). Let R ⊆ N, H be a Hilbert space, and (yn)∞
n=1 ∈

SA(H).

(i) If R is a vdC set and

lim
N→∞

1
N

N∑
n=1

⟨yn+r, yn⟩ = 0 (5.25)

for all r ∈ R, then (yn)∞
n=1 is a nearly weakly mixing sequence.

(ii) If R is an enhanced vdC set and

lim
r→∞

r∈R

lim sup
N→∞

∣∣∣∣∣ 1
N

N∑
n=1

⟨yn+r, yn⟩
∣∣∣∣∣ = 0, (5.26)

then (yn)∞
n=1 is a nearly weakly mixing sequence.

129



(iii) If R = (rn)∞
n=1 is a density vdC set and

lim
M→∞

1
M

M∑
m=1

lim sup
N→∞

∣∣∣∣∣ 1
N

N∑
n=1

⟨yn+rm , yn⟩
∣∣∣∣∣ = 0, (5.27)

then (yn)∞
n=1 is a nearly weakly mixing sequence.

(iv) In (ii) and (iii) is is possible for (yn)∞
n=1 to be a rigid sequence. In particular, (yn)∞

n=1
need not be a nearly mildly mixing sequence.

Theorem 5.1.10 (cf. Theorem 5.2.9). Let R ⊆ N, H be a Hilbert space, U : H → H a
unitary operator, and let x ∈ H. Let H = Hc ⊕ Hwm be the Jacobs-de Leeuw-Glicksberg
decomposition and let Pc be the orthogonal projection of H onto Hc.

(i) If R is a vdC set and ⟨U rx, x⟩ = 0 for all x ∈ R, then Pcx = 0.

(ii) If R is an enhanced vdC set and

lim
r→∞

r∈R

⟨U rx, x⟩ = 0, (5.28)

then Pcx = 0.

(iii) If R = (rn)∞
n=1 is a density vdC set and

lim
M→∞

1
M

M∑
m=1

⟨U rmx, x⟩ = 0, (5.29)

then Pcx = 0.

(iv) In (ii) and (iii) it is possible for x to be a rigid element of (H, U). In particular, x

need not be a mildly mixing element of (H, U).

Our last result is similar to the previous 2 results in the context of uniform distribution.
We remind the reader that we will be assuming familiarity with the notion of wm-sequences
from Definition 2.4.6 when discussing Theorem 5.1.11.

Theorem 5.1.11 (cf. Theorem 5.2.10). Let R ⊆ N, (xn)∞
n=1 ⊆ [0, 1], and let D be the

measure of discrepancy discussed in Definition 2.4.3.

(i) If R is a vdC set and (xn+r − xn)∞
n=1 is uniformly distributed for all r ∈ R, then

(xn)∞
n=1 is a wm-sequence.
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(ii) If R is an enhanced vdC set and

lim
r→∞

r∈R

D((xn+r − xn)∞
n=1) = 0, (5.30)

then (xn)∞
n=1 is a wm-sequence.

(iii) If R = (rn)∞
n=1 is a density vdC set and

lim
M→∞

1
M

M∑
m=1

D((xn+rm − xn)∞
n=1) = 0, (5.31)

then (xn)∞
n=1 is a wm-sequence.

(iv) In (ii) and (iii) (xn)∞
n=1 need not be an mm-sequence. In fact, it is possible to have

(f(xn))∞
n=1 be a rigid sequence for all f ∈ C([0, 1]) satisfying

∫ 1
0 f(x)dx = 0.

5.2 Main Results

We begin with a useful lemma about positive definite sequences.

Lemma 5.2.1. Let µ be a positive measure on T.

(i) If µ is discrete then there exists an ergodic m.p.s. (X, B, µ, T ) that is isomorphic to
a rotation on a compact abelian group and a f ∈ L2(X, µ) for which µ̂(n) = ⟨Unf, f⟩
for all n ∈ N.

(ii) If µ is continuous then there exists a weakly mixing m.p.s. (X, B, µ, T ) and f ∈
L2(X, µ) for which µ̂(n) = ⟨Unf, f⟩ for all n ∈ N.

(iii) There exists an ergodic m.p.s. (X, B, µ, T ) and a f ∈ L2(X, µ) for which µ̂(n) =
⟨Unf, f⟩ for all n ∈ N.

Proof of (i). Let A ⊆ T denote the support of µd. Consider g = (aj)aj∈A ∈ TA, let X

denote the closure of {gn}n∈Z, let B denote the Borel σ-algebra restricted to X, and let ν

denote the normalized Haar measure on X. Let T : X → X be given by Tx = gx, and note
that (X, g) is a minimal group rotation, so (X, B, ν, T ) is an ergodic m.p.s. For aj ∈ A

we see that fj(x1, · · · , xj , · · · ) = e2πixj ∈ L2(X, ν) is an eigen function for the eigen value
e2πiaj . We now see that for f := ∑

aj∈A

√
µ({aj})fj and any n ∈ N we have

⟨Unf, f⟩ =
∫

X

∑
aj∈A

µ({aj})e2πi(xj+naj)e−2πixj dν(x) =
∑

aj∈A

e2πinaj µ({aj}) = µ̂(n) (5.32)
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Proof of (ii). This is a consequence of the Gaussian measure space construction as discussed
in Chapters 3.11 and 3.12 of [Gla03]. We refer the reader to Chapter 1.4 of [Jan97] to
see why the considerations of [Gla03] for real-valued Gaussian processes are also valid for
complex-valued Gaussian processes.

Proof of (iii). We remark that (iii) is not an immediate consequence of the Gaussian mea-
sure space construction since a Gaussian measure space is ergodic if and only if it is weakly
mixing, both of which occur if and only if the spectral measure is continuous. Let µ = µd+µc

where µd is a discrete measure and µc is a continuous measure. Using parts (i) and (ii),
for k ∈ {d, c} let (Xk, Bk, νk, Tk) be an ergodic m.p.s. and let fk ∈ L2(Xk, νk) be such
that µ̂k(n) = ⟨Un

k fk, fk⟩ for all n ∈ N. Since (Xc, Bc, νc, Tc) is aso weakly mixing, we see
that (Xd × Xc, Bd ⊗ Bc, νd × νc, Td × Tc) is an ergodic m.p.s. Consider f̃d(x, y) = fd(x)
and f̃c(x, y) = fc(y) and observe that f := f̃d + f̃c ∈ L2(Xd × Xc, νd × νc). Since µc is
continuous, we see that

∫
Xc

fcdµc = 0, hence

⟨(Ud ⊗ Uc)nf̃c, f̃d⟩ =
(∫

Xc

Un
c fcdµc

)(∫
Xd

fddµd

)
= 0, and (5.33)

⟨(Ud ⊗ Uc)nf̃d, f̃c⟩ =
(∫

Xd

Un
d fddµd

)(∫
Xc

fcdµc

)
= 0.

We now see that for all n ∈ N we have

⟨(Ud ⊗ Uc)nf, f⟩ = ⟨Un
d fd, fd⟩ + ⟨(Ud ⊗ Uc)nf̃d, f̃c⟩ (5.34)

= + ⟨(Ud ⊗ Uc)nf̃c, f̃d⟩ + ⟨Ud
c fc, fc⟩

= µ̂d(n) + µ̂c(n) = µ̂(n).

Theorem 5.2.2. For R ⊆ N the following are equivalent.

(i) R is a vdC set.

(ii) If (xn)∞
n=1 ⊆ [−1, 1] is such that

lim
N→∞

1
N

N∑
n=1

xn+hxn = 0 (5.35)

for all h ∈ R, then

lim
N→∞

1
N

N∑
n=1

xn = 0. (5.36)
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(iii) If (xn)∞
n=1 ⊆ [0, 1] is such that (xn+h − xn)∞

n=1 is uniformly symmetrically distributed
for all h ∈ R, then (xn)∞

n=1 is uniformly symmetrically distributed.

(iv) For any m.p.s (X, B, µ, T ) and any real-valued f ∈ L2(X, µ) satisfying ⟨Uh
T f, f⟩ = 0

for every h ∈ H, then
∫

X fdµ = 0.

(v) If µ is a probability measure on T for which µ = µ̃ and µ̂(h) = 0 for all h ∈ R, then
µ({0}) = 0.

(vi) If µ is a probability measure on T for which µ = µ̃ and µ̂(h) = 0 for all h ∈ R, then
µ is continuous.

(vii) For each ϵ > 0 there exists a trigonometric polynomial Pϵ : T → [−ϵ, ∞) of the form
Pϵ(x) = ∑N

n=1 an cos(2πinx) such that P̂ϵ(n) = 0 if n ∈ Z \ (D ∪ −D) and P (0) = 1.

(viii) For any sequence of unit vectors (xn)∞
n=1 ⊆ R2 satisfying

lim
N→∞

1
N

N∑
n=1

⟨xn+h, xn⟩ = 0, (5.37)

for every h ∈ R, we have

lim
N→∞

1
N

N∑
n=1

xn = 0. (5.38)

Proof. We begin by observing that µ = µ̃ if and only if µ̂(n) =
∫
T cos(2piinx)dx for all

n ∈ N. In light of this observation, the equivalence of (i), (v), and (vii) was shown by
Ruzsa in [Ruz84]. It is clear that (v)⇒(vi), so we will now show that (vi) implies item (vi)
of Theorem 5.1.2 in order to deduce that (vi)⇒(i). To this end, we observe that if µ is a
probability measure on T and we let ν = 1

2(µ+ µ̃), then ν is a probability measure for which
ν = ν̃. We see that µ is continuous if and only if ν is continuous, and that ν̂(n) = Re(µ̂(n))
for all n ∈ N, from which the desired result follows.

It is clear that (i)⇒(iv) and (i)⇒(ii) in light of Theorem 5.1.2, so we will now show
that (ii)⇒(v). Let µ be as in (v) and recall that µ̂(n) ∈ R for all n ∈ N. By Lemma 5.2.1
let (X, B, ν, T ) be an ergodic m.p.s. and f ∈ L2(X, ν) a real-valued function for which
⟨Unf, f⟩ = µ̂(n) for all n ∈ N. By Birkhoff’s ergodic theorem let X ′ ∈ B be such that
ν(X ′) = 1 and for every x ∈ X ′ we have

lim
N→∞

1
N

N∑
n=1

f(T n+kx)f(T nx) =
∫

X
Ukffdν = µ̂(k) (5.39)
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for all k ∈ N, and

lim
N→∞

1
N

N∑
n=1

f(T nx) =
∫

X
fdν. (5.40)

We see that for all h ∈ R and x ∈ X ′ we have

lim
N→∞

1
N

N∑
n=1

f(T n+hx)f(T nx) = µ̂(h) = 0, hence (5.41)

∫
X

fdν = lim
N→∞

1
N

N∑
n=1

f(T nx) = 0.

It now suffices to observe that

µ({0}) =
∫
T
1{0}dµ =

∫
T

lim
N→∞

1
N

N∑
n=1

e2πinxdµ = lim
N→∞

1
N

N∑
n=1

∫
T

e2πinxdµ (5.42)

= lim
N→∞

1
N

N∑
n=1

µ̂(n) = lim
N→∞

1
N

N∑
n=1

⟨Unf, f⟩ = ⟨ lim
N→∞

1
N

N∑
n=1

Unf, f⟩

= ⟨
∫

X
fdν, f⟩ = (

∫
X

fdν)2 = 0.

We will now show that (viii)⇒(iii). Let (xn)∞
n=1 be as in (iii) and let k ∈ N be arbitrary.

Let yn = (cos(2πikxn), sin(2πikxn)) for all n ∈ N and note that for each h ∈ R we have

lim
N→∞

1
N

N∑
n=1

⟨yn+h, yn⟩ (5.43)

= lim
N→∞

1
N

N∑
n=1

(
cos(2πikxn+h) cos(2πikxn) + sin(2πikxn+h) sin(2πikxn)

)

= lim
N→∞

1
N

N∑
n=1

cos(2πik(xn+h − xn)) = 0,

where the last equality follows from Theorem 4.2.8. We now see that

(0, 0) = lim
N→∞

1
N

N∑
n=1

yn = lim
N→∞

1
N

N∑
n=1

(cos(2πikxn), sin(2πikxn)),

so we have shown that (xn)∞
n=1 is actually uniformly distributed.

We will show that (iii)⇒(viii) by using ideas similar to those in [Ruz84]. Let S1 = {z ∈
C | |z| = 1}. Let us recall that R2 as a real-Hilbert space is isomorphic to C under the
inner product ⟨a, b⟩ = 1

2(ab + ab). Let (yn)∞
n=1 ⊆ S1 be a sequence for which
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lim
N→∞

1
N

N∑
n=1

1
2(yn+hyn + yn+hyn) = 0, (5.44)

for every h ∈ R. Furthermore, we see that by replacing (yn)∞
n=1 with (cyn)∞

n=1 for some
c ∈ C, we may assume without loss of generality that

lim sup
N→∞

1
N

|
N∑

n=1
yn| = lim sup

N→∞

1
N

|
N∑

n=1
Re(yn)|. (5.45)

Let e : T → S1 be the map given by e(x) = exp(2πix). Since we will mostly be using
exponential funtions in this proof, we remind the reader that e(x) + e(−x) = cos(2πix).
Let (ξn)∞

n=1 be a sequence of independent random variables from T to T, with e(ξn) having
density function 1 + 1

2(yne(x) + yne(x)). We see that for any n ∈ N, we have that

∫
T

e(ξn(x))dx =
∫
T
(1 + 1

2(yne(x) + yne(x)))e(x)dx = yn

2 . (5.46)

We also see that for any n ∈ N, and j ∈ Z \ {−1, 0, 1}, we have that

∫
T

e(jξn(x)) =
∫
T
(1 + 1

2(yne(x) + yne(x)))e(x)jdx = 0. (5.47)

We now see from the strong law of large numbers, that for some B ⊆ T of full Lebesgue
measure, and every x ∈ B, we have that

N∑
n=1

e(ξn(x)) = 1
2

N∑
n=1

yn + o(N), hence (5.48)

lim
N→∞

1
N

|
N∑

n=1

1
2(e(ξn(x)) + e(−ξn(x)))| = 1

2 lim
N→∞

1
N

|
N∑

n=1

1
2(yn + yn)|

Furthermore, we see that for h ∈ H and j ∈ N, we have that

∫
T

N∑
n=1

(e(jξn+h(x) − jξn(x)) + e(−jξn+h(x) + jξn(x)))dx (5.49)

=
N∑

n=1

(
(
∫
T

e(jξn+h(x))dx)(
∫
T

e(−jξn(x))dx) + (
∫
T

e(−jξn+h(x))dx)(
∫
T

e(jξn(x))dx)
)

=


1
4
∑N

n=1(yn+hyn + yn+hyn) if j = 1

0 if j > 1
= o(N).
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For each j, n ∈ N and h ∈ H, let Yn,h,j(x) = e(jξn+h(x)− jξn(x))+e(−jξn+h(x)j + jξn(x)),
and note that Var(Yj,n,h) ≤ 4. We see that Yj,n,h and Yj,m,h are independent whenever
|m − n| > h, so let AN = {(n, m) ∈ [1, N ]2 | |m − n| > h}, and note that |AN | ≥
N(N − 2h − 1). We now see that for any N ∈ N, we have that

∫
T

|
N∑

n=1
(Yj,n,h(x) −

∫
T

Yj,n,h(y)dy)|2dx (5.50)

=
∑

1≤n,m≤N

∫
T
(Yj,n,h(x) −

∫
T

Yj,n,h(y)dy)(Yj,m,h(x) −
∫
T

Yj,m,h(y)dy)dx

≤

∣∣∣∣∣∣
∑

(n,m)∈AN

(∫
T
(Yj,n,h(x) −

∫
T

Yj,n,h(y)dy)dx

)(∫
T
(Yj,m,h(x) −

∫
T

Yj,m,h(y)dy)dx

)∣∣∣∣∣∣
+

∑
(n,m)∈Ac

N

4

≤4(2h + 1)N.

We now see from a standard Borel-Cantelli argument that for Lebesgue-a.e. x ∈ T we have

lim
N→∞

1
N

N∑
n=1

Yj,n,h(x) = lim
N→∞

1
N

N∑
n=1

∫
T

Yj,n,h(y)dy = 0, (5.51)

for every j, n ∈ N and h ∈ H. We now see that for some A ∈ T of full Lebesgue measure,
the sequence (ξn+h(x) − ξn(x))∞

n=1 is uniformly symmetrically distributed for every h ∈ H,
so (ξn(x))∞

n=1 is also uniformly symmetrically distributed for x ∈ A. Letting x ∈ A ∩ B be
arbitrary, we now see that

lim
N→∞

| 1
N

N∑
n=1

yn| = lim
N→∞

| 1
N

N∑
n=1

Re(yn)| = lim
N→∞

| 1
N

N∑
n=1

1
2(yn + yn)| (5.52)

= lim
N→∞

1
N

|
N∑

n=1
(e(ξn(x)) + e(−ξn(x)))| = 0.

Lastly, we will show that (viii)⇒(i) by showing that (viii) implies item (ii) of Theorem
5.1.2. Let (xn)∞

n=1 be as in item (ii) of Theorem 5.1.2. We may view (xn)∞
n=1 as a sequence

of unit vectors in R2 by identifying a + bi with (a, b) and by observing that ⟨x, y⟩R2 =
1
2(xy + xy) = Re(xy). It now suffices to observe that for all h ∈ R we have

lim
N→∞

1
N

N∑
n=1

⟨xn+h, xn⟩R2 = Re( lim
N→∞

1
N

N∑
n=1

xn+hxn) = 0. (5.53)
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In order to show that every nice vdC set is also a set of nice recurrence, we first need
to recall a classical result of Weyl ([Wey14], [Wey16]).

Theorem 5.2.3 (Theorem 1.4.1 in [KN74]). If (an)∞
n=1 is a sequence of distinct integers,

then (anx)∞
n=1 is uniformly distributed in T for a.e. x ∈ T.

Theorem 5.2.4. Every nice vdC set is a set of nice recurrence.

Proof. We will prove the contrapositive. Let S ⊆ N be a set that is not a set of nice
recurrence. Choose a m.p.s. (X, B, µ, T ) and some B ∈ B for which

S := sup
s∈S

µ(B ∩ T −sB) < µ(B)2. (5.54)

We will now use a standard argument to go from the setting of measure preserving systems
to the setting of subsets of N with positive natural density. Let x ∈ X be such that Birkhoff’s
Ergodic Theorem holds for all f ∈ {1B∩T −nB}n≥0 when evaluated along the orbit of x and
let A := {n ∈ N | T nx ∈ B}. We see that

d(A) = lim
N→∞

1
N

N∑
n=1

1B(T nx) = µ(B), and (5.55)

d(A ∩ (A − m)) = lim
N→∞

1
N

N∑
n=1

1B(T nx)1B(T n+mx)

d(A ∩ (A − m)) = lim
N→∞

1
N

N∑
n=1

1B∩T −mB(T nx) = µ(B ∩ T −mB) for all m ∈ N.

By Theorem 5.2.3, there exists α ∈ [0, 1] such that (n2α)n∈Ac , (−n2α)n∈Ac∩(A−s), ((n +
s)2α)n∈A∩(Ac−s), ((2ns+s2)α)n∈Ac∩(Ac−s) are all uniformly distributed in T, for every s ∈ S,
whenever they are infinite sequences. Let us now consider the sequence (xn)∞

n=1 ⊆ T given
below.

xn =

0 if n ∈ A

n2α if n ∈ Ac
(5.56)

We now see that for any s ∈ S we have that

xn+s − xn =



0 if n ∈ A ∩ (A − s)

−n2α if n ∈ (A − s) ∩ Ac

(n + s)2α if n ∈ A ∩ (Ac − s)

(2ns + s2)α if n ∈ Ac ∩ (Ac − s)

. (5.57)
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Let k ∈ N be arbitrary, and let yn = exp(2πikxn) for all n ∈ N. We use the fact that (xn+s−
xn)n∈(A−s)∩Ac , (xn+s − xn)n∈A∩(Ac−s), (xn+s − xn)n∈Ac∩(Ac−s) are all uniformly distributed
if they are infinite sequences to obtain equation (5.59) in the calculations below.

lim
N→∞

| 1
N

N∑
n=1

yn+syn| (5.58)

= lim
N→∞

1
N

∣∣∣ ∑
n∈A∩(A−s)∩[1,N ]

yn+syn +
∑

n∈(A−s)∩Ac∩[1,N ]
yn+syn

| lim
N→∞

1
N

(
+

∑
n∈A∩(Ac−s)∩[1,N ]

yn+syn +
∑

n∈Ac∩(Ac−s)∩[1,N ]
yn+syn

∣∣∣
≤ lim

N→∞

∣∣∣ 1
N

∑
n∈A∩(A−s)∩[1,N ]

exp(2πik(xn+s − xn))
∣∣∣

+ lim
N→∞

∣∣∣ 1
N

∑
n∈(A−s)∩Ac∩[1,N ]

exp(2πik(xn+s − xn))
∣∣∣

+ lim
N→∞

∣∣∣ 1
N

∑
n∈A∩(Ac−s)∩[1,N ]

exp(2πik(xn+s − xn))
∣∣∣

+ lim
N→∞

∣∣∣ 1
N

∑
n∈Ac∩(Ac−s)∩[1,N ]

exp(2πik(xn+s − xn))
∣∣∣

= lim
N→∞

∣∣∣ 1
N

∑
n∈A∩(A−s)

1
∣∣∣ = d(A ∩ (A − s)) ≤ S. (5.59)

Since (xn)n∈Ac is uniformly distributed in T we see that

lim sup
s→∞

s∈S

lim
N→∞

∣∣∣ 1
N

N∑
n=1

yn+syn

∣∣∣ ≤ S < d(A)2 (5.60)

=
(

lim
N→∞

1
N

∑
n∈A∩[1,N ]

1
)2

=
∣∣∣ lim

N→∞

1
N

∑
n∈A∩[1,N ]

yn + lim
N→∞

1
N

∑
n∈Ac∩[1,N ]

yn

∣∣∣2

= lim
N→∞

∣∣∣ 1
N

N∑
n=1

yn

∣∣∣2,

so S is not a nice vdC set.

Theorem 5.2.5. For R ⊆ N the following are equivalent.

(i) R is a nice FC+ set.

(ii) R is a nice vdC set.

(iii) For every Hilbert space H, every unitary operator U : H → H, and every f ∈ H, we
have
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sup
r∈R

|⟨U rf, f⟩| ≥ ||Pf ||2, (5.61)

where P is the projection onto the subspace of U -invariant elements.

(iv) For any positive measure µ on T we have

sup
r∈R

|µ̂(r)|2 ≥
∑
t∈A

µ({t})2, (5.62)

where A ⊆ T is the set of atoms of µ.

(v) For every Hilbert space H, every unitary operator U : H → H, and every f ∈ H, we
have

sup
r∈R

|⟨U rf, f⟩| ≥ ||Pcf ||2, (5.63)

where H = Hc ⊕ Hwm is the Jacobs-de Leeuw-Glicksberg decomposition (cf. Theorem
2.3.5) and Pc is the orthogonal projection of H onto Hc.

Proof. In [BL08] it is shown that (i)⇒(ii), so let us now show that (ii)⇒(iii). By the
spectral theorem (Theorem B.4 in [EW11]) let µ be a positive measure on T for which
µ̂(n) = ⟨Unf, f⟩ for all n ∈ N and µ({0}) = ||Pf ||2 where P is the orthogonal projection
onto the space of U invariant vectors. By Lemma 5.2.1 there exists an ergodic m.p.s.
(X, B, ν, T ) and (by abuse of notation) f ∈ L2(X, ν) for which ⟨Unf, f⟩ = µ̂(n) for all
n ∈ N and µ({0}) = ||Pf ||2 = (

∫
X fdν)2. By Birkoff’s ergodic theorem we see that for a.e.

x ∈ T we have

⟨Uhf, f⟩ =
∫
T

Uhffdµ = lim
N→∞

1
N

N∑
n=1

f(T n+hx)f(T nx) for all h ∈ N, and (5.64)

∫
T

fdν = lim
N→∞

1
N

N∑
n=1

f(T nx),

from which the desired result is immediate.
It is clear that (iv)⇒(i), so we will now show that (i)⇒(iv). Let µ be a positive measure

on T, let A ⊆ T denote the set of atoms of µ, and let ν = µ ∗ µ̃. We see that

ν({0}) =
∑

t1+t2=0
µ({t1})µ̃({t2}) =

∑
t∈A

µ({t})µ(−{−t}) =
∑
t∈A

µ({t})2, and (5.65)

ν̂(n) = µ̂(n)ˆ̃µ(n) = |µ̂(n)|2 for all n ∈ N.
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Since R is a nice FC+ set we see that

sup
r∈R

|µ̂(r)|2 = sup
r∈R

|ν̂(r)| ≥ ν({0}) =
∑
t∈A

µ({t})2. (5.66)

The fact that (iii)⇒(i) is an immediate consequence of Lemma 6 of [NRS12]. It is
clear that (v)⇒(iii), so we will now show that (i)⇒(v). By the spectral theorem (Theorem
B.4 in [EW11]) let µ be a positive measure on T for which there exists an isomorphism
S : L2([0, 1], µ) ⇒ H satisfying S(e2πinx) = Unf for all n ∈ Z. Let A ⊆ [0, 1] denote the
set of atoms of µ, and for each t ∈ [0, 1] let Pt denote the orthogonal projection of H onto
the space of eigenfunctions with eigenvalue e2πit. We observe that ||Ptf ||2 = µ({t}) for all
t ∈ [0, 1]. It now suffices to observe that

sup
r∈R

⟨U rf, f⟩| = sup
r∈R

∫ 1

0
e2πirxdµ(x) = sup

r∈R
µ̂(r) ≥

√∑
t∈A

µ({t})2 =
√∑

t∈A

||Ptf ||4 (5.67)

≥
∑
t∈A

||Ptf ||2 = ||Pcf ||2.

Theorem 5.2.6. Let R ⊆ N, H be a Hilbert space, and (yn)∞
n=1 ∈ SA(H).

(i) If R is a vdC set and

lim
N→∞

1
N

N∑
n=1

⟨yn+r, yn⟩ = 0 (5.68)

for all r ∈ R, then (yn)∞
n=1 is a nearly weakly mixing sequence.

(ii) If R is an enhanced vdC set and

lim
r→∞

r∈R

lim sup
N→∞

∣∣∣∣∣ 1
N

N∑
n=1

⟨yn+r, yn⟩
∣∣∣∣∣ = 0, (5.69)

then (yn)∞
n=1 is a nearly weakly mixing sequence.

(iii) If R = (rn)∞
n=1 is a density vdC set and

lim
M→∞

1
M

M∑
m=1

lim sup
N→∞

∣∣∣∣∣ 1
N

N∑
n=1

⟨yn+rm , yn⟩
∣∣∣∣∣ = 0, (5.70)

then (yn)∞
n=1 is a nearly weakly mixing sequence.
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(iv) In (ii) and (iii) is is possible for (yn)∞
n=1 to be a rigid sequence. In particular, (yn)∞

n=1
need not be a nearly mildly mixing sequence.

Proof. We will first prove items (i)-(iii). Let (Nq)∞
q=1 be any sequence for which

γ(h) := lim
q→∞

1
Nq

Nq∑
n=1

⟨yn+h, yn⟩ (5.71)

exists for all h ∈ N. Since (γ(h))∞
h=1 is a positive definite sequence, by Bochner’s Theorem

let µ be a positive measure on T for which µ̂(h) = γ(h) for all h ∈ N. In each of (i)-(iii) we
conclude that µ is a continuous measure by using Theorem 5.1.2(vi) for part (i), Theorem
5.2.7(i) for (ii), and Theorem 5.2.7(ii) for (iii). Since µ is continuous we may use Wiener’s
Theorem to see that

0 = lim
H→∞

1
H

H∑
h=1

|µ̂(h)|2 ≥
(

lim
H→∞

1
H

H∑
h=1

|µ̂(h)|
)2

(5.72)

= lim
H→∞

1
H

∣∣∣∣∣∣ lim
q→∞

1
Nq

Nq∑
n=1

⟨yn+h, yn⟩

∣∣∣∣∣∣,
so Theorem 2.2.10 tells us that (yn)∞

n=1 i a nearly weakly mixing sequence.
While we can give a direct proof of (iv), it would be much more cumbersome than a

direct proof of Theorem 5.1.10(iv) (Theorem 5.2.9(iv)) which we do provide. Consequently,
we will deduce part (iv) from Theorem 5.1.10(iv). To this end, it suffices to observe that if
((yn)∞

n=1, (yn)∞
n=1, (Nq)∞

q=1) is a permissible triple, H = H ((yn)∞
n=1, (yn)∞

n=1, (Nq)∞
q=1), and

S : H → H is the unitary operator induced by the left shift, then (yn)∞
n=1 is a mildly

mixing (rigid) element of (H , S) for all (Nq)∞
q=1 ⊆ N if and only if (yn)∞

n=1 is a nearly mildly
mixing (rigid) sequence.

Before proving our next main theorem, we require the following preliminary results.

Theorem 5.2.7 (cf. Theorems 2.1 and 3.6 in [BL08]). Let R ⊆ N.

(i) R is an enhanced vdC set if and only if it is a FC+ set.

(ii) R is a density vdC set if and only if it is a density FC+ set.

Lemma 5.2.8. Let R ⊆ N.

(i) If d(R) = 1 then R is a density vdC set.

(ii) If for each D ∈ N there exists r1 < r2 < · · · < rD ∈ N for which rn − rm ∈ R for all
1 ≤ m < n ≤ D, then R is a nice vdC set.
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Proof of (i). Due to Theorem 5.2.7(ii) it suffices to show that R is a density FC+ set. For
t ∈ T let µt be the measure given by µt(E) = µ(E + t) and recall that µ̂t(n) = e−2πintµ̂(n).
It now suffices to observe that for R = (rm)∞

m=1 with d(R) = 1 and t ∈ T we have

lim
M→∞

1
M

M∑
m=1

|µ̂t(rm)| = lim
N→∞

1
N

N∑
n=1

|µ̂t(n)| ≥ lim
N→∞

∣∣∣ 1
N

N∑
n=1

µ̂t(n)
∣∣∣ (5.73)

= lim
N→∞

∣∣∣ 1
N

N∑
n=1

∫
T

e−2πinxdµt(x)
∣∣∣ =

∣∣∣ ∫
T

lim
N→∞

1
N

N∑
n=1

e−2πinxdµt(x)
∣∣∣

=
∣∣∣ ∫

T
1{0}(x)dµt(x)

∣∣∣ = µt({0}) = µ({t}).

Proof of (ii). We remark that our proof is very similar to the classical proof of Theorem
2.1.2(i). Let (un)∞

n=1 be a sequence of complex numbers of norm 1, and let ϵ > 0 be
arbitrary. Let D ∈ N be such that 1

D−1 < ϵ, and let r1 < r2 < · · · < rD ∈ N be such that
rn − rm ∈ R for all 1 ≤ m < n ≤ D. We now see that

lim sup
N→∞

| 1
N

N∑
n=1

un|2 = lim sup
N→∞

| 1
D

D∑
d=1

1
N

N∑
n=1

un+rd
|2 (5.74)

≤ lim sup
N→∞

1
N

N∑
n=1

| 1
D

D∑
d=1

un+rd
|2 = lim sup

N→∞

1
ND2

N∑
n=1

∑
1≤d1,d2≤D

un+rd1
un+rd2

≤ 1
D

+
∑

1≤d1,d2≤D
d1 ̸=d2

lim sup
N→∞

| 1
N

N∑
n=1

un+rd1
un+rd2

|.

Letting

M = max
1≤d1,d2≤D

d1 ̸=d2

lim sup
N→∞

| 1
N

N∑
n=1

un+rd1
un+rd2

| (5.75)

= max
1≤d1,d2≤D

d1 ̸=d2

lim sup
N→∞

| 1
N

N∑
n=1

un+rd1 −rd2
un|,

we conclude from (5.74) that

lim sup
N→∞

| 1
N

N∑
n=1

un|2 ≤ 1
D

+ M
D − 1

D
, hence (5.76)

M ≥ D

D − 1 lim sup
N→∞

| 1
N

N∑
n=1

un|2 − 1
D − 1 ≥ lim sup

N→∞
| 1
N

N∑
n=1

un|2 − ϵ.
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Theorem 5.2.9. Let R ⊆ N, H be a Hilbert space, U : H → H a unitary operator, and let
x ∈ H. Let H = Hc ⊕ Hwm be the Jacobs-de Leeuw-Glicksberg Decomposition and let P be
the orthogonal projection of H onto Hc.

(i) If R is a vdC set and ⟨U rx, x⟩ = 0 for all x ∈ R, then Px = 0.

(ii) If R is an enhanced vdC set and

lim
r→∞

r∈R

⟨U rx, x⟩ = 0, (5.77)

then Px = 0.

(iii) If R = (rn)∞
n=1 is a density vdC set and

lim
M→∞

1
M

M∑
m=1

⟨U rmx, x⟩ = 0, (5.78)

then Px = 0.

Proof. We will first prove items (i)-(iii). Since (⟨U−hx, x⟩)∞
h=1 is a positive definite sequence,

by Bochner’s Theorem let µ be a positive measure on T for which µ̂(h) = ⟨U−hx, x⟩ for all
h ∈ N. In each of (i)-(iii) we conclude that µ is a continuous measure by using Theorem
5.1.2(vi) for part (i), Theorem 5.2.7(i) for (ii), and Theorem 5.2.7(ii) for (iii). Since µ is
continuous we may use Wiener’s Theorem to see that

0 = lim
H→∞

1
H

H∑
h=1

|µ̂(h)|2 ≥
(

lim
H→∞

1
H

H∑
h=1

|µ̂(h)|
)2

= lim
H→∞

∣∣∣∣∣ 1
H

H∑
h=1

⟨U−hx, x⟩
∣∣∣∣∣
2

, (5.79)

so x ∈ Hwm.
We can now prove item (iv). Let X := (X, B, µ, T ) be any weakly mixing m.p.s. that

is not mildly mixing and let f ∈ L2(X, µ) be any rigid function satisfying
∫

X fdµ = 0.
The assumption that f is rigid is only for the sake of concreteness since our argument can
be applied to any weakly mixing element of (L2(X, µ), UT ). Since X is weakly mixing, we
see that the equation in item (iii) is satisfied when R = N, and N is a density vdC set by
Lemma 5.2.8(i), so it only remains to verify that item (iv) holds for (ii). Since X is weak
mixing, we see that for each k ∈ N the sets
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Rk := {n ∈ N | |⟨Unf, f⟩| <
1
k

} (5.80)

satisfy d(Rm) = 1. We will now inductively construct a sequence (nk)∞
k=1 for which nk1 −

nk2 ∈ Bc for all k1 > k2. For the base case let n1 ∈ R1 be arbitrary. For the inductive step,
assume that n1, · · · , nk have been chosen, and note that d(Rk + nj) = 1 for all 1 ≤ j ≤ k,
so for

Bk := Rk ∩
k⋂

j=1
(Rk + nj)), (5.81)

we have d(Bk) = 1. Since Bk ̸= ∅, let nk+1 ∈ Bk be arbitrary, and note that for any
1 ≤ j ≤ k we have nk+1 − nj ∈ Rk. We see that R = {nk1 − nk2 | k1 > k2 ≥ 1} is a nice
vdC set by Lemma 5.2.8(ii). We recall that every nice vdC set is also an enhanced vdC
set. It now suffices to observe that for k1 > k2 ≥ 1 we have |⟨Unk1 −nk2 f, f⟩| < 1

k1−1 , so the
equation in item (ii) is satisfied for the R that we have constructed.

Theorem 5.2.10. Let R ⊆ N, (xn)∞
n=1 ⊆ [0, 1], and let D be the measure of discrepancy

discussed in Definition 2.4.3.

(i) If R is a vdC set and (xn+r − xn)∞
n=1 is uniformly distributed for all r ∈ R, then

(xn)∞
n=1 is a wm-sequence.

(ii) If R is an enhanced vdC set and

lim
r→∞

r∈R

D((xn+r − xn)∞
n=1) = 0, (5.82)

then (xn)∞
n=1 is a wm-sequence.

(iii) If R = (rn)∞
n=1 is a density vdC set and

lim
M→∞

1
M

M∑
m=1

D((xn+rm − xn)∞
n=1) = 0, (5.83)

then (xn)∞
n=1 is a wm-sequence.

(iv) In (ii) and (iii) (xn)∞
n=1 need not be an mm-sequence. In fact, it is possible to have

(f(xn))∞
n=1 be a rigid sequence for all f ∈ C([0, 1]) satisfying

∫ 1
0 f(x)dx = 0.
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Proof of (i). For each k ∈ N and r ∈ R, we see that

0 = lim
N→∞

1
N

N∑
n=1

e2πik(xn+r−xn) = lim
N→∞

1
N

N∑
n=1

e2πikxn+r e2πikxn , (5.84)

so by Theorem 5.2.6(i) we see that (e2πikxn)∞
n=1 is a nearly weakly mixing sequence. Since

k ∈ N was arbitrary, we see that (xn)∞
n=1 is a wm-sequence.

Proof of (ii) and (iii). Let ϵ > 0 be arbitrary and let γr = D((xn+r − xn)∞
n=1). We argue

as we did in the proof of (iv)⇒(i) in Theorem 2.4.17 to see that for all k ∈ N and r ∈ R we
have

lim sup
N→∞

1
N

N∑
n=1

e2πik(xn+r−xn) ≤ ϵ + c(k, ϵ)γr. (5.85)

Depending on whether we are proving (ii) or (iii), we see that

lim
r→∞

r∈R

lim sup
N→∞

∣∣∣∣∣ 1
N

N∑
n=1

e2πikxn+r e2πikxn

∣∣∣∣∣ ≤ ϵ, or

(5.86)

lim
M→∞

1
M

M∑
m=1

lim sup
N→∞

∣∣∣∣∣ 1
N

N∑
n=1

e2πikxn+rm e2πikxn

∣∣∣∣∣ ≤ ϵ.

Since ϵ > 0 is arbitrary, we may apply Theorem 5.2.6(ii)-(iii) to see that (e2πikxn)∞
n=1 is

a nearly weakly mixing sequence. Since k ∈ N was arbitrary, we see that (xn)∞
n=1 is a

wm-sequence.

We suspect that in items (ii) and (iii) of Theorem 5.2.10 that the sequence (xn)∞
n=1

need not be a mm-sequence, and may in fact be such that (f(xn))∞
n=1 is a rigid sequence for

any f ∈ C([0, 1]) satisfying
∫ 1

0 f(x)dx = 0. We would like to show this by taking a weakly
mixing m.p.s. (X, B, µ, T ) that also has a nontrivial rigid factor, and setting xn = T nx for
some generic x ∈ X. The reason that we are currently unable to make use of these ideas is
due to technicalities that are hinted at by Question 3.4.5.
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CHAPTER 6

ON THE PARTITION REGULARITY OF ax + by = cwmzn

This chapter is the result of a collaboration with Richard Magner during the last year
of his Ph.D. at Boston University. I had obtained many of the results in sections 3, 5,
8, and 9 on my own, but the results of section 4 that I knew I needed were out of my
reach. Consequently, I contacted Richard for help since he is a specialist in the area. Our
discussions also gave rise to sections 6, 7, and some improvements to section 8. At the
time of the writing of this thesis this chapter has been submitted for publication. We ask
the reader who wishes to cite results from this chapter of the thesis to cite them from the
published version so that Richard Magner may also receive credit for his contributions.

6.1 Introduction

We say that an equation is partition regular over S if for any finite partition S = ⋃r
i=1 Ci,

there exists some Ci containing a solution to the equation. One of the first results about
partition regular diophantine equations is the celebrated theorem of Schur ([Sch16]), which
established the partition regularity of x + y = z over N. Schur’s student Rado ([Rad33])
classified which finite systems of linear homogeneous equations are partition regular over
N. Since it is not known whether or not the equation x2 + y2 = z2 is partition regular over
N, we are still far from achieving a classification for which systems of polynomial equations
are partition regular. One of the first results in this direction is a theorem of Bergelson
([Ber96], page 53), which shows that the equation x − y = p(z) is partition regular over N
for any polynomial p(x) ∈ Z[x] which satisfies p(0) = 0. While the result of Bergelson shows
that the equation x − y = z2 is partition regular over N, Csikvári, Gyarmati and Sárkozy
([CGS12]) showed that the equation x + y = z2 is not partition regular over N, and asked
whether the equation x+y = wz is partition regular over N. Their question was answered in
the positive, independently by Bergelson ([Ber10], Section 6) and Hindman ([Hin11]). Both
proofs make use of ultrafilters and the algebra of the Stone-Čech compactifation. More
examples of partition regular polynomial equations can be found in [DNLB18]. Results
regarding necessary conditions for a polynomial equation to be partition regular over N can
be found in [BLM21] and [DNLB18].
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The polynomial equations mentioned so far have a simple form, but the proofs of their
partition regularity properties are quite specific to these cases. Since there is currently no
unified theory for the partition regularity of polynomial equations, any class of equations
whose partition regularity is known may provide insight towards such a theory. In this
paper, we give a partial classification of the partition regularity of equations of the form
ax + by = cwmzn, where a, b, c ∈ Z \ {0} and m, n ∈ N are parameters, and x, y, z, w are
variables. Theorem 6.1.1 is the main result of this paper. Before stating Theorem 6.1.1, we
note that we remove 0 when considering partition regularity over a ring R in order to avoid
trivial solutions. We also recall that any equation which is partition regular over a set S1

(such as N) is also partition regular over any set S2 that contains S1 (such as Z \ {0}), but
the converse is not true in general.

Theorem 6.1.1. Fix a, b, c ∈ Z \ {0} and m, n ∈ N.

(i) Suppose that m, n ≥ 2.

(a) If a + b ̸= 0, then the equation

ax + by = cwmzn (6.1)

is not partition regular over Z \ {0}.

(b) If a + b = 0, then equation (6.1) is partition regular over N.

(ii) If one of a
c , b

c , or a+b
c is an nth power in Q, then the equation

ax + by = cwzn (6.2)

is partition regular over Z \ {0}. If one of a
c , b

c , or a+b
c is an nth power in Q≥0, then

equation (6.2) is partition regular over N.

(iii) Assume that equation (6.2) is partition regular over Q \ {0}.1

(a) If n is odd, then one of a
c , b

c , or a+b
c is an nth power in Q.

(b) If n ̸= 4, 8 is even, then one of a
c , b

c , or a+b
c is an n

2 th power in Q.

(c) If n is even, then either one of a
c , b

c , or a+b
c is a square in Q, or (a

c )( b
c)(a+b

c ) is
a square in Q.

1To give a converse to part (ii) of Theorem 6.1.1 we would assume that equation (6.2) is partition regular
over N or Z \ {0}. The assumption that equation (6.2) is partition regular over Q \ {0} is weaker than either
of the previous assumptions since N ⊆ Z \ {0} ⊆ Q \ {0}.
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To prove item (i)(a) we use one of the Rado conditions for polynomial equations that is
proven in [BLM21], and we will show that item (i)(b) is an easy consequence of the partition
regularity of the equation x − y = zn. To prove item (ii) we use ultrafilters similar to those
that were used in [Ber10] and [Hin11]. To prove item (iii) we use the classic partitions that
were used by Rado in [Rad33] when determining necessary conditions for a finite system of
linear homogeneous equations to be partition regular. In order to demonstrate that these
classic partitions yield our desired results, we are required to prove Theorem 6.1.2, which
is a partial generalization of the criteria of Grunwald and Wang for when α ∈ Z is an nth
power modulo every prime p ∈ N ([Gru33],[Wan48],[Wan50]). In order to state Theorem
6.1.2 we define the following notation. If p ∈ N is a prime and r, s ∈ Z are such that p ∤ s,
then r

s ≡ rs−1 (mod p).

Theorem 6.1.2 (cf. Corollary 6.4.2). Let α, β, γ ∈ Q \ {0}.

(i) Suppose n is odd and α, β, γ are not nth powers; or

(ii) Suppose n is even, α, β, γ are not n
2 th powers, and α is not an n

4 th power if 4 | n.

Then there exists infinitely many primes p ∈ N modulo which none of α, β, γ are nth powers.

We remark that we will apply Theorem 6.1.2 to α = a
c , β = b

c , and γ = a+b
c . Since

α = β + γ, the condition that at least one of α, β, and γ not be an n
4 th power if 4 | n is

automatic by Fermat’s Last Theorem when n > 8. We would also like to apologize to the
reader for using p to denote ultrafilters, generic polynomials, and primes in N. Thankfully,
we do not have any proofs or statements that simultaneously make use of an ultrafilter, a
generic polynomial, and/or a prime, so the meaning of p will be clear from the context.

The structure of the paper is as follows. In Section 6.2 we provide a statement of Rado’s
Theorem and briefly review some facts about the usage of ultrafilters in Ramsey Theory.
A major goal of this section is to quickly familiarize the reader who is inexperienced with
Ramsey Theory with enough basic knowledge of ultrafilters that they will be able to use
as a blackbox the special kinds of ultrafilters introduced in Theorems 6.2.8 and 6.6.1. In
Section 6.3 we prove items (i)(b), (ii), and (iii)(a-b) of Theorem 6.1.1 as Corollary 6.3.2,
Theorem 6.3.5 and Corollary 6.3.10 respectively.

The main result of Section 6.4 is Theorem 6.1.2. Since our proof of Theorem 6.1.2
already requires us to work in finite extensions of Q, we also prove a similar result as
Lemma 6.4.7 in the more general setting of rings of integers of number fields. We then
prove item (iii)(c) of Theorem 6.1.1 as Corollary 6.4.9, and we conclude the section with
Lemma 6.4.10 which is an analogue of Theorem 6.1.2 for 2 variables.

In Section 6.5 we prove item (i)(a) of Theorem 6.1.1 as Theorem 6.5.1. We also deter-
mine the partition regularity of some equations of the form ax + by = cwzn which are not
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already addressed by Theorem 6.1.1 through the use of Lemma 6.5.14. In Section 6.6 we
investigate the partition regularity of ax + by = cwzn over general integral domains R and
attain results analogous to Theorem 6.1.1 while using methods very similar to those used
in Section 6.3. In Section 6.7 we investigate the partition regularity of systems of equations
of the form aixi + biyi = ciwiz

n
i , 1 ≤ i ≤ k over integral domains R and attain results that

support Conjecture 6.1.3.

Conjecture 6.1.3 (cf. Conjecture 6.8.6). Let a1, · · · , ak, b1, · · · , bk, c1, · · · , ck ∈ Z \ {0}
and n ∈ N. The system of equations

a1x1 + b1y1 = c1w1zn
1

a2x2 + b2y2 = c2w2zn
2

...
akxk + bkyk = ckwkzn

k

(6.3)

is partition regular over Z \ {0} if and only if

I :=
k⋂

i=1

{
ai

ci
,
bi

ci
,
ai + bi

ci

}
(6.4)

contains an nth power in Q.

In Section 6.8 we state some conjectures and examine some equations and systems of
equations whose partition regularity remains unknown. We also elaborate on the distinction
between partition regularity of a polynomial equation over N instead of Z\{0} by considering
some illustrative examples of polynomial equations over Z[

√
2].

The main purposes of Section 6.9 is to give a thorough proof of the existence of the
ultrafilters in Theorems 6.2.8 and 6.6.1 as Theorem 6.9.12 and 6.9.18 respectively. To this
end, we begin the section with a detailed introduction to the theory of ultrafilters and its
applications to semigroup theory. While the ultrafilter that we use in Theorem 6.9.12 is
the same as the ultrafilter used in [Ber10] and [Hin11] (cf. Remark 6.9.13), an analogous
ultrafilter need not exist over a general integral domain R. Consequently, we prove Corollary
6.9.26 and Theorem 6.9.28 to obtain a characterization of the integral domains R which
possess an ultrafilters analogous to the one in Theorem 6.9.12.

6.2 Preliminaries

In this section we review some facts and useful tools in the study of partition regular
equations.
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Definition 6.2.1. Given a set S, a ring R, and functions f1, · · · , fk : Sn → R, the system
of equations

f1(x1, · · · , xn) = 0
f2(x1, · · · , cn) = 0

...
...

...
fk(x1, · · · , xn) = 0

(6.5)

is partition regular over S if for any finite partition S = ⋃r
i=1 Ci, there exists 1 ≤ i0 ≤ r

and x1, · · · , xn ∈ Ci0 which satisfy (6.5). If the set S is understood from context, then we
simply say that the system of equations is partition regular.

Definition 6.2.2. Let R be an integral domain with field of fractions K. A matrix M ∈
Mm×n(R) satisfies the columns condition if there exists a partition C1, · · · , Ck of the
column indices such that for s⃗i = ∑

j∈Ci
c⃗j we have

(i) s⃗1 = (0, · · · , 0)T .

(ii) For all i ≥ 2, we have

s⃗i ∈ SpanK{c⃗j | j ∈ Cℓ, 1 ≤ ℓ < i}. (6.6)

The columns condition was used by Rado to classify when a finite system of homoge-
neous linear equations is partition regular.

Theorem 6.2.3 (Rado, [Rad33]). Given M ∈ Mm×n(Z), the system of equations

M(x1, · · · , xn)T = 0 (6.7)

is partition regular over N if and only if M satisfies the columns condition.

Corollary 6.2.4. For a1, · · · , as ∈ Z, the equation

a1x1 + · + asxs = 0 (6.8)

is partition regular over N if and only if there exists ∅ ≠ F ⊆ [1, S] for which ∑i∈F ai = 0.

Rado also characterized which finite, not necessarily homogeneous, linear systems of
equations are partition regular.
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Theorem 6.2.5 (Rado, [Rad33]). Given M ∈ Mm×n(Z) and (b1, · · · , bn) ∈ Zn, the equa-
tion

M(x1, · · · , xn)T = (b1, · · · , bn)T (6.9)

is partition regular over Z if and only if equation (6.9) admits an integral solution in which
x1 = x2 = · · · = xn.

We point out to the reader that in Theorem 6.2.5 it is possible to only obtain partition
regularity in a trivial sense. For example, since (x, y) = (0, 0) is the only solution the system
of equations

x − y = 0
x − 2y = 0

, (6.10)

we see that the system is not partition regular over Z\{0} even though it is partition regular
over Z. As we will see in Section 6.5, Corollary 6.2.4 and Theorem 6.2.5 can be used in
conjunction to determine whether or not a single linear equations is partition regular over
N or Z in a nontrivial fashion.

Theorem 6.2.6 (Bergelson, [Ber96], page 53). If p(x) ∈ Z[x] satisfies p(0) = 0, then the
equation x − y = p(z) is partition regular over N.

The theory of ultrafilters has been very useful in the study of Ramsey theory and
partition regular equations. We briefly recall some basic facts here and give a more detailed
introduction in Section 6.9.

Definition 6.2.7. Given a set S let P(S) be the power set of the S. p ⊆ P(S) is an
ultrafilter over S if it satisfies the following properties:

(i) ∅ /∈ p.

(ii) If A ∈ p and A ⊆ B then B ∈ p.

(iii) If A, B ∈ p then A ∩ B ∈ p.

(iv) For any A ⊆ N, either A ∈ p or Ac ∈ p.

βS denotes the space of all ultrafilters over S.

It is often useful to think about βS as the set of finitely additive {0, 1}-valued measures
on the set S. For now, we only require the following facts about ultrafilters. First, we see
that for any finite partition of S = ⋃r

i=1 Ci and any ultrafilter p, there exists 1 ≤ i0 ≤ r
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for which Ci ∈ p if and only if i = i0. In fact, for any A ∈ p and any finite partition
A = ⋃r

i=1 Ci, there exists 1 ≤ i0 ≤ r for which Ci ∈ p if and only if i = i0. Secondly, we
note that if p is an ultrafilter, A ∈ p and B /∈ p, then A \ B = A ∩ Bc ∈ p. Lastly, we
require the existence of a special kind of ultrafilter.

Theorem 6.2.8 (cf. Theorem 6.9.12). There exists an ultrafilter p ∈ βN with the following
properties:

(i) For any A ∈ p and ℓ ∈ N, there exists b, g ∈ A with {bgj}ℓ
j=0 ⊆ A.

(ii) For any A ∈ p and h, ℓ ∈ N, there exists a, d ∈ N for which {hd} ∪ {ha + id}ℓ
i=−ℓ ⊆ A.

(iii) For any s ∈ N, we have sN ∈ p.

The proof of Theorem 6.2.8 requires more technical knowledge about ultrafilters. Since
this technical knowledge is not needed in Sections 6.2-6.8, we defer the proof of Theorem
6.2.8 to Section 6.9.

6.3 On the Partition Regularity of ax + by = cwzn over N and Z \ {0}

The purpose of this section is to prove items (i)(b), (ii), (iii)(a), and (iii)(b) of Theorem
6.1.1. We begin by proving item (i)(b) of Theorem 6.1.1 since it is an easy consequence of
the knowledge from the existing literature.

Lemma 6.3.1. If a, s ∈ N and p(x) ∈ Z[x] satisfies p(0) = 0, then the equation

ax − ay = p(z) (6.11)

is partition regular over sN.

Proof. Given a partition sN = ⋃r
i=1 Ci, we let N = ⋃r

i=1(Ci ∩ asN)/as be a partition of N.
By Theorem 6.2.6, we see that there exists 1 ≤ i0 ≤ r and x, y, z ∈ (Ci0 ∩asN)/as for which

x − y = can−1snzn+1. (6.12)

The desired result in this case follows from the fact that asx, asy, asz ∈ Ci0 and

a(asx) − a(asy) = c(asz)n+1. (6.13)
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Corollary 6.3.2 (Item (i)(b) of Theorem 6.1.1). For any a, c ∈ Z \ {0} and m, n, s ∈ N
the equation

ax − ay = cwmzn (6.14)

is partition regular over sN.

Proof. A consequence of Lemma 6.3.1 is that the equation ax − ay = czm+n is partition
regular over sN, so the desired result follows from taking w = z.

We now provide a simple lemma that will not be used later on in the paper, but helps
provide some context for items (ii) and (iii) of Theorem 6.1.1.

Lemma 6.3.3. Given a, c ∈ Z \ {0} and n ∈ N, the equation

ax = cwzn (6.15)

is partition regular over Q \ {0} if and only if a
c is an nth power in Q.

A short proof of Lemma 6.3.3 can be obtained through the use of Theorem 3 of [LR20]
by viewing Q \ {0} as a Z-module. We choose to give a slightly longer proof since it
familiarizes the reader with techniques that will be used repeatedly throughout the rest of
the paper. We recall that for a prime p ∈ N, vp : Q \ {0} → Z is the p-adic valuation and
is given by vp( t

s) = k such that p does not divide the numerator or denominator of t
sp−k

after simplification.

Proof of Lemma 6.3.3. For the first direction, let us assume that a
c is not an nth power in

Q, and let p be a prime for which n ∤ vp(a
c ). Let Q \ {0} = ⋃n

i=1 Ci be the partition given
by

Ci = { t

s
∈ Q \ {0} | vp( t

s
) ≡ i (mod n)}. (6.16)

We see that if w, x, z ∈ Ci0 for some 1 ≤ i0 ≤ n, then

vp(ax) − vp(cwzn) ≡ vp(a

c
) + vp(x) − vp(w) − nvp(z) ≡ vp(a

c
) ̸≡ 0 (mod n), (6.17)

so we cannot have ax = cwzn.
For the next direction, let us assume that a

c = (u
v )n for some coprime u, v ∈ Z \ {0}.

Let p be an ultrafilter satisfying the conditions of Theorem 6.2.8 and let Z \ {0} = ⋃r
i=1 Ci
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be a partition. By condition (i) of Theorem 6.2.8, we see that for every A ∈ p, there exists
x, w, z ∈ A for which x = wzn. We observe that

vZ \ {0} =
r⋃

i=1

v

u
(Ci ∩ uZ \ {0}) (6.18)

is a partition, so we may assume without loss of generality that v
u(C1 ∩ uZ \ {0}) ∈ p. It

follows that there exists x, w, z ∈ C1 ∩ uZ \ {0} for which

(v

u
x) = (v

u
w)(v

u
z)n ⇒ x = (v

u
)nwzn = c

a
wzn ⇒ ax = cwzn. (6.19)

The desired result folows after recalling that Z \ {0} ⊆ Q \ {0}.

Our next result, Lemma 6.3.4, is the basis for proving item (ii) of Theorem 6.1.1. While
Lemma 6.3.4 is an immediate corollary of Theorem 2.11 of [DNLB18], we decide to give an
independent proof for the sake of completeness and to further familiarize the reader with
methods that will be used later on in this paper.

Lemma 6.3.4. Let p ∈ βN be an ultrafilter satisfying the conditions of Theorem 6.2.8. For
any A ∈ p, a, b ∈ Z \ {0} and n ∈ N, the equation

ax + by = cwzn (6.20)

has a solution in A if c ∈ {a, b, a + b}.

Proof. Let

A′ = {v ∈ A | v = wzn for some z, w ∈ A}. (6.21)

Since A ∈ p, to see that A′ = A \ (A \ A′) ∈ p it suffices to observe that A \ A′ /∈ p because
A \ A′ does not satisfy condition (i) of Theorem 6.2.8. Our first case is when c = a + b, and
in this case we let x ∈ A′ be arbitrary and let w, z ∈ A be such that x = wzn. Since

ax + bx = cx = cwzn, (6.22)

we see that x, x, w, z is a solution to equation (6.20) coming from A. For our second case
it suffices to consider c = a since the case of c = b is handled similarly. By replacing a, b, c

with −a, −b, −c if necessary, we may assume without loss of generality that a > 0. Observe
that A′

a := A′ ∩ aN ∈ p since A′, aN ∈ p and consider
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A′′ = {x1 ∈ A′
a | there exists x2 ∈ A′

a satisfying x1 + λ
x2
a

∈ A′
a ∀ λ ∈ [−|b|, |b|]}. (6.23)

Since A′
a ∈ p, to see that A′′ = A′

a \ (A′
a \ A′′) ∈ p it suffices to observe that A′

a \ A′′ /∈ p

because A′
a \ A′′ does not satisfy condition (ii) of Theorem 6.2.8 with (h, ℓ) = (c, b). Now

let x1 ∈ A′′ be arbitrary and let x2 ∈ A′
a be as in equation (6.23). then we observe that

ax1 + bx2 = a(x1 + b
x2
a

). (6.24)

Since x1 + bx2
a ∈ A′, so we may pick w, z ∈ A for which x1 + bx2

a = wzn. In this case we
observe that

ax1 + bx2 = c(x1 + b
x2
a

) = cwzn, (6.25)

so x1, x2, w, z is a solution to equation (6.20) coming from A.

Theorem 6.3.5 (Item (ii) of Theorem 6.1.1). If a, b, c ∈ Z \ {0} and n ∈ N are such that
one of a

c , b
c , or a+b

c is an nth power in Q≥0, then the equation

ax + by = cwzn (6.26)

is partition regular over sN for any s ∈ N. If one of a
c , b

c , or a+b
c is an nth power in Q, then

equation (6.26) is partition regular over sZ \ {0} for any s ∈ N.

Proof. Let d ∈ {a, b, a + b} be such that d
c = (u

v )n with u, v ∈ Z. We see that if d = 0, then
a = −b and the desired result follows from Lemma 6.3.1 after taking w = z. Let us now
assume that d ̸= 0, so we also have that u ̸= 0. Using Lemma 6.3.4 we see that if p ∈ βN
is an ultrafilter satisfying the properties of Theorem 6.2.8, then for any A ∈ p there exists
w, x, y, z ∈ A for which

ax + by = dwzn. (6.27)

We now consider the cases of u
v ∈ Q+ and u

v ∈ Q separately. If u
v ∈ Q+ and sN = ⋃r

i=1 Ci

is a partition, then

vsN =
r⋃

i=1

v

u
(Ci ∩ usN) (6.28)

is also a partition. Similarly, if u
v ∈ Q and sZ \ {0} = ⋃r

i=1 Ci is a partition, then
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vsN =
r⋃

i=1

(
v

u
(Ci ∩ usN) ∩ vsN

)
(6.29)

is also a partition. In either case, since vsN ∈ p, there exists 1 ≤ i0 ≤ r for which
v
u(Ci0 ∩ usN) ∩ vsN ∈ p, so there exist w, x, y, z ∈ Ci0 ∩ usN for which

a(v

u
x) + b(v

u
y) = d(v

u
w)(v

u
z)n ⇒ ax + by = d(v

u
)nwzn = cwzn. (6.30)

A particularly aesthetic result arises when we set n = 1 in Theorem 6.3.5.

Corollary 6.3.6. For any a, b, c ∈ Z \ {0} the equation

ax + by = cwz (6.31)

is partition regular over Z \ {0}.

Remark 6.3.7. It is interesting to note that the equation x + y = −wz is partition regular
over Z\{0} as a consequence of Theorem 6.3.5, but not over N due to sign obstructions. We
are currently unable to determine whether equations such as 2x − 8y = wz3 are partition
regular over N since there are no sign obstructions preventing the partition regularity.

Now that we have proven (ii) of Theorem 6.1.1, we are ready to state Theorem 6.3.8,
which will be a crucial tool in our efforts to prove item (iii) of Theorem 6.1.1. The techniques
that we use to prove Theorem 6.3.8 are similar to techniques used in [BLM21], [DNLB18],
and [Rad33], to show that certain equations are not partition regular over N. We note that
if p ∈ N is a prime and r, s ∈ Z are such that p ∤ s, then we define r

s ≡ rs−1 (mod p).

Theorem 6.3.8. Given a, b, c ∈ Z \ {0} and n ∈ N, the equation

ax + by = cwzn (6.32)

is not partition regular over Q \ {0} if there exists a prime p > max(|a| + |b|, |c|) for which
a
c , b

c , and a+b
c are not nth powers mod p.

Proof. Let p > max(|a| + |b|, |c|) be a prime for which a, b, and a + b are not nth powers
modulo p. Let χ : Q \ {0} → [1, p − 1] be given by

x

pvp(x) ≡ χ(x) (mod p). (6.33)
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Note that for all r, s ∈ Z we have χ(rs) ≡ χ(r)χ(s) (mod p) and for all nonzero −p < r < p

we have r ≡ χ(r) (mod p). We also see that for all r, s ∈ Z we have

χ(r + s) ≡


χ(r) + χ(s) (mod p) if vp(r) = vp(s) and r + s ̸≡ 0 (mod p)

χ(s) (mod p) if vp(r) > vp(s)

χ(r) (mod p) if vp(s) > vp(r)

. (6.34)

Let Q \ {0} = ⋃p−1
i=1 Ci be the partition given by Ci = χ−1({i}). Let us assume for the sake

of contradiction that there exists d ∈ [1, p−1] and w, x, y, z ∈ Cd satisfying equation (6.32).
We now have 3 cases to consider. If vp(x) = vp(y), then we see that

0 ̸≡ (a + b)d ≡ χ(a)χ(x) + χ(b)χ(y) ≡ χ(ax + by) ≡ χ(cwzn) ≡ cdn+1 (mod p) (6.35)

=⇒ (a + b)c−1 ≡ dn (mod p), (6.36)

which yields the desired contradiction in this case. For our next case we assume that
vp(x) < vp(y) and note that

0 ̸≡ ad ≡ χ(a)χ(x) ≡ χ(ax + by) ≡ χ(cwzn) ≡ cdn+1 (mod p) (6.37)

=⇒ ac−1 ≡ dn (mod p), (6.38)

which once again yields a contradiction. Similarly, in our final case when vp(x) > vp(y) we
have

0 ̸≡ bd ≡ χ(b)χ(y) ≡ χ(ax + by) ≡ χ(cwzn) ≡ cdn+1 (mod p) (6.39)

=⇒ bc−1 ≡ dn (mod p), (6.40)

which once more yields a contradiction.

Lemma 6.3.9 (cf. Corollary 6.4.2). Let n be odd and suppose that α, β, γ ∈ Q are not nth
powers, or let n be even and suppose that α, β, γ ∈ Q are not n

2 th powers with at least one
not n

4 th power if 4 | n. There exist infinitely many primes p ∈ N for which α, β, and γ are
simultaneously not nth powers modulo p.
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Corollary 6.3.10 (cf. Theorem 6.1.1(iii)(a-b)). Let n ∈ N and a, b, c ∈ Z\{0} be such that
either n is odd and none of a

c , b
c , a+b

c are nth powers in Q, or n ̸= 4, 8 is even and none of
a
c , b

c , or a+b
c are n

2 th powers in Q. Then the equation

ax + by = wzn (6.41)

is not partition regular over Q \ {0}.

Proof. By Theorem 6.3.8 it suffices to construct a prime p > max(|a| + |b|, |c|) for which
none of a

c , b
c , or a+b

c are perfect nth powers modulo p. Firstly, we see that if n is odd, then
we may use Lemma 6.3.9 to show that the desired prime p exists. Next, we see that if
n = 2m with m odd, then none of a

c , b
c , a+b

c are mth powers by assumption, so we may once
again use Lemma 6.3.9 to find the a prime p > max(|a| + |b|, |c|) for which none of a

c , b
c ,

or a+b
c are mth powers mod p. We note that none of a

c , b
c , a+b

c are nth powers mod p since
m|n, so p is the desired prime in this case. Lastly, we see that if 4|n and n ≥ 12, then
n
4 ≥ 3, so by Fermat’s Last Theorem, at least one of a

c , b
c , or a+b

c is not an n
4 th power in Q,

so we may once again use Lemma 6.3.9 to show that the desired prime p exists.

6.4 A Variant of the Grunwald-Wang Theorem

In this section we assume that the reader has had an introduction to algebraic number
theory. Specifically, we assume familiarity with the content appearing in chapters I, II,
and IV of [Lan94] and the Chebotarev Density Theorem. The main goal of this section
is to prove Lemma 6.3.9 as Corollary 6.4.2. The reader willing to take the existence of
such primes on faith can safely skip this section and the algebraic number theory content
appearing here. We first handle the odd exponent case as some aspects of the argument are
simplified and very general. Afterwards, we add a few details to handle the even exponent
case.

We briefly recall some of the concepts we will need. We call K a number field if it is a
finite field extension of Q. We write OK for the ring of integers of K, which is the integral
closure of Z in K. This is a Dedekind domain, so nonzero ideals factor uniquely into a
product of prime ideals.

Given an extension of number fields L/K, one can ask how a prime ideal p ⊂ OK factors
in OL. We have pOL = qe1

1 · · · qeg
g for some prime ideals qi ⊂ OL. Recall that e(qi/p) := ei

is the ramification degree of qi over p and fi = f(qi/p) := [OL/qi : OK/p] is the inertia
degree of qi over p. We say p is unramified in OL, or just in L, if ei = 1 for all i. It is a
fact that only finitely many prime ideals of OK are ramified in L.

These invariants are bounded via the following classic formula:

[L : K] =
g∑

i=1
eifi. (6.42)
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In the case L/K is Galois, we have all of the ei’s and fi’s are equal, so in fact ei and fi

both divide [L : K].
To compute these numbers in practice, one uses modular arithmetic and factoring poly-

nomials. The process can be summarized as follows. Suppose L = K(α) with α ∈ OL.
Then OK [α] ⊂ OL and both are finite free OK-modules of rank [L : K], so [OL : OK [α]]
is finite. If the residue characteristic of p ⊂ OK does not divide [OL : OK [α]], then the
factorization behavior of p in OL can be detected by factoring the minimal polynomial of
α mod p.

More precisely, let f(x) ∈ OK [x] be the minimal polynomial for α. Then, under the
divisibility assumption above, we have

pOL = qe1
1 · · · qeg

g ⇐⇒ f(x) ≡ q1(x)e1 · · · qg(x)eg mod p (6.43)

and deg(qi(x)) = f(qi/p). Hence for all but finitely many p ⊂ OK , its factoring behavior
in OL is detected by factoring f(x) mod p.

When L/K is Galois with group G, there is an important relationship between the
arithmetic and algebra of the fields expressed via Frobenius elements. Suppose q ⊂ OL

divides p ⊂ OK . Then there exists a unique Frobq/p ∈ G defined by the property

Frobq/p(x) ≡ xq mod q (6.44)

where q = #OL/p. If q and q′ are primes dividing p in OL, then Frobq/p and Frobq′/p are
conjugate. Conversely, for every σ ∈ G in the conjugacy class of Frobq/p, there exists q′

dividing p so that σ = Frobq′/p. Thus we can speak of a well-defined Frobenius conjugacy
class Frobp ⊂ G. When G is abelian, Frobenius elements associated to primes in K are
therefore well-defined.

In order for this to be useful to us, we need a way to construct primes with given
Frobenius elements. The major tool for achieving this is the Chebotarev density theorem.

Theorem 6.4.1 (Chebotarev Density Theorem). Let L/K be a Galois extension of number
fields. Let C ⊂ G = Gal(L/K) be a fixed conjugacy class. Then the natural density of
primes p ⊂ K with Frobp ∈ C is given by #C/#G, i.e.

lim
x→∞

#{p ∈ OK : #OK/p ≤ x, andFrobp ∈ C}
#{p ∈ OK : #OK/p ≤ x}

= #C

#G
. (6.45)

Fix n > 1. We turn our attention to studying the polynomial xn − a for a ∈ OK and
its factoring behavior modulo various primes in OK . Suppose a ∈ OK is not an nth power.
Suppose and a = αd for α ∈ OK(ζn) with d | n maximal. Set m = n/d. Consider the
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diagram of fields:

L = C(α1/m)

C = K(ζn)

K

where ζn is a primitive nth root of unity, and α1/m is an arbitrary root of the polynomial
xm −α. We will show the field L is a well-defined radical extension of C using the following
lemma.

Lemma 6.4.1 ([Lan02] Theorem VI.9.1). Let k be a field and a ∈ k nonzero. Assume for
all primes p | n, we have a ̸∈ kp and if 4 | n, then a ̸∈ −4k4. Then xn − a is irreducible in
k[x].

From here we deduce the following.

Lemma 6.4.2. The polynomial xm − α is irreducible over C. In particular, the field L

above is a well-defined radical extension of C, and [L : C] = m.

Proof. By maximality of d, we see for all primes p | n we have α ̸∈ Cp, so the polynomial
xm − α satisfies the first criteria of Lemma 6.4.1, and the polynomial is irreducible as long
as 4 ∤ n. In the case 4 | n, we check α ̸∈ −4C4. Suppose otherwise. Then α = −4β4 for
some β ∈ C. But since 4 | n and ζn ∈ C, we have

√
−1 = ζ4 ∈ C, so α = (ζ4 · 2 · β2)2, and

a = (ζ4 ·2 ·β2)2d contradicting maximality of d. In either case, we find xm −α is irreducible.
For the statement on degrees, we use Kummer theory. Recall this tells us that since

C contains all mth roots of unity, extensions of the form C(α1/m)/C are cyclic of degree
equal to the order of α in C×/C×,m. But we have just showed that α is not a dth power
for any d | m, so its order in this group is m.

Remark 6.4.3. The key idea of our argument is as follows. We will use density arguments
to produce a prime ideal p in the ring of integers of C = K(ζn) modulo which xm − α has
no root. Given such a p, the going down theorem provides a prime ideal of OK with the
same property. In fact, if we can bound the density of such p well enough, then repeating
with b and c can yield a density bound on the set of prime ideals p where at least one of
a, b, c are nth powers. If this density is less than 1, then the lemma will be established in
that case.

The setup is as follows. Let a = αda ; b = βdb ; and c = γdc with the d’s maximal. Set
ma = n/da, etc. Let p ⊂ OK . Then we have xn − a has a root mod p if and only if xm − α
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has a root mod p, and (with finitely many exceptions for p) the density of such p correspond
to the density of p splitting in La = C(α1/ma). By the Chebotarev density theorem, the
latter is given by 1/[La : C].

Let δa := 1/[La : C] = 1/ma and similarly define δb and δc. As mentioned, if δa+δb+δc <

1, then there must exist a prime (infinitely many, in fact) in C where none of a, b, c are nth
powers. Unfortunately this sum can very well be at least 1 or more, so we will devote most
of the rest of this section handling those cases.

First, we gather some results to rule out the case that δa = 1, at least when K = Q and
many other cases. We recall a fact about the interplay between roots of unity and radical
extensions, due to Schinzel. Since Lemmas 6.4.4 and 6.4.5 are generic, we will omit the
subscripts and just write m, d, and L in their statements and proofs.

Lemma 6.4.4. Let ωm be the number of roots of unity in a field F of characteristic 0.
Suppose xm − α is irreducible over F . Then F (α1/m)/F is an abelian Galois extension if
and only if αωm = βm for some β ∈ F .

Proof. See [V8́0].

This provides us with our first serious condition on δa, by restricting the degree [L : C].

Lemma 6.4.5. Let ωn be the number of nth roots of unity in K. Suppose m = [L : C] = 1
with the notation as above. Then

aωn = kn (6.46)

for some k ∈ K.

Proof. Because C/K is a cyclotomic extension, it is abelian. But since m = 1, we have
a1/n = α ∈ C. Hence K(a1/n)/K is abelian. By Lemma 6.4.4, we then have aωn = kn for
some k ∈ K.

In particular, we can control the size of m by the assumptions we make on α, and hence
a, in K. We will carry the details out towards the end of the proof of the main lemma. For
now, we investigate the density of primes where both a and b are nth powers.

Lemma 6.4.6. Let ma and mb be as in Remark 6.4.3. The density of primes in K(ζn)
where both a and b are nth powers modulo is given by at least 1/(ma · mb).

Proof. Since both C(α1/ma)/C and C(β1/mb)/C are Galois extensions, their composite field
C(α1/ma , β1/mb) is Galois over C and has degree at most ma · mb. The primes where both
xma −α and xmb −β have roots modulo correspond to those with trivial Frobenius element in
G = Gal(C(α1/ma , β1/mb)/C). By Chebotarev, these have density 1/#G ≥ 1/(ma ·mb).
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We can now prove the main existence result.

Lemma 6.4.7. Let K be a number field and ωn the number of nth roots of unity in K. Let
a, b, c ∈ OK .

(i) Suppose n is odd, and that aωn is not an nth power in OK , and similarly for b, c; or

(ii) Suppose n is even, and a, b, c satisfy the same conditions as in (i), but a2ωn is also
not an nth power.

Then there exists infinitely many primes of K modulo which none of a, b, c are nth powers.

Proof. Recall that C = K(ζn) and La = C(α1/ma). Let δa,b be the density of primes of C

modulo which both a and b are nth powers. By Lemma 6.4.6, we have δa,b ≥ 1/(ma · mb).
Similarly we write δa,b,c for the density of primes modulo which all three are nth powers.
Also let ∆ be the density of primes modulo which at least one of a, b, c is an nth power.
We want to use inclusion-exclusion to bound ∆. We have

∆ = δa + δb + δc − δa,b − δb,c − δa,c + δa,b,c.

Suppose without loss of generality that δa,c is minimal among the densities for the possible
pairs. Then δa,b,c ≤ δa,c, so we have

∆ ≤ δa + δb + δc − δa,b − δb,c, (6.47)

≤ 1/ma + 1/mb + 1/mc − 1/(ma · mb) − 1/(mb · mc), (6.48)

using the bound from Lemma 6.4.6. We now split into cases based on the parity of n.

(i) We handle the case when n is odd first. We see by our assumptions and Lemma 6.4.5,
we have ma, mb, mc > 1. Since ma = [La : C] must divide n and n is odd, we have
ma, mb, mc ≥ 3. So then ∆ ≤ 1/3 + 1/3 + 1/3 − 1/9 − 1/9 = 7/9 < 1.

(ii) When n is even, there are few more exceptional cases for (δa, δb, δc) which we handle
now:

• (1/k, 1/3, 1/2), 3 ≤ k ≤ 6: From our bound above, we get

∆ ≤ 1
k

+ 1
3 + 1

2 − 1
6 − 1

2k
= 2

3 + 1
2k

< 1. (6.49)

• (1/k, 1/2, 1/2), k ≥ 3: From our bound above, we get

∆ ≤ 1
k

+ 1
2 + 1

2 − 1
4 − 1

2k
= 3/4 + 1

2k
< 1. (6.50)
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• (1/2, 1/2, 1/2): This case is genuine cause for concern. For example, it is possible
to have 3 quadratic extensions of a field where every prime in the base splits in at
least one of them (consider Q(

√
a),Q(

√
b), and Q(

√
ab)). However, we rule this

out by the additional assumption on a. Suppose ma = 2 so that δa = 1/2. Then
since xn − a = (x2 − α)f(x) for some f(x) ∈ C[x], we are justified in writing
α = a2/n. We have K((a2)1/n)/K is abelian since K((a2)1/n) = K(α) ⊆ C, and
C/K is abelian as it is a cyclotomic extension. Applying Lemma 6.4.4, we see
that

a2ωn = kn (6.51)

for some k ∈ K, contradicting the original assumption on a.

• Otherwise, we have already δa + δb + δc < 1, so we get ∆ < 1.

In all cases we obtain that the density of primes p where at least one of a, b, c is an nth
power modulo p is less than 1, so there exists a set of primes of positive density where none
are nth powers.

In the case K = Q, this specializes to a more pleasant form. We examine an equally
pleasant generalization for α, β, γ ∈ Q rather than a, b, c ∈ Z as demanded by the applica-
tions from Section 6.3. We remind the reader that if p ∈ N is a prime and r, s ∈ Z are such
that p ∤ s, then r

s ≡ rs−1 (mod p).

Corollary 6.4.2. Let α, β, γ ∈ Q.

(i) Suppose n is odd and α, β, γ are not nth powers; or

(ii) Suppose n is even, α, β, γ are not n
2 th powers, and α is not an n

4 th power if 4 | n.

Then there exists infinitely many primes p ∈ N modulo which none of α, β, γ are nth powers.

Proof. Let c ∈ N be such that for α′ := cnα, β′ := cnβ, and γ′ := cnγ we have α′, β′, γ′ ∈ Z.
Since ωn = 1 when n is odd and ωn = 2 when n is even we may apply Lemma 6.4.7 to
find infinitely many primes p ∈ N for which α′, β′, and γ′ are noth nth powers modulo p.
If p ∈ N is a prime for which p ∤ c, then α′ is an nth power modulo p if and only if α is an
nth power modulo p, and similarly for β′ and γ′. It follows that there are infinitely many
primes p for which α, β, and γ are also not nth powers modulo p.

Remark 6.4.3. When working over Q, as long as n ̸= 4, 8, when specialized to our situation
where c = a+b, the condition that one of the three numbers not be an n

4 th power is automatic
by Fermat’s Last Theorem.

Now we give a few more remarks about the subtleties that arose in this proof, and what
obstacles prevent pushing it further, both over Q and for general number fields K.
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(i) It could happen that xn − a has a root mod all primes p ⊂ OK even though a is not an
nth power. For example, this happens when K = Q; the polynomial x8 − 16 has a root
mod p for all primes p ∈ Z, but 16 is not an 8th power. The Grunwald-Wang theorem
says that if xn − a has a root mod p for all primes p, then n must be even of a special
form, determined by K. This is ruled out above since 16 is a perfect 8/2 = 4th power.

(ii) Even if one were to exclude the situation arising in the Grunwald-Wang theorem, it is
possible that (xn − a)(xn − b) could have a root mod p for all primes p, despite neither
factor having this behavior. We consider 3 such examples when K = Q, each of which
also suggests the necessity of the conditions in item (ii) of Lemma 6.4.7 and item (ii)
or Corollary 6.4.2.

(a) The polynomial (x12 − 36)(x12 − β4) has this feature for any β ∈ N, because
(x2 + 3)(x3 − β) has a root mod p for all p ∈ Z. The problem here is that x12 − 36

has a quadratic factor, which lives inside Q(ζ12). In the language above, this
means that e = 1, so the density argument won’t work. (cf. [HLS14])

(b) Since x8 − 16 = (x4 − 4)(x4 + 4) and x8 − 16 has a root modulo p for any prime
p ∈ N, one of 4 and −4 is a 4th power modulo p.

(c) Since 36 is a fourth power modulo p for any prime p ̸≡ 13 (mod 24) and 9 is a
fourth power modulo p for any prime p ≡ 13 (mod 24), we see that (x4−36)(x4−9)
has a root modulo p for any prime p ∈ N.

For general K, one imagines it only gets harder to determine whether xn − a has a
factor whose splitting field lies in a cyclotomic extension. The proof above implies that
if K doesn’t have many roots of unity, then there are mild conditions on a, b, c to get
the existence of the desired prime.

(iii) When K doesn’t have unique factorization, we lose some of the power afforded by
Lemma 6.4.5 because we cannot ensure that if ax = by, then a is a perfect y/(x, y)th
power. We can pass to ideals generated by a and b, and use the fact that OK is
Dedekind, so its ideals satisfy unique factorization. But this only says that the ideal
generated by a is a perfect y/(x, y)th power, and this need not imply a has the same
property. For example, if K = Q(

√
−5) and p = (2, 1 +

√
−5) ⊂ OK , then p2 = (2),

but 2 ̸= α2 for any α ∈ OK .

(iv) When K has lots of units, it can also be difficult to deduce a is a perfect y/(x, y)th
power given ax = by. For example, the ideal generated by (−4) in Z is the square of
the ideal (2), but −4 is of course not a perfect square. It’s possible one could say more
here by trying to control the units of OK , but this seems a bit intimidating and not of
immediate interest.
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We see that Corollary 6.4.2 is not useful when n = 2 or n = 4, so we will address the
case of n = 2 separately and observe the implications that it has for the case of n = 4.
We first require a lemma for constructing primes modulo which certain numbers are not
squares.

Lemma 6.4.8. Suppose that α, β, γ ∈ Q are not squares, and αβγ is also not a square.
There exists a prime p ∈ N for which α, β, and γ are not squares modulo p.

Proof. Suppose on the contrary that no such prime exists. Let
(

a
p

)
be the Legendre symbol

and let Sα,β be the set of primes p for which(
α

p

)
=
(

β

p

)
= −1. (6.52)

By our assumption, we have
(

γ
p

)
= 1 for all p ∈ Sα,β since otherwise we would have

produced a prime with the desired features. Using similar notation for the other pairs, we
see that Sα,β ∩ Sβ,γ = ∅ because for primes p in the first set, we have

(
α
p

)
= −1 but for p

in the second set we have
(

α
p

)
= 1.

Thus the density of S := Sα,β ∪ Sβ,γ ∪ Sγ,α ≥ 3/4 as the density of each Sα,β is at least
1/4 by Quadratic Reciprocity. But for each p ∈ S, we have(

αβγ

p

)
= 1. (6.53)

Hence a set of primes of density > 1/2 split in the extension Q(
√

αβγ). But by Quadratic
Reciprocity, the set of primes which split in a degree 2 extension has density 1/2. Thus we
have [Q(

√
αβγ) : Q] = 1, so we must have αβγ is a square in Q, contradicting the original

assumption.

Corollary 6.4.9 (cf. Theorem 6.1.1(iii)(c)). If a, b, c ∈ Z \ {0} are such that a
c , b

c , a+b
c , and

(a
c )( b

c)(a+b
c ) are not squares, then for any n ∈ N the equation

ax + by = cwz2n (6.54)

is not partition regular over Q.

Proof. We want to use Theorem 6.3.8, so we produce a prime satisfying the conditions
there. In particular, we want a prime p such that α := a

c , β := b
c , and γ := a+b

c are not
perfect squares in Z/pZ. Noting that α, β, γ, and αβγ are not squares in Q, we see that
the existence of our desired prime p is a consequence of Lemma 6.4.8.

We may also use Lemma 6.4.8 to obtain a strengthening of the special case of Corollary
6.4.2 in which there are 2 variables instead of 3, which will be of use in Section 6.7 when
we determine necessary conditions for some systems of equations to be partition regular.
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Lemma 6.4.10. Let α, β ∈ Q and n ∈ N. Suppose that one of the following conditions
holds:

(i) 4 ∤ n and neither of α, β are nth powers.

(ii) 4|n and neither of α, β are n
2 th powers.

Then there exists infinitely many primes p ∈ N modulo which neither α, β are nth powers.

Proof. We begin by proving the desired result for item (i) and observe that the only case
not handled by Corollary 6.4.2 is when n = 2m with m odd and at least one of α, β is an
mth power. Suppose α = xm. Write β = yd for d maximal. By similar density arguments
as before, the only edge case is when d = m, otherwise the sum of densities of primes where
at least one is an nth power will be strictly less than 1. In the case d = m, since m is odd,
we see that(

α

p

)
=
(

x

p

)
and

(
β

p

)
=
(

y

p

)
.

Letting γ = α = x and β = y, we see that none of α, β, γ, or αβγ = α2β are squares in Q,
so by Lemma 6.4.8 there exists infinitely many primes p such that x, y are not squares mod
p, and thus α, β are not nth powers mod p.

To see that the desired result holds for item (ii) we consider the cases of n ̸= 4 and
n = 4 separately. When n ̸= 4, we let γ ∈ Q be any element that is not a n

4 th power and
apply Corollary 6.4.2. When n = 4, we see that neither of α or β are squares, so by item
(i) there exists infinitely many primes p ∈ N modulo which neither of α, β are squares.

We observe that Item (ii)(b) of Remark 6.4.3 tells us that for any prime p and odd num-
ber m, one of 4m and −4m will be a 4mth power modulo p, which justifies our assumptions
in item (ii) of Lemma 6.4.10.

6.5 Reduction to the Case min(m,n) = 1

The main purpose of this section is to show that the equation ax + by = cwmzn is not
partition regular over Z \ {0} if a, b, c ∈ Z \ {0}, a + b ̸= 0, and n, m ≥ 2. Afterwards, we
will show that the equation ax + by = cwzn is not partition regular over Z \ {0} for some
values of a, b, c, and n that are not already addressed by Theorem 6.1.1.

Theorem 6.5.1 (cf. Theorem 6.1.1(i)(a)). If a, b, c ∈ Z \ {0} and n, m ∈ N are such that
a + b ̸= 0 and n, m ≥ 2, then the equation

ax + by = cznwm (6.55)

is not partition regular over Z \ {0}.
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In order to prove Theorem 6.5.1 we will use item (1) of Theorem 2.19 of [BLM21]. We
now review the definitions necessary to state and use this result.

Definition 6.5.2. Given a polynomial P ∈ Z[x1, · · · , xn], we let Supp(P) denote the
collection of α ∈ Nn

0 for which

P (x1, · · · , xn) =
∑

α∈Supp(P )
cαxα. (6.56)

Example 6.1. If P (x, y) = x2 + y2, we have Supp(P ) = {(2, 0), (0, 2)}.

Example 6.2. If P (x, y, z) = xyz + 1, we have Supp(P ) = {(0, 0, 0), (1, 1, 1)}.

Example 6.3. If P (w, x, y, z) = wx+y+z2, we have Supp(P ) = {(1, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 2)}.

Definition 6.5.3 (cf. Def. 2.6 in [BLM21]). Let ϕ : Zn → Z be a positive linear map, i.e.

ϕ : (α1, · · · , αn) 7→ t1α1 + · · · + tnαn

with t1, · · · , tn ∈ N0.

• If c is a finite coloring of N, then we say that ϕ is c-monochromatic if {t1, · · · , tn}
is c-monochromatic;

• If P ∈ Z[x1, · · · , xn], and (M0, · · · , Mℓ) is the increasing enumeration of ϕ(Supp(P )),
then the partition of Supp(P ) determined by ϕ is the ordered tupe (J0, · · · , Jℓ),
where Ji = {α ∈ Supp(P ) : ϕ(α) = Mi}.

Definition 6.5.4 (cf. Def. 2.7 in [BLM21]). A Rado partition of P ∈ Z[x1, · · · , xn]
is an ordered tuple (J0, · · · , Jℓ) such that, for every finite coloring c of N, there exist in-
finitely many c-monochromatic positive linear maps ϕ : Zn → Z such that (J0, · · · , Jℓ) is
the partition of Supp(P ) determined by ϕ.

Definition 6.5.5 (cf. Def. 2.8 in [BLM21]). A Rado set for P ∈ Z[x1, · · · , xn] is a set
J ⊆ Supp(P ) such that there exists a Rado partition (J0, · · · , Jℓ) for P such that J = Ji for
some i ∈ {0, 1, · · · , ℓ}

Definition 6.5.6 (cf. Def. 2.13 in [BLM21]). An upper Rado functional of order m for
P ∈ Z[x1, · · · , xn] is a tuple (J0, · · · , Jℓ, d0, · · · , dm−1) for some ℓ ≥ m and d0, · · · , dm−1 ∈
N such that, for every finite coloring c of N and for every r ∈ N, there exist infinitely many
c-monochromatic positive linear maps ϕ : Zn → Z, (α1, · · · , αn) → t1α1 + · · · + tnαn such
that (Jℓ, · · · , J0) is the partition of Supp(P ) determined by ϕ, and if (Mℓ, · · · , M0) is the
increasing enumeration of ϕ(Supp(P )), then Mi − Mm = di for i ∈ {0, 1, · · · , m − 1}, and
Mm − Mi ≥ r for i ∈ {m + 1, · · · , ℓ}.
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Definition 6.5.7 (cf. Def. 2.16 in [BLM21]). A polynomial P (x) = ∑
α cαxα ∈ Z[x1, · · · , xn]

satisfies the maximal Rado condition if for every q ≥ 2 there exists an upper Rado func-
tional (J0, · · · , Jℓ, d0, · · · , dm−1) for P such that, setting dm = 0, the polynomial

g(w) =
m∑

i=0
qdi

∑
α∈Ji

cαw|α| (6.57)

has a real root in [1, q].

Theorem 6.5.8 (cf. Theorem 2.19 of [BLM21]). Fix P ∈ Z[x1, · · · , xn]. If the equation
P (x1, · · · , xn) = 0 is partition regular over N, then P satisfies the maximal Rado condition.

We are now ready to begin proving Theorem 6.5.1.

Lemma 6.5.9. If a, b, c ∈ Z \ {0} and n, m ∈ N are such that a + b ̸= 0 and n, m ≥ 2, then
the equation

ax + by = cwmzn (6.58)

is not partition regular over N.

Proof. Let us fix a, b, n, m ∈ N with n, m ≥ 2. We will begin by showing that the poly-
nomial P (w, x, y, z) = cznwm − ax − by does not have any upper Rado functional of or-
der m ≥ 1. From there it will be relatively simple to verify that P does not satisfy
the maximal Rado condition. To this end, let us assume for the sake of contradiction
that (J0, · · · , Jℓ, d0, · · · , dm−1) is an upper Rado functional of order m for P . Note that
Supp(P ) = {(m, 0, 0, n), (0, 1, 0, 0), (0, 0, 1, 0)} = {M ′

0, M ′
1, M ′

2}. By considering all possible
orderings of the set {M ′

0, M ′
1, M ′

2} and the definition of d0, we see that for any finite coloring
c of N there exists infinitely many c-monochromatic positive linear maps

ϕ(α1, α2, α3, α4) = t1α1 + t2α2 + t3α3 + t4α4, (6.59)

for which at least one of equations (6.60)–(6.65) has a solution:

ϕ(m, 0, 0, n)− ϕ(0, 1, 0, 0) = d0 ⇐⇒ −mt1 −t2 + nt4 =d0, aa aa aa aa a

(6.60)

ϕ(0, 1, 0, 0)− ϕ(m, 0, 0, n) = d0 ⇐⇒ −mt1 +t2 − nt4 =d0, (6.61)

ϕ(m, 0, 0, n)− ϕ(0, 0, 1, 0) = d0 ⇐⇒ −mt1 −t3 +nt4 =d0, (6.62)

ϕ(0, 0, 1, 0)− ϕ(m, 0, 0, n) = d0 ⇐⇒ −mt1 +t3 −nt4 =d0, (6.63)

ϕ(0, 1, 0, 0)− ϕ(0, 0, 1, 0) = d0 ⇐⇒ t2 −t3 =d0, (6.64)

ϕ(0, 0, 1, 0)− ϕ(0, 1, 0, 0) = d0 ⇐⇒ t3 −t2 =d0. (6.65)

168



Equivalently, for any finite coloring of N at least one of equations (6.60)–(6.65) must possess
infinitely many monochromatic solutions (t1, t2, t3, t4). By Theorem 6.2.5 we see that any
one of equations (6.60)–(6.65) is partition regular over Z (and hence over N) if and only if
there exists a constant solution t1 = t2 = t3 = t4 = t. It follows that equations (6.64) and
(6.65) are not partition regular. Furthermore, we see that one of equations (6.60)–(6.63)
possess infinitely many monochromatic solutions (t1, t2, t3, t4) in any finite coloring of N
if and only if one of equations (6.66)–(6.69) below possess infinitely many monochromatic
solutions (t1, t2, t3, t4) in any finite coloring of N:

m(t1 − d0
m + n − 1) − (t2 − d0

m + n − 1) + n(t4 − d0
m + n − 1) = 0, (6.66)

−m(t1 − d0
m + n − 1) + (t2 − d0

m + n − 1) − n(t4 − d0
m + n − 1) = 0, (6.67)

m(t1 − d0
m + n − 1) − (t3 − d0

m + n − 1) + n(t4 − d0
m + n − 1) = 0, (6.68)

−m(t1 − d0
m + n − 1) + (t3 − d0

m + n − 1) − n(t4 − d0
m + n − 1) = 0. (6.69)

Since m, n ≥ 2 we may repeatedly use Corollary 6.2.4 to create a finite partition of N
for which the only monochromatic solution to any of equations (6.66)–(6.69) (considered
separately, not as a system) is the solution t1 = t2 = t3 = t4 = d0

m+n−1 . It follows that
P does not have any upper Rado functionals of order m ≥ 1. Noting that an upper Rado
functional of order 0 is just a Rado partition, we note that the set of Rado partitions of P

is {(
{(m, 0, 0, n)}, {(0, 1, 0, 0)}, {(0, 0, 1, 0)}

)
,
(
{(m, 0, 0, n)}, {(0, 0, 1, 0)}, {(0, 1, 0, 0)}

)
,(

{(0, 1, 0, 0)}, {(m, 0, 0, n)}, {(0, 0, 1, 0)}
)
,
(
{(0, 1, 0, 0)}, {(0, 0, 1, 0)}, {(m, 0, 0, n)}

)
,(

{(0, 0, 1, 0)}, {(m, 0, 0, n)}, {(0, 1, 0, 0)}
)
,
(
{(0, 0, 1, 0)}, {(0, 1, 0, 0)}, {(m, 0, 0, n)}

)
,(

{(0, 1, 0, 0), (0, 0, 1, 0)}, {(m, 0, 0, n)}
)
,
(
{(m, 0, 0, n)}, {(0, 1, 0, 0), (0, 0, 1, 0)}

)}
.

Finally, to see that P does not satisfy the maximal Rado condition, we see that for q = 2
(or any other value of q ≥ 2) we have

g(w) =
m∑

i=0
qdi

∑
α∈Ji

cαw|α| =
0∑

i=0
20 ∑

α∈Ji

cαw|α| =
∑

α∈Ji

cαw|α| ∈ {cwn+m, −aw, −bw, −(a+b)w},

(6.70)

so none of the polynomials that g(w) could be contains a root in [1, 2].

Proof of Theorem 6.5.1. By Lemma 6.5.9 we see that
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ax + by = cwmzn (6.71)

and

ax + by = (−1)n+m−1cwmzn (6.72)

are not partition regular over N. Let N = ⋃r1
i=1 Ci be a partition for which no cell contains

a solution to equation (6.71) and let N = ⋃r2
i=1 Di be a partition for which no cell contains

a solution to equation (6.72). It now suffices to show that no cell of the partition

Z \ {0} =
(

r2⋃
i=1

(−Di)
)

∪
r1⋃

i=1
Ci (6.73)

contains a solution to equation (6.71). It follows from the definition of the Ci that none of
them contain a solution to equation (6.71), so let us assume for the sake of contradiction
that for some 1 ≤ i ≤ r2 there exist w′, x′, y′, z′ ∈ −Di which satisfy equation (6.71).
Letting w = −w′, x = −x′, y = −y′, and z = −z′, we see that w, x, y, z ∈ Di and

a(−x) + b(−y) = ax′ + by′ = c(w′)m(z′)n = c(−w)m(−z)n = (−1)m+ncwmzn (6.74)

⇒ ax + by = (−1)m+n−1cwmzn, (6.75)

which yields the desired contradiction.

We now describe another condition for a polynomial to be partition regular of a partic-
ular flavor, involving lower Rado functionals.

Definition 6.5.10 (cf. Def. 2.12 in [BLM21]). A lower Rado functional of order
m ∈ N ∪ {0} for P ∈ Z[x1, · · · , xn] is a tuple (J0, · · · , Jℓ, d1, · · · , dm) for some ℓ ≥ m and
d1, · · · , dm ∈ N such that, for every finite coloring c of N and for every N ∈ N, there exist
infinitely many c-monochromatic positive linear maps

ϕ : Zn → Z,

(α1, · · · , αn) 7→ (t1α1 + t2α2 + · · · + tnαn),

such that (J0, · · · , Jℓ) is the partition of Supp(P ) determined by ϕ and, if (M0, · · · , Mℓ) is
the increasing enumeration of ϕ(Supp(P )), then Mi − Mm = di for i ∈ {1, 2, · · · , m}, and
Mm+1 − Mm ≥ N .
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Definition 6.5.11 (cf. Def. 2.2 in [BLM21]). For P ∈ Z[x1, x2, · · · , xn] and q ∈ N, the
equation

P (x1, x2, · · · , xn) = 0

is q-partition regular if for any k ∈ N and any partition qkN = ⋃v
i=1 Ai, there exists

1 ≤ i0 ≤ v and y1, · · · , yn ∈ Ai0 for which P (y1, · · · , yn) = 0.

Theorem 6.5.12 (cf. Theorem 3.3 of [BLM21]). Suppose that p ∈ N is a prime. If P ∈
Z[x1, · · · , xn] is p-partition regular, then there exists a lower Rado functional (J0, · · · , Jℓ, d1, · · · , dm)
for P such that setting d0 = 0, the equation

m∑
i=0

pdi
∑

α∈Ji

1
α!

∂αP

∂xα
(0, 0, · · · , 0)w|α| = 0 (6.76)

has an invertible solution in the ring Zp of p-adic integers.

We provide a lemma on a condition in order for our polynomial to be partition regular.

Lemma 6.5.13. Suppose that a, b, c ∈ Z \ {0} and n ∈ N are such that the equation

ax + by = cwzn (6.77)

is partition regular. If p is a prime for which vp(a+b
c ) /∈ nN ∪ {0}, then equation (6.77) is

p-partition regular.

Proof. We will use induction on k to show that equation (6.77) is partition regular over
pkN for each k ≥ 0. The base case of k = 0 holds by assumption, so let us proceed to
the inductive step and show that the desired result holds for k + 1 if it holds for k. Let
m1 = vp(a + b), m2 = vp(c), and M = max(m1, m2). Consider the partition

pkN =
pM+1⋃
j=1

Cj where Cj = {n ∈ N | n ≡ pkj (mod pk+M+1)}. (6.78)

Since equation (6.77) is partition regular over pkN, let w, x, y, z ∈ Cj0 satisfy equation
(6.77). We see that

ax + by = cwzn → ax + by ≡ cwzn (mod pk+M+1) (6.79)

=⇒ aj0 + bj0 ≡ cjn+1
0 pnk ≡ 0 (mod pM+1), (6.80)

=⇒ j0(a + b − cjn
0 pnk) ≡ 0 (mod pM+1). (6.81)

Since vp(a+b
c ) /∈ nN∪ {0}, we see that vp(a + b − cjn

0 pnk) = min(vp(a + b), vp(cjn
0 pnk)) ≤ M ,

so we must have that j0 ≡ 0 (mod p). We now see that for any partition

pk+1N =
r⋃

j=1
Bj , (6.82)
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we may let Br+1 = pkN \ pk+1N and construct the partition

pkN =
⋃

1≤j1≤r+1′′′

1≤j2≤pM+1

(Bj1 ∩ Cj2). (6.83)

Since equation (6.77) is partition regular over pkN, let w, x, y, z ∈ BJ1 ∩CJ2 satisfy equation
(6.77). We have already shown that since w, x, y, z ∈ CJ2 , we have w, x, y, z ∈ pk+1N. Since
w, x, y, z /∈ Br+1, we have shown that equation (6.77) is also partition regular over pk+1N
as desired.

This leads us to the following useful criterion.

Theorem 6.5.14. Suppose that a, b, c ∈ Z \ {0} and n ∈ N are such that the equation

ax + by = cwzn (6.84)

is partition regular. If p is a prime for which vp(a+b
c ) /∈ nN ∪ {0}, then one of a

c , b
c , a+b

c

must be an nth power in Qp.

Proof. We will begin by determining all of the lower Rado functionals for P (x1, x2, x3, x4) =
ax1 + bx2 − cx3xn

4 . Since the system of equations

ϕ(1, 0, 0, 0) = α1 = α2 = ϕ(0, 1, 0, 0)
ϕ(0, 1, 0, 0) = α2 = α3 + nα4 = ϕ(0, 0, 1, n)

(6.85)

is partition regular, we see that{(
{(1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, n)}

)
,
(
{(1, 0, 0, 0), (0, 1, 0, 0)}, {(0, 0, 1, n)}

)
,(

{(0, 1, 0, 0), (0, 0, 1, n)}, {(1, 0, 0, 0)}
)
,
(
{(1, 0, 0, 0), (0, 0, 1, n)}, {(0, 1, 0, 0)}

)}
,

is the collection of nontrivial2 lower Rado functionals of order 0. We now proceed to
determine all lower Rado functionals of order 1. Let (J0, · · · , Jℓ, d1) be a lower Rado
functional of order 1. Since d1 > 0 we may use Theorem 6.2.5 to see that neither of the
equations

d1 = ϕ(1, 0, 0, 0) − ϕ(0, 1, 0, 0) = α1 − α2, and (6.86)

d1 = ϕ(0, 1, 0, 0) − ϕ(1, 0, 0, 0) = α2 − α1 (6.87)

2A lower Rado functional or order 0 (J0, · · · , Jℓ) is trivial if J0 is a singleton, as such a functional will
never yield an invertible solution to equation (6.76).
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are partition regular. It follows that any lower Rado functional of order 1 must have
(0, 0, 1, n) ∈ J0 ∪ J1. We also note by Theorem 6.2.5 that the equations

d1 = ϕ(1, 0, 0, 0) − ϕ(0, 0, 1, n) = α1 − α3 − nα4, (6.88)

d1 = ϕ(0, 1, 0, 0) − ϕ(0, 0, 1, n) = α2 − α3 − nα4, (6.89)

d1 = ϕ(0, 0, 1, n) − ϕ(1, 0, 0, 0) = −α1 + α3 + nα4 (6.90)

d1 = ϕ(0, 0, 1, n) − ϕ(0, 1, 0, 0) = −α2 + α3 + nα4, (6.91)

are partition regular over Z if and only if n|d1. This results in the following list of lower
Rado functionals of order 1:{(

{(1, 0, 0, 0)}, {(0, 0, 1, n)}, {(0, 1, 0, 0)}, nd
)
,
(
{(0, 1, 0, 0)}, {(0, 0, 1, n)}, {(1, 0, 0, 0)}, nd

)
,(

{(0, 0, 1, n)}, {(1, 0, 0, 0)}, {(0, 1, 0, 0)}, nd
)
,
(
{(0, 0, 1, n)}, {(0, 1, 0, 0}, {(1, 0, 0, 0)}, nd

)
,(

{(1, 0, 0, 0), (0, 1, 0, 0)}, {(0, 0, 1, n)}, nd
)
,
(
{(0, 0, 1, n)}, {(1, 0, 0, 0), (0, 1, 0, 0)}, nd

)}
.

Lastly, we recall that the only lower Rado functionals of order 2 are of the form (J0, J1, J2, d1, d2),
but such a lower Rado functional cannot exist since equations (6.86) and (6.87) are not parti-
tion regular. We have now determined all of the lower Rado functionals for P (x1, x2, x3, x4).
By Lemma 6.5.13 we see that equation (6.84) is p-partition regular, so we may apply The-
orem 6.5.12 to see that at least 1 of equations (6.92)-(6.101) has an invertible solution in
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Zp.

(a + b)w − cwn = 0
(
from the lower Rado functional

(
{(1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, n)}

))
,

(6.92)

(a + b)w − cpndwn = 0
(
from the LRF

(
{(1, 0, 0, 0), (0, 1, 0, 0)}, {(0, 0, 1, n)}, nd

))
,

(6.93)

(a + b)pndw − cwn = 0
(
from the LRF

(
{(0, 0, 1, n)}, {(1, 0, 0, 0), (0, 1, 0, 0)}, nd

))
,

(6.94)

aw − cwn = 0
(
from the LRF

(
{(1, 0, 0, 0), (0, 0, 1, n)}, {(0, 1, 0, 0)}

))
, (6.95)

aw − cpndw = 0
(
from the LRF

(
{(1, 0, 0, 0)}, {(0, 0, 1, n)}, {(0, 1, 0, 0)}, nd

))
,

(6.96)

apndw − cwn = 0
(
from the LRF

(
{(0, 0, 1, n)}, {(1, 0, 0, 0)}, {(0, 1, 0, 0)}, nd

))
,

(6.97)

bw − cwn = 0
(
from the LRF

(
{(0, 1, 0, 0), (0, 0, 1, n)}, {(1, 0, 0, 0)}

))
, (6.98)

bw − cpndw = 0
(
from the LRF

(
{(0, 1, 0, 0)}, {(0, 0, 1, n)}, {(1, 0, 0, 0)}, nd

))
,

(6.99)

bpndw − cwn = 0
(
from the LRF

(
{(0, 0, 1, n)}, {(0, 1, 0, 0}, {(1, 0, 0, 0)}, nd

))
,

(6.100)

(a + b)w = 0
(
from the LRF

(
{(1, 0, 0, 0), (0, 1, 0, 0)}, {(0, 0, 1, n)}

))
.

(6.101)

The desired result follows after noting that one of equations (6.92)-(6.101) has an invertible
solution in Zp if and only if one of a

c , b
c , a+b

c is an nth power in Qp.

Before using Theorem 6.5.14, let us recall when a ∈ Z2 is an nth power. If a = 2km

with m odd, it is a well-known consequence of Hensel’s lemma that a is a 2nth power in Z2

if and only if 2n | k and m ≡ 1 (mod 2n+2).

Corollary 6.5.15. The following equations are not partition regular as seen by an appli-
cation of Theorem 6.5.14 with p = 2 for items (i)-(iii), p = 3 for item (iv), and p = 5 for
item (v).

(i) 3x + 13y = wz8.

Observe that 16 is an 8th power modulo p for every prime p, so this equation is not
susceptible to Theorem 6.3.8.
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(ii) 16x + 16y = wz8.

Observe that 16 is an 8th power modulo p for every prime p, so this equation is not
susceptible to Theorem 6.3.8.

(iii) 3 · 5 · 22x + 2 · 5 · 32y = wz2.

Observe that at least one of 3 ·5 ·22, 2 ·5 ·32, or 3 ·5 ·22 +2 ·5 ·32 = 2 ·3 ·52 is a square
modulo p for every prime p, so this equation is not susceptible to Theorem 6.3.8.

(iv) 34x + 36y = wz12.

Observe that −3 is a square modulo p if p ≡ 1 (mod 3) and 3 is a cube modulo p

if p ≡ 2 (mod 3), so either 34 or 36 is a 12th power modulo any prime p (cf. Item
(ii)(a) or Remark 6.4.3), so this equation is not susceptible to Theorem 6.3.8.

(v) (32 · 4 · 5)2x + (3 · 42 · 5)2y = wz4

Observe that α = (32 ·4 ·5)2, β = (3 ·42 ·5)2, and γ = α+β = (3 ·4 ·52)2 are all squares
but are not fourth powers. Since one of 32 · 4 · 5, 3 · 42 · 5, and 3 · 4 · 52 will be a perfect
square modulo any prime p, we see that one of α2, β2, or γ2 will be a perfect fourth
power modulo any prime p, so this equation is not susceptible to Theorem 6.3.8.

6.6 On the Partition Regularity of ax + by = cwzn over Integral Domains

The purpose of this section is to try and generalize as much of Theorem 6.1.1 as we can to
the more general setting of integral domains instead of just Z or N.

Theorem 6.6.1 (cf. Theorem 6.9.18). Let R be an integral domain. There exists an
ultrafilter p ∈ βR \ {0} with the following properties.

(i) For any A ∈ p and ℓ ∈ N, there exists b, g ∈ A with {bgj}ℓ
j=0 ⊆ A.

(ii) For any A ∈ p, ℓ ∈ N, and h, s ∈ R \ {0}, there exists a, d ∈ R for which {hd, ha, ha +
sd} ⊆ A.

(iii) For every α ∈ R \ {0}, we have αR ∈ p.

Lemma 6.6.2. Let R be an integral domain and let p ∈ βR \{0} be an ultrafilter satisfying
the conditions of Theorem 6.6.1. For any A ∈ p, a, b ∈ R \ {0} and n ∈ N, the equation

ax + by = cwzn (6.102)

has a solution in A if c ∈ {a, b, a + b}.
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Proof. Let

A′ = {v ∈ A | v = wzn for some z, w ∈ A}. (6.103)

Since A ∈ p, to see that A′ = A \ (A \ A′) ∈ p it suffices to observe that A \ A′ /∈ p because
A \ A′ does not satisfy condition (i) of Theorem 6.6.1. Our first case is when c = a + b, and
in this case we let x ∈ A′ be arbitrary and let w, z ∈ A be such that x = wzn. Since

ax + bx = cx = cwzn, (6.104)

we see that x, x, w, z is a solution to equation (6.102) coming from A. For our second case
it suffices to consider c = a since the case of c = b is handled similarly. Observe that
A′

a := A′ ∩ aR ∈ p since A′, aR ∈ p and consider

A′′ = {x1 ∈ A′
a | there exists x2 ∈ A′

a satisfying x1 + b
x2
a

∈ A′
a}. (6.105)

Since A′
a ∈ p, to see that A′′ = A′

a \ (A′
a \ A′′) ∈ p it suffices to observe that A′

a \ A′′ /∈ p

because A′
a \ A′′ does not satisfy condition (ii) of Theorem 6.6.1 with (h, s) = (a, b). Now

let x1 ∈ A′′ be arbitrary, let x2 ∈ A′
a be as in equation (6.105), and observe that

ax1 + bx2 = a(x1 + b
x2
a

). (6.106)

Since x1 + bx2
a ∈ A′, we may pick w, z ∈ A for which x1 + bx2

a = wzn. In this case we
observe that

ax1 + bx2 = c(x1 + b
x2
a

) = cwzn, (6.107)

so x1, x2, w, z is a solution to equation (6.102) coming from A.

Before proceeding further let us recall some notation. If R is an integral domain, then
for u, v ∈ R \ {0} and A ⊆ R we have

v

u
A = {r ∈ R | u

v
r ∈ A} = {v

u
a | a ∈ A ∩ uR}. (6.108)

Similarly, if p ∈ βR is an ultrafilter, then we have

u

v
· p = {A ⊆ R | v

u
A ∈ p} = {u

v
A | A ∈ p}. (6.109)
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Theorem 6.6.3. Let R be an integral domain with field of fractions K and let p ∈ βR\{0}
be an ultrafilter satisfying the conditions of Theorem 6.6.1. If a, b, c ∈ R \ {0} and n ∈ N
are such that one of a

c , b
c , or a+b

c is of the form (u
v )n for some u, v ∈ R, then the equation

ax + by = cwzn (6.110)

contains a solution for any A ∈ q where

q =

p if u = 0
u
v · p else

. (6.111)

In particular, equation (6.110) is partition regular over R \ {0}.

Proof. We see that if u = 0 then a + b = 0, so the desired result in this case follows from
Lemma 6.6.2. Now let us assume that u ̸= 0 and let d ∈ {a, b, a + b} be such that d

c = (u
v )n.

Let A ∈ u
v ·p be arbitrary and note that v

uA ∈ p. By Lemma 6.6.2 there exists w, x, y, z ∈ A

for which v
uw, v

ux, v
uy, v

uz ∈ v
uA and

a(v

u
x) + b(v

u
y) = d(v

u
w)(v

u
z)n ⇒ ax + by = d(v

u
)nwzn = cwzn. (6.112)

For the latter half of the Theorem, it suffices to note that if R\{0} = ⋃r
i=1 Ci is a partition,

then there exists 1 ≤ i0 ≤ r for which Ci0 ∈ q, hence Ci0 contains a solution to equation
(6.110).

We recall that if R is an Dedekind domain and p ⊆ R is a prime (hence maximal) ideal,
then for any u ∈ R and v ∈ R \ {0} we have u

v ≡ uv−1 (mod p).

Theorem 6.6.4. Let R be a Dedekind domain with field of fractions K. Let a, b, c ∈ R\{0}
and n ∈ N be such that none of a

c , b
c , or a+b

c are nth powers in R/p for some prime ideal
p ⊆ R satisfying a, b, a + b, c /∈ p and [R : p] < ∞. Let Kp denote the completion of K at p.
The equation

ax + by = cwzn (6.113)

is not partition regular over Kp \ {0}.

Proof. Since R is a Dedekind domain we see that Rp is a discrete valuation ring under the
valuation vp, so let π be a generator of the maximal ideal of Rp. Let F ⊆ R be a set of
coset representatives of (π) such that ⋃f∈F (f + (π)) = R\p and (f1 + (π))∩ (f2 + (π)) = ∅
whenever f1 ̸= f2. We note that |F | = [R : p] − 1 < ∞. Let χ : Kp \ {0} → F be given by

177



x

πvp(x) ≡ χ(x) (mod p). (6.114)

Note that χ(rs) = χ(r)χ(s) (mod π) for all r, s ∈ R \ {0}. We also see that

χ(r + s) ≡


χ(r) + χ(s) (mod π) if vp(r) = vp(s) and r + s ̸≡ 0 (mod π)

χ(s) (mod π) if vp(r) > vp(s)

χ(r) (mod π) if vp(s) > vp(r)

. (6.115)

Let Kp \ {0} = ⋃
f∈F Cf be the partition given by Cf = χ−1({f}). Let us assume for the

sake of contradiction that there exists d ∈ F for which w, x, y, z ∈ Cd and equation (6.113)
is satisfied. We now have 3 cases to consider. If vp(x) = vp(y), then we see that

0 ̸≡ (a + b)d ≡ χ(a)χ(x) + χ(b)χ(y) ≡ χ(ax + by) ≡ χ(cwzn) ≡ cdn+1 (mod p) (6.116)

=⇒ (a + b)c−1 ≡ dn (mod p), (6.117)

which yields the desired contradiction. For our next case we assume that vp(x) < vp(y) and
note that

0 ̸≡ ad ≡ χ(a)χ(x) ≡ χ(ax + by) ≡ χ(cwzn) ≡ cdn+1 (mod p) (6.118)

=⇒ ac−1 ≡ dn (mod p), (6.119)

which again yields the desired contradiction. Similarly, in our final case when vp(x) > vp(y)
we have

0 ̸≡ bd ≡ χ(b)χ(y) ≡ χ(ax + by) ≡ χ(cwzn) ≡ cdn+1 (mod p) (6.120)

=⇒ bc−1 ≡ dn (mod p), (6.121)

which once more yields the desired contradiction.
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Corollary 6.6.5. Let K be a number field and let ωm be the number of mth roots of unity
in K. Let a, b, c ∈ OK and let n ∈ N. Let da be the largest integer for which a

1
da ∈ OK ,

and define db and dc similarly. Let ma = n
da

, mb = n
db

, and mc = n
dc

.

(i) Suppose n is odd, and none of aωma , bωmb , and cωmc are an nth power in OK ; or

(ii) Suppose n is even, and a, b, c satisfy the same conditions as in (i), but a2ωma is also
not an nth power.

Then the equation

ax + by = cwzn (6.122)

is not partition regular over K \ {0}.

Proof. The given assumptions are precisely what we need to use Lemma 6.4.7 and obtain
a prime ideal p ⊆ OK for which none of a, b, and c are nth powers modulo p. After noting
that K embeds in Kp, we see that the desired result follows from Theorem 6.6.4.

Remark 6.6.6. Consider the equation

2x + 3y = wz2. (6.123)

Since 2, 3, and 5 are not squares modulo 43, Theorem 6.6.5 tells us that equation (6.123)
is not partition regular over Q43 \ {0}. Since equation (6.123) is partition regular over the
countable set Z[

√
2] as a consequence of Theorem 6.6.3 but not over the uncountable set

Q43, we see that the algebraic properties of the underlying set S have a stronger influence
on the partition regularity of equations of the form ax + by = cwzn than the cardinality of
S.

6.7 Systems of Equations

Theorem 6.7.1. Let R be an integral domain with field of fractions K and let p ∈ βR\{0}
be an ultrafilter satisfying the conditions of Theorem 6.6.1. If a1, · · · , ak, b1, · · · , bk, c1, · · · , ck ∈
R \ {0} and n1, · · · , nk ∈ N are such that

I :=
k⋂

i=1

{
ni

√
ai

ci
, ni

√
bi

ci
, ni

√
ai + bi

ci

}
̸= ∅, (6.124)

then the system of equations
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a1x1 + b1y1 = c1w1zn
1

a2x2 + b2y2 = c2w2zn
2

...
akxk + bkyk = ckwkzn

k

(6.125)

contains a solution in every A ∈ q, where we may take

q =

p if 0 ∈ I

i · p if there exists i ∈ I \ {0}
. (6.126)

In particular, the system of equations in (6.125) is partition regular over R \ {0}.

Proof. Since none of the equations in the system of equations in (6.125) share any variables,
the desired result follows from Theorem 6.6.3

Theorem 6.7.2. Let R be a Dedekind domain with field of fractions K. Let a1, · · · , ak, b1, · · · , bk, c1, · · · , ck ∈
R \ {0}, let n ∈ N, and let

I :=
k⋂

i=1

{
ai

ci
,
bi

ci
,
ai + bi

ci

}
(6.127)

Suppose that there exists a prime ideal p ⊆ R satisfying:

(i) a1, · · · , ai, b1, · · · , bi, c1, · · · , ci, a1 + b1, · · · , ai + bi /∈ p.

(ii) If v1, v2 ∈
⋃k

i=1{ai
ci

, bi
ci

, ai+bi
ci

} are distinct, then v1 ̸≡ v2 (mod p).

(iii) No element of I is an nth power modulo p.

(iv) [R : p] < ∞.

The system of equations

a1x1 + b1y1 = c1w1zn
1

a2x2 + b2y2 = c2w2zn
2

...
akxk + bkyk = ckwkzn

k

(6.128)

is not partition regular over Kp \ {0}, where Kp is the localization of K at p.
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Proof. We begin the proof similarly to that of Theorem 6.6.4. Since R is a Dedekind domain
we see that Rp is a discrete valuation ring under the valuation vp, so let π be a generator
of the maximal ideal of Rp. Let F ⊆ R be a set of coset representatives of (π) such that⋃

f∈F (f + (π)) = R \ p and (f1 + (π)) ∩ (f2 + (π)) = ∅ whenever f1 ̸= f2. We note that
|F | = [R : p] − 1 < ∞. Let χ : Kp \ {0} → F be given by

x

πvp(x) ≡ χ(x) (mod p). (6.129)

Observe that χ(r) ≡ r (mod p) for all r /∈ p. Let Kp \{0} = ⋃
f∈F Cf be the partition given

by Cf = χ−1({f}). Let us assume for the sake of contradiction that there exists d ∈ F and
x1, x2, y1, y2, w1, w2, z1, z2 ∈ Cd for which the system of equations in (6.128) is satisfied. We
see that for 1 ≤ i ≤ k we have

0 ̸≡ χ(ciwiz
n
i ) ≡ χ(aixi+biyi) ≡


χ(ai)d + χ(bi)d (mod π) if vp(xi) = vp(yi)

χ(ai)d (mod π) if vp(yi) > vp(xi)

χ(bi)d (mod π) if vp(xi) > vp(xi)

(6.130)

⇒ dn ≡ d−1χ(wiz
n
i ) =


(ai + bi)c−1 (mod π) if vp(xi) = vp(yi)

aic
−1 (mod π) if vp(yi) > vp(xi)

bic
−1 (mod π) if vp(xi) > vp(xi)

. (6.131)

For 1 ≤ i ≤ k let vi ∈ {aic
−1
i , bic

−1
i , (ai + bi)c−1

i } be such that dn ≡ vi (mod p). Since we
must have that vi ≡ dn ≡ vj (mod p) for all 1 ≤ i < j ≤ k, we see that there is some v ∈ K

for which v = vi for all 1 ≤ i ≤ k, hence v ∈ I. The desired contradictions follows after
recalling that no element of I is an nth power modulo p.

We observe that the conditions of Theorem 6.7.2 are vacuously fulfilled if I = ∅.

Corollary 6.7.3. Let a1, · · · , ak, b1, · · · , bk, c1, · · · , ck ∈ Z \ {0} and n ∈ N be such that the
system of equations

a1x1 + b1y1 = c1w1zn
1

a2x2 + b2y2 = c2w2zn
2

...
akxk + bkyk = ckwkzn

k

(6.132)

is partition regular over Z \ {0}. Let
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I :=
k⋂

i=1

{
ai

ci
,
bi

ci
,
ai + bi

ci

}
. (6.133)

(i) If 4 ∤ n then I contains an nth power.

(ii) If 4|n then I contains an n
2 th power.

Proof. Let us assume for the sake of contradiction that one of items (i) and (ii) were false.
Since |I| ≤ 2, we may invoke Lemma 6.4.10 to find a prime p satisfying the conditions of
Theorem 6.7.2 to attain the desired contradiction.

Remark 6.7.4. The following systems of equations are not partition regular as seen by an
application of Corollary 6.7.3.

(i)

34 · 42 · 52x1 + 32 · 44 · 52y1 = w1z4
1

54 · 122 · 132x2 + 52 · 124 · 132y2 = w2z4
2

, n ∈ N

.

(ii)

16x1 + 17y1 = w1z8
1

33x2 + (212 − 33)y2 = w2z8
2

.

(iii)

2nx1 + 3ny1 = w1zn
1

3nx2 + 7ny2 = w2zn
2

7nx3 + 2ny3 = w3zn
3

, n ∈ N

.

(iv)

9x1 + 16y1 = w1z2
1

25x2 − 9y2 = w2z2
2

25x3 − 16y3 = w3z2
3

9x4 + 7y4 = w4z2
4

.
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A few remarks are in order regarding these examples. In example (i) neither of the con-
stituent equations of the system are individually partition regular. This fact can be deter-
mined through the use of Lemma 6.5.14, but not through the use of Theorem 6.3.8 alone,
despite the similarity of the proofs of Theorem 6.3.8 and 6.7.2. In example (ii) we do not
currently know whether either of the constituent equations of the system are individually
partition regular (cf. Section 6.8). In example (iii) any proper subsystem of equations is
partition regular as a consequence of Theorem 6.7.1. Theorem 6.7.1 also shows us that in
example (iv) the system of equations becomes partition regular if any equation other than
the first equation is removed from the system.

6.8 Conjectures and Concluding Remarks

Theorem 6.1.1 and Corollary 6.5.15 naturally lead us to the following conjecture:

Conjecture 6.8.1. Given a, b, c ∈ Z \ {0} and n ∈ N, the equation

ax + by = cwzn (6.134)

is partition regular over Z \ {0} if and only if one of a
c , b

c , a+b
c is an nth power in Q.

We see that the situation in which we have yet to resolve Conjecture 6.8.1 fully is when
n is even and one of a

c , b
c , or a+b

c is an n
2 th power in Q. Since some special instances of

this situation have been resolved in Corollary 6.5.15, we list here some equations whose
partition regularity remains unknown. Firstly, the equation

33x + (212 − 33)y = wz8 (6.135)

is not expected to be partition regular since 33, 212 − 33, and 212 are not 8th powers, but
212 is an 8th power modulo p for every prime p, and 33 is an 8th power in Z2, so we are
unable to apply Theorem 6.3.8 or Theorem 6.5.14. Similarly, the equation

16x + 17y = wz8 (6.136)

is not expected to be partition regular since 16, 17, and 33 are not 8th powers, but 16 is
an 8th power modulo p for every prime p, and 16 is also an 8th power in Z3 and Z11, so
we are once again unable to apply Theorem 6.3.8 or Theorem 6.5.14. Next, we see that for
any coprime a, b ∈ N for which a, b, and a + b are not squares, the equation

a2b(a + b)x + ab2(a + b)y = wz2 (6.137)

is not expected to be partition regular since none of a2b(a + b), ab2(a + b), and a2b(a + b) +
ab2(a + b) = ab(a + b)2 are squares. However, at least one of a2b(a + b), ab2(a + b), and
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ab(a + b)2 is a square modulo p for any prime p, so we cannot make use of Theorem 6.3.8.
We have seen in item (iii) of Corollary 6.5.15 that Theorem 6.5.14 can be used in some
cases, but it is unclear to the authors as to whether or not Lemma 6.5.14 can be used in all
cases. A similar difficulty arises in the case of n = 4. Recalling that for any m, n, k ∈ N we
have (2mnk)2 + (km2 − kn2)2 = (km2 + kn2)2, we take k = 2mn(m2 − n2)(m2 + n2) and
consider the equation

(
(2mn)2(m2 − n2)(m2 + n2)

)2
x +

(
2mn(m2 − n2)2(m2 + n2)

)2
y = wz4. (6.138)

We see that for any prime p at least one of α := (2mn)2(m2 −n2)(m2 +n2), β := 2mn(m2 −
n2)2(m2 +n2), or γ := 2mn(m2 −n2)(m2 +n2)2 will be a perfect square modulo p, hence one
of α2, β2, or γ2 will be a fourth power modulo p, so equation (6.138) is not susceptible to
Theorem 6.3.8. We saw in item (v) of Corollary 6.5.15 that Lemma 6.5.14 can occasionally
be of use in this situation, but it is once again unclear to the authors whether or not Lemma
6.5.14 can always be used in this situation.

While the methods of this paper are not strong enough to fully resolve Conjecture 6.8.1,
they are strong enough to prove the following Theorem:

Theorem 6.8.2. Fix a1, · · · , ar, b1, · · · , bs, c ∈ Z \ {0}.

(i) If min(b1, · · · , bs) ≥ 2 then the equation
r∑

i=1
aixi = c

s∏
j=1

y
bj

j (6.139)

is partition regular over Z\{0} if and only if there exists F ⊆ [1, r] for which ∑i∈F ai =
0.

(ii) If s ≥ 2, then the equation
r∑

i=1
aixi = cy1

s∏
j=2

y
bj

j (6.140)

is partition regular over Z \ {0} if for some ∅ ̸= F ⊆ [1, r], sF := ∑
i∈F

ai
c is an nth

power in Q, where n = ∑s
j=2 bj. Furthermore, if there exists F ⊆ [1, r] for which sF

is a nth power in Q≥0, then equation (6.140) is partition regular over N.

(iii) The equation
r∑

i=1
aixi = cy1

s∏
j=2

y
bj

j (6.141)

is not partition regular over Q \ {0} if there exists a prime p such that for any ∅ ≠
F ⊆ [1, r],∑i∈F

ai
c is not an nth power modulo p, where n = ∑s

j=2 bj.
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This naturally leads to the following generalization of Conjecture 6.8.1.

Conjecture 6.8.3. Given a1, · · · , ar, c ∈ Z \ {0} and b2, · · · , bs ∈ N, the equation
r∑

i=1
aixi = cy1

s∏
j=2

y
bj

j (6.142)

is partition regular over Z\{0} if and only if there is some ∅ ≠ F ⊆ [1, r] for which ∑i∈F
ai
c

is an nth power in Q, where n = ∑s
j=2 bj.

We have already seen that the methods of this paper cannot be extended to prove
Conjecture 6.8.3 even when r = 2. When r > 2, there are even more problematic cases to
consider. For example, if r = 4 then at least one of 2, 5, 10, or 20 is a perfect cube modulo
p for any prime p, so we are unable to use item (iii) of Theorem 6.8.2 to show that the
equation

2x1 + 5x2 + 10x3 + 20x4 = y1y3
2 (6.143)

is not partition regular over Z. Furthermore, since 73 ≡ 10 (mod 37), we may use Hensel’s
lemma to see that 10 is a perfect cube in Z37, so analogues of Lemma 6.5.13 will be of no
use here.

In light of Theorem 6.6.3 and Corollary 6.6.5 it is natural to pose the following question.

Question 6.8.4. Given an integral domain R, r1, · · · , rk, c ∈ R \ {0}, and n1, · · · , ns ∈ N,
when is

k∑
i=1

rixi = c
s∏

j=1
y

bj

j (6.144)

partition regular over R \ {0}?

An analog of Theorem 6.5.8 would have to be proven for polynomial equations over R

instead of N in order to prove an analog of item (i) of Theorem 6.8.2, which would help
partially answer Question 6.8.4.

Remark 6.8.5. In light of Remark 6.3.7 we are led to ask about sign obstructions to partition
regularity of polynomial equations in rings of integers of totally real number fields. Let us
consider for example the number field K = Q[

√
2], which is totally real since all of its

embeddings into C turn out to be embeddings into R. We recall that OK = Z[
√

2] is the
ring of integers of K. It is clear that the equation

x + y = −wz (6.145)
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is not partition regular regular over Z[
√

2]>0 due to sign obstructions despite being partition
regular over Z[

√
2] \ {0} as a consequence of Theorem 6.6.3. We are unable to determine

whether or not the equation

2x − 2
√

2y = wz3 (6.146)

is partition regular over Z[
√

2]>0 since there are no sign obstructions but we are unable
to apply Theorem 6.6.3 and we are unable to apply the methods of Theorem 6.3.5 since
−2

√
2 = (−

√
2)3 and −

√
2 /∈ Z[

√
2]>0. Unlike Remark 6.3.7, we may take this line of

inquiry a step further by examining the semiring P of totally positive elements of Z[
√

2],
which are those elements that remain positive under every embedding of Q[

√
2] into R. In

this case we can directly determine P to be given by P = {a + b
√

2 | a > |b|
√

2}. It is
clear that equation (6.145) is not partition regular over P since P ⊆ Z[

√
2]>0, but can we

determine whether or not equation (6.146) is partition regular over P? Furthermore, it can
be shown using the techniques of this paper that the equation

√
2x + 2

√
2y = wz3 (6.147)

is partition regular over Z[
√

2]>0 since 2
√

2 = (
√

2)3 and
√

2 ∈ Z[
√

2]>0. However,
√

2 is a
positive element of Z[

√
2] that is not totally positive, so equation (6.147) is not partition

regular over P since w, x, y, z ∈ P woud result in the left hand side of the equation being
positive but not totally positive, while the right hand side of the equation would be totally
positive.

Now let us consider the equation

2x + 2
√

2y = wz3. (6.148)

We can show that equation (6.148) is partition regular over Z[
√

2]>0 using the considerations
from above, but now that there are no “generalized sign obstructions” can we also determine
whether or not equation (6.148) is partition regular over P?

In light of Theorem 6.7.1 and Corollary 6.7.3 we are led to the Conjecture 6.8.6.

Conjecture 6.8.6 (cf. Conjecture 6.1.3). Let a1, · · · , ak, b1, · · · , bk, c1, · · · , ck ∈ Z \ {0}
and n ∈ N. The system of equations

a1x1 + b1y1 = c1w1zn
1

a2x2 + b2y2 = c2w2zn
2

...
akxk + bkyk = ckwkzn

k

(6.149)
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is partition regular over Z \ {0} if and only if

I :=
k⋂

i=1

{
ai

ci
,
bi

ci
,
ai + bi

ci

}
(6.150)

contains an nth power in Q.

We conclude with some examples of systems of equations whose partition regularity
remains unknown. We are unable to apply Theorem 6.7.2 to the system of equations

16x1 + 17y1 = w1z8
1

33x2 − 17y2 = w2z8
2

(6.151)

since I = {16, 33} and 16 is an 8th power modulo every prime p. Since 33 is an 8th power in
Z2 we also cannot expect a generalization of Lemma 6.5.14 to systems of equations to help
determine the partition regularity of the system in (6.151). We are also unable to apply
Theorem 6.7.2 to the system of equations

54x1 + 36y1 = w1z12
1

(54 − 36)x2 + 36y2 = w2z12
2

, (6.152)

since I = {54, 36}, 5 is a cube modulo p when p ≡ 2 (mod 3), and −3 is a square modulo
p when p ≡ 1 (mod 3), so one of 54 and 36 will be a 12th power modulo any prime p (cf.
Item (ii)(a) of Remark 6.4.3).

6.9 The Existence of Special Ultrafilters

In this section we will review some knowledge about βS, the space of ultrafilters over a
set S, so that we can provide a thorough proof of Theorems 6.2.8 and 6.6.1 as Theorems
6.9.12 and 6.9.18 respectively. After proving Theorem 6.9.18, we give a brief discussion
comparing the methods that we use to show that certain equations are partition regular
with the methods used in [Ber10] and [Hin11]. As a result of this discussion (cf. Remark
6.9.13), we decide to prove a generalization of Theorem 6.9.12 as Corollary 6.9.26. For a
more comprehensive study of ultrafilters and their usage in the study of semigroups the
reader is referred to [HS12].

Let us recall some notation before proceeding further. We let P(S) denote the collection
of subsets of S and Pf (S) denotes the collection of finite subsets of S. If (S, ⋄) is a semigroup,
then for s ∈ S and A ⊆ S we define sA = {sa | a ∈ A} and s−1A = {x ∈ S | sx ∈ A}.
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Definition 6.9.1 (cf. Def. 6.2.7). Let S be a set. p ⊆ P(S) is an ultrafilter if it satisfies
the following properties:

(i) ∅ /∈ p.

(ii) If A ∈ p and A ⊆ B then B ∈ p.

(iii) If A, B ∈ p then A ∩ B ∈ p.

(iv) For any A ⊆ S, either A ∈ p or Ac ∈ p.

βS denotes the space of all ultrafilters over S.

It is often useful to think about βS as the set of finitely additive {0, 1}-valued measures
on the set S. The topology of βS is generated by the basis of open sets {Â}A⊆S , where

Â := {p ∈ βS | A ∈ p}. (6.153)

Since (Â)c = Âc for all A ⊆ S, we see that each Â is also a closed set, and it is a fact that
{Â}A⊆S also generates the topology of βS as a basis of closed sets. We note that for any
s ∈ S, the collection of sets given by es := {A ⊆ S | s ∈ A} is an ultrafilter over S. Let
e : S → βS be given by e(s) = es and observe that e is an injective map that naturally
embeds S inside of βS as a dense subset. Furthermore, when we endow S with the discrete
topology, which will always be the case for the rest of this section, e is a homeomorphism
onto its image. An ultrafilter p is a principal ultrafilter if p ∈ e(S), and a nonprincipal
ultrafilter otherwise. Since we naturally identify each s ∈ S with the principal ultrafilter
es, it is common to write s in place of es, and we will be using this convention for the rest
of this section. Theorem 6.9.2 is a universal property that can be used to characterize βS.

Theorem 6.9.2 (cf. Theorem 3.28 in [HS12]). Let S be an infinite set with the discrete
topology and let βS denote the space of ultrafilters over S. Given any compact space Y and
any function f : S → Y there exists a unique continuous function f̃ : βS → Y such that
f̃ |S = f .

A careful and repeated application of Theorem 6.9.2 also allows one to extend binary
operations from S × S to βS × βS, which is of great use when S is a semigroup.

Theorem 6.9.3 (cf. Theorem 4.1 in [HS12]). Let S be a set and let ⋄ be a binary operation
defined on S. There is a unique binary operation ∗ : βS × βS → βS satisfying the following
three conditions:

(a) For every s, t ∈ S, s ∗ t = s ⋄ t.
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(b) For each q ∈ βS, the function ρq : βS → βS is continuous, where ρq(p) = p ∗ q.

(c) For each s ∈ S, the function λs : βS → βS is continuous, where λs(q) = s ∗ q.

Theorem 6.9.4 (cf. Theorems 4.4 and 4.12 in [HS12]). If (S, ⋄) is a semigroup and
∗ : βS × βS → βS is the operation given by Theorem 6.9.3, then ∗ is an associative
operation. Furthermore, for p, q ∈ βS the ultrafilter p ∗ q is given by

A ∈ p ∗ q ⇔ {s ∈ S | s−1A ∈ q} ∈ p. (6.154)

It is customary to denote the operation ∗ that is produced by Theorem 6.9.3 by ⋄ so that
⋄ represents an operation on S × S as well as βS × βS, and we shall adopt this practice. In
light of Theorem 6.9.4 We see that if (S, ⋄) is a semigroup, then (βS, ⋄) is also a semigroup.
Since βS is a compact Hausdorff space (cf. Theorem 3.18 in [HS12]), and for each q ∈ βN
the map ρq : βN → βN given by ρq(p) = p ⋄ q is continuous (cf. Theorem 6.9.3), we see
that (βS, ⋄) is a compact right topological semigroup.3 We apologize to the reader for our
seemingly excessive emphasis on the operation ⋄ of our semigroup (S, ⋄), but we choose
to do this to avoid confusion later on when we work with rings (R, +, ·) and are forced to
consider the semigroups (R, +) and (R, ·) separately. We will now collect some facts from
the theory of semigroups.

Definition 6.9.5. Let (S, ⋄) be a semigroup.

• We say e ∈ S is an idempotent if e ⋄ e = e. We let E(S, ⋄) denote the set of
idempotents of (S, ⋄).

• We say L ⊆ S is a left ideal if for any s ∈ S and ℓ ∈ L we have s ⋄ ℓ ∈ L. We say
R ⊆ S is a right ideal if for any s ∈ S and r ∈ R we have r ⋄ s ∈ R. In general,
I ⊆ S is an ideal if it is a left ideal and a right ideal.

• We call L ⊆ S a minimal left ideal if L is a left ideal that does not properly contain
any other left ideal. Similarly, the smallest ideal of S, if it exists, is an ideal I

that is contained in every other ideal of S.4 If (S, ⋄) does possess a smallest ideal,
then we denote it by K(S, ⋄) and observe that K(S, ⋄) is also a semigroup.

3A compact right topological semigroup is a semigroup (S, ⋄) that is also a compact Hausdorff
space for which each of the maps ρs : S → S given by ρs(t) = t ⋄ s are continuous. Note that other sources
may use ρs(t) = s ⋄ t in their definition and that we base our definition off of Definition 2.1 in [HS12].

4Note that not every semigroup possesses a smallest ideal. In the semigroup (N, +) each of the sets
In := {m ∈ N | m ≥ n} is an ideal. Since there is no set that is contained in every In, we see that (N, +)
does not have a smallest ideal.
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Theorem 6.9.6 (cf. Corollary 2.6 in [HS12]). Let (S, ⋄) be a compact right topological
semigroup. Then every left ideal of S contains a minimal left ideal. Minimal left ideals are
closed, and each minimal left ideal has an idempotent.

Theorem 6.9.7 (cf. Theorem 1.51 in [HS12]). Let (S, ⋄) be a semigroup. If S has a
minimal left ideal, then K(S, ⋄) exists and K(S, ⋄) = ⋃

{L | L is a minimal left ideal of S}.

Lemma 6.9.8. Let (S, ⋄) be a semigroup and let ≤ be the partial ordering on the set of
idempotents of S given by f ≤ e if and only if fe = ef = f . Assume that S has a minimal
left ideal that has an idempotent.

(i) If e ∈ S is an idempotent that is minimal with respect to ≤, then e is a member of
some minimal left ideal of S. Such an idempotent is a minimal idempotent. It
follows that E(K(S, ⋄)) is the set of minimal idempotents of (S, ⋄). (cf. Theorem
1.38(d) in [HS12])

(ii) If f ∈ S is an idempotent then there exists a minimal idempotent e such that e ≤ f .
(cf. Theorem 1.60 in [HS12])

Definition 6.9.9. Let (S, ⋄) be a semigroup and let A ⊆ S. Then A is central if there
exists an ultrafilter p ∈ E(K(βS, ⋄)) for which A ∈ p.

Theorem 6.9.10 (cf. Theorem 3.5 in [BJM17]). Let (S, ⋄) be a commutative semigroup,
let ℓ ∈ N, and let A ⊆ N be a central set.

(i) There exists b, g ∈ A such that

b, b ⋄ g, b ⋄ g ⋄ g, · · · , b ⋄ g ⋄ g ⋄ · · · ⋄ g︸ ︷︷ ︸
ℓ

∈ A. (6.155)

(ii) If (S, ⋄) is a commutative group and c : S → S is a homomorphism for which [S :
c(S)] < ∞, then there exists b, g ∈ S such that

{c(g)} ∪ {c(b) ⋄ gj}ℓ
j=−ℓ ⊆ A. (6.156)

Lemma 6.9.11 (cf. Lemma 17.2 and Theorem 17.3 in [HS12]). There exists an ultrafilter
p ∈ βN such that every A ∈ p is a central subset of (N, +) and a central subset of (N, ·).

We are now ready to prove Theorem 6.2.8.
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Theorem 6.9.12 (cf. Theorem 6.2.8). Let p ∈ βN be such that every A ∈ p is a central
subset of (N, +) and a central subset of (N, ·). p satisfies the following properties:

(i) For any A ∈ p and ℓ ∈ N, there exists b, g ∈ A with {bgj}ℓ
j=0 ⊆ A.

(ii) For any A ∈ p and h, ℓ ∈ N, there exists a, d ∈ N for which {hd} ∪ {ha + id}ℓ
i=−ℓ ⊆ A.

(iii) For any s ∈ N, we have sN ∈ p.

Proof. By Lemma 6.9.11 let p ∈ βN be an ultrafilter such that every A ∈ p is a central
subset of (N, +) and a central subset of (N, ·). To see that p satisfies (i), it suffices to observe
that each A ∈ p is a central subset of (N, ·), so Theorem 6.9.10(i) applies. To see that p

satisfies (ii) we first note that any central subset of (N, +) is also a central subset of (Z, +)
(cf. Theorem 2.9 in [Phu15]), so we may apply Theorem 6.9.10(ii) with the homomorphism
c given by c(x) = hx for all x ∈ Z to find some a, d ∈ Z for which {hd}∪{ha+ id}ℓ

i=−ℓ ⊆ A.
Since ha, hd ∈ A ⊆ N, we see that a, d ∈ N. To see that p satisfies (iii), let s ∈ N be
arbitrary and let us assume for the sake of contradiction that sN /∈ p. It follows that
(sN)c ∈ p, so by (ii) let a, d ∈ N be such that {sd} ∪ {sa + id}1

i=−1 ⊆ (sN)c to obtain the
desired contradiction.

Remark 6.9.13. In [Ber10] and [Hin11] the authors also used an ultrafilter p for which every
A ∈ p is a central subset of (N, +) and a central subset of (N, ·) in order to show that the
equation x + y = wz is partition regular over N, so it is unsurprising that we have managed
to use such an ultrafilter to obtain our positive results over N and Z \ {0}. Unfortunately,
if R is a general integral domain, then there may not exist an ultrafilter p ∈ βR for which
every A ∈ p is a central subset of (R, +) and a central subset of (R \ {0}, ·). Thankfully, we
will see as a consequence of Theorem 6.9.18 that we only need to work with central subsets
of (R\{0}, ·) in order to get our desired results for a general integral domain. In particular,
the ultrafilter from Theorems 6.6.1 and 6.9.18 is just a minimal idempotent in (βR \ {0}, ·),
so it is a corollary of Lemma 6.6.2 that any central subset of (Z \ {0}, ·) (and consequently
of (N, ·)) contains a solution to the equation x + y = wz. For the sake of completeness, we
will still examine rings R for which there exists an ultrafilter p ∈ βR such that every A ∈ p

is a central subset of (R, +) and a central subset of (R \ {0}, ·) after we prove Theorem
6.9.18.

We would also like to point out to the reader that we work with central subsets of
(R \ {0}, ·) instead of central subsets of (R, ·) because K(βR, ·) = 0, so {0} is the only
central subset of (R, ·). For central subsets of (R \ {0}, ·) to be defined, we need (R \ {0}, ·)
to be a semigroup, which is why we will only work with division rings and integral domains
for the rest of this section. We also observe that the natural inclusion map ι : β(R \ {0}) →
(βR) \ {0} given by
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ι(p) = {A ⊆ R | A \ {0} ∈ p} = p ∪ {A ∪ {0} | A ∈ p} (6.157)

is a homeomorphism. Furthermore, we see that for any p1, p2 ∈ β(R \ {0}) we have that
ι(p1 · p2) = ι(p1) · ι(p2), so ι is a semigroup isomorphism as well. Since (βR) \ {0} and
β(R \ {0}) are naturally isomorphic as compact right topological semigroups, we will write
βR \ {0} for (βR) \ {0} without any worry for the potential confusion with β(R \ {0}).

Theorem 6.9.14 (cf. Theorem A in [BK21]). Let R be an infinite integral domain and let
M be a matrix with entries in R. Then the system Mx⃗ = 0⃗ is partition regular over R \ {0}
if and only if M satisfies the columns condition (cf. Definition 6.2.2).5

Lemma 6.9.15. Let R be an infinite integral domain and let M be a matrix with entries
in R for which the system Mx⃗ = 0⃗ is partition regular over R \ {0}. Let IM ⊆ βR \ {0}
denote the collection of ultrafilters p such that every A ∈ p there exists x⃗ with entries from
A such that Mx⃗ = 0⃗. IM is an ideal of (βR \ {0}, ·).

Proof. First let us show that IM is nonempty. To this end, let us assume for the sake of
contradiction that for each p ∈ βR \ {0} there exists Ap ∈ p such that there is no x⃗ with
entries in Ap satisfying Mx⃗ = 0⃗. Since {Âp}p∈βR\{0} is an open cover of the compact space
βR \ {0}, let {Âpi}r

i=1 be a finite subcover. The desired contradiction follows from the
observation that R \ {0} = ⋃r

i=1 Api is a partition in which no cell yields a solution to the
equation Mx⃗ = 0⃗. Now let us show that IF is a left ideal. To this end, let p ∈ IF and
q ∈ βR \ {0} both be arbitrary. We see that for A ∈ q · p we have

{r ∈ R \ {0} | r−1A ∈ p} ∈ q, (6.158)

so let r ∈ R \ {0} be such that r−1A ∈ p. Since r−1A ∈ p, let x1, · · · , xk ∈ r−1A be a
solution to F . Since F is homogeneous, we see that rx1, · · · , rxk ∈ A is also a solution to
F , which completes the proof that IF is a left ideal. Now let us show that IF is a right
ideal. To this end, let p ∈ I and q ∈ βR \ {0} both be arbitrary. We see that for A ∈ p · q

we have

{r ∈ R \ {0} | r−1A ∈ q} ∈ p, (6.159)

so let x1, · · · , xk ∈ {r ∈ R \ {0} | r−1A ∈ q} be a solution to F . Since ⋂k
i=1 x−1

i A ∈ q, let
y ∈

⋂k
i=1 x−1

i A be arbitrary and note that x1y, · · · , xky ∈ A is a solution to F since F is a
homogeneous system of equations.

5In [BK21] the statements of the results discuss partition regularity over R, not R\{0}, but the definition
of partition regularity that is used in [BK21] explicitly forbids trivial solutions, which is why we may modify
their statement to mirror our previous statements.
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Corollary 6.9.16. Let R be an infinite integral domain. Let I ⊆ βR \ {0} denote the
collection of ultrafilters p such that for every A ∈ p and every finite system of homogeneous
linear equations F that is partition regular over R \ {0}, there is a solution to F contained
in A. Then I is a nonempty ideal of (βR \ {0}, ·).

Proof. Let M denote the collection of matrices M with entries in R for which the system
Mx⃗ = 0⃗ is partition regular. We see that

K(βR \ {0}, ·) ⊆
⋂

M∈M
IM = I. (6.160)

We see that I is an ideal since it is an intersection of ideals, and I is nonempty since it
contains K(βR \ {0}, ·).

Lemma 6.9.17. Let R be an infinite integral domain. Let H ⊆ βR \ {0} denote the
collection of ultrafilters p such that for every r ∈ R \ {0} we have rR ∈ p. Then H is an
ideal of (βR \ {0}, ·).

Proof. Let p ∈ H, q ∈ βR \ {0}, and r ∈ R \ {0} all be arbitrary. Let us first show that H is
a left ideal. We note that for any s ∈ R, we have s−1(rR) ⊇ rR. Since rR ∈ p, we see that

R ⊆ {s ∈ R \ {0} | s−1(rR) ∈ p} ⇒ {s ∈ R \ {0} | s−1(rR) ∈ p} ∈ q. (6.161)

It follows that rR ∈ q · p, so q · p ∈ H and H is indeed a left ideal. Now let us show that
H is a right ideal. We note that for any s ∈ rR we have s−1(rR) ⊇ R. Since R ∈ q, we see
that

rR ⊆ {s ∈ R \ {0} | s−1(rR) ∈ q} ⇒ {s ∈ R \ {0} | s−1(rR) ∈ q} ∈ p. (6.162)

It follows that rR ∈ p · q, so p · q ∈ H.

Theorem 6.9.18 (cf. Theorem 6.6.1). Let R be an infinite integral domain. If p ∈
E(K(βR \ {0}, ·)), then p satisfies the following properties:

(i) For any A ∈ p and ℓ ∈ N, there exists b, g ∈ A with {bgj}ℓ
j=0 ⊆ A.

(ii) For any A ∈ p and any finite system of homogeneous linear equations F that is
partition regular over R \ {0}, there is a solution to F contained in A.

(iii) For every r ∈ R \ {0}, we have rR ∈ p.
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(iv) For any A ∈ p, ℓ ∈ N, and h, j1, j2, · · · , jℓ ∈ R \ {0}, there exists a, d ∈ R for which
{hd, ha} ∪ {ha + jid}ℓ

i=0 ⊆ A.

Proof. Since p is a minimal idempotent in (βR \ {0}, 0) we see that each A ∈ p is a central
subset of (R \ {0}, ·), so Theorem 6.9.10(i) shows us that p satisfies condition (i). Since
I and H (cf. Corollary 6.9.16 and Lemma 6.9.17 respectively) are ideals of (βR \ {0}, ·),
I ∩ H is also an ideal. Hence K(βR \ {0}, ·) ⊆ I ∩ H. Since p ∈ I, we see that condition
(ii) is satisfied. Since p ∈ H, we see that condition (iii) is satisfied. The fact that p satisfies
(iv) when R is an integral domain is a corollary of the fact that p satisfies (ii). We give
a proof of this implication for the sake of completeness since property (iv) is used in the
earlier sections of this paper.

To see that p satisfies condition (iv), we first consider the system of equations

hx3 − hx2 − j1x1 = 0
hx4 − hx2 − j2x1 = 0

...
hxℓ+2 − hx2 − jℓx1 = 0
hxℓ+3 − x2 − hxℓ+5 = 0
hxℓ+4 − hx2 − x1 = 0

(6.163)

Let us assume that {xi}ℓ+5
i=1 ⊆ R \ {0} is a solution to the system of equations in (6.163).

Since x1 = h(xℓ+5 − x2) and x2 = h(xℓ+3 − xℓ+4), we may write x1 = hd and x2 = ha for
some a, d ∈ R \ {0}. It follows that xi = ha + jid for 3 ≤ i ≤ ℓ + 2, so it suffices to show
that each A ∈ p contains a solution to the system of equations in (6.163). To this end, let
M ∈ Mℓ+3,ℓ+5(R) be the matrix such that the equation Mx⃗ = 0⃗ represents the system of
equations in (6.163), and we will proceed to show that M satisfies the columns condition.
Let {c⃗i}ℓ+5

i=1 denote the columns of M, with c⃗i representing the column corresponding to xi.
We see that

c⃗1 =



−j1

−j2
...

−jℓ

0
−1


, c⃗2 =



−h

−h
...

−h

−1
−h


, c⃗i =



0
...
0
h

0
...
0


for 3 ≤ i ≤ ℓ + 4, and c⃗ℓ+5 =



0
0
...
0

−h

0


(6.164)
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with the h in c⃗i occuring in row i − 2 for 3 ≤ i ≤ ℓ + 4. Consider the partition of column
indices {C1, C2, C3} given by C1 = {ℓ+3, ℓ+5}, C2 = {2, 3, · · · , ℓ+2, ℓ+4}, and C3 = {1}.
We see that

s⃗1 = c⃗ℓ+3 + c⃗ℓ+5 = 0⃗,

s⃗2 = c⃗ℓ+4 +∑ℓ+2
i=2 c⃗i = 1

h c⃗ℓ+5, and
s⃗3 = c⃗1 =

(∑ℓ+2
i=3 − ji−2

h c⃗i

)
− 1

h c⃗ℓ+4,

(6.165)

so M does indeed satisfy the columns condition.

To conclude this section we will show that an integral domain R possesses an ultrafilter
p ∈ βR such that every A ∈ p is a central subset of (R, +) and a central subset of (R, ·) if
and only if R is homomorphically finite.

Definition 6.9.19 (cf. Def. 4.38 in [HS12]). Let (S, ⋄) be a semigroup and let A ⊆ S. A

is syndetic if and only if there exists some G ∈ Pf (S) such that S = ⋃
t∈G t−1A.

We observe that if (S, ⋄) is a group and H ⊆ S is a subgroup, then H is a syndetic
subset of S if and only if [S : H] < ∞.

Definition 6.9.20. A ring R is a right (left) homomorphically finite if for every
r ∈ R \ {0} the right (left) ideal rR (Rr) is a finite index subgroup of (R, +). R is a
homomorphically finite if for every r ∈ R \ {0} the two-sided ideal RrR is a finite index
subgroup of (R, +).

Theorem 6.9.21 (cf. Corollary 1.3.3 in [Coh95]). Let R be a ring with no zero divisors6

such that

aR ∩ bR ̸= {0} ∀ a, b ∈ R \ {0}. (6.166)

Then the localization of R at R \ {0} is a division ring D and the natural homomorphism
λ : R → D is an embedding.

Theorem 6.9.22 (cf. Theorem 5.8 in [HS12]). Let (S, ⋄) be a semigroup, let p be an idempo-
tent in βS, and let A ∈ p. There is a sequence (xn)∞

n=1 in S such that {
∏

n∈F xn}F ∈Pf (N) ⊆
A.

Theorem 6.9.23. Let (G, ⋄) be a group and let H be a finite index subgroup of G. If
p ∈ βG is an idempotent, then H ∈ p.

6The reader is warned that in [Coh95] an integral domain is a not necessarily commutative ring with no
zero divisors. Similarly, in [Coh95] a field refers to a not necessarily commutative division ring.

195



Proof. Let M = [G : H] and let us assume for the sake of contradiction that Hc ∈ p.
By Theorem 6.9.22 let (xn)∞

n=1 be a sequence in G such that {
∏

n∈F xn}F ∈Pf (N) ⊆ Hc.
Since Hc is a disjoint union of M − 1 cosets of H, let 1 ≤ j < k ≤ M be such that
(∏j

i=1 xi)H = (∏k
i=1 xi)H. It follows that (∏k

i=j+1 xi)H = H, hence ∏k
i=j+1 xi ∈ H, which

yields the desired contradiction.

Lemma 6.9.24. If R is an infinite right (respectively left) homomorphically finite ring
that has no zero divisors and p ∈ E(K(βR, +)), then for any r ∈ R \ {0} we have r · p ∈
E(K(βR, +)) (respectively p · r ∈ E(K(βR, +))).

Proof. We only prove the desired result for r · p since the proof of the result for p · r is
similar. Firstly, we would like to show that R is a subring of a division ring D, so it suffices
to show that R satisfies the conditions of Theorem 6.9.21. Let r, s ∈ R \ {0} be arbitrary
and note that within the group (R, +) we have [R : rR ∩sR] ≤ [R : rR][R : sR] < ∞. Since
R is infinite and has no zero divisors, we see that |rR ∩ sR| = ∞, hence R embeds in some
division ring D.

Since R is a ring, we see that for any r ∈ R the map ℓr : R → R given by ℓr(s) = rs is
a endomorphism of the group (R, +), hence its unique continuous extension ℓ̃r : βR → βR

is also an additive endomorphism (cf. Lemma 2.14 in [HS12]), so r · p = ℓr(p) is an additive
idempotent. It only remains to show that r · p is minimal. To this end, by lemma 6.9.8(ii)
let q ∈ βR be a minimal idempotent for which q ≤ r · p. We note that ˜ℓr−1 : βD → βD is
also an additive endomorphism, hence r−1 · q ≤ r−1 · r · p = p. By lemma 6.9.23 we see that
rR ∈ q, so R ∈ r−1 · q, hence r−1 · q ∈ βR ⊆ βD. Since p ∈ βR is minimal and r−1 · q ≤ p,
we see that r−1 · q = p, hence q = r · p.

Theorem 6.9.25. If R is an infinite right homomorphically finite ring that has no zero
divisors, then there exists an ultrafilter p ∈ E(K(β(R) \ {0}, ·)) ∩ E(K(βR, +)).

Proof. Using Lemma 6.9.24 and the continuity of right multiplication we see that

(R \ {0}) · E(K(βR, +)) ⊆ E(K(βR, +)) ⇒ (R \ {0}) · E(K(βR, +)) ⊆ E(K(βR, +))
(6.167)

⇒ (β(R) \ {0}) · E(K(βR, +)) ⊆ E(K(βR, +)).
(6.168)

Since (β(R) \ {0}) · E(K(βR, +)) is a left ideal of (βR \ {0}, ·), it contains a minimal
idempotent, which is the desired p.

Corollary 6.9.26. Let R be an infinite right homomorphically finite ring that has no zero
divisors. There exists an ultrafilter p ∈ βR such that every A ∈ p is a central subset of
(R, +) and a central subset of (R \ {0}, ·).
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Proof. Using Theorem 6.9.25 let us pick some p ∈ E(K(βR \ {0}, ·)) ∩ E(K(βR, +)) and
let A ∈ p be arbitrary. Since p ∈ E(K(βR \ {0}, ·)) = E(K(β(R \ {0}), ·)), we see that A

is a central subset of (R \ {0}, ·). Since p ∈ E(K(βR, +)) and Â is an open neighborhood
of p, pick some q ∈ E(K(βR, +)) ∩ Â. Since A ∈ q and q ∈ E(K(βR, +)), we see that A is
a central subset of (R, +).

Remark 6.9.27. To see why we need to assume that R is a right homomorphically finite ring
let us consider the integral domain Q[x]. It is clear that xQ[x] is not a finite index subgroup
of (Q[x], +), and we will see in Theorem 6.9.28 that x̂Q[x] ⊇ K(βQ[x], ·) while x̂Q[x] ∩
K(βQ[x], +) = ∅. It follows that x̂Q[x] ⊇ E(K(βQ[x], ·)) while x̂Q[x]∩E(K(βQ[x], +)) = ∅,
so xQ[x] intersects every central subset of (Q[x] \ {0}, ·) even though it is not a central
subset of (Q[x], +). Furthermore, in the proof of lemma 6.9.25 we used the continuity of
right multiplication in β(R \ {0}) which is why we had to assume that the ring R was
a right homomorphically finite ring. The same proof yields an analogous result for left
homomorphically finite rings if you work with the extension of · from R \ {0} to β(R \ {0})
that makes left multiplication continuous. Note that the minimal idempotents of β(R\{0}, ·)
may change depending on which extension of · from R \ {0} to β(R \ {0}) you use (cf.
Theorem 13.40.2 in [HS12]).

Theorem 6.9.28. Let R be an infinite integral domain that is not homomorphically finite
and let r0 ∈ R \ {0} be such that [R : r0R] = ∞. We have

r̂0R ⊇ K(βR \ {0}, ·) and r̂0R ∩ K(βR, +) = ∅. (6.169)

In particular, we have

K(βR \ {0}, ·) ∩ K(βR, +) = ∅. (6.170)

Proof. Letting H be as in Lemma 6.9.17 and observe that

H =
⋂

r∈R\{0}
r̂R, (6.171)

so H is a closed. Since H is an ideal by Lemma 6.9.17, we see that K(βR \ {0}, ·) ⊆ H,
hence

K(βR \ {0}, ·) ⊆ H = H ⊆ r̂0R. (6.172)
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Now let us assume for the sake of contradiction that there exists some p ∈ r̂0R ∩ K(βR, +).
Since p ∈ K(βR, +) and r̂0R is an open neighborhood of p, pick some q ∈ r̂0R ∩ K(βR, +).
Theorem 4.39 of [HS12] states that {r ∈ R | − r + r0R ∈ q} is a syndetic subset of (R, +).
Noting that for each r ∈ R we have −r + r0R = r0R if r ∈ r0R and (−r + r0R) ∩ r0R = ∅
if r /∈ r0R, we see that {r ∈ R | − r + r0R ∈ q} = r0R. Since [R : r0R] = ∞, we see that
r0R is not a syndetic subset of (R, +), which yields the desired contradiction.

Corollary 6.9.29. Let R be an infinite integral domain that is not homomorphically finite.
There does not exist an ultrafilter p ∈ βR such that every A ∈ p is a central subset of (R, +)
and a central subset of (R \ {0}, ·).

Proof. Let us assume for the sake of contradiction that such an ultrafilter p ∈ βR did exist.
Let A ∈ p be arbitrary. Since A is a central subset of (R \ {0}, ·) let q ∈ E(K(βR \ {0}, ·))
be such that A ∈ q′. Since A is a central subset of (R, +), let q′ ∈ E(K(βR, +)) be such
that A ∈ q. We see that Â is an open neighborhood of p that contains q and q′, hence

p ∈ E(K(βR \ {0}, ·)) ∩ E(K(βR, +)), (6.173)

which contradicts Theorem 6.9.28.
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