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Abstract

While many techniques have been proposed to find software configuration errors in

software systems, most of them focus on finding misconfiguration occurring on a single

node. Unfortunately, the nature of distributed systems brings up a more complex problem:

some failures may only occur when a system is configured inappropriately on multiple nodes,

whereas the configuration of each node is considered correct individually. To distinguish

these configuration errors from local configuration errors which have been widely studied,

we call these errors as distributed configuration errors. In this dissertation, we combat

distributed configuration errors in two ways: 1) we re-design the system to reduce the

chance that the administrator may introduce an inappropriate distributed configuration; 2)

we use the traditional software testing approach to test what distributed configurations are

unsafe.

In the first direction, we focus on timeout, an important parameter that is hard to

configure right. We propose SafeTimer, a mechanism to enhance existing timeout failure

detection protocols to tolerate long delays in the OS and the application: at the heartbeat

receiver, SafeTimer checks whether there are any pending heartbeats before reporting a

failure; at the heartbeat sender, SafeTimer blocks the sender if it cannot send out heartbeats

in time. As a result, as long as networking delays are bounded, SafeTimer can guarantee

the correctness of failure detection. We applied SafeTimer to HDFS and Ceph with little

modification, and found the performance overhead is small.
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In the second direction, we propose ZebraConf, a testing framework that reuses ex-

isting unit tests and integration tests to test whether a parameter can be configured in a

heterogeneous manner. To address the challenge of assigning different configurations to

different nodes in unit tests, ZebraConf incorporates several heuristics to accurately map

configuration objects to nodes. To reduce the massive test number, ZebraConf profiles unit

test suites to only generate effective tests and groups multiple tests into a single one. We

applied ZebraConf to five cloud systems and found 47 heterogeneous-unsafe configuration

parameters.
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Chapter 1: Introduction

Configuration provides an important way for users to control system behaviors and this

mechanism has been used by almost all the systems. When configured inappropriately,

errors can happen in systems and cause serious problems. To find misconfiguration in

software systems, many techniques have been proposed [3, 50, 79, 92, 93, 96, 98].

While these techniques are helpful to detect and troubleshoot configuration errors on a

single node, there are some scenarios of misconfiguration particular to distributed systems

that these techniques can have little help.

First, some features in distributed systems are essentially difficult to be configured

appropriately. In this scenario, I focus on the configuration of heartbeat timeout, which is

widely used in many distributed systems [1, 2, 42, 56, 70, 80, 90, 94] for failure detection.

Accurate failure detection is critical to distributed systems, because false failure detection

can hurt system correctness, for example, leading to the classic split-brain problem [29] in

primary-backup systems. However, configuring heartbeat timeout is difficult, since people

need to make tradeoff between correctness and availability: on one hand, using small timeout

values can achieve fast failure detection but is prone to false failure detection; on the other

hand, using large timeout values can achieve relatively higher accuracy of failure detection

but unavoidably makes failure detection slow, hurting system availability. What’s worse,

even when system administrators intentionally choose to use large timeout values for system
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correctness, many reports [28, 39] show that some long-delay events that rarely happen

in systems can still fail timeout failure detection, forcing system administrators to further

enlarge timeout values to tolerate these events.

Second, with the increasing prevalence of heterogeneous hardware [4,21,31,49,59,66,67,

97,100] and the increasing need for online reconfiguration [7,23,36,40,43,57,68,71,73,81],

there is increasing demand for heterogeneous configurations. Heterogeneous configuration,

however, may cause the system to fail if not used properly. For example, if one node is

configured to encrypt its communication channel while the other node does not decrypt the

messages, then unsurprisingly the communication will fail. This type of errors is different

from the configuration errors caused by invalid configuration values: in our case, both

configuration values (i.e., using and not using encryption) are valid; the problem is caused

by two nodes with different configurations communicating with each other.

From these two scenarios, we can see the correctness of these configurations cannot

be achieved by configuring each node individually; instead, the correct configuration is

determined by multiple nodes in a distributed system as a whole. For the first scenario,

the accuracy of heartbeat timeout is determined by the heartbeat sender, the heartbeat

receiver, and the communication channel between them. For the second scenario, the

safety of heterogeneous configuration is determined by the nodes communicating with each

other. To distinguish this problem from previously widely studied local configuration errors,

in this dissertation, I call configuration errors that are contributed by multiple nodes in

a distributed system as distributed configuration errors. Because of the nature of these

problems, previous techniques of detecting local configuration errors are ineffective to detect

this type of configuration errors.

This dissertation tries to mitigate the problem with two different approaches.

2



First, to reduce the chance that distributed configuration errors can happen in heartbeat

failure detection, I present a mechanism called SafeTimer, which enhances existing heartbeat

failure detection protocols to tolerate long processing delays in the OS and the application

layer. At the heartbeat receiver, SafeTimer checks whether there are any pending heartbeats

before reporting a failure; at the heartbeat sender, SafeTimer blocks the sender if it cannot

send out heartbeats in time. This property allows existing protocols to relax their timing

assumptions and use a shorter timeout interval for faster failure detection. As a result, when

configuring heartbeat timeout, system administrators only need to make timing assumptions

about networking layer. Our evaluation shows that the overhead of SafeTimer is small and

applying SafeTimer to existing systems is easy.

Second, to find the heterogeneous configurations that can cause distributed configuration

errors, I build a testing framework called ZebraConf, which uses the traditional software

testing approach to test heterogeneous configurations. To test which configuration parameters

are unsafe when configured in a heterogeneous manner, ZebraConf reuses existing unit

tests and integration tests but runs them with heterogeneous configurations. To address the

challenge that unit tests often share the configuration across different nodes, we incorporate

several heuristics to accurately map configuration objects to nodes. To address the challenge

that there are too many tests to run, we (1) “pre-run” tests to determine effective tests for

each configuration parameter and (2) introduce pooled testing to test several parameters

together. Our evaluation finds 47 heterogeneous-unsafe configuration parameters in 6 cloud

systems. Sys administrators need to be cautious when configuring these parameters to avoid

distributed configuration errors.
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Chapter 2: Accurate Timeout Detection Despite Processing Delays

To reduce the chance that distributed configuration errors can happen due to the inap-

propriate configuration of heartbeat timeout, this chapter presents SafeTimer, a mechanism

to enhance existing timeout detection protocols to prevent false failure reports caused by

long delays in the OS and the application. With the help of SafeTimer, existing protocols

can relax their timing assumptions and thus system administrators do not need to accurately

estimate the maximum delays in the OS and the application layer for system correctness.

Timeout is widely used in distributed systems to detect failures [2, 10, 19, 35, 51, 83]: a

node periodically sends a heartbeat packet to others and if the receiver does not receive the

heartbeat in time, it may report a failure and may take actions to recover the failure.

Although this idea is simple, delays of packet transfer create a problem: if a receiver

misses a heartbeat, is it because the sender has not sent the heartbeat, which indicates a

failure, or is it because the heartbeat is delayed somewhere, which should not indicate a

failure?

To address this problem, existing systems use one of the following approaches: the first

is to prevent false failure reports by setting an appropriate timeout interval. However, such

setting requires certain timing assumptions about the communication channel [8, 9, 27] and

creates a dilemma: on one hand, these assumptions should be conservative enough to tolerate

abnormal events that can cause long delays (e.g., congestion), which means the timeout
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interval should be long. On the other hand, long timeout interval can hurt system availability,

because the system has to wait for a long time before recovering the failure. A recent

study shows that inappropriate timeout interval is a major cause of timeout related bugs,

leading to various problems like data loss or system hanging [28]. The second approach is

to ensure correctness despite false failure reports, using protocols like Paxos [60, 61, 77].

This approach allows short timeout for better availability, but its cost is usually higher.

SafeTimer enhances the first approach to tolerate a subset of those abnormal events,

without requiring any timing assumptions. It thus allows existing protocols to relax their

timing assumptions to use a shorter timeout interval, without sacrificing the accuracy of

timeout detection. It is motivated by two insights.

First, conservative assumptions are only necessary if the communication channel is a

blackbox, which cannot provide any additional information other than receiving a packet. If

the channel can tell whether a packet is pending or dropped, the receiver can simply check

whether there is a pending or dropped heartbeat when missing a heartbeat. This approach

can prevent false failure reports without requiring any timing assumptions.

Second, we observe that modeling the whole communication channel as a blackbox

is too pessimistic: the routing layer usually does not provide the users with information

like packet drops, so it is reasonable to model routing as a blackbox; the OS and the

application, however, can provide precise information about its packet processing and thus

could be modeled as a whitebox. Furthermore, in today’s datacenters, the whitebox part

often incurs delays that are comparable to or even larger than those of the blackbox part: on

one hand, intra-datacenter networking delays usually range from tens of microseconds to a

few milliseconds and can be further reduced to hundreds of nanoseconds with techniques like

Infiniband [53]. Improvement in bandwidth and protocols [22,84] have significantly reduced
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the chances of packet drops. On the other hand, a traditional OS can delay processing by

several milliseconds because of time sharing or page fault, etc. Such delay can occasionally

grow to several seconds for reasons like SSD garbage collection [54] and can grow even

higher in abnormal cases.

Because of these two insights—1) the delay of the whitebox part is significant among

communication and 2) there exist more effective solutions for the whitebox part—SafeTimer

naturally uses a more effective solution for the whitebox part; for the blackbox part, Safe-

Timer relies on existing protocols and their assumptions.

At the receiver side, SafeTimer guarantees that as long as the network interface card

(NIC) has either delivered or dropped the heartbeat before the deadline, the receiver will not

report a failure. To achieve this property, SafeTimer’s receiver module checks whether there

are any pending or dropped heartbeats in the system before reporting a failure. Implementing

this idea, however, is challenging, because modern OS incorporates a highly concurrent

pipeline for fast packet processing. Naive solutions like pausing all its threads requires an

intrusive modification to kernel, which is undesirable.

To solve this problem, we propose a non-blocking solution: when the timer expires at

t, SafeTimer’s receiver module will send a barrier packet to itself. By crafting the barrier

packet and configuring the OS properly, SafeTimer ensures that if the receiver module

receives the barrier, all heartbeats processed by the NIC before t must have been either

delivered to the application or dropped. Therefore, if the receiver module has neither

received the heartbeat nor observed any packet drops, it can safely report a failure.

At the sender side, SafeTimer guarantees that if the sender has not sent out a heartbeat

in time, the sender will not be able to send out any new packets. Such suicide idea is not

novel [12, 32], but previous solutions that actively kill or reboot the sender do not work

6



when considering long processing delays, because the kill or reboot operations may be

delayed as well, leaving the sender alive. To solve this problem, SafeTimer incorporates a

passive design: SafeTimer’s sender module maintains a timestamp to identify till when it is

valid for the sender to send new packets. The sender module updates this timestamp when

successfully sending a heartbeat and checks this timestamp before sending any packets. By

doing so, SafeTimer prevents a sender which fails to send heartbeat in time to affect other

nodes in the system.

One can enhance an existing timeout detection protocol by applying SafeTimer at both

the sender and the receiver. We can prove that, as long as the existing protocol’s assumptions

about the blackbox part hold, SafeTimer is accurate (i.e., never report failure for a correct

sender) despite arbitrary delays in the whitebox part and is complete (i.e., eventually report

failure for a failed sender) when the receiver does not experience slow processing or packet

drops for sufficiently long [18]. Such properties indicate that one does not need to make

conservative assumptions about the whitebox part, and thus can use a shorter timeout interval

to improve availability.

Our evaluation shows that the overhead of SafeTimer is negligible when processing big

packets and at most 2.7% when processing small packets; SafeTimer can prevent false failure

reports when long processing delays are injected; and applying SafeTimer to HDFS [42]

and Ceph [15] is easy.

2.1 Motivation: Long delays in OS and application

SafeTimer allows existing timeout detection protocols to relax their timing assumptions

by excluding delays in the OS and the application. To demonstrate the potential benefits of

such relaxation, we present a number of abnormal events that can cause long delays.
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• Disk access. Disk accesses caused by logging heartbeats [51, 83] or page faults can

block heartbeat processing. A typical hard drive has an average latency of tens of

milliseconds and an SSD usually has a lower average latency. Worst-case latency,

however, is much longer: SSD’s internal garbage collection can delay an access

by more than one second [54]. Our experiment with hard drives shows that when

processing frequent random writes, the buffering mechanism in the file system can

occasionally introduce a latency of tens of seconds, when it flushes many random

writes.

• Packet processing. OS kernel can drop packets at different layers when it runs out of

buffer space, which can cause extra delay. Furthermore, handling of abnormal packets

may cause a significant delay as well. For example, when Linux receives a packet to

an unopened port, it will report “port unreachable” to the router using ICMP [52]. In

our experiment, a large number of such abnormal packets can delay the processing of

heartbeat by more than two seconds.

• JVM garbage collection. Garbage collection in a Java Virtual Machine (JVM) can

block the execution of the application. Our experiment on a JVM with 32GB of

memory shows that when the memory is close to be fully utilized, a single garbage col-

lection can take up to 26 seconds, even when using parallel GC. A recent survey [28]

has observed similar problems in ZooKeeper and HBase (HBase-3273 [39]).

• Applicaton specific delays. Applications may have specific logics that can cause

long delays occasionally. For example, previous works have reported that HDFS

DataNode’s heartbeat sending thread may be blocked by the task of scanning local

data, which could take long [89]. Although newer versions of HDFS have fixed

this problem, our investigation shows that similar problems still exist: the heartbeat
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sending thread can also be blocked by the task of deleting directories, which can take

long as well. A similar problem has been reported in Ceph, in which a heavy rejoin

operation can block heartbeat processing [17].

As shown in these examples, some events in the OS and the application can cause delays

of tens of seconds, which are comparable to or larger than many systems’ default timeout

intervals (e.g., 30 seconds in HDFS [48], 5 seconds in ZooKeeper [38], 20 seconds in

Ceph [16]). Furthermore, some of these delays may grow longer if a machine has more

resource (e.g., more memory for JVM garbage collection).

Existing timeout detection protocols must make their timing assumptions conservative

enough to cover all the events mentioned above. For example, to tolerate long garbage

collection in ZooKeeper [39], the developers increased their timeout intervals, which will

hurt system availability as discussed previously. With the help of SafeTimer, however, they

can tolerate these events without requiring any timing assumptions, and thus can use a

shorter timeout for faster failure detection.

2.2 Model

The goal of SafeTimer is to enhance existing timeout detection protocols to tolerate long

processing delays in the OS and the application. To achieve this goal, SafeTimer makes a few

assumptions about the existing protocol: at the receiver side, SafeTimer assumes the receiver

defines multiple time intervals and reports a failure if it does not receive any heartbeats

during an interval. At the sender side, SafeTimer assumes the application has its own rules

to decide when to send heartbeats and whether heartbeats are sent successfully, based on its

timing assumptions. Furthermore, SafeTimer assumes these intervals and assumptions are

configurable, so that the user can use a shorter timeout interval with the help of SafeTimer.
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Existing protocols need timing assumptions about the whole channel

SafeTimer only needs timing assumptions about the blackbox part

Clock Clock

Figure 2.1: System model: SafeTimer can tolerate long delays in the whitebox part without
timing assumptions.

SafeTimer enhances existing protocols to tolerate a subset of abnormal events without

requiring timing assumptions. Figure 2.1 shows which events SafeTimer can tolerate: the

blackbox part includes the network interface cards (NICs) at both sides, the clocks at both

sides, and packet routing between two NICs; the whitebox part includes the OS and the

application’s logic to process packets at both sides. SafeTimer can tolerate long delays in the

whitebox part without requiring any timing assumptions. Instead, SafeTimer only assumes

that, a node will eventually finish processing a heartbeat and SafeTimer can observe the

result (either delivered or dropped). For the blackbox part, SafeTimer relies on existing

protocols and their assumptions.

Abnormal events in the whitebox part may affect the processing speed of the blackbox

part. SafeTimer assumes such effect can be observed at the boundary: a slow receiver may

cause its NIC to drop packets because the receiver’s buffer is full and SafeTimer assumes
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the NICs can provide packet drop statistics. We find this function is commonly provided by

modern NICs.

With the help of SafeTimer, existing timeout detection protocols only need to make

conservative assumptions about the blackbox part, which means the protocol can use a

shorter timeout interval to accelerate failure detection. Note that SafeTimer cannot make

concrete suggestions about timeout interval: the user still has to estimate possible delays

in the blackbox part. However, considering the various kinds of abnormal events in the

whitebox part (Chapter 2.1), SafeTimer should be able to reduce timeout interval by at least

tens of seconds.

Case studies. We present a few existing timeout detection protocols to show how SafeTimer

models them and how they can benefit from SafeTimer.

Budhiraja et al. [9] discuss how to detect failures in primary-backup protocols, given

different models. In the simplest model, which assumes clocks are sufficiently synchronized,

links are reliable, and packet delay is bounded (δ ), the sender can send heartbeats every τ

seconds and the receiver reports a failure if it does not receive a heartbeat for δ + τ seconds.

SafeTimer can model this protocol in the following way: when the receiver receives a

heartbeat at t, it creates a new interval from t to t +δ + τ and checks whether it receives a

heartbeat by the end of the new interval; the sender can define a successful heartbeat sending

for interval i as sending a heartbeat at ti and ti ≤ ti−1 + τ . With the help of SafeTimer,

this protocol may reduce δ because it does not need to include the delays of the whitebox

part. This work also discusses more complicated models, which consider link failures and

proposes a gossip protocol to route heartbeats through multiple links, which is adopted in

Ceph. SafeTimer can model it accordingly. For example, to tolerate one link failure, the
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sender can define a successful heartbeat sending as sending two heartbeats to two nodes by

ti−1 + τ . Similarly, SafeTimer may help to reduce δ .

In HDFS, a DataNode sends a heartbeat to the NameNode every three seconds, and

the NameNode marks the DataNode as stale if it misses heartbeats for 30 seconds. In

the common case, the NameNode will acknowledge a heartbeat to the DataNode; if the

DataNode detects errors, it will send heartbeats more aggressively every second. SafeTimer

can model it in the following way: when the receiver receives a heartbeat at t, it creates a

new interval from t to t +30 and checks whether it receives a heartbeat by the end of the

new interval (note intervals can overlap in this case); the sender can define a successful

heartbeat sending for interval i as 1) getting acknowledgement for one heartbeat or 2)

sending heartbeats with an interval of less than one second. SafeTimer may help to reduce

the 30-second interval because it does not need to consider delays in the whitebox part.

2.3 Design

SafeTimer enhances existing timeout detection protocols to tolerate long processing

delays in the whitebox part. In this section, we first present SafeTimer’s mechanisms and

then prove its accuracy and completeness.

2.3.1 Accurate timeout at the receiver

As discussed in Section 2.2, SafeTimer assumes the application’s heartbeat receiver

defines multiple time intervals (interval i from starti to endi), and reports a failure if no

heartbeat is received during an interval.

SafeTimer guarantees that as long as the receiver’s NIC has processed (either delivered

or dropped) a heartbeat during interval i, SafeTimer’s receiver module will not report a

failure for interval i.
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sumptions. Figure 1 shows which events SafeTimer can
tolerate: the blackbox part includes the network interface
cards (NICs) at both sides, the clocks at both sides, and
packet routing between two NICs; the whitebox part in-
cludes the OS and the application’s logic to process pack-
ets at both sides. SafeTimer can tolerate long delays in
the whitebox part without requiring any timing assump-
tions. Instead, SafeTimer only assumes that, a node will
eventually finish processing a heartbeat and SafeTimer
can observe the result (either delivered or dropped). For
the blackbox part, SafeTimer relies on existing protocols
and their assumptions.

Abnormal events in the whitebox part may affect the
processing speed of the blackbox part. SafeTimer as-
sumes such effect can be observed at the boundary: a
slow receiver may cause its NIC to drop packets because
the receiver’s buffer is full and SafeTimer assumes the
NICs can provide packet drop statistics. We find this
function is commonly provided by modern NICs.

With the help of SafeTimer, existing timeout detection
protocols only need to make conservative assumptions
about the blackbox part, which means the protocol can
use a shorter timeout interval to accelerate failure detec-
tion. Note that SafeTimer cannot make concrete sugges-
tions about timeout interval: the user still has to estimate
possible delays in the blackbox part. However, consid-
ering the various kinds of abnormal events in the white-
box part (Section 2), SafeTimer should be able to reduce
timeout interval by at least tens of seconds.

Case studies. We present a few existing timeout detec-
tion protocols to show how SafeTimer models them and
how they can benefit from SafeTimer.

Budhiraja et al. [5] discuss how to detect failures in
primary-backup protocols, given different models. In the
simplest model, which assumes clocks are sufficiently
synchronized, links are reliable, and packet delay is
bounded (d ), the sender can send heartbeats every t sec-
onds and the receiver reports a failure if it does not re-
ceive a heartbeat for d +t seconds. SafeTimer can model
this protocol in the following way: when the receiver re-
ceives a heartbeat at t, it creates a new interval from t to
t + d + t and checks whether it receives a heartbeat by
the end of the new interval; the sender can define a suc-
cessful heartbeat sending for interval i as sending a heart-
beat at ti and ti  ti�1 + t . With the help of SafeTimer,
this protocol may reduce d because it does not need to
include the delays of the whitebox part. This work also
discusses more complicated models, which consider link
failures and proposes a gossip protocol to route heart-
beats through multiple links, which is adopted in Ceph.
SafeTimer can model it accordingly. For example, to tol-
erate one link failure, the sender can define a successful
heartbeat sending as sending two heartbeats to two nodes

1 /* The application calls safetimer_check when
missing heartbeats from starti to endi */

2 function safetimer_check(starti)
3 send a barrier to itself
4 wait for barrier (with a timeout)
5 if barrier received and tlastHeartbeat < starti
6 read drop count in OS and NIC and reset to 0
7 if (drop count = 0 and tdrop < starti)
8 return TRUE_FAILURE
9 else if (drop count != 0)

10 tdrop = current_time()
11 end
12 end
13 return FALSE_FAILURE

15 function safetimer_recv_thread()
16 when receiving heartbeat
17 tlastHeartbeat = current_time()
18 when receiving barrier
19 notify safetimer_check

Figure 2: Pseudo code of SafeTimer’s receiver module.
For simplicity, it assumes there is only one sender, but
it can easily be extended to support multiple senders.
tlastHeartbeat records the timestamp of the last heartbeat.
tdrop records the timestamp of the last drop event.

by ti�1 + t . Similarly, SafeTimer may help to reduce d .
In HDFS, a DataNode sends a heartbeat to the Na-

meNode every three seconds, and the NameNode marks
the DataNode as stale if it misses heartbeats for 30 sec-
onds. In the common case, the NameNode will acknowl-
edge a heartbeat to the DataNode; if the DataNode de-
tects errors, it will send heartbeats more aggressively ev-
ery second. SafeTimer can model it in the following way:
when the receiver receives a heartbeat at t, it creates a
new interval from t to t + 30 and checks whether it re-
ceives a heartbeat by the end of the new interval (note
intervals can overlap in this case); the sender can define
a successful heartbeat sending for interval i as 1) getting
acknowledgement for one heartbeat or 2) sending heart-
beats with an interval of less than one second. SafeTimer
may help to reduce the 30-second interval because it does
not need to consider delays in the whitebox part.

4 Design

SafeTimer enhances existing timeout detection protocols
to tolerate long processing delays in the whitebox part.
In this section, we first present SafeTimer’s mechanisms
and then prove its accuracy and completeness.

4.1 Accurate timeout at the receiver

As discussed in Section 3, SafeTimer assumes the appli-
cation’s heartbeat receiver defines multiple time intervals
(interval i from starti to endi), and reports a failure if no
heartbeat is received during an interval.

SafeTimer guarantees that as long as the receiver’s
NIC has processed (either delivered or dropped) a heart-

Figure 2.2: Pseudo code of SafeTimer’s receiver module. For simplicity, it assumes there
is only one sender, but it can easily be extended to support multiple senders. tlastHeartbeat
records the timestamp of the last heartbeat. tdrop records the timestamp of the last drop
event.

Its key idea is simple: if the receiver module does not receive any heartbeats by the

end of an interval, it will check whether there are any pending or dropped heartbeats in its

whitebox part, and if not, the receiver module can safely report a failure.

The key challenge, however, is how to implement this idea in modern OS. For fast packet

processing, modern OS incorporates a highly concurrent design, which involves a pipeline

with multiple threads in each stage. To identify whether some heartbeats are pending, a naive

solution is to pause all threads and check all buffers, but this solution will have negative

impact on performance and require intrusive modification to the kernel.

To solve this problem, SafeTimer incorporates a non-blocking design as shown in

Figure 2.2: if the application does not receive any heartbeat by endi, it will check whether

any heartbeats are pending or dropped by calling safetimer_check, which sends a barrier
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packet to itself (line 3). By crafting the barrier packet and configuring the system properly,

SafeTimer ensures that a barrier will follow the same execution path of heartbeats. Therefore,

if the receiver module receives the barrier, it can know that any heartbeats processed by

the NIC before endi must have been processed by the OS and SafeTimer as well, either

delivered to the receiver module or dropped. We will present details about how to implement

the barrier mechanism in Section 2.4. For now, the readers can simply assume SafeTimer

somehow drives the heartbeats and the barriers into a FIFO channel.

If the receiver module receives the barrier, it will check again whether it has received a

heartbeat (tlastHeartbeat < starti in line 5). If not, the receiver module will read drop statistics

from both the OS and the NIC: if dropcount = 0 and tdrop < starti (line 7), which means

there are no drops in interval i, the receiver module can safely report a failure. If the barrier

is dropped as well, the receiver module will not report a failure for interval i. In this case,

the application will perform the same check in the following intervals and will eventually

report a failure.

2.3.2 Stop sender when missing heartbeat

As discussed in Chapter 2.2, SafeTimer assumes that the application has rules to decide

when to send heartbeats and whether they are sent successfully. In particular, without losing

generality, SafeTimer assumes for each interval i, the application defines a deadline end′i to

send heartbeats, which should be earlier than endi at the receiver side because of clock drift

and network latency.

SafeTimer guarantees that if a sender cannot successfully send heartbeats by end′i , the

sender will not be able to send out any other packets after end′i , because the receiver may

report a failure at that time. This is necessary because the accuracy property requires that if
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beat during interval i, SafeTimer’s receiver module will
not report a failure for interval i.

Its key idea is simple: if the receiver module does not
receive any heartbeats by the end of an interval, it will
check whether there are any pending or dropped heart-
beats in its whitebox part, and if not, the receiver module
can safely report a failure.

The key challenge, however, is how to implement this
idea in modern OS. For fast packet processing, modern
OS incorporates a highly concurrent design, which in-
volves a pipeline with multiple threads in each stage. To
identify whether some heartbeats are pending, a naive
solution is to pause all threads and check all buffers, but
this solution will have negative impact on performance
and require intrusive modification to the kernel.

To solve this problem, SafeTimer incorporates a non-
blocking design as shown in Figure 2: if the applica-
tion does not receive any heartbeat by endi, it will check
whether any heartbeats are pending or dropped by call-
ing safetimer check, which sends a barrier packet to it-
self (line 3). By crafting the barrier packet and config-
uring the system properly, SafeTimer ensures that a bar-
rier will follow the same execution path of heartbeats.
Therefore, if the receiver module receives the barrier, it
can know that any heartbeats processed by the NIC be-
fore endi must have been processed by the OS and Safe-
Timer as well, either delivered to the receiver module or
dropped. We will present details about how to implement
the barrier mechanism in Section 5. For now, the readers
can simply assume SafeTimer somehow drives the heart-
beats and the barriers into a FIFO channel.

If the receiver module receives the barrier, it will check
again whether it has received a heartbeat (tlastHeartbeat <
starti in line 5). If not, the receiver module will read drop
statistics from both the OS and the NIC: if dropcount =
0 and tdrop < starti (line 7), which means there are no
drops in interval i, the receiver module can safely report
a failure. If the barrier is dropped as well, the receiver
module will not report a failure for interval i. In this
case, the application will perform the same check in the
following intervals and will eventually report a failure.

4.2 Stop sender when missing heartbeat

As discussed in Section 3, SafeTimer assumes that the
application has rules to decide when to send heartbeats
and whether they are sent successfully. In particular,
without losing generality, SafeTimer assumes for each
interval i, the application defines a deadline end0

i to send
heartbeats, which should be earlier than endi at the re-
ceiver side because of clock drift and network latency.

SafeTimer guarantees that if a sender cannot success-
fully send heartbeats by end0

i , the sender will not be able
to send out any other packets after end0

i , because the re-

1 function safetimer_send_heartbeat(end0
i, end0

i+1)
2 send heartbeats
3 if sending succeeded before end0

i
4 tvalid = end0

i+1
5 end

7 function safetimer_intercept_sending()
8 if (current_time() > tvalid)
9 drop the packet

10 else
11 perform the send
12 end

Figure 3: Pseudo code of SafeTimer sender module. The
application defines end0

i as the deadline to send heart-
beats for interval i; the application defines whether send-
ing succeeds; SafeTimer maintains a timestamp tvalid to
identify till when it is safe to send out packets.

ceiver may report a failure at that time. This is necessary
because the accuracy property requires that if the receiver
reports a failure, the sender must have failed: violating
this property can cause correctness issues. Taking the
primary backup protocol as an example, a backup should
only become active if the primary fails. If a backup re-
ceives a failure report and becomes active while the pri-
mary is still active, there will be two active nodes, creat-
ing a classic “split brain” problem [20].

Killing a sender when it is slow is not a new idea [8,
22], but how to implement it correctly despite arbitrary
processing delays requires careful thought. Existing so-
lutions ask a specific component (e.g., a watchdog [22])
to actively kill the sender. When considering arbitrary
processing delays, however, such active solution is in-
complete, because the delay of processing the “kill”
command may allow the sender to be alive for an arbi-
trary amount of time, violating the accuracy property.

SafeTimer uses a passive solution by utilizing the idea
of output commit [41]: a slow sender may continue pro-
cessing, but as long as other nodes do not observe the ef-
fects of such processing, the slow sender is indistinguish-
able from a failed sender. As shown in Figure 3 (lines 3-
12), SafeTimer’s sender module maintains a timestamp
tvalid , which indicates it is safe for the sender to send
packets before tvalid . During startup, the sender sets tvalid
to end0

0. If the sender successfully sends heartbeats for
interval i, the sender extends tvalid to end0

i+1 (line 4).
Whenever the sender is about to send a packet, Safe-
Timer will compare the current time with tvalid : if cur-
rent time is larger than tvalid , the sender will discard the
packet (lines 7-12). Since heartbeat is blocked as well in
this case, an invalid sender cannot extend tvalid and send
packets in the future, unless with recovery operations.

Note that since the sending operation itself may take
arbitrarily long, SafeTimer allows a packet generated be-
fore tvalid to be actually sent out after tvalid . This is fine
because the packet is generated when the sender is still
valid (i.e., when the receiver has not reported the failure).

Figure 2.3: Pseudo code of SafeTimer sender module. The application defines end′i as the
deadline to send heartbeats for interval i; the application defines whether sending succeeds;
SafeTimer maintains a timestamp tvalid to identify till when it is safe to send out packets.

the receiver reports a failure, the sender must have failed: violating this property can cause

correctness issues. Taking the primary backup protocol as an example, a backup should only

become active if the primary fails. If a backup receives a failure report and becomes active

while the primary is still active, there will be two active nodes, creating a classic “split brain”

problem [29].

Killing a sender when it is slow is not a new idea [12, 32], but how to implement it

correctly despite arbitrary processing delays requires careful thought. Existing solutions ask

a specific component (e.g., a watchdog [32]) to actively kill the sender. When considering

arbitrary processing delays, however, such active solution is incomplete, because the delay

of processing the “kill” command may allow the sender to be alive for an arbitrary amount

of time, violating the accuracy property.

SafeTimer uses a passive solution by utilizing the idea of output commit [76]: a slow

sender may continue processing, but as long as other nodes do not observe the effects of such

processing, the slow sender is indistinguishable from a failed sender. As shown in Figure 2.3
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(lines 3-12), SafeTimer’s sender module maintains a timestamp tvalid , which indicates it is

safe for the sender to send packets before tvalid . During startup, the sender sets tvalid to end′0.

If the sender successfully sends heartbeats for interval i, the sender extends tvalid to end′i+1

(line 4). Whenever the sender is about to send a packet, SafeTimer will compare the current

time with tvalid: if current time is larger than tvalid , the sender will discard the packet (lines

7-12). Since heartbeat is blocked as well in this case, an invalid sender cannot extend tvalid

and send packets in the future, unless with recovery operations.

Note that since the sending operation itself may take arbitrarily long, SafeTimer allows

a packet generated before tvalid to be actually sent out after tvalid . This is fine because the

packet is generated when the sender is still valid (i.e., when the receiver has not reported the

failure).

2.3.3 Proof of accuracy and completeness

As discussed in Section 2.2, SafeTimer relies on the existing protocol to send and

receive heartbeats in the blackbox part. When the existing protocol’s assumptions about the

blackbox part hold, we can prove that SafeTimer is accurate (i.e., never report failure for a

correct node) despite arbitrary delays in the whitebox part and is complete (i.e., eventually

report failure for a failed node) when the receiver does not experience slow processing or

packet drops for sufficiently long. We provide the detailed proof in the appendix.

2.3.4 Benefit of SafeTimer

Because of the accuracy and completeness properties, the users of SafeTimer do not

need to make conservative timing assumptions about the whitebox part. They do need to

provide a reasonable estimation of such delay in the common case, because the sender needs

some time to send out heartbeats. However, this requirement is only for performance: if the
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actual delay is longer than estimation, which means the sender cannot send the heartbeat

in time, SafeTimer will block the sender, which may cause unnecessary recovery and hurt

performance, but this will not violate accuracy. Therefore, SafeTimer only requires the user

to provide a reasonable estimation to make sure such events are rare. As a comparison, in

existing protocols, if the actual delay is longer than estimation, system correctness can be

violated, and that is why existing systems require conservative assumptions so that such

events never happen. The gap between “rare” and “never” is where SafeTimer gains its

benefit.

2.4 Implementation

This chapter presents the barrier mechanism at the receiver and the packet checking at

the sender in detail.

2.4.1 Barrier mechanism at the receiver

The goal of the barrier mechanism is to ensure that if SafeTimer’s receiver module sent

a barrier to itself at t and received it later, then all heartbeats delivered by NIC before t must

have been either delivered to the application or dropped. Achieving this property would be

trivial if the OS processes all packets in FIFO order, but unfortunately, this is not true in

modern OS. To illustrate the problem and motivate our design, we first present how Linux

processes incoming packets.

Background. As shown in Figure 2.4, Linux incorporates a multi-stage pipeline to process

incoming packets.

At the lowest level, an NIC buffers incoming packets in its RX queues and tries to

transfer them to kernel’s ring buffers: if the ring buffer has empty slots, the NIC will transfer
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Figure 2.4: Barrier mechanism at the receiver. The algorithm in Figure 2.2 reads from
STQueue.

the packet using DMA and fire an interrupt; if the buffer is full, the NIC will retry and

may drop packets. For efficiency, modern NIC and Linux incorporate the Receive Side

Scaling (RSS) technique [75] to allow parallel packet processing: the NIC creates multiple

RX queues and the kernel creates an equal number of ring buffers so that each RX queue

is mapped to a unique ring. Furthermore, Linux assigns a unique interrupt request (IRQ)

number to each RX queue so that Linux can handle interrupts from different RX queues in

parallel.

For efficiency, Linux separates interrupt handling into two parts—hard IRQ and soft

IRQ—and invokes hard IRQ first. For an NIC interrupt, its hard IRQ simply sets some

registers and triggers a soft IRQ. The soft IRQ reads packets from the ring buffer and

executes the logic of the networking protocol, such as TCP/IP. The RSS technique allows

Linux to handle IRQs in parallel.
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By default, the soft IRQ reads from the ring buffer and executes the protocol logic within

a single critical chapter protected by the lock of the ring. For more parallelism, Linux

incorporates the Receive Packet Steering (RPS) technique [75]: when RPS is enabled, a soft

IRQ reads a packet from the ring, puts it into a buffer called backlog, and then releases the

lock of the ring. A separate thread, which may run on another CPU, will retrieve packets

from the backlog and execute the protocol logic.

Finally the soft IRQ puts packets into socket buffers and the user-space threads may read

from these buffers in parallel.

Such a multi-stage pipeline may re-order packets. Modern NIC and Linux preserve

FIFO order for TCP packets with the same (sender IP, sender port, destination IP, destination

port) and UDP packets with the same (sender IP, destination IP), by directing packets with

same such information to the same RX queue, backlog and socket buffer. For SafeTimer,

such guarantee is not enough since heartbeats and barriers are from different senders.

Overview of SafeTimer’s solution. Our implementation is driven by three principles: 1)

for portability, we hope to minimize modification to OS kernel code; 2) for performance, it

should not incur significant overhead; 3) for portability, we hope to minimize dependence

on specific NIC features or modification to NIC drivers.

As shown in Figure 2.4, SafeTimer re-directs heartbeats and barriers to a separate FIFO

queue (called STQueue) early in the pipeline, so that they are not affected by re-ordering

in later stages. However, since the earliest place we can perform such re-direction is after

the soft IRQ reads the packets, RSS technique in the earlier stage may still re-order packets

from different ring buffers. To solve this problem, SafeTimer sends a barrier packet to each

RX queue/ring. If all of them later go through the STQueue, SafeTimer can know that all

previous heartbeats are processed. The key to the correctness of this approach is that a soft
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IRQ needs to grab the lock of the ring buffer when reading a packet from the ring, and

thus packets from each ring are read in a FIFO manner. As long as SafeTimer re-directs a

packet before the soft IRQ releases the lock, such per-ring FIFO order will be retained in

the STQueue. Therefore, when SafeTimer retrieves a barrier from the STQueue, it knows

all previous heartbeats from the same ring must have been processed.

Next we present each step in detail.

Forcing a barrier to go through NIC. SafeTimer requires a barrier packet to follow the

same execution path of a heartbeat packet. Putting a barrier in the ring buffer does not work

because the OS won’t read from the buffer until an NIC interrupt is triggered. Therefore,

SafeTimer receiver forces the barrier packet to go through its NIC. This task, however, is

challenging for multiple reasons.

First, Linux has the loopback optimization to route a local packet by memory copy

instead of sending it to the NIC. SafeTimer bypasses this optimization by sending the barrier

directly to the device driver. This approach, however, creates a new problem: the NIC will

actually send the packet to the router. To prevent loops, routing protocols usually have a

constraint that a router should never forward a packet to the port where the packet is received.

Therefore, the router will drop a barrier packet, whose destination and source are the same.

Our prototype uses an NIC with two ports and sends a barrier from one port to the other,

which eliminates the above problem. This solution requires the receiver to have at least two

links to the router, but considering the fact that redundant links are already widely used for

fault tolerance, such requirement often does not incur additional cost. If redundant link is

not available, another alternative is to use the virtual LAN (vLAN) technique to virtualize a

physical port into two virtual ports [87].
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Sending a barrier to a specific RX queue. A few NICs provide the “N-tuple filter” feature

to direct packets to specified RX queues, which makes this problem trivial. However, we

find this feature is not common so far [30]. Most NICs calculate a hash value based on the

IPs and ports information in a packet and then direct the packet to an RX queue based on

the hash value. Therefore, we propose a general solution based on the assumption that one

cannot control which RX queue a packet is directed to, but packets with same IPs and ports

will always be directed to the same RX queue.

SafeTimer uses a brute-force search approach: during initialization, its receiver module

sends barriers with different sender ports to its NIC to see which RX queue they are directed

to, until SafeTimer can find a port for each RX queue. Since usually there are not many

RX queues, such procedure could finish quickly. The challenge, however, is how to know

which RX queue (represented by its IRQ number) a packet is directed to. SafeTimer uses

netfilter [74], which is a tool provided by Linux, to intercept soft IRQ functions to check

whether a packet is a barrier, but soft IRQ functions do not carry the IRQ number of the RX

queue. We can modify the driver to pass the IRQ number to the soft IRQ, but this violates

our principle to minimize driver-specific modifications.

To solve this problem, we leverage the irq-cpu affinity configuration provided by Linux,

which can configure the mapping between RX queues and CPUs during RSS. By default, it

is configured to be an all-to-all mapping, which means any CPU can execute any IRQ to

read from its corresponding RX queue/ring, but Linux also allows one-to-one mapping. We

leverage this option to “test” whether a barrier is sent to a specific IRQ i: we map IRQ i to

CPU 0 and the other IRQs to the remaining CPUs arbitrarily. When intercepting the soft

IRQ function, SafeTimer reads the CPU ID: if the packet is a barrier and the IRQ function is
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run on CPU 0, we can know the barrier must be sent to IRQ i; otherwise, SafeTimer tests a

different i until it can find the right one.

Note that since the NIC always directs packets with same IPs and ports to the same RX

queue, we only need to run the inferring procedure once for one machine. Afterwards we

can use all-to-all mapping for efficiency.

Re-directing packets to STQueue. As shown in Figure 2.4, SafeTimer re-directs heart-

beats and barriers to a FIFO STQueue after packets are read.

To implement this functionality, SafeTimer uses netfilter to hook the ip_local_deliver

function, and configures iptable to re-direct heartbeats and barriers to a FIFO netfilter queue,

which is called STQueue in SafeTimer. SafeTimer hooks ip_local_deliver because this is

the earliest point packets can be re-directed in netfilter. SafeTimer sends heartbeats and

barriers to specific ports so that they can be efficiently distinguished from normal packets.

This approach, however, is not fully correct when RPS is enabled: recall that when RPS

is enabled, a soft IRQ will put a packet into the backlog and then releases the lock of the

ring. In this case, ip_local_deliver is called after the lock is released and thus re-direction

may not preserve the order of packets from the corresponding ring. To solve this problem,

we use kretprobe [58] to intercept get_rps_cpu to return -1 for heartbeats and barriers: doing

so essentially disables RPS for heartbeats and barriers. As a result, the re-direction will be

executed under the protection of the lock of each ring and thus STQueue will preserve the

order of packets from each ring. Normal packets, however, are not affected.

The timeout detection protocol (Figure 2.2) always reads heartbeats and barriers from

the STQueue. However, SafeTimer does not remove heartbeats and barriers from later stages

of the pipeline, because the OS needs to execute the logic of the network protocol, like

congestion control or sending acknowledgements in TCP.
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Reading drop count. SafeTimer’s receiver module needs to read packet drop counts from

both the OS and the NIC. Linux and most NICs have provided such statistics, but their

implementation cannot achieve our goal.

In Linux, the NIC device driver periodically reads the drop count from the NIC, which

can be fetched by reading /proc files system or using tools such as ethtool. Periodic reading

means such statistics may be stale, which can cause SafeTimer’s receiver module to miss

recent drops and generate a false failure report. To make things worse, the NIC will reset

drop count to 0 after it is read, so even if SafeTimer reads the drop count directly from the

NIC, it may still get inaccurate results. To solve this problem, SafeTimer reads drop count

from the NIC and then merges it with the number reported by the NIC driver. This is the

only place SafeTimer requires modification to device drivers and OS kernel.

2.4.2 Blocking slow sender

As shown in Figure 2.3, SafeTimer’s sender module blocks the sender if it cannot

deliver heartbeats to the NIC in time. However, when sending a packet, Linux does not

notify users whether or not the packet is delivered to the NIC successfully. Instead, it

may write the packet to a buffer, return to the user, and send the packet to the NIC later,

which may fail. To solve this problem, we use kprobe to intercept the function that the NIC

driver invokes to reclaim resources after transmission is complete (e.g., napi_consume_skb

or __dev_kfree_skb_any). As shown in Figure 2.3, SafeTimer applies the rules of the

existing timeout detection protocol to check whether heartbeats are sent successfully. If

so, SafeTimer’s sender module will update tvalid . To block invalid packets, we use netfilter

to intercept the ip_output function: if current time is larger than tvalid , the packet will be

dropped.
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Because of the processing delay, SafeTimer cannot get the exact time when a packet is

sent. Instead, SafeTimer conservatively uses the timestamp after sending a packet, ta f ter:

when checking whether a heartbeat is sent before end′i (line 3 in Figure 2.3), SafeTimer

compares ta f ter with end′i . Such conservative approach ensures a sender failing to send

heartbeats in time must be blocked, but it may also block a sender that has sent heartbeats in

time, which is unnecessary but does not violate accuracy. Previous works have discussed

how to minimize the impact of such unnecessary killing [64].

Since a slow sender process may communicate with other processes on the same machine,

SafeTimer needs to block those processes as well, and thus it provides two blocking modes:

the first blocks all processes on a machine; the second blocks only the sender process if

the user is sure it does not communicate with other processes. Automatically tracking the

information flow among different processes is out of the scope of this dissertation.

2.5 Evaluation

Our evaluation tries to answer three questions:

• What is the overhead of SafeTimer?

• Can SafeTimer achieve the expected accuracy property, despite long delays in the OS

and the application?

• How much effort does it take to apply SafeTimer to existing systems?

To answer the first question, we have evaluated SafeTimer with a performance bench-

mark, which can send packets with different sizes, and compared its throughput and latency

to those without SafeTimer. For the blackbox part, we use a simple protocol that sends

heartbeats periodically with a configurable interval.
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To answer the second question, we have injected long delays and packet drops at different

layers at both the sender and the receiver to observe whether SafeTimer can prevent false

failure report. Of course, this is by no means a complete test: we have proved the accuracy

of SafeTimer in the appendix. This set of experiments serves as a sanity check about whether

our implementation has actually achieved the expected properties.

To answer the third question, we have applied SafeTimer to HDFS and Ceph to enhance

their timeout detection protocols and report our experience.

2.5.1 Overhead

SafeTimer incurs overhead for each packet at both the sender and the receiver: Safe-

Timer’s sender module compares current time with tvalid before sending each packet; Safe-

Timer’s receiver module re-directs heartbeats and barriers to the STQueue. To know whether

a packet is a heartbeat or a barrier, the receiver module checks the destination port of each

packet. When a sender fails, SafeTimer performs additional operations to block the sender,

send barriers, and read drop counts, but since failure is rare, we focus on overhead in the

failure-free case.

Since SafeTimer incurs overhead for each packet, such overhead should be relatively

higher for workloads with smaller packets and thus we measure the overhead of SafeTimer

with different packet sizes. However, TCP may merge small packets in the same connection

and thus affect our experiment results. To prevent such effect, we use a ping-pong benchmark

as suggested in a previous work [5]: we create multiple sender threads at the sender, each

creating a connection to the receiver. The sender thread sends a packet to the receiver and

waits for the receiver to forward the packet back. In this case, since each connection has
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Figure 2.5: Throughput of the ping-pong benchmark with and without SafeTimer.

only one outstanding packet, TCP has no chance to merge packets. To increase load, we can

increase the number of sender threads.

To measure the overhead of SafeTimer, we apply SafeTimer to the ping-pong benchmark

and measure how it affects throughput and latency. To measure the maximal throughput, we

increase the number of sender threads till we cannot gain higher throughput. To measure

the latency, we run experiments under two loads: a light load of about 40% of the maximal

throughput and a heavy load of about 90% of the maximal throughput. We do not measure

the latency under the maximal throughput because in this case, the latency will be dominated

by queuing delay. We run each setting 20 times to compute the average and standard

deviation. We set the timeout interval of the blackbox part to be one second.

As shown in Figures 2.5 and 2.6, SafeTimer’s overhead is small: for 4KB and 64KB

packets, the overhead is less than 1%; for 8B and 64B packets, SafeTimer can increase p99

latency by 0.7% to 2.7% and decrease throughput by 1.6% to 2.4%. Such low overhead
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Figure 2.6: 99 percentile latency of the ping-pong benchmark with and without SafeTimer.

is reasonable because SafeTimer’s additional work (i.e., comparing tvalid at the sender and

reading destination port at the receiver) is small compared to other work the OS has to

perform for each packet (e.g., interrupt handling, memory copy). To confirm the result, we

run the same benchmark on another set of machines on CloudLab (m510 [25]) with different

NICs (Mellanox ConnectX-3 10G) and we find the overhead of SafeTimer is similar.

2.5.2 Accuracy

Although we have proved the accuracy of SafeTimer, we hope to sanity check whether

our implementation has achieved the expected property. For this purpose, we inject long

delays and packet drops at different layers at the sender and the receiver. We compare

SafeTimer to a vanilla timeout implementation, which has a user thread to periodically send

heartbeats at the sender and a user thread to periodically check timeout at the receiver.

27



Node Instrument Position Injected Event SafeTimer Vanilla
Receiver System call (recv) Delay No timeout Timeout
Receiver Socket (sock_queue_rcv_skb) Delay/Drop No timeout Timeout
Receiver NFQueue (nfqnl_enqueue_packet) Delay/Drop No timeout N/A
Receiver IP (ip_rcv) Delay No timeout Timeout
Receiver RPS (enqueue_to_backlog) Delay/Drop No timeout Timeout
Receiver Ethernet (napi_gro_receive) Delay No timeout Timeout
Sender System call (send) Delay Blocked Alive
Sender Socket (sock_sendmsg) Delay Blocked Alive
Sender IP (ip_output) Delay/Drop Blocked Alive. Can observe drop.
Sender Ethernet (dev_queue_xmit) Delay Blocked Alive

Table 2.1: Verifying accuracy of SafeTimer by injecting long delay or packet drops. Gray
cells indicate injection in kernel. N/A means this test case does not apply.

Table 2.1 summarizes the events we injected and how SafeTimer responds to these

events. We inject long delays at all positions but only inject drops if the corresponding

function can actually drop packets. In these experiments, we set timeout interval to be

one second and inject a delay of two seconds. As shown in the table, SafeTimer correctly

prevents false failure report at the receiver and blocks the sender in all cases. The vanilla

implementation, however, violates accuracy in almost all cases except when a heartbeat is

dropped in ip_output: in this case, the sender receives an error and can retry.

2.5.3 Case studies

To evaluate how much effort it takes to apply SafeTimer to real-world applications and

its performance overhead, we have applied SafeTimer to HDFS [83] and Ceph [15].

APIs of SafeTimer. At the sender side, SafeTimer provides two APIs: safetimer_send_HB

to send a heartbeat and check whether it is delivered to the NIC in time; safetimer_extend to

extend the t_valid value. At the receiver side, SafeTimer provides one API: safetimer_check

to check whether it is safe to report a failure.
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HDFS. In HDFS, a DataNode needs to periodically send a heartbeat to the NameNode and

if the NameNode misses a number of consecutive heartbeats, the NameNode will mark the

DataNode as “stale”.

We modified one line of code in NameNode’s isStale function, which checks whether

heartbeats are missing for a DataNode, to perform the additional safetimer_check. We

modified six lines of code in DataNode to use SafeTimer’s APIs to send heartbeats and

check whether heartbeats are sent in time. To simplify modification, we do not remove

HDFS’ original heartbeat mechanism: this leads to duplicate heartbeats but during our

experiments, the overhead is negligible.

We killed a DataNode and found the NameNode can correctly mark a failed DataNode

as stale. We have measured the performance of an HDFS deployment with three DataNodes

by using Hadoop’s built-in benchmark tool DFSIO. We ran each experiment five times.

Without SafeTimer, DFSIO can achieve a write throughput of 203 MB/s (stdev 12.6) and a

read throughput of 627 MB/s (stdev 18.4); with SafeTimer, it can achieve a write throughput

of 206 MB/s (stdev 5.5) and a read throughput of 632 MB/s (stdev 8.4). The difference is

not statistically significant.

Ceph. In Ceph, an Object Storage Daemon (OSD) sends heartbeats to its two peers every

6 seconds and if they can’t receive the heartbeat for 20 seconds, they will send a failure

report to the Monitor, which will consider the OSD as failed if receiving two reports.

In this mechanism, an OSD is both the sender and receiver of heartbeats. We modified

two lines of code in OSD’s heartbeat_check function to perform the safetimer_check before

sending the failure report; we modified five lines of code to use SafeTimer’s APIs to send

heartbeats and check whether heartbeats are sent in time.
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We killed an OSD and found the Monitor can mark it as down. We have measured the

performance of a Ceph deployment with three OSDs by using Ceph’s inbuit benchmark tool

RADOS. We ran each experiment five times. Without SafeTimer, RADOS can achieve a

bandwidth of 43.3 MB/s (stdev 1.6); with SafeTimer, it can achieve a bandwidth of 42.2

MB/s (stdev 1.1). The difference is not statistically significant.
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Chapter 3: Find Heterogeneous-Unsafe Configuration Parameters

While many distributed systems were initially designed under the assumption that all

nodes share the same configuration, heterogeneous configuration has become increasingly

popular for two reasons. First, heterogeneous hardware naturally calls for a heterogeneous

configuration to achieve optimal performance [21, 44, 59, 66, 97]. Second, even for a

homogeneous system, sometimes we need to change its configuration at run time to adapt

to the workload, but rebooting the whole system with a new configuration may be too

disruptive [7, 85]. To solve this problem, several approaches incrementally change the

configuration of a subset of nodes, either by rebooting these nodes [23,68,73] or by utilizing

application APIs [21, 40, 43, 65, 88], until all nodes have the new configuration. Both of

these cases may cause different nodes to have different configurations, either in the long

term or in the short term.

Heterogeneous configuration, however, may cause distributed configuration errors if not

used properly. For example, if one node is configured to encrypt its communication channel

while the other node does not decrypt the messages, then unsurprisingly the communication

will fail. This type of errors is different from the configuration errors caused by invalid

configuration values [3, 79, 92, 93, 96, 98]: in our case, both configuration values (i.e., using

and not using encryption) are valid; the problem is caused by two nodes with different

configurations communicating with each other.
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The goal of this dissertation is to investigate, in real-world applications, which configura-

tion parameters cannot be set in a heterogeneous manner. We call them heterogeneous-unsafe

configuration parameters in this dissertation. To achieve our goal, we have developed an

approach to identify such parameters.

At a high level, our approach is not much different from classic program testing: we

test the target application with different heterogeneous configurations and different inputs

to see whether the application will fail. However, this method also encounters the classic

challenge of program testing: a particular configuration parameter may only take effect when

a particular piece of code is executed; thus, to test whether the parameter is heterogeneous-

unsafe, we need to drive the application to a potential corner case.

To address this challenge, we observe that mature applications usually have well-

designed unit tests and integration tests, which have already considered this problem: to test

the effects of a certain configuration parameter, some of these unit tests generate inputs so

that the particular parameter will take effect and have rules to check whether the application

is in a healthy state. Following this observation, we utilize existing tests including both

unit and integration tests to find heterogeneous-unsafe parameters by assigning different

configurations to different nodes in these tests.

We encounter two challenges when applying this idea. First, to run a unit test or an

integration test with a heterogeneous configuration, we have to be capable of assigning

different configuration values to different nodes. In the other words, we need to provide

a unified configuration controller which is able to assign a specific parameter value to a

specific node when running with either unit tests or integration tests. While this task is

relatively trivial for integration tests where nodes can be identified with process ids, it is

significantly more challenging in unit tests, which often create nodes as threads within a
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process: on the one hand, a unit test may create a configuration object and share it with

different nodes; on the other hand, a node may have subcomponents, which may create their

own configuration objects. Both properties make it harder to map a configuration object to a

particular node. To address this problem with minimal modification to the target application,

we incorporate several heuristics to identify configuration sharing—in which case we clone

the configuration object—and infer the mapping from configuration objects to nodes.

The second challenge is the large number of tests to run. To alleviate this problem,

we incorporate several techniques: 1) we “pre-run” tests to identify which configuration

parameters are used by each node type in each test, to avoid assigning a parameter to a

node that will not use the parameter; 2) under the assumption that most parameters are safe,

we introduce pooled testing, which tests several parameters together within one test, and

separates them only if the pooled test fails.

Following these ideas, we have built ZebraConf, a framework to reuse existing unit

tests and integration tests to find heterogeneous-unsafe configuration parameters. We have

applied ZebraConf to Flink [1], HBase [2], HDFS [42], MapReduce [70], YARN [94] with

their unit tests suites, and Cassandra [13] with its integration test suite. Our evaluation yields

the following results:

• ZebraConf reports a total of 64 heterogeneous-unsafe configuration parameters in

these applications. Our manual analysis shows 47 of them are truly unsafe parameters,

and the remaining 17 are false positives. While many of these unsafe parameters are

expected (e.g., parameters related to encryption, compression, and heartbeat), some of

them are more subtle. For example, we find setting a heterogeneous bandwidth limita-

tion on different DataNode instances in HDFS can cause one DataNode with a high

limit to overload a DataNode with a low limit, so that the latter cannot send progress
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reports in time, causing timeout. We further propose suggestions and workarounds to

make a subset of these parameters heterogeneous safe.

• Regarding unit tests, with its heuristics, ZebraConf correctly maps configuration

objects to different nodes in 89.3% to 98.4% of testing instances for each application .

Achieving this level of correctness required adding or changing 21 to 38 lines of code

to apply ZebraConf to each application.

• Pre-running tests and pooled testing reduce the total number of testing instances to

run by two to four orders of magnitude for each application. As a result, all tests can

finish within 6,012 machine hours. While this number is certainly not small, it is

affordable since we can run these tests in parallel (we used up to 100 machines in our

experiments) and they do not need to be run frequently.

3.1 The Goal and the Approach

3.1.1 Goal and Definitions

This work targets a distributed system, which is composed of multiple nodes (i.e. pro-

cesses). We assume each node can be configured independently with its own configuration

file.

To formally define heterogeneous-unsafe configuration parameters, we first introduce

the following definitions:

• F denotes a configuration file and F(p) denotes the value of parameter p in the

configuration file.

• HomoConf (F) denotes a homogeneous configuration, in which all nodes have the

same configuration file F .
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• HeteroConf (F1, ...,Fn) denotes a heterogeneous configuration, in which node i has

configuration file Fi.

• I denotes a sequence of inputs to the target application. Inputs include explicit inputs

through the application APIs, as well as all nondeterministic factors, such as timing

and randomness, which are modeled as implicit inputs.

• A testing oracle can verify whether the application is in a correct state given I and

either a HomoConf (F) or a HeteroConf (F1, ...,Fn).

We assume that within any given node, all code always sees the same configuration.

In other words, issues caused by incorrect implementation of online reconfiguration (e.g.,

missing updates to some variables depending on the parameter to be reconfigured) are

outside the scope of our work.

Definition 3.1.1 (Invalid heterogeneous configuration). We say HeteroConf (F1, ...,Fn) is

invalid if ∃I such that

¬oracle(I,HeteroConf (F1, ...,Fn)) ∧

∀i∈{1,...,n}oracle(I,HomoConf (Fi))

Intuitively, this means that an invalid heterogeneous configuration is one that causes

problems even if every configuration file is individually valid.

Definition 3.1.2 (Heterogeneous-unsafe configuration parameters). We say a set of parame-

ters P is heterogeneous unsafe if

• there exists an invalid heterogeneous configuration HeteroConf (F1, ...,Fn) in which

for every parameter in P, at least two configuration files have different values of the
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parameter, and all other parameters have the same value in all configuration files,

i.e.,

∀p
(

p ∈ P⇐⇒∃i, j Fi(p) 6= Fj(p)
)

and

• P is minimal, i.e., there does not exist P′ ( P that satisfies the above condition.

Intuitively, this defines the minimal set of parameters that may cause invalid heteroge-

neous configurations when given different values. If parameters do not depend on each other,

this definition can further be simplified to be on individual parameters. The goal of this work

is to identify heterogeneous-unsafe configuration parameters in real-world applications.

3.1.2 Our Approach

To understand whether certain configuration parameters are heterogeneous unsafe, we

use the traditional software testing approach: we generate a number of heterogeneous

configurations, each with different values of the target parameters; we then run the target

application with these heterogeneous configurations and different inputs, and check whether

the application encounters errors. However, the challenge of this approach is that a particular

configuration parameter may only take effect when rarely executed code is executed, and

thus when testing the parameter, we need to generate specific inputs to drive the application

to the corner case.

To address this challenge, we utilize existing tests including both unit and integration tests

built by the application developers: we run these tests with the corresponding heterogeneous

and homogeneous configurations. Since the tests of a mature application should cover most

of an application’s code [86,99], they naturally provide the ability to drive the application to

corner cases and test whether the application is in a correct state. In other words, we assume
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the tests can provide the input I and approximate the oracle in Definition 3.1.1. Following

this idea, we have built ZebraConf, a framework to generate heterogeneous configurations,

to run tests with these configurations, and to modify the target application to facilitate such

testing.

Unit tests and integration tests. Traditionally, “unit tests” refer to tests that target

individual functions or components of a system, and thus cannot be used for our purpose

since they do not start multiple nodes. In contrast, “integration tests” refer to tests that

target the whole system which will usually create a real cluster with mutiple processes

for testing. However, to simplify testing, today’s open-source software often implements

its whole-system tests by running nodes as threads in one process and managing these

tests as unit tests (e.g., MiniDFSCluster in HDFS, MiniCluster in Flink, etc). In this work,

ZebraConf targets reusing both such whole-system unit tests and integration tests to find

heterogeneous-unsafe configuration parameters. Regarding integration testing, for now,

ZebraConf only supports the integration tests that are running on a single machines; however,

extending ZebraConf to reuse integration tests running across multiple machines should not

be a challenging task, though we have not done any experiments with those tests.

3.1.2.1 System Architecture

As illustrated in Figure 3.1, ZebraConf consists of three key components: TestGenerator,

TestRunner, and ConfAgent.

At the top layer, TestGenerator determines which tests to run and what heterogeneous

configurations to use for each test.

At the middle layer, given a test, either a unit test or integration test, and a heterogeneous

configuration, TestRunner follows Definition 3.1.1 to test 1) whether the test reports an error
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Figure 3.1: Overview of ZebraConf.

for the given heterogeneous configuration; and 2) whether the test reports an error for any

corresponding homogeneous configuration.

At the bottom layer, ConfAgent is responsible for assigning specific parameter values to

specific nodes during the test runtime based on the configuration assignment information

specified by TestRunner. In ZebraConf, ConfAgent is designed and implemented as a unified

parameter value controller that works with both unit tests and integration tests.

3.2 Design

3.2.1 TestGenerator

TestGenerator is responsible for generating all the test instances. In the general case,

a test instance is represented by a tuple of a test and a heterogeneous configuration
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HeteroConf (F1,F2, ...,Fn). Table 3.1 shows the number of unit tests and parameters in

different applications. As one can imagine, enumerating the combination of all parameter

values and all tests will generate too many test instances. Exacerbating this problem, we

observe that many whole-system unit tests and integration tests can take a long time (e.g.,

several minutes), because they need to wait for a cluster to be set up. To alleviate this

problem, we introduce a number of strategies and techniques:

Test parameters independently. We assume that whether a configuration parameter

is unsafe when set in a heterogeneous manner (i.e., different values on different nodes)

does not depend on the values of other parameters. This assumption allows us to simplify

Definition 3.1.2 to test each parameter individually rather than testing their combinations,

which greatly reduces the number of test instances. With this strategy, TestGenerator

converts the representation of a test instance into a tuple of 1) a test, 2) the name of the

parameter to test, and 3) the parameter value at each node. All other parameters will use the

original values in the particular test.

Of course this assumption does not always hold, and TestGenerator allows additional

rules to specify that when testing parameter p1 with value v1, we should set p2’s value to

v2. Currently TestGenerator requires the developer’s effort to generate these rules and in

our experiments, we manually add rules for a few parameters which obviously depend on

others. For example, in HDFS there is a parameter to configure whether to use the http or

https protocol, and two parameters to set the http and https addresses. Following the HDFS

documentation, we set the http address if using the http protocol and set the https address

if using the https protocol. Future work could extract the relationship between different

parameters automatically, by relying on parameter dependence analysis [20].
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Test Type #Tests # App-specific parameters

Flink Unit Test 26,226 447 [34]
Hadoop Tools Unit Test 1,518 N/A
HBase Unit Test 4,985 206 [41]
HDFS Unit Test 6,445 579 [46, 47]
MapReduce Unit Test 1,423 210 [69]
YARN Unit Test 4,806 465 [95]
Cassandra Integration Test 740 178 [14]

Table 3.1: Statistics about the numbers of parameters and tests for each application we
applied. Hadoop Tools provide a number of tools to support other applications, but do not
have their own parameters. All other applications have their own parameters (see table’s
citations for details) and share the Hadoop Common library (see [37] for details), which has
336 parameters.

Select parameter values to test. For boolean parameters, selecting values is trivial since

we only need to test true and false values. For other types of parameters, we manually

select a few values that we believe are representative based on the documentation of the

target application. For numerical values, apart from the default value, we select one that is

much larger than the default value, one that is much smaller, and values that have specific

meanings (e.g., 0 or -1 sometimes means this feature is disabled). For string values, we

select the values listed in the documentation of the target application.

Select representative value assignment. If a test contains n nodes and we need to test

a parameter with two different values v1 and v2, then there are 2n ways to assign values to

nodes. To reduce this number, we select a few representative assignment strategies, based on

the observation that nodes of the same type are executing the same piece of code and thus

are mostly symmetric. We first divide nodes into groups based on their types and then test

each group G with the following strategies: 1) assign v1 (v2) to all nodes in G and assign v2

(v1) to all other nodes. This strategy tests heterogeneous configuration across different types
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of nodes; 2) assigns values in a round robin order to nodes within G (i.e., assign v1 (v2) to

the first node, assign v2 (v1) to the second node, assign v1 (v2) to the third node, and so on),

and assign v2 (v1) to all other nodes. This strategy further tests heterogeneous configuration

within nodes of the same type.

Pre-run profiling. The previous step generates a list of test instances, each specifying

how to assign configuration values to different nodes in a test. However, not all these test

instances are effective to test a heterogeneous configuration, and TestGenerator “pre-runs”

all tests once to filter ineffective test instances.

First, although almost all integeration tests involve node creation, many unit tests do not

create any nodes: as explained in Chapter 3.1.2, the term “unit test” initially referred to tests

targeting individual functions and has changed recently to include whole-system tests. Unit

tests that do not create any node are of course unable to test heterogeneous configurations.

During the pre-run of a test, if the test does not start any node, then TestGenerator removes

the test from its list.

Second, not all nodes in all tests use all parameters. This is also true for Integration tests.

If we assign a parameter value to a node not using the parameter, then of course we are wast-

ing time. This fact provides an opportunity for us to further trim the number of tests to run. To

exploit this opportunity, during the pre-run TestGenerator records which node is using which

parameter in each test. When generating test instances, TestGenerator applies the following

rule: for a test with nodes of type A and a parameter p, TestGenerator will only generate test

instances to test p on nodes of type A if these nodes actually use p in the pre-run. For exam-

ple, in HDFS, TestGenerator will not test dfs.datanode.balance.bandwidthPerSec on

NameNode because NameNode never uses this parameter.
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A challenge of this technique is how to determine whether a node “uses” a parameter.

In our current implementation, we define “use” as reading a parameter, which is easy to

implement but is conservative since a node may read a parameter’s value during initialization

and never use the value later. Future work could explore using program analysis to improve

the accuracy of identifying whether a parameter’s value is used.

As shown in our evaluation (Table 3.5), pre-running profiling and filtering ineffective

tuples allows us to reduce the number of testing instances to run by up to three orders of

magnitude.

Pooled testing. To further reduce testing time, we observe that most configuration

parameters are heterogeneous safe. This motivates us to use a divide-and-conquer approach:

instead of testing only one parameter for heterogeneous safety when running a test, we test

multiple parameters (called a “pool”) together. If the test does not report any errors, then all

of these parameters are assumed to be safe; otherwise, we divide these parameters into two

groups and test each group recursively, until we can identify all unsafe parameters. In our

evaluation, we set the maximal pool size to be equal to the number of parameters.

In order for this approach to be an effective optimization, we need most pools of

parameters to be error free. However, we found that the efficiency of this approach is

hampered by a small number of heterogeneous-unsafe parameters that fail almost every test.

Examples include parameters related to encryption and compression, which are used by

most tests. To solve this problem, if TestGenerator finds that a parameter has failed many

tests, TestGenerator will mark the parameter as unsafe and avoid using it in future tests.
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Test in parallel. For both unit and integration tests, they are independent from each other,

which provides a natural opportunity to run tests in parallel. In our experiments, we run

both unit and integration tests on a cluster of machines to reduce total wall-clock time.

3.2.2 TestRunner

TestRunner is responsible for running a test instance (a test and a heterogeneous con-

figuration) generated by TestGenerator. Based on Definition 3.1.1, TestRunner will test

both the heterogeneous configuration generated by TestGenerator and all corresponding

homogeneous configurations: if the former one reports an error and the latter ones do not,

then TestRunner will report a heterogeneous-unsafe parameter.

TestRunner’s task is complicated by nondeterministic errors in tests which can happen

in both unit and integration tests. For example, if a heterogeneous configuration has a

probability to fail but does not fail in one test, then we may miss a heterogeneous-unsafe

configuration parameter (i.e., false negative). If one of the homogeneous configurations has

a probability to fail but does not fail in one test, then we may report a heterogeneous-safe

parameter as unsafe (i.e., false positive). In our experiments, we find that false positives

caused by nondeterministic errors are common.

To reduce false positives in the face of nondeterminism, we run multiple trials of

a test instance (both its heterogeneous configuration and corresponding homogeneous

configurations) until we can be sure that the parameter is heterogeneous unsafe with high

probability, according to hypothesis testing using a significance level of 0.0001 (i.e., 1−

99.99%).

To minimize run time, we run multiple trials of a test instance only if its heterogeneous

configuration fails and none of its homogeneous configurations fail in the first trial. This
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approach saves time but can result in false negatives due to nondeterminism. To reduce false

negatives, a developer would need to run the test instances multiple times, which is not ideal

but is the standard solution for most nondeterministic errors. On the other hand, although

we run only one trial for most of the test instances, most parameters are tested by multiple

test instances, reducing the chances of false negatives.

3.2.3 ConfAgent

In ZebraConf, ConfAgent is responsible for assigning specific parameter values to

specific nodes during the test runtime based on the configuration assignment information

specified by TestRunner. ConfAgent supports performing this task for both unit and integra-

tion tests. Since it is more challenging to support unit tests than integration tests, we will

first describe the challenges and the solution for unit tests in Section 3.2.3.1 and 3.2.3.2,

and then discuss how to support integration tests in Section 3.2.3.4. Finally, we will discuss

the assumptions of applying ConfAgent to applications in Section 3.2.3.5.

Since the major challenge comes from heterogeneous configurations, our discussion

focuses on this context, using an example shown in Figure 3.2.

3.2.3.1 Challenges

To run a unit test with a heterogeneous configuration, ConfAgent needs to be able to

control the configuration values at each node. This would be trivial in a real distributed

setting or in an integration test, in which each node would be running as a process: we could

give each node a separate configuration file. However, the context of unit tests is significantly

more challenging because unit tests often create nodes as threads within a single process,

and all nodes inherently share the same configuration file, making it infeasible to assign

different configuration files to different nodes.
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1 /* Blank constructor */
2 public Configuration () {
3 ConfAgent.newConf(this);
4 ...
5 }
6

7 /* Clone constructor */
8 public Configuration(

Configuration other) {
9 ConfAgent.cloneConf(other, this);

10 ...
11 }
12

13 /* Get the value of name
parameter */

14 public String get(String name)
{

15 String value = properties.
getProperty(name);

16 return value;
17 return

ConfAgent.interceptGet(this,
name);

18 }
19

20 /* Set the value of the name
parameter */

21 public void set(String name ,
String value) {

22 ConfAgent.interceptSet(this, name,
value);

23 ...
24 }

(a) Pseudocode of the Configuration class.

1 private Configuration conf;
2 private Component c;
3

4 public static void main() {
5 ...
6 /* create a blank config

object */
7 Configuration conf = new

Configuration ();
8 Server server = new Server(

conf);
9 ...

10 }
11

12 /* Server init function */
13 public Server(Configuration

conf) {
14 ConfAgent.startInit(this,

’Server’);
15 /* replace saving reference

with refToClone */
16 this.conf = conf;
17 this.conf =

ConfAgent.refToCloneConf(conf);
18 /* initialize this Server */
19 c = new Component ();
20 ...
21 ConfAgent.stopInit();
22 }
23

24 protected void funA() { ...}

(b) Pseudocode of the Server class.

1 private Configuration conf;
2

3 /* Component init function */
4 public Component () {
5 this.conf = new

Configuration ();
6 ...
7 }

(c) Pseudocode of the Component class.

1 public void test () {
2 Configuration conf = new

Configuration ();
3 /* create servers */
4 Server server1 = new Server(

conf);
5 Server server2 = new Server(

conf);
6 ...
7 server1.funA();
8 System.out.println(conf.get(

XXX));
9 }

(d) Pseudocode of a unit test.

Figure 3.2: An example of how an application and its unit tests may use configuration
objects, and how to modify the application to support ZebraConf with the ConfAgent APIs.
The lines with suffix ConfAgent are added by the developer. If developers only want to
reuse integration tests, then only two APIs highlighted with orange are needed.
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To address this problem, we observe that well-designed applications usually keep

track of configuration values in a dedicated configuration object (e.g., Figure 3.2a). The

configuration object usually provides a get function to retrieve a certain configuration value

and a set function to set the value. Therefore, if we can modify the configuration objects to

return different values to different nodes, we will achieve our goal. This approach has the

benefit that it only requires modifying a dedicated class. The challenge is how to determine

which node is calling the get function of a particular configuration object. To illustrate the

challenge, we describe a few approaches we tried that failed.

Determine caller based on configuration object. Initially, we thought that if each node

uses one configuration object internally, then our task would be trivial: we could annotate the

creation of each configuration object to connect it to a node. However, when investigating

real applications and their unit tests, we found that this assumption was almost never true,

manifesting in two different ways. First, a unit test often creates a configuration object by

itself and then shares the object with different nodes. For example, as shown in Figure 3.2d,

the unit test creates a Configuration object, and then uses the object to create two Server

objects. In this case, these two Server objects and the unit test (the unit test itself is treated

as a “client” node in ZebraConf) are sharing the Configuration object. In our experiments,

we find configuration object sharing occurs in 99.9%, 99.8%, 96.5%, 100%, and 88.5% of

the unit tests that involve configuration usage in Flink, HBase, HDFS, MapReduce, and

YARN respectively. Second, sometimes a node creates multiple configuration objects, which

violates our assumption as well. For example, at line 19 in Figure 3.2b, a Server object

creates a Component object, which later creates its own Configuration object (line 5 in

Figure 3.2c).
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Determine caller based on object allocation chain. In our second attempt, we tried

to tie each Java object to a node. Then if a Java object called Configuration.get, we

could know which node was making the call. To implement this idea, we first annotated

a few objects as roots, which are typically the main object of a node (e.g., DataNode and

NameNode in HDFS). Then we applied the following rule: if object A’s method creates

object B, then A and B belong to the same node. While we found no correctness problems in

this approach, it was too invasive: we needed to add a node field to each object; we needed

to modify the constructor of each object to pass the node field from its creator; and we

needed to do this not only for the target application, but also for any third-party libraries

used by the application. As a result, this approach incurred too much overhead, in terms of

both the effort to modify the application and the CPU and memory usage at run time.

Determine caller based on calling thread. In the third attempt, we implemented a

simplified version of our second attempt by only keeping track of which node each thread

belongs to. We annotated the main thread of a node as the root and applied the following

rule: if thread A creates thread B, then A and B belong to the same node. Then whenever

Configuration.get was called, we could retrieve the thread ID of the caller and infer

which node was making the call. Compared to the second attempt, this approach was simpler

since getting the thread ID whenever Configuration.get was called did not require

tracking the object allocation chain from the thread to Configuration.get. However, this

approach relied on the assumption that a node’s code is only executed by its own threads,

and once again, we found that the design of unit tests violates this assumption: for testing

convenience, it is common for a unit test to directly call nodes’ internal functions for various

purposes, such as stopping a node, adding data, checking status, and injecting faults. As a

result, a node’s code may be called by the unit test thread (i.e., main thread), and thus we

47



cannot determine which node is calling Configuration.get. For example, in Figure 3.2d,

line 7, the unit test calls an internal function funA of server1. In this case, funA should

use the configuration object of server1, but determining the caller based on the calling

thread would instead use the configuration object of the unit test.

3.2.3.2 ConfAgent’s Solution

Application Types of nodes

Flink JobManager, TaskManager
HBase HMaster, HRegionServer, ThriftServer, RESTServer
HDFS NameNode, DataNode, SecondaryNameNode, JournalNode, Balancer, Mover
MapReduce MapTask, ReduceTask, JobHistoryServer
Yarn ResourceManager, NodeManager, ApplicationHistoryServer
Cassandra CassandraDaemon, Client, Tool

Table 3.2: The types of nodes we investigated.

ConfAgent’s solution is based on our first attempted solution (determining the caller

based on the configuration object). To achieve high accuracy and to minimize the modifica-

tion to the target application despite the two challenges (i.e., configuration object sharing

across different nodes and multiple configuration objects within a node), ConfAgent incor-

porates several heuristics, based on our observation of how configuration objects are used in

the unit tests and the applications.

Observation 1: the number of types of nodes is small. As discussed previously, for all

methods, we need to define certain “root” classes or objects to separate different nodes at

run time. Fortunately we find this is a simple task: all the applications we investigated have

a well-defined node class for each type of node, e.g., NameNode and DataNode in HDFS.
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The number of types of nodes is small, which means manual annotation is feasible. Table

3.2 records the node types we picked in our work.

Observation 2: flow of configuration objects. We observe that information about

configuration objects can flow in three ways, providing hints about how to track them.

• Observation 2.1: creating a new blank configuration object. Both the unit test itself

and a node may create new configuration objects (e.g., line 2 in Figure 3.2d and line 5

in Figure 3.2c). We observe that a node usually creates its configuration objects in

an initialization function, typically the constructor function or another init function

in the node class. This means we can annotate the initialization function to map

a configuration object to its node. Note that sometimes the object is created by a

function called by the initialization function, instead of by the initialization function

itself (e.g., line 19 in Figure 3.2b calls the constructor of the Component class, which

creates a new Configuration object). And sometimes a node may create multiple

configuration objects, usually for its subcomponents. To capture such relationships,

ConfAgent adds the following rule: if a configuration object is created at time t on

thread A, and thread A executes the initialization function of a node between t1 and t2,

and t1 < t < t2, then the configuration object belongs to the particular node.

• Observation 2.2: cloning a configuration object. Both the unit test and the application

may clone a configuration object by creating an object with a constructor that copies

values from an existing object. We observe that the original object and the cloned

object usually belong to the same entity (i.e., a node or the unit test itself).

• Observation 2.3: creating a new reference to a configuration object. This will not

create a new object, and thus will not affect the mapping from configuration objects to
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nodes, except in the following case: we observe a node’s initialization function often

takes a configuration object as an argument and assigns it to an internal reference (line

16 in Figure 3.2b). In a real distributed setting, the main function of the node class

will create the configuration object and use it to create the node class (lines 7–8 in

Figure 3.2b), but in the unit test, the unit test itself replaces the main function and

may share the configuration object with many nodes (lines 2–5 in Figure 3.2d). To

solve this problem, we require the developer to replace such a configuration object

reference in the initialization function with a clone (lines 16–17 in Figure 3.2b).

Observation 3: exceptions to the previous observations could lead to a high false posi-

tive rate. Exceptions to the previous observations may cause ConfAgent to fail to assign

proper values to different configuration objects, leading to false positives. In particular, if

ConfAgent assigns different values to configuration objects within the same node, it may

cause errors that will not happen in a real distributed setting, since a node in a distributed

setting will read the same value for the same parameter from a configuration file. Although

the total number of exceptions is small compared to the total number of unit tests, the num-

ber of heterogeneous-unsafe configuration parameters is small as well, so these exceptions

would lead to a high false positive rate if they were not filtered properly. ConfAgent tries to

identify such cases during the pre-run: for each unit test, it tries to map each configuration

object to either a node or the unit test itself; if it ultimately finds that a configuration object

is mapped to no entity, then for this unit test, ZebraConf avoids testing any parameters used

by the unidentifiable configuration object.

Based on such observations, ConfAgent works as follows: first, the developer needs to

annotate the node initialization and configuration object creation with the API provided by

ConfAgent (see Chapter 3.2.3.3). Then at run time, ConfAgent follows the following rules

50



(based on the observations above) to determine the mapping from configuration objects to

nodes:

Rule 1.1: Configuration object creation (Observation 2.1). If a configuration object is

created at time t on thread A, and thread A executes the initialization function of a node

between t1 and t2, and t1 < t < t2, then the configuration object “belongs to” the particular

node.

Rule 1.2: Configuration object creation. If a configuration object is created when no

node has initialized, then we say that this object “belongs to the unit test.”

Rule 2: Configuration object reference (Observation 2.3). If the developer replaces

a configuration object reference with a clone during initialization, then the object to be

cloned belongs to the unit test, and the cloned object belongs to the node that executes the

initialization function.

Rule 3: Configuration object clone (Observation 2.2). If a configuration object is

cloned from another configuration object but not by Rule 2, then these two objects belong to

the same entity.

As mentioned previously, if ConfAgent fails to map a configuration object in a unit test

with these rules during the pre-run, ConfAgent excludes the test instances that combine the

unit test and the parameters used by the unidentifiable configuration object from further

testing, since they may generate false positives. Our evaluation shows that for four out of the

five target applications, less than 5% of the test instances are excluded; for the remaining one,

about 10% of the instances are excluded. Such numbers indicate that these rules accurately

cover a high percentage of unit tests.
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3.2.3.3 ConfAgent API and Implementation

To implement the aforementioned rules, ConfAgent provides an API for the developer

to annotate the source code of the target application:

• startInit(node, nodeType) and stopInit(). The developer should use these

two methods to annotate the start and the end of the initialization function (e.g., lines

14 and 21 in Figure 3.2b). They serve to implement Rule 1.1.

• newConf(conf), cloneConf(origConf, newConf), and refToCloneConf(origConf).

These three methods are for tracking configuration objects, which are used to imple-

ment all of the rules mentioned above. The developer can annotate the constructor of

the configuration class with newConf or cloneConf (e.g., lines 3 and 9 in Figure 3.2a).

The developer should use refToCloneConf to replace a reference to a configuration

object with a clone in the node initialization function (e.g., lines 16–17 in Figure 3.2b).

• interceptGet(conf, paraName) and interceptSet(conf, paraName, paraValue).

These two methods are for intercepting the get and set functions of configuration

objects, in order to implement the heterogeneous configuration. The developer can

place these two methods in the get and set functions of the configuration class (e.g.,

lines 17 and 22 in Figure 3.2a).

To implement these API methods, ConfAgent maintains the following data structures:

• A nodeTable object records the following for each node: nodeID is the hashCode

of the corresponding node; nodeType is the type of the node (e.g., NameNode

or DataNode); nodeIndex is i if the node is the ith node of nodeType, which is

used by the TestGenerator to assign a configuration value to a particular node (note
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that TestGenerator cannot use nodeID for this purpose since nodeID may not be

consistent across multiple runs); confIDs is an array recording the hashCode of all

configuration objects belonging to this node; parentConfID records the hashCode of

the configuration object passed as the argument to the initialization function, if any.

• A unitTestConfIDs list records configuration objects belonging to the unit test.

An uncertainConfIDs list records configuration objects that cannot be mapped to

anywhere.

• The parentTochild<childConfID, parentConfID> map keeps track of all cloning

relationships.

• The threadContext<ThreadID, nodeID> map keeps track of whether an initial-

ization function of a particular node is executing on a thread.

When startInit(node, nodeType) is called, ConfAgent puts a new entry in nodeTable

(confIDs is empty and parentConfID is null). It further puts the current thread ID and node

ID in threadContext. When stopInit is called, ConfAgent removes the current thread

ID from threadContext.

When newConf, cloneConf, or refToCloneConf is called, ConfAgent updates the

information based on the rules mentioned previously:

• When newConf(conf) is called, if no node has initialized yet, ConfAgent puts conf

in unitTestConfIDs (Rule 1.2). If threadContext has a pair of <ThreadID,

nodeID> for the current thread, ConfAgent puts conf into nodeTable (Rule 1.1);

otherwise, ConfAgent puts conf in uncertainConfIDs.
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• When cloneConf(origConf, newConf) is called, ConfAgent searches if either

origConf or newConf already belongs to a node (i.e., in nodeTable) or the unit test

(i.e., in unitTestConfIDs): if so, ConfAgent puts the other one in the same group

(Rule 3); otherwise, ConfAgent puts both configuration objects in uncertainConfIDs.

In either case, ConfAgent puts the pair in the parentToChild map.

• When refToCloneConf(origConf) is called, ConfAgent firsts clones origConf

into a new object newConf. ConfAgent then puts newConf in nodeTable with the

nodeID retrieved from threadContext, and puts origConf in unitTestConfIDs

(Rule 2). Furthermore, ConfAgent recursively searches origConf’s parent in the

parentToChild map to move them from uncertainConfIDs to unitTestConfIDs

(Rule 3). Finally, ConfAgent returns newConf.

As mentioned previously, if uncertainConfIDs is not empty at the end of a unit test

during the pre-run, meaning that ConfAgent cannot properly map certain objects to a node,

ConfAgent excludes the test instances that combine this unit test and any parameters used

by the configuration objects in uncertainConfIDs from further testing.

When interceptGet(conf, paraName) is called, ConfAgent first searches whether

conf is in nodeTable: if so, ConfAgent can retrieve its corresponding nodeType and

nodeIndex and check whether TestGenerator has assigned a particular value to <nodeType,

nodeIndex, paraName>, in which case interceptGet returns the assigned value. If

conf is not in nodeTable or if TestGenerator has not assigned a particular value, ConfAgent

returns the original value in conf.

ConfAgent utilizes interceptSet to solve the following problem: sometimes the

unit test creates a configuration object with empty values, then creates a node with this

configuration object, expecting the node to fill the empty values, and later retrieves these
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values (e.g., line 8 in Figure 3.2d). Since we replace the reference with a clone, the unit

test is unable to get the correct values after node initialization. To solve this problem,

ConfAgent adds the following logic to interceptSet(conf, paraName, paraValue):

if conf belongs to a node in nodeTable and the parentConfID of the particular node is

not empty, then ConfAgent updates the corresponding value of the parent conf as well.

To illustrate the whole workflow, we next present how ConfAgent works on the example

shown in Figure 3.2.

Step 1: When the unit test starts, it creates a new blank configuration (line 2 in Figure 3.2d),

which triggers ConfAgent’s newConf function at line 3 of Figure 3.2a. At this moment,

since no node has been initialized yet (i.e., nodeTable is empty), ConfAgent marks this

configuration object as belonging to the unit test (Rule 1.2).

Step 2: The unit test creates server1: the constructor of the Server class triggers ConfA-

gent’s startInit function (line 14 in Figure 3.2b). This function generates a nodeID for

this Server object and then registers a new node with type “Server” and its nodeID in the

nodeTable; it also registers nodeID (i.e., server1) in threadContext, indicating that the

code of server1 is running on the main thread.

Step 3: The Server constructor triggers the refToClone function of ConfAgent (line 17

in Figure 3.2b). This function first clones the object. Then it tries to assign the cloned

configuration object to a node by searching the threadContext to find which node is

running on the current thread. In our example, it finds server1 is running, so it marks

the cloned configuration object as belonging to server1 (Rule 2). It also marks the

configuration object to be cloned as belonging to the unit test, but since that object was

already marked in Step 1, this step does not change anything.
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Step 4: The Server constructor creates a component object, which creates its own blank

configuration (line 5 in Figure 3.2c). It triggers ConfAgent’s newConf function. In this case,

since ConfAgent finds server1 is running on the current thread from threadContext, it

marks the new configuration object as belonging to server1.

Step 5: The Server constructor triggers ConfAgent’s stopInit function (line 21 in Fig-

ure 3.2b), which unregisters server1 from the threadContext.

Step 6: The unit test creates server2 (line 5 in Figure 3.2d), which repeats Steps 2–5 and

marks the corresponding configuration objects as belonging to server2.

Step 7: When the unit test calls funA (line 7 in Figure 3.2d), if this function calls Configuration.get,

ConfAgent can intercept this function (line 17 in Figure 3.2a) and know that the configura-

tion object belongs to server1. ConfAgent can manipulate the return value here to allow

server1 and other nodes to have different configuration values.

3.2.3.4 ConfAgent for Integration Tests

Compared to unit tests, supporting integration tests is less challenging. While ConfA-

gent has to track configuration object creation flow to help identify node entities, we can

differentiate node entities directly process ids.

To enable ConfAgent to perform the task of assigning different parameters values for

different nodes in integration tests, developers need to inject ConfAgent’s interceptGet

function at the get function of the configuration class (line 17 in Figure 3.2a), and the

startInit function at the initialization function of a server class (line 14 in Fig-

ure 3.2c).

The startInit function will record the process id and the type of the node when it is

being initialized. In addition, the startInit function will assign an incremental id for each
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node based on its type. The current method to achieve this task is that, when a node is being

initialized, ConfAgent will append a line of process id into a file and assign the number of

lines as the id for the node. Currently, to prevent possible race condition, we inject a small

period of sleep between each initialization of nodes and find race condition never occurs. A

compelete solution requires using a lock to make the write and read operation synchronized

between processes and we will implement it in the future.

3.2.3.5 Assumptions

Although we have tried to make our implementation generalize to different applications,

it does rely on a few assumptions: 1) the application should have whole-system unit tests;

2) the application should have a well-defined configuration class, which contains all the

configuration parameters used by the application; 3) for each type of node, a well-defined

initialization function will initialize all its configuration objects, either by creating a new

configuration object or by storing a reference to an argument of the function; 4) different

nodes should not share any object that needs to read configuration values, since we cannot

determine what value to give to a shared object; and 5) configuration objects are not stored

as global variables, because that would prevent ConfAgent from classifying configuration

objects.

Assumption 5 is only for unit tests, because configuration objects being stored as

global variables will not prevent ConfAgent from reusing integration tests. A violation of

assumption 2, 3, 4, or 5 does not completely prevent ConfAgent from working: we can

always modify the source code to handle these violations, or skip certain parameters if they

are shared. Of course the more violations the application has, the less effective ZebraConf

becomes. In the evaluation chapter, we discuss our experience with violations of these

assumptions in real-world applications.
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3.3 Experimental Evaluation

We implemented ConfAgent with 689 lines of Java code, TestRunner with 636 lines of

Java Code and 1,285 lines of shell script, and TestGenerator with 133 lines of Java code

and 327 lines of shell script. We also have 492 lines of shell script to run tests with Docker

containers [72].

Our evaluation tries to answer two questions:

• How many heterogeneous-unsafe configuration parameters can ZebraConf find in

real-world applications? (§3.3.1)

• How can the individual techniques of ZebraConf help to improve its accuracy and

reduce its running time? (§3.3.2)

To answer these questions, we have applied ZebraConf to Flink, HBase, HDFS, MapRe-

duce, and YARN with their unit test suites, and Cassandra with its integration test suite. We

manually analyzed all the reported problems to understand whether they are true problems

or false positives. Our principles for separating true problems and false positives are as

follows. 1) To check whether a failed test may happen in a real distributed setting to be

a true problem, we check two properties: first, a client should not need to manipulate the

private data of a server, which is only possible in a unit test, not in a real distributed setting;

second, the error should not be caused by an inconsistent configuration within one node,

which will not happen in a real distributed setting; 2) If the failed test causes an error in the

application code, we classify it as a real problem. 3) If the failed test does not cause any

errors in the application code, but violates some assertion in the test, we try to understand the

assertions and make a best-effort determination whether the assertion would be meaningful
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Parameter Why parameter is heterogeneous unsafe

Flink
akka.ssl.enabled TaskManager fails to connect to ResourceManager.
taskmanager.data.ssl.enabled TaskManager fails to decode peer message due to invalid SSL.
taskmanager.numberOfTaskSlots JobManager fails to allocate slot from TaskManager.

Hadoop Common
hadoop.rpc.protection RPC client fails to connect to RPC servers.
ipc.client.rpc-timeout.ms Socket connection timeouts.

HBase
hbase.regionserver.thrift.compact Thrift Admin fails to communicate with Thrift Server.
hbase.regionserver.thrift.framed Thrift Admin fails to communicate with Thrift Server.

HDFS
block.access.token.enable DN fails to register block pools.
bytes-per-checksum Checksum verification fails on DN.
blockreport.incremental.intervalMsec End users may observe inconsistent number of blocks.
checksum.type Checksum verification fails on DN.
replace-datanode-on-failure.enable NN reports errors when Client tries to find other DNs.
client.socket-timeout Socket connection timeouts.
datanode.balance.bandwidthPerSec Balancer timeouts because DN fails to reply in time.
datanode.balance.max.concurrent.moves Balancer becomes 10x slower due to DN congestion control.
datanode.du.reserved End users may observe inconsistent size of reserved space.
data.transfer.protection Sasl handshake fails between Client and DN.
encrypt.data.transfer DN fails to re-compute encryption key as block key is missing.
ha.tail-edits.in-progress JournalNode declines NN’s request to fetch journaled edits.
heartbeat.interval NN falsely identifies alive DN as crashed.
http.policy Tool DFSck fails to connect to HTTP server.
namenode.fs-limits.max-component-length Length of component name path exceeds maximum limit on NN.
namenode.fs-limits.max-directory-items Directory item number exceeds maximum limit on NN.
namenode.heartbeat.recheck-interval End users may observe inconsistent number of dead DNs.
namenode.max-corrupt-file-blocks-returned End users may observe inconsistent number of corrupted blocks.
namenode.snapshotdiff.allow.snap NN declines Client’s request to do snapshot.
namenode.stale.datanode.interval End users may observe inconsistent number of stale DNs.
namenode.upgrade.domain.factor Balancer hangs due to block placement policy violation on NN.

MapReduce
fileoutputcommitter.algorithm.version Different output commit dirs cause Hadoop Archive error.
job.encrypted-intermediate-data Reducer fails during shuffling due to checksum error.
job.maps Reducer fails when copying Mapper output.
job.reduces Reducer fails when copying Mapper output.
map.output.compress Reducer fails during shuffling due to incorrect header.
map.output.compress.codec Reducer fails during shuffling due to incorrect header.
output.fileoutputformat.compress End users may observe inconsistent names of output files.
shuffle.ssl.enabled NodeManager’s Pluggable Shuffle fails to decode messages.

Table 3.3: The 46 true heterogeneous-unsafe configuration parameters found by ZebraConf.
The prefixes of dfs. and mapreduce. for parameter in HDFS and MapReduce have been
truncated in this table.
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continued
Yarn
http.policy Client fails to connect with Timeline web services.
resourcemanager.delegation.token.renew Users may observe newer tokens expire earlier than prior tokens.
scheduler.maximum-allocation-mb ResourceManager disallows value decreasement.
scheduler.maximum-allocation-vcores ResourceManager disallows value decreasement.
timeline-service.enabled Client fails to connect to Timeline Server.

Cassandra
cdc_enabled Cassandra node fails to connect with peers schema disagreement.
receive_queue_reserve_endpoint_capacity Cassandra node failes due to oversized inbound messages.
send_queue_reserve_endpoint_capacity Cassandra node failes due to oversized inbound messages.
internode_socket_receive_buffer_size Unbalanced data amounts on Cassandra nodes.
num_tokens Cassandra node fails to restart due to mismatched token numbers.
internode_encryption Cassandra node fails to handshake with peers.

in a realistic setting: if yes, we classify it as a real problem; otherwise, we classify it as a

false positive.

Testbed. We run all experiments on CloudLab [24]. Each machine is equipped with two

Intel Xeon 10-core CPUs, 192 GB DRAM, 480 GB SATA SSD (where we run experiments),

and 1 TB SAS HD. We use up to 100 physical machines and allocate 20 and 5 Docker

containers on each physical machine to run in parallel for unit tests and integration tests,

respectively.

3.3.1 Heterogeneous-Unsafe Configuration Parameters in Real-World
Applications

ZebraConf reports a total number of 64 heterogeneous-unsafe parameters in the fix target

applications, and our manual analysis reveals 47 of them are true problems. We list all true

problems in Table 3.3.

We categorize the true problems as follows, and we discuss them in the contexts of both

long-term heterogeneous configuration and short-term heterogeneous configuration (i.e.,

partial reboot in a homogeneous system).
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• Compression-, encryption-, authentication-, or transport-protocols-related parameters.

These parameters affect the data format in a file or in a network communication, and

thus if two nodes have different parameter values, one node will not be able to read

data correctly. For a pair of nodes transferring data to each other, there is no reason

to use heterogeneous values for these parameters in the long term. Reconfiguring

these nodes may create a heterogeneous configuration in the short term, and a possible

solution is to store the parameter value for each file or communication channel, so

that a reconfiguration will not affect files or channels created before reconfiguration.

• Heartbeat-related parameters. If a heartbeat sender has a large interval value but

the receiver has a small value, the sender may not send heartbeats in time, so that

the receiver may decide the sender has died. While there is no good reason to use

heterogeneous heartbeat intervals in the long term, it may happen in the short term due

to the demand to reconfigure such values at run time. For example, since version 2.9.0,

HDFS has supported reconfiguring dfs.heartbeat.interval at run time with

its reconfiguration interface hdfs dfsadmin -reconfig namenode [43]. Such an

online reconfiguration will create a short-term invalid heterogeneous configuration.

We propose the following workaround: if the administrator needs to decrease the

heartbeat interval, she should change the value at the heartbeat sender first, and then

change the value at the receiver; if the administrator needs to increase the interval,

she should change it at the receiver first and then at the sender. This strategy ensures

that the sender interval is always less than or equal to the receiver interval, so that the

receiver will not miss heartbeats. However, this workaround may not always work,

since sometimes a node can act as both the sender and the receiver.
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• Max-limit-related parameters. These parameters can encounter problems if we recon-

figure a node’s max limit to be smaller, while the state of the node already exceeds

the smaller limit. The administrator should simply not try to reconfigure a node to

decrease the max limit. In contrast, increasing the limit causes no problems in our

experiments.

• Counts of tasks. Nodes with inconsistent values of these parameters will have prob-

lems retrieving data. These parameters should not be configured in a heterogeneous

manner.

• Others. This group contains some interesting parameters that we did not expect to be

unsafe. We provide details about some of them as follows.

dfs.datanode.balance.bandwidthPerSec. This parameter is used to specify the max-

imum amount of bandwidth that each HDFS DataNode can utilize for balancing. Starting

in HDFS 0.20, developers made this parameter online reconfigurable with a new dfsadmin

command, because administrators found “the optimal value of the bandwidthPerSec pa-

rameter is not always (almost never) known at the time of cluster startup” [44]. Setting

bandwidthPerSec either too low or too high may bring the cluster into a “maintenance

window,” which is expensive for large clusters. Making this parameter reconfigurable at run

time would help to avoid or alleviate this issue.

However, when setting this parameter in a heterogeneous manner, we observe the

following problem: a DataNode with a high bandwidth limit may send many packets to a

DataNode with a low limit so that the latter may run out of its quota. In this case, the latter

will throttle its network traffic, which is expected. However, such throttling may prevent the

DataNode from sending progress report to the Balancer, which is a tool to balance data in
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the cluster. As a result, the Balancer times out eventually. To solve this problem, we propose

that each node should reserve a small fraction of bandwidth for critical traffic like heartbeats

or progress reports.

dfs.datanode.balance.max.concurrent.moves. A unit test reports timeout (100 s)

when this parameter is configured to be 1 on DataNodes and 50 on the Balancer. The default

value for this parameter is 50, which allows 50 threads on a DataNode to transfer blocks for

balancing.

We checked the average balancing time for several configurations in the unit test: the

time for (DataNode:50, Balancer:50) was 14 seconds and for (DataNode:1, Balancer:1) was

16.7 seconds—but the time for (DataNode:1, Balancer:50) was 154 seconds. While it made

sense that (DataNode:50, Balancer:50) was faster than (DataNode:1, Balancer:1), it was

initially unclear why (DataNode:1, Balancer:50) was significantly slower than (DataNode:1,

Balancer:1).

Our further investigation showed that in (DataNode:1, Balancer:50), because Balancer

is unaware of the 1-thread capacity on DataNodes, it still sends block transfer requests to

DataNodes concurrently. However, a DataNode declines requests when its thread is already

performing block transfer for balancing. When the request is declined, the corresponding

Balancer dispatcher thread triggers a congestion control mechanism, which sleeps for

1100 ms before it retries. Since the DataNodes usually can finish a block transfer request

within 1100 ms, such congestion control adds an extra delay to the whole procedure.

The reader may wonder why we want to set this parameter differently on Balancer and

on DataNodes in the first place. Indeed, if all DataNodes have the same value, there is no

good reason for the Balancer to use a different value. However, if different DataNodes

have different values, then it is inevitable that the Balancer’s configuration will be different
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from some of the DataNodes. Because of the reported problem, it seems like a bad idea for

the Balancer to use one value for this parameter. Instead, the Balancer should retrieve this

value from different DataNodes, and accordingly send different numbers of tasks to different

DataNodes. We observe that the community is already discussing this solution [45].

dfs.namenode.upgrade.domain.factor. This parameter is in effect when HDFS’s

block placement policy is set to BlockPlacementPolicyWithUpgradeDomain. Upgrade

domain is a feature to support rolling upgrade, which upgrades a subset of DataNodes at a

time. To minimize the chance of data unavailability, a rolling upgrade should affect at most

one replica of a data block at a time. To satisfy this property, HDFS allows the administrator

to divide DataNodes into groups, called upgrade domains, and HDFS ensures the replicas of

a data block are placed into different upgrade domains.

A unit test that tests whether data rebalancing still honors a domain-aware block place-

ment policy fails when Balancer and NameNode are configured with different numbers of

upgrade domains. The rebalancing task never finishes because some block transfer requests

are always declined by NameNode, which identifies the block transfer as an action that

results in a violation of the placement policy being used.

Similar to the previous problem, if different NameNodes1 have the same number of

UpgradeDomains, there is no good reason for the Balancer to use a different value. If

different NameNodes have different numbers of UpgradeDomains, however, it is inevitable

for Balancer’s configuration to be different from some HDFS NameNode’s configuration. A

possible solution for this issue is to let Balancer fetch the value of the domain factor from

the corresponding NameNode, instead of reading from its local configuration file.

1Multiple NameNodes have been supported by HDFS since version 0.23.
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dfs.blockreport.incremental.intervalMsec. This parameter determines whether,

if a DataNode deletes a data block, the NameNode will receive the update immediately or

whether the update can be delayed. If the DataNode is configured to use the delayed mode

and the client’s configuration file says a block deletion is reported immediately, a user may

issue a delete command, expecting the block to disappear immediately, yet later find the

block is still present (HDFS has one unit test simulating this case).

It is debatable whether this parameter presents a true problem. On the one hand, it

does not cause any explicit errors in the application; on the other hand, it does expose an

inconsistency to the user since the application’s behavior does not match the configuration

value. We find a total of 16 parameters having similar problems in our study. Our principle

for separating true problems and false positives is that if the user can observe an inconsistency

through the application’s public APIs, then we mark the corresponding parameter as a true

problem. If an inconsistency can only be observed through the application’s private functions,

we mark it as a false positive. For the 16 parameters that cause similar issues, this principle

separates them into 7 true problems and 9 false positives.

Such problems show that it is often risky for an application user to make assumptions

about the internal implementation of the application, and thus it may be better not to expose

internals-related parameters to the application users.

Causes of false positives.

We summarize the top causes of false positives as follows:

• The setting does not happen in a real distributed system. Some tests check or ma-

nipulate the private data of a node, which cannot happen in a real system. For

example, an HBase test directly opens a new region on HRegionServer by calling
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HRegionServer.openRegion, with the client’s configuration object. In a real dis-

tributed setting, an HBase client can only do so through an RPC, in which case the

server will use its own configuration object.

• Violating assumptions. In the unit tests of Hadoop projects, different nodes share

the InterProcess Communication (IPC) component, which has its own configuration

object. However, the IPC component sometimes reads configuration values from

external configuration objects as well. The combination of sharing the IPC component

and the IPC component reading values from different places causes the IPC component

to read different values in a heterogeneous test, which leads to false alarms for four

IPC-related configuration parameters. After we modified one line of code in Hadoop

to disable the sharing, the false alarms disappeared.

• Overly strict assertions. Many unit tests use assertions to check the state of the

target application. While many of them are meaningful and reveal real problems, we

find that a few are overly strict. For example, one test compares the image files of

different NameNodes to ensure they are the same, which is meaningful, but it first

unnecessarily compares the lengths of the two files. In a heterogeneous setting in

which one NameNode compresses the image but the other NameNode does not, their

image file lengths are different but their actual contents are still the same.

In our experiments, we find that false positives are usually not hard to identify, since

unrealistic settings and strict assertions are usually explicit in the unit test code, which is

usually short and easy to understand. The one exception is false alarms caused by IPC

sharing, which took us one day to figure out. Understanding the reasons for true problems,
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Application Modified LOC

Flink 30 + 8
Hadoop Common 0 + 6
HBase 16 + 7
HDFS 24 + 6
MapReduce 12 + 6
Yarn 12 + 6
Cassandra 3 + 435

Table 3.4: Modified lines of code to apply ZebraConf to each application. The first number
is lines related to modifying the node classes, and the second number is lines related to
modifying the configuration class.

on the other hand, is a lot harder, since they often require a deep understanding of how the

whole system works.

Regarding Cassandra where integration tests are being used, ZebraConf reports 6 true

problems out of 7 reported parameters. periodic_commitlog_sync_lag_block_in_ms

is reported as a heterogeneous-unsafe configuration parameter because system booting will

timeout over a 120-seconds restrain set by the testing script when some nodes configured with

15 seconds (default value) while some nodes configured with 100 milliseconds. However,

with a deep debugging of the homogeneous configuration of 100 milliseconds, we find the

system booting time under this setting is also much slower than normal and will constantly

cause timeout if we add one more node into the cluster. So, we regard this report as a false

positive.

3.3.2 Effects of Individual Techniques

Effort to modify the applications. As discussed in Chapter 3.2.3.3 and Chapter 3.2.3.4,

to use ZebraConf, the user needs to use ConfAgent’s API to modify two types of class files:

the node class and the configuration class. Table 3.4 shows the lines of code we needed to
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Application Original W. prerun profiling After removing uncertainty W. pooled testing

Flink 7,193,881,080 2,019,422 1,972,278 259,573
Hadoop-Tools 373,850,400 356,016 346,588 89,744
HBase 557,761,680 6,145,374 6,033,174 1,438,929
HDFS 387,499,008 10,404,952 10,242,886 1,968,218
MapReduce 284,486,160 482,272 430,800 104,588
YARN 705,346,824 668,020 640,338 312,726
Cassandra 4,875,120 1,033,020 1,033,020 241,600

Table 3.5: The number of test instances generated after successively applied methods.

modify in each application. As the table shows, the modifications to support ZebraConf

required low effort.

Among these applications, we find all applications have well-defined configuration class,

except Cassandra. Unlike other applications where a configutation object is defined as a

map where keys are parameters, in Cassandra, each parameter is defined as an individual

public field. To modify Cassandra, we first add several generic get functions for each type

of parameters, and modify the code such that every parameter read is replaced as a get

invocation of the type of that parameter. This part of effort dominates the effort needed to

hack the configuration class in Cassandra. We plan to use techniques such as JVMTI [55]

that can help automate this part in the future.

HDFS, HBase, MapReduce, YARN, and Cassandra have well-defined initialization

functions for each type of node. Flink is more complicated: its node class has initialization

functions, which are used in a real distributed setting, but its unit tests do not invoke the

initialization functions directly and instead copy the initialization code into the unit test

code. It is unclear to us why Flink uses such a design; in any case, it required additional

effort on our part to identify and annotate the copied initialization code.
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Reduction of number of tests to run. Table 3.5 presents the effects of individual

techniques incorporated by ZebraConf.

The first row is the number of test instances ZebraConf would run assuming the user

has the same level of expertise as us but does not pre-run those unit tests as ZebraConf

does. In particular, it assumes that the user tests each parameter independently, selects

parameter values in the same way as us, and selects value assignment in the same way as

us (Chapter 3.2.1). It also assumes the user knows which types of nodes the corresponding

application includes, so she will not test nodes or parameters not included in the application.

For example, for HDFS, she will not test RegionServer and related parameters, which belong

to HBase; for HBase, however, she will test HDFS NameNode or DataNode and related

parameters, because HBase depends on HDFS. As one can see in the table, even with these

strategies, ZebraConf needs to run a large number of tests.

The second row reports the number of test instances after we pre-run the unit tests to

filter ineffective ones. By looking at the test information, we observe that 1) many unit tests,

which are designed to test individual data structures, do not even start any nodes, and thus

are completely filtered by this step; 2) almost no unit tests use all parameters; 3) even for

unit tests that use a certain parameter, in many cases the parameter is only used by a subset

of nodes. Together these reasons allow us to reduce the number of test instances to run by

up to three orders of magnitude.

The third row computes the number of test instances after we remove those with uncertain

configuration objects (Chapter 3.2.3). As one can see, most of the test instances do not

encounter uncertain configuration objects, confirming the accuracy of ZebraConf’s approach

to map configuration objects to nodes. Note however that although the percentage of tests
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with uncertainties is small, if we did not remove them, they would yield a high false positive

rate, because the percentage of unsafe parameters among all parameters is small as well.

The last row records the number of test instances ZebraConf actually runs after applying

pooled testing, including both the executed pooled tests and individual tests (when a pooled

test fails). As the table shows, pooled testing further reduces the number of tests ZebraConf

needs to run.

These techniques reduce the number of tests to run by two to four orders of magnitude.

With their help, ZebraConf is able to finish all tests within 6,012 machine hours. While

this number is not small, it is affordable considering that an application does not need to be

tested by ZebraConf frequently.

Effects of hypothesis testing. In our experiments, ZebraConf reported 2,248 test

instances as failed in the first trial (i.e., the heterogeneous configuration test failed but all

corresponding homogeneous tests succeeded), and hypothesis testing filtered 768 of the

tests as false positives. These numbers have confirmed the necessity of hypothesis testing.
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Chapter 4: Related Work

4.1 Distributed Systems and Timeout

Chandra et al. show that many classic problems in distributed system, such as consensus,

can be solved with an accurate and complete failure detector [18]. In practice, timeout is

widely used for failure detection, whose accuracy depends on their timing assumptions.

Synchronous systems. Under synchronous assumptions (i.e., delay of message transfer

and clock deviation are bounded [18]), timeout can achieve both accuracy and completeness

for failure detection. Many systems like primary-backup replication and HDFS [8, 9, 27,

35, 83] work under this assumption. To guarantee accuracy, these systems must make

conservative assumptions about message delay and clock deviation. Previous works have

tried to improve its accuracy by estimating the upper bound adaptively at runtime [6] and

by killing a node if the failure detector reports the node has failed [12, 32]. ZebraConf can

enhance synchronous systems to tolerate abnormal events in the OS and the application,

without requiring any timing assumptions.

Asynchronous systems. Under asynchronous assumptions (i.e., delay of message transfer

and clock deviation are unbounded), building a failure detector that is both accurate and

complete is proved to be impossible [33]. Paxos [60,61,77] is a replication protocol designed

for asynchronous environments: it is always correct (i.e., all correct replicas process the

same sequence of requests) and is live (i.e., the system can make progress) when the
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environment is synchronous for sufficiently long. Paxos is used as building blocks in larger

systems like Spanner [26] and Microsoft Azure Storage [11]. Compared to synchronous

replication systems, Paxos is more expensive in terms of number of replicas and messages.

Asynchronous systems don’t need accurate failure detection for correctness, but since there

is a cost to recover a failure, ZebraConf may help to reduce such unnecessary recovery by

reducing the number of false failure reports.

Lease systems. A number of systems [2, 19] install a replicated lease manager (e.g.,

Chubby [10] and ZooKeeper [51]): a server needs to acquire a lease from the lease manager

before it can service clients; the server has to renew the lease before it expires, and if not

successful, the server will stop servicing clients. For accuracy, this approach requires the

clock speed of servers and the lease manager to be sufficiently close, but it does not require

the delay of message transfer to be bounded. Lease systems strike a balance between cost

and timing assumptions, but it has its own limitations: first, the centralized nature of the

lease manager means if a long delay happens at the lease manager, all leases will expire and

all servers will stop servicing, which does not violate the accuracy property, but is certainly

undesirable. As a result, lease systems prefer coarse-grained leases [10], which hurts system

availability as well, similar as using a long timeout. Second, the requirement of a replicated

lease manager makes it less desirable in small-scale systems. Systems using leases can

benefit from ZebraConf by installing its sender module to ensure a server will not continue

servicing after its lease expires.

Failure detection without timeout. A few systems implement a failure detector without

using timeout. For example, Falcon [64] and its following works [62, 63] install probes in

routers to monitor servers and install probes at different layers in a server to monitor upper

layers. This approach essentially converts the whole communication channel into a white
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box. As a result, it requires intrusive modification to the routing layer, which makes its

deployment challenging and sometimes impossible if the routers are out of the control of

the user. To solve these problems, Falcon uses timeout as a backup.

Real-time OS.

Real-time Linux [78] and other real-time frameworks for Linux such as RTAI [82]

and Xenomai [91] can guarantee important tasks or interrupts are scheduled before given

deadlines. However, this is not sufficient to achieve our goal, because long delay is not

only caused by untimely scheduling, but also caused by the fact that an important task is

occasionally blocked by a heavy task (Section 2.1). Real-time scheduling can address the

former problem, but not the latter one.

4.2 Heterogeneous Configurations in Distributed Systems

Heterogeneous configuration. While many distributed systems were initially designed

under the assumption that all nodes have the same configuration (i.e., homogeneous configu-

ration), heterogeneous configuration has become increasingly popular for several reasons.

First, heterogeneous hardware naturally calls for a heterogeneous configuration to

achieve the best performance [21,59,66,97]. For example, many systems allow the adminis-

trator to configure the number of threads, the size of memory, or the bandwidth limitation of

each node, and such configurations naturally depend on the hardware setting of each node.

Second, even for a homogeneous system, it is often beneficial to reconfigure the system

to adapt to the workload [21, 65, 68, 88]. While rebooting the whole system with a new

configuration is always possible [4, 31, 49, 67, 100], it is often too disruptive especially for a

large cluster. To solve this problem, recent works propose to incrementally reconfigure a
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subset of nodes, either by rebooting these nodes (i.e., rolling restart) [7, 23, 68, 71, 73] or by

utilizing application APIs [36, 40, 43, 57, 81], until all nodes are reconfigured.

For both cases, since it is often hard to determine the optimal configuration values when

booting the system, a number of systems (e.g., Kafka [56], HBase [2], HDFS [42], and Re-

dis [80]) provide APIs to allow the administrator to change certain configuration parameters

of a node at run time. For example, HDFS parameter dfs.datanode.balance.bandwidth-

PerSec was made online reconfigurable starting from HDFS 0.20 [44]. The introduction

of these APIs indicates a strong motivation to reconfigure nodes at run time, presumably

leading to more heterogeneous configurations in the future.

While heterogeneous configuration is beneficial and arguably unavoidable, it may lead

to correctness issues when nodes with different configuration values communicate. Some of

these issues are obvious: if a node is configured to encrypt its data and another node is not

aware that data is encrypted, they cannot communicate properly. Some of these issues are

more subtle and perhaps unexpected as shown in our evaluation. A goal of this work is to

find such heterogeneous-unsafe configuration parameters in real-world applications.

Finding configuration errors. A substantial amount of work targets identifying

configuration errors caused by invalid configuration values (including but not limited

to [3, 50, 79, 92, 93, 96, 98]). For example, ConfValley [50] defines a systematic way

to validate configuration values. PCheck [93] extracts application code that checks the

validity of configuration values and executes such code before deployment.

Our work is different from these prior works because a parameter can be heterogeneous

unsafe even if every value at different nodes is valid (e.g., one node is configured to encrypt

data and another node is configured not to encrypt data). Therefore, it is impossible to check

such problems locally at one node.
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Chapter 5: Conclusion

In this dissertation, I present two different approaches to mitiagte the problem of dis-

tributed configuration errors. To reduce the chance that distributed configuration errors

can happen in heartbeat failure detection, I present a mechanism called SafeTimer, which

enhances existing heartbeat failure detection protocols to tolerate long processing delays in

the OS and the application layer. To find the heterogeneous configurations that can cause

distributed configuration errors, I build a testing framework called ZebraConf, which uses

the traditional software testing approach to test heterogeneous configurations. In the future,

I plan to explore solutions to make using heterogeneous configurations safe in distributed

systems.
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