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Abstract 

Some of the most common ions in the atmosphere are nitrate (NO3
-) and chloride (Cl-) 

which play key roles in many atmospheric reactions, including ozone depletion. 

Additionally, they influence the iron equilibria that dictate reaction kinetics. 

Heterogeneous reactions are heavily influenced by the presence of ions at the air-water 

interface but there is still not a definitive distinction between the surface propensity of 

NO3
- and Cl-. The impact of NO3

- and Cl- on the hydrogen-bonding structure at the air-

water interface has been examined using second harmonic generation (SHG) and surface 

tension measurements. The impact of ferric iron on the propensity of NO3
- has also been 

examined with surface tension by comparison to sodium nitrate. The SHG electric field 

shows that the hydrogen-bonding structure of NaNO3 and NaCl solutions is significantly 

different from neat water but shows a slightly different dependence on concentration. 

Surface tension measurements support this change in structure by displaying significantly 

different concentration dependence. The introduction of iron has a large impact on the 

surface as shown by the increased surface tension slope as well. To confirm the presence 

of iron-anion dipoles, geometry optimization of ferric chloride complexes was performed 

to obtain dipole moments. 
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Chapter 1. Introduction 

1.1 Overview 

One of the most prominent interfaces in the atmosphere is the air-water interface, found 

from aerosols to thin films. The ubiquitous chloride (Cl-) and nitrate (NO3
-) ions 

participate in many reactions at this interface such as the ozone-depleting cycles. These 

reactions are heavily influenced by the unique surface propensity of ions. Both NO3
- and 

Cl- have been shown to have a weak surface propensity but are believed to not be 

depleted at the interface. Both Cl- and NO3
- distort the interfacial hydrogen-bonding 

network, albeit through different interactions. Hydrogen bonding is at play between NO3
- 

and its first hydration shell, whereas charge transfer between the anion and hydrating 

water molecules is more efficient with Cl-.1,2 While there has been a study on the relative 

affinity stating that NO3
- has a higher propensity than Cl-,  the difference between them is 

still not fully understood.3 These anions also impact atmospheric iron by forming 

complexes that impede reaction equilibria.  

1.2 Motivation 

1.2.1 Chloride and nitrate in the atmosphere 

Some of the most abundant ions in the atmosphere are NO3
- and Cl-.4 Both play key roles 

in many atmospheric processes such as photolysis and heterogeneous reactions. Perhaps 

most notably is their potential as oxidant sources, especially the common OH radical.5 
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The presence of one of these ions can also impact reactions involving the other. An 

increased fraction of Cl- increases the rate of photolysis from NO3
- to NO2,

5 a major 

oxidant in the ozone-depleting NOx cycle. In marine regions, the formation of NO3
- 

depletes Cl- via reaction with nitrate derivatives.6–8 Many of these reactions have been 

shown to occur, or even be enhanced, at the air-water interface.5   

1.2.2 Unique surface propensity 

Reactions that occur at this interface are described as heterogeneous reactions or 

reactions that occur between two different phases. It has been shown that ions present at 

this interface significantly influence the reaction kinetics.9 However, ions have unique 

propensities for the interface which is dependent on size and polarizability. The larger, 

heavier halides, iodide (I-) and bromide (Br-), have been shown to significantly perturb 

the hydrogen-bonding environment at the interface, evidence of their presence in the 

region. Fluoride (F-) and Cl- showed little change in this region in one study.1 Simulations 

have given another perspective, showing that I- and Br- are preferentially adsorbed to the 

surface, I- more so than Br-, while Cl- is neutrally adsorbed and F- is repelled.9  

Much like Cl-, NO3
- has been predicted to generally have a weak surface propensity in 

simulations, though there is some disagreement.10–14 However, NO3
- has also been 

directly observed at the interface with vibrational sum frequency generation2 and UV-

second harmonic generation.15 Generally, it is predicted that NO3
- has neither a surface 

excess or depletion compared to bulk. Though the propensity of NO3
- and Cl- have been 

predicted to be similar, the work by Tian et al. which used phase-sensitive sum-frequency 
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vibration spectroscopy to determine the relative surface propensity of several ions, 

determined that NO3
- has a higher relative propensity than Cl-.3  

Aside from this finding, there is one crucial difference between these anions in the 

interface: while Cl- has been shown to have little effect on the interfacial hydrogen-

bonding structure except for charge transfer perturbation to the first hydration shell1,5, 

NO3
- clearly disrupts this environment.16 There are a few differences between these two 

anions that may be the reason behind their varied interactions with the interface. Firstly, 

while Cl- and the other halides have a spherical structure, NO3
- has a planar structure that 

may be distorted at the interface, as suggested by the appearance of the NO3
- symmetric 

stretch noted by Xu et al.2 Secondly, it has been observed that interfacial NO3
- is 

dehydrated compared to the ion in bulk.14  

1.2.3 Interaction of chloride and nitrate with heavy metals 

Heavy metals also play a key in the atmosphere, iron being of particular interest due to its 

abundance from dust to anthropogenic sources like combustion of fossil fuels and its 

heavy influence on ocean biogeochemistry and, in turn, climate.17–21  NO3
- and Cl- 

commonly interact with atmospheric iron by forming complexes.22–24 A key difference 

between complexes with NO3
- and Cl-, for ferric iron at least, is that while Cl- is directly 

bonded to the ferric center of the complex, also called the formation of a contact ion-pair, 

there is no evidence of such pairs for NO3
-. Rather, the iron-nitrate complex is believed to 

be a solvent-shared ion-pair complex.22  The equilibrium between these complexes 

understandably has a significant effect on the kinetics of important atmospheric reactions 

like Fenton reactions. In Fenton chemistry, iron catalyzes the production of key 
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atmospheric oxidants from peroxides.25,26  A direct comparison of the effect of NO3
- and 

Cl- on Fenton reaction kinetics showed that for the oxidation of Fe(II), both anions gave 

an equal rate of reaction. However, for the reaction of Fe(III), Cl- was a much more 

effective dampener than NO3
-.  These differences were attributed to the above-mentioned 

complex formation lowering iron availability for reaction and the scavenging of the OH 

radical to form the less reactive Cl2
- radical.24,27  
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Chapter 2. Theory and Instrumentation  

2.1 Second Harmonic Generation Spectroscopy 

2.1.1 Polarizability of a Dipole Moment 

The electric field of light can induce a change in the dipole moment of a material. In 

linear optics, this induced polarization scales linearly with the strength of the electric 

field as  

𝑃(𝑡) = 𝜖0𝜒(1)𝐸(𝑡)     (2.1.1) 

Where P(t) is the induced dipole moment per unit volume or polarization of the system at 

time t, ε0 is the permittivity of free space, χ(1) is the linear susceptibility of the system, 

and E(t) is the strength of the applied field at time t. Eq. 2.1.1 can be expanded as a 

power series for nonlinear optics.  

𝑃(𝑡) = 𝜖0(𝜒(1)𝐸(𝑡) + 𝜒(2)𝐸2(𝑡) + 𝜒(3)𝐸3(𝑡) + ⋯ )   

≡ 𝑃(1)(𝑡) + 𝑃(2)(𝑡) + 𝑃(3)(𝑡) + ⋯      (2.1.2) 

In this expansion, χ(2) and χ(3) are the second- and third-order nonlinear optical 

susceptibilities, respectively, while P(2)(t) and P(3)(t) are the second- and third-order 

polarization.28 

2.1.2 Second Harmonic Generation (SHG) 

For a laser beam with a frequency of ω at time t, the electric field strength can be written 

𝐸(𝑡) = 𝐸𝑒−𝑖𝜔𝑡 + 𝑐. 𝑐.     (2.1.3) 

 

Where c.c. is the complex conjugate and E the magnitude of the field. When incident on a 

material with a non-zero χ(2), P(2)(t) can be written explicitly as  
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𝑃(2)(𝑡) = 2𝜖0𝜒(2)𝐸𝐸∗ + (𝜖0𝜒(2)𝐸2𝑒−𝑖2𝜔𝑡 + 𝑐. 𝑐. )  (2.1.4) 

There are two terms in this expression, the first contributing at zero frequency and the 

second at twice the frequency. This second term represents the second harmonic 

generation process where two photons of the same energy are converted to one at twice 

the energy when interacting with a non-centrosymmetric medium. This process is 

represented in Figure 1.28,29  

Figure 1. (a) Geometry of SHG. (b) Energy-level diagram of SHG. 
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2.1.3 Selection Rules 

Second-order processes like SHG can only occur in non-centrosymmetric mediums as the 

second-order susceptibility must be nonzero to have a second-order response. In 

centrosymmetric mediums, the inversion operation changes the sign of the electric field 

but not χ(2). Therefore, the polarization becomes  

−𝑃(2)(𝑡) = 𝜖0𝜒(2)(−𝐸(𝑡))
2

= 𝜖0𝜒(2)𝐸(𝑡)2 = 𝑃(2)(𝑡) (2.1.5) 

For this equation to be true, χ(2) must be zero. Therefore, the SHG intensity will also be 

zero as it is proportional to the |χ(2)|2. While bulk phases are typically centrosymmetric, 

excluding certain crystal structures, this symmetry is broken at the interface, allowing the 

second-order process.28,29  

2.2 Surface Tensiometry 

2.2.1 Gibbs Adsorption 

Models of an interfacial system can be divided into three regions: two bulk phases (α and 

β) and the interface between them (σ). Gibbs’ approach to this system defines the 

interface as an infinitesimally thin plane between the two homogeneous regions called the 

Gibbs dividing surface (GDS). For a real system, however, the interface has volume with 

changing thermodynamic properties as it goes from phase α to β with the bulk regions 

marked homogenous properties. The GDS can be placed arbitrarily within the 

inhomogeneous interface and the system’s extensive properties – such as total internal 

energy (U), total Gibbs free energy (G), and the total number of the i-th substance (ni) – 

treated as a sum of the three regions. 

𝑈 =  𝑈𝛼 + 𝑈𝛽 + 𝑈𝜎     (2.2.1) 
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𝐺 =  𝐺𝛼 + 𝐺𝛽 + 𝐺𝜎     (2.2.2) 

𝑛𝑖 =  𝑛𝑖
𝛼 + 𝑛𝑖

𝛽 + 𝑛𝑖
𝜎    (2.2.3) 

As the GDS has no volume, ni
σ

 depends on the placement of the GDS. The difference 

between the ideal bulk values using the GDS and the real system is defined as surface 

excess. Surface excess can be expressed in terms of unit area with Eq. 2.2.4 where A is 

the area. 

Γi
σ =

𝑛𝑖
𝜎

𝐴
      (2.2.4) 

The change in energy of an interfacial system can be expressed by substituting Eq. 2.2.5, 

the thermodynamic definition of internal energy,  

𝑑𝑈 = 𝑇𝑑𝑆 − 𝑃𝑑𝑉 + ∑ 𝜇𝑖𝑑𝑛𝑖
𝑁
𝑖=1 + 𝑊   (2.2.5) 

Where T is temperature, S is entropy, P is pressure, V is volume, μi is the chemical 

potential of the i-th component, and W is the non-PV work done on the system, into Eq. 

2.2.1 to give Eq. 2.2.6 

𝑑𝑈 = 𝛾𝑑𝐴 − ∑ 𝑃𝑑𝑉𝛼,𝛽 + ∑ (𝑇𝑑𝑆 + ∑ 𝜇𝑖𝑑𝑛𝑖
𝑁
𝑖=1 )𝛼,𝛽,𝜎    (2.2.6) 

Where γ is the surface tension and dA the change in surface area. The interfacial 

component can be written as  

𝑑𝑈𝜎 = 𝑇𝑑𝑆𝜎 + 𝛾𝑑𝐴 +  ∑ 𝜇𝑖𝑑𝑛𝑖
𝜎𝑁

𝑖=1    (2.2.7) 

Since the interface has no volume and, therefore, cannot perform volume work. It can 

perform work to change the surface area, which is represented by the surface work term, 

γdA. Integration of Eq. 2.2.7 while holding T, A and ni
σ constant gives the more general 

Eq. 2.2.8 which can then be differentiated. 

𝑈𝜎 = 𝑇𝑆𝜎 + 𝛾𝐴 + ∑ 𝜇𝑖𝑛𝑖
𝜎𝑁

𝑖=1     (2.2.8) 
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𝑑𝑈𝜎 = 𝑇𝑑𝑆𝜎 + 𝑆𝜎𝑑𝑇 + ∑ 𝜇𝑖𝑑𝑛𝑖
𝜎𝑁

𝑖=1 + ∑ 𝑛𝑖
𝜎𝑑𝜇𝑖

𝑁
𝑖=1 + 𝛾𝑑𝐴 + 𝐴𝑑𝛾  (2.2.9) 

Equating Eq. 2.2.7 and 2.2.9 gives  

0 = 𝑆𝜎𝑑𝑇 + ∑ 𝑛𝑖
𝜎𝑑𝜇𝑖

𝑁
𝑖=1      (2.2.10) 

Or, per unit area  

𝑑𝛾 = −𝑆𝜎𝑑𝑇 − ∑ Γ𝜎𝑑𝜇𝑖
𝑁
𝑖=1      (2.2.11) 

For a binary system at constant temperature, Eq. 2.2.11 can be written  

𝑑𝛾 = −Γ1
𝜎𝑑𝜇1 − Γ2

𝜎𝑑𝜇2    (2.2.12) 

As surface excess is dependent on the GDS position, Γ1
σ can be set to 0 to simplify Eq. 

2.2.12 to Eq. 2.2.13.  

Γ2 = − (
𝛿𝛾

𝛿𝜇2
)

𝑇
      (2.2.13) 

Differentiation of the definition of chemical potential, 

𝜇2 = 𝜇2
𝑜 + 𝑅𝑇𝑙𝑛(𝑎2)     (2.2.14) 

Where μ2
o is the chemical potential of the standard state, R is the universal gas constant, 

and a the activity allows the substitution of Eq. 2.2.15 into Eq. 2.2.13 to give 

𝑑𝜇2 = 𝑅𝑇
𝑑𝑎2

𝑎2
       (2.2.15) 

Γ2 = −
𝑎2

𝑅𝑇

𝑑𝛾

𝑑𝑎2
       (2.2.16) 

Also known as the Gibbs Equation or Gibbs adsorption isotherm. This equation shows 

that, when the change in surface tension with concentration is positive, the solute is 

depleted from the interface.30–32 
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2.2.2 Surface Free Energy and Surface Tension 

Gibb’s free energy of the surface can be derived from the following thermodynamic 

relationship and Eq. 2.2.8. 

𝑑𝐺 = 𝑑𝑈 − 𝑇𝑑𝑆 − 𝑆𝑑𝑇 + 𝑃𝑑𝑉 + 𝑉𝑑𝑃    (2.2.17) 

Recall that the interface, under the Gibbs convention, cannot perform volume work and 

so the PdV term is equal to 0. Substitution of Eq. 2.2.8 into Eq. 2.2.17 gives  

𝑑𝐺𝜎 = −𝑆𝜎𝑑𝑇 + 𝑉𝜎𝑑𝑃 + ∑ 𝜇𝑖𝑑𝑛𝑖
𝜎𝑁

𝑖=1 + 𝛾𝑑𝐴  (2.2.18) 

Which can be expressed as a sum of partial derivatives.  

𝑑𝐺 = (
𝛿𝐺

𝛿𝑇
)

𝑃,𝑛𝑖,𝐴
𝑑𝑇 + (

𝛿𝐺

𝛿𝑃
)

𝑇,𝑛𝑖,𝐴
𝑑𝑃 + (

𝛿𝐺

𝛿𝑛𝑖
)

𝑃,𝑇,𝐴
𝑑𝑛𝑖 + (

𝛿𝐺

𝛿𝐴
)

𝑃,𝑇,𝑛𝑖

𝑑𝐴  (2.2.19) 

Comparison of Eqs. 2.2.19 and 2.2.18 shows that  

𝛾 = (
𝛿𝐺

𝛿𝐴
)

𝑃,𝑇,𝑛𝑖

     (2.2.20) 

Eq. 2.2.20 defines surface tension, then, as the work needed to change the surface area. 

Physically, this means that surface tension is the reduction of surface area to minimize 

the energy at the surface. Molecules at the surface do not experience the net zero force of 

those in bulk, where molecules pull in all directions. Rather, surface molecules have a net 

force towards the bulk, reducing interfacial area.30–32  

2.2.3 Wilhelmy Plate Measurement 

A relatively simple method to measure surface tension is the Wilhelmy plate method 

where a flat plate is dipped through the surface of a liquid. The surface tension can be 

calculated from 

𝑑𝑊 = 𝛾𝑝     (2.2.21) 
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Where dW is the change in weight of the plate and p is the plate perimeter.32  

2.3 Calculations of Dipole Moment 

2.3.1 Basic Principle of Density-functional Theory  

In elementary quantum mechanics, information is obtained by operating on a system’s 

wave function (Ψ). Schrodinger’s equation (SE) for a many-electron system which is 

used to calculate this wave function is 

[�̂� + �̂� + �̂�]Ψ(𝒓1, 𝒓2 … , 𝒓𝑁) = 𝐸Ψ(𝒓1, 𝒓2 … , 𝒓𝑁)  (2.3.1) 

Where T̂ gives the kinetic energy of the electrons, V̂ the potential, and U the electron-

electron interactions, the sum of which gives the Hamiltonian operator. Or, more 

explicitly  

[ ∑ (−
ℏ2∇𝑖

2

2𝑚
)𝑁

𝑖 + ∑ 𝜈(𝒓𝑖)𝑖 + ∑
𝑞2

|𝒓𝑖−𝒓𝑗|𝑖<𝑗  ] Ψ(𝒓1, 𝒓2 … , 𝒓𝑁) = 𝐸Ψ(𝒓1, 𝒓2 … , 𝒓𝑁) (2.3.2) 

Where ν(ri) is the potential acting on the i-th electron at electronic coordinate r, N the 

number of electrons, and E the resulting eigenvalue. The only term to change when 

working with a polyatomic molecule is the potential function to account for the nuclear 

coordinates as well. To obtain the wavefunction, then, one chooses ν(r) to use in the SE 

to solve for Ψ. Where density-functional theory (DFT) differs from other methods, is the 

sequence of solving for Ψ. Instead of choosing a potential, an observable of Ψ called the 

electron density (n(r)) is calculated to give knowledge of Ψ and, therefore, ν(r).33 This 

reduces the computational cost of many-electron systems in comparison to traditional 

Hartree-Fock methods as the wave-function complexity increases exponentially with the 

number of electrons while the number of variables in n(r) is independent of system size. 

This is only possible through the Hohenberg-Kohn (HK) theorem which states that a 
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ground-state n(r)0 must give a corresponding, unique ground state Ψ0 that then 

reproduces n(r)0 and a minimized energy (E0). Any arbitrary n(r) that is not n(r)0 will 

only give energies above E0 and so the system will make small steps on the potential 

energy surface (PES) to find the closest local minima, at which point the optimized 

geometry will have been reached. Such calculations are still intensive, so for practical 

use, the Kohn-Sham equations are utilized for simplification. These equations introduce a 

fictitious auxiliary system expressed in single-electron orbitals (ie. A non-interacting 

system) under a potential ν(r)s. Choosing ν(r)s to be equivalent to the potential of the 

original system allows the minimization of the non-interacting system to reach the same 

solution as the interacting system. Thus, the density described by the complex interacting 

SE can be solved with a noninteracting SE.33 

2.3.2 Polarizable Continuum Model 

The DFT method discussed above does not account for solvent effects. To simulate a 

surrounding solvent, a polarizable continuum model (PCM) places a molecule within a 

dielectric continuum of permittivity ε. The molecule is placed in a cavity defined by 

assigned Van der Waals’ radii for each element such that it excludes solvent molecules 

and contains the largest part of the solute charge distribution. The charge distribution 

within the cavity polarizes the dielectric and is then polarized itself. The Conductor-like 

Screening Model (COSMO) calculates the charge density with respect to the chosen 

dielectric by scaling the charge density calculated at the infinite dielectric of a conductor. 

Initially calculating the charge density at infinity modifies the potential boundary 
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conditions at the cavity surface to allow the apparent surface charge to be determined by 

just the local electrostatic potential. The charge density at the finite dielectric is scaled by 

𝜎(𝑠) = 𝑓(𝜖)𝜎∗(𝑠)     2.3.3 

Where σ(s) is the charge distribution at point s for the finite dielectric, σ*(s) is for the 

infinite dielectric, and f(ε) is the dielectric screening factor given by 

𝑓(𝜖) =
𝜖−1

𝜖+𝑘
      2.3.4 

Where k has been noted to be dependent on cavity shape and solute charge distribution 

but ultimately the choice has been shown to be irrelevant for water.34,35 
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Chapter 3. Materials and Methods  

3.1 Materials 

The salts used were CTAB (Sigma Aldrich, 98%), SDS (Sigma Aldrich, 98%), Fe(NO3)3 

∙ 9H2O (Acros organics, ≥ 99%), NaNO3 (Acros organics, ≥ 99%), and NaCl (Acros 

Organics,≥ 99%). Pure water was obtained from a Milli-Q Advantage A10 with a 

resistivity of 18.2 MΩ∙cm. Samples were prepared or diluted in Fisherbrand™ 20mL 

borosilicate glass scintillation vials. Materials for sample prep include Fisherbrand™ 

20mL borosilicate glass scintillation vials, Air-Tite™ bulk unsterile syringes, and 0.2 um 

PVDF Basix™ non-sterile syringe filters. Ammonium peroxydisulfate powder (Certified 

ACS) and sulfuric acid (Fisher Chemical, Certified ACS Plus) were used for cleaning.  

3.2 Methods 

3.2.1 Sample Preparation 

Stock solutions of 0.03 mM CTAB and SDS were prepared in 1 L volumetric flasks. 

NaCl was baked for a minimum of 6 hours at 650°C in crucibles to remove contaminants 

and allowed to cool completely before the preparation of a 4.17 m NaCl stock solution. 

NaNO3 stock solutions of the same concentration were syringe-filtered 3 times for the 

same purpose. These stock solutions were diluted to the desired concentration with pure 

water in 20 mL vials for most concentrations. The 2.00, 2.50, and 3.00 m NaCl solutions 

used in surface tension measurements were made by weighing the salt needed in 10 g of 

pure water for each sample. Fe(NO3)3 ∙ 9H2O was used as received. For the 

concentrations shown in Table 1, the iron salt was massed individually to a 20 mL vial 

and dissolved in pure water immediately prior to use to minimize aggregation.  
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Table 1. Preparation of Individually Massed Iron Samples 

Sample 

Concentration (m) 

Fe(NO3)3 ∙ 9H2O 

mass (g) 

Water mass (g) 

0.2 0.8080 9.6757 

0.5 2.0200 9.1893 

1 4.0400 8.3786 

1.5 6.0600 7.5679 

2 8.0800 6.7572 

2.5 10.1000 5.9466 

3 12.1200 5.1359 

A stock solution of 2.84 m Fe(NO3)3 was used to prepare the concentrations shown in Table 

2. All glassware was cleaned with an established method of immersion in an acidic solution 

prepared by dissolving 8 grams of ammonium peroxydisulfate powder per 500 mL of 

sulfuric acid. Glass was kept in the solution for a minimum of two hours and then rinsed 

thoroughly with pure water. It was then baked in an oven until dry.  
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Table 2. Preparation of Iron Samples from 2.84 m Stock Solution 

Sample 

Concentration (m) 

Fe(NO3)3 Stock 

Volume (mL) 

Water Volume 

(mL) 

0.0284 0.100 9.90 

0.0568 0.200 9.80 

0.114 0.400 9.60 

0.170 0.600 9.40 

0.227 0.800 9.20 

0.284 1.00 9.00 

0.568 2.00 8.00 

0.852 3.00 7.00 

1.14 4.00 6.00 

1.42 5.00 5.00 

1.70 6.00 4.00 

3.2.2 Second Harmonic Generation Spectroscopy Instrumentation 

The SHG instrument uses a Tsunami broad band Ti:Sapphire from Spectra-Physics 

centered at 805 nm with a bandwidth of 20 nm, a sub 50 fs pulse width, and an 82 MHz 

repetition rate. The laser beam is pumped by a Millennia Vs continuous-wave laser from 

Spectra-Physics with a pump power of 5.00 W. The Tsunami laser has an average output 

power of 850 mW and a power of 600 mW incident on the sample. Figure 2 shows the 
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instrument schematic, where the beam is split into reference and signal channels to 

monitor fluctuations in laser quality. Both channels are sent through a Shramrock SR303i 

monochromator and collected with an Andor Newton EMCCD (DU970P-BVF) at the 

same time. The signal is then calibrated to the measured reference. The calibrated values 

were normalized to the ratio of 1.0, which was fixed as the SHG signal of water. 

Measurements were made with p-polarized light for excitation and detection with an 

exposure time of 90 s. Solutions were analyzed in a glass Petri dish with a diameter of 3 

cm. Four NaCl and two NaNO3 trials were averaged. 

Figure 2. Schematic representation of the second harmonic generation instrument. The 

dark green oval is an 85/15 beam splitter. All yellow ovals are dielectric mirrors. Pink 

squares 1 and 2 are 800 and 405 nm Glan-laser polarizers, respectively. The first light 

green oval is an 800 nm achromatic half-wave plate and the second a 405 nm half-wave 

plate.  The light orange ovals are the 75 mm, 100 mm, and 50 mm plano-convex lenses 

with anti-reflective coating for 650-1050 nm for 1, 2, and 3, respectively. 690 nm long-

pass filters are represented by the light blue ovals while each dark blue oval represents 

two 785 nm short-pass filters. The dark orange oval is a silica plate, and the light gray 

ovals are neutral density filters. The dark gray box is the sample and the purple box the 

BBO crystal to give the second harmonic signal for the reference beam. 

3.2.3 Surface Tension 

Surface tension measurements were performed with a 0.02 m width platinum Wilhelmy 

plate with a Biolin Scientific Sigma 703 D force tensiometer. The plate was cleaned with 

ethanol and pure water then heated with a Bunsen burner until red hot. All measurements 

were made at atmospheric pressure, in a temperature range of 20-25°C and 20-30% 
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relative humidity. The plate was brought down until the first touch with the water surface 

in a petri dish and allowed to equilibrate for 60 s before recording the measurement. The 

plate was brought up, allowed to rest until measurements stopped changing, and brought 

back to first touch at a minimum of 4 times, 5 or more if the first measurements were not 

consistent to the last to ensure fluctuation had ceased. The water was replaced with a 

cleaned pipette tip that had only been used with lower concentrations of the same salt to 

ensure the concentration in the petri dish was not changed. The same measurement 

process was used for the salt, except the measurements were stopped after 4 touches to 

ensure equal equilibration time for each salt. The last measurement was taken as the 

“true” measurement for comparison of the salt to water. Measurements were reproduced 

in triplicate at a minimum.  

3.2.4 Dipole Moment Calculations 

The geometry of the iron chloride species was optimized under the COSMO34 PCM 

model using the water dielectric of 78.39 and iron (III) Van der Waal’s radius of 2.04 

Å.36 These were computed at the B3LYP/def2-TZVP37–39 level with a D3 empirical 

dispersion correction40 using the q-chem software, v. 5.3,41 to obtain the dipole moments 

for each iron species. All calculations were made with a sextet multiplicity.42  

 



19 

 

Chapter 4. Results and Discussion 

4.1. SHG Intensity 

A comparison of the effect of chloride and nitrate on the air-water interface was made 

using SHG in Figure 3. The trendline intercept was set to 1 to represent the normalized 

water value. Both NaCl and NaNO3 showed a linear increase in signal with 

concentration, though the NaNO3 slope was slightly higher than NaCl. As the intensity is 

normalized with respect to water, it is clear that both salts enhance the intensity (Figure 

3a.). It can be said, then, that the salts are increasing the electric field at the interface as 

the intensity is proportional to the square of the field (Figure 3b.). Both NaNO3 and NaCl 

are non-resonant, meaning that they do not have an electronic transition at either the 800  
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Figure 3. (a) SHG intensity enhancement. (b) SHG electric field (square root of the SHG 

intensity) enhancement. 
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or 400 nm wavelength of the incident or second harmonic light, the increase in intensity 

must be due to a change in the water structure rather than interaction with the ions. It has 

been proposed by Bian et al. that this change in intensity is due to an increase in 

interfacial thickness as the ions disrupt the hydrogen bonding network and puts more 

molecules in non-centrosymmetric environments.43 This was supported by Liu et al. who 

suggested that the change in interfacial size increases with size and polarizability of the 

halides tested.1 As NO3
- has a larger polarizability than Cl-,2 it would make sense that 

NO3
- has a slightly larger change in intensity. However, Xu et al. found that this did not 

stay true for NO3
-, as NO3

- increased the Raman signal intensity of the ion solvation peak 

less than Cl-. It was proposed that difference in anion structure, spherical halide versus 

planar NO3
-, could account for this difference.2  

4.2 Surface Tension 

This difference was explored further by comparing the change in surface tension with 

concentration in Figure 4. NaCl has a larger slope than NaNO3, as shown by Pegram and 

Record,44 which suggests that the hydrogen bonding environment is different between Cl- 

and NO3
-. NO3

- may perturb the hydrogen bond structure more than Cl- as it has a surface 

tension slope comparable to Br- which has been shown to significantly perturb the surface 

environment.1  The higher slope of NaCl than NaNO3 suggests a higher depletion of 

anion at the surface. As with the SHG data, this could be caused by the difference in 

polarizability and/or the different anion structures. 

The effect of Fe(III) on the interaction of NO3
- with the surface was observed as well. 

The change from Na to Fe(III) gave a significant slope increase. This shows that the 
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introduction of Fe(III) greatly changes the surface propensity of NO3
-, possibly caused by 

the formation of the solvent shared iron-nitrate complex. Thus, the iron-nitrate complex 

likely has a lower surface propensity than NO3
-. As Fe(NO3)3 solutions are highly acidic, 

this is unusual since acids generally have a negative slope, or a surface excess.44 

Figure 4. Change in surface tension with salt concentration. 

A comparison of surface tension with ionic strength was made to account for the higher 

ratio of anions in the iron salt. In Figure 5, this comparison is made under the assumption 

that the number of ions is equivalent to the 1:3 ratio found in the Fe(NO3)3 salt – while 

not representative of a real solution with speciation, it is a starting point.  
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Figure 5. Change in surface tension with ionic strength. 

Surface tension increases with ionic strength significantly faster for NaNO3 than 

Fe(NO3)3. This could suggest that the difference due to cation choice in Figure 4 was not 

purely from changes in interactions but simply the higher concentration of ions.  

4.3 Dipole moments of FeCl3 aqueous complexes 

The dipole moments of three FeCl3 complexes were calculated from the optimized 

geometries, shown in Figure 6, to confirm the presence of dipoles that may interact with 

the surface. The calculated FeCl2∙4H2O
+ energy was -2490.13 hartrees which is lower than 

the -2182.08 hartrees calculated by Bach et al. for FeCl2
+ without a PCM. For the 

FeCl3∙3H2O complex, the calculated energy was -2874.08 hartrees while Bach et al.’s 

energy for FeCl3 was -2642.17 hartrees.42  As each set of these values are relatively close, 
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and the water introduced in this calculation lowered the energy, it can be concluded that 

these calculations are viable as the introduction of a solvent in which the molecules will 

spontaneously dissolve should lower the energy. The dipole moments are summarized in 

Table 3. The dipole moment of the one known Fe(NO3)3 complex was not calculated as its 

structure and solvation shell is not as well defined as the FeCl3 complexes are.22,45  

Table 3. Dipole moments of FeCl3 complexes 

Dipole moment in: X (Debye) Y (Debye) Z (Debye) Total (Debye) 

FeCl2∙4H2O+ -1.28 2.55 -0.39 2.88 

FeCl3∙3H2O 5.50 -4.54 0.15 7.14 

FeCl4
- 0.00 0.00 0.00 0.00 

Understandably, FeCl4
- has a dipole moment of 0 Debye as it has a tetrahedral structure 

with no complexed water molecules, thus the dipole moments cancel out. FeCl2∙4H2O
+ 

has a lower dipole moment than FeCl3∙3H2O, as one might expect since FeCl2∙4H2O
+ is 

more symmetric than FeCl3∙3H2O. Overall, Table 3 shows that iron species do have 

dipole moments that may interact with the surface and thus alter the surface tension and 

SHG signal of the solution compared to sodium salts like NaCl and NaNO3. 
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Figure 6. Geometry of (a) FeCl2∙4H2O
+, (b) FeCl3∙3H2O, and (c) FeCl4

-. 
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Chapter 5. Conclusion 

In this thesis, the effects of two ubiquitous atmospheric ions on the air-water interface 

were compared using SHG and surface tension. The effect of Fe(III), another ion with 

important atmospheric implications,  on the interaction of NO3
- with the surface was 

observed by the change in surface tension to sodium nitrate. The dipole moments of 

FeCl3 aqueous species were calculated in place of the one undefined Fe(NO3)3 species 

structure to confirm the possible presence of dipoles that may interact with the interface 

as well.  

Cl- and NO3
- showed similar effects on the SHG signal, though NO3

- had a slightly larger 

rate of change with concentration. Meanwhile, Cl- showed a significantly larger change in 

surface tension with concentration. Possible causes for these differences are the 

difference in polarizabilities and anion structure differences.  

The introduction of Fe(III) to NO3
- introduced the possibility of speciation to disrupt the 

interactions of NO3
- at the surface, but also significantly increased the ionic strength of 

the solution with the 1:3 ratio of Fe(III) to NO3
-. While surface tension increased with 

concentration more for Fe(NO3)3 than NaNO3, ionic strength showed the opposite trend. 

As the assumption in calculating the ionic strength was that the Fe:NO3 ratio was 1:3, this 

was not representative of a real system but gives insight into the difference between the 

interactions of NO3
- with sodium and Fe(III).  
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The three FeCl3 species studied were FeCl2∙4H2O
+, FeCl3∙3H2O, and FeCl4

-. Of these 

three, FeCl2∙4H2O
+ and FeCl3∙3H2O had non-zero dipole moments which may interact 

with the interface.  

Future work for this work would involve taking SHG measurements of the Fe(NO3)3 

solutions. Comparison of these measurements with SHG and surface tension FeCl3 

measurements would provide further insight into the differences and effects between Cl- 

and NO3
- ions at aqueous surfaces. 
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