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Abstract 

Cellular signaling events are integral processes that govern the activity of cells 

throughout the body and help coordinate key physiological and behavioral processes 

within organisms. Indeed, the capacity for cells to relay external signals and convert 

those signals into information that leads to the actuation of signal transduction pathways 

/induction of genes that mediate a variety of behavioral responses, is crucial to the 

maintenance of homeostasis within an organism. Such signaling events serve at the 

interface of complex processes such as circadian clock timing, in addition to cognition 

and stress—topics that are covered in this dissertation. 

The suprachiasmatic nucleus (SCN) of the hypothalamus serves as the master 

circadian timekeeper within the brain. This pacemaker allows for the maintenance of 

circadian rhythms—endogenous 24-hour oscillations found in nearly every system within 

the body which enables organisms to adapt to external light timing cues. Notably, in the 

SCN (and in ancillary brain regions that also express core circadian clock genes), several 

signaling pathways are involved in the modulation of the transcriptional translational 

feedback loop (TTFL)—an auto-regulatory model wherein circadian clock genes are 

negatively regulated by their protein products. One of these pathways is the extracellular 

signal-regulated kinase (ERK)/mitogen activated protein kinase (MAPK) cellular 

signaling cascade—a pathway that is central to the light entrainment process, which also 
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serves as a link to higher functions such as cognition and mood. In this dissertation, I 

utilize a host of knockout and transgenic mouse models to expand upon and discuss how 

the ERK/MAPK pathway and downstream transcription factors such as CREB (cAMP 

response element-binding protein) and CREB-regulated small, non-coding microRNAs 

affect circadian clock timing, cognition, and mood. I first present evidence that SynGAP-

- a GTPase‐activating protein that serves as a negative regulator of Ras/ERK signaling—

is expressed in the SCN and regulates circadian-gated locomotor activity and light 

entrainment capacity. I also show that individuals with Syngap1 gene mutations have 

alterations in sleep—a circadian-gated process (Chapter 2). I then demonstrate how 

circadian clock timing can influence learning and memory. Along these lines, I show that 

the CREB-regulated microRNA-132 oscillates within the hippocampus (a region known 

to underlie cognition) and how the dysregulation of the microRNA-132/212 locus alters 

circadian-gated cognitive capacity (Chapter 3). Furthermore, I show that the miR-

132/212 locus is induced by stress and that its dysregulation also influences anxiety-

related behaviors (Chapter 4). Given that dysregulation of circadian timing is widely 

recognized as a core feature of individuals with Major Depressive Disorder, I then 

expand upon the current understanding of the cellular-level relationship between clock 

dysregulation and depressive-like behaviors by profiling circadian clock timekeeping 

capacity after an Unpredictable Chronic Mild Stress (UCMS) paradigm (Chapter 5).  

 Using the same UCMS (mouse model of depression), I also show how a type of 

non-neuronal cell within the brain—astrocytes—are affected by this chronic stress 

protocol. Along these lines, I provide evidence that anatomical and functional 
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impairments are observed in the astrocyte syncytial network—which is established within 

the brain via gap junction coupling (Chapter 6). Finally, I use serial blockface scanning 

electron microscopy (SBF-SEM) to examine the ultrastructure of astrocyte-neurite 

contacts within the murine hippocampus (Chapter 7). Taken together, these results 

provide further support for the role(s) of the ERK/MAPK pathway and CREB-dependent 

microRNA-132 in circadian clock entrainment, cognition, and stress. They also provide 

novel insights regarding how chronic stress can lead to perturbations in astrocyte 

morphology and astrocytic gap junction coupling, and the ultrastructural studies raise 

interesting questions about astrocyte-neurite interactions within the brain. 
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CHAPTER 1 

General Introduction 

Cellular signaling pathways, small non-coding RNAs, and various cell types (both 

neuronal and non-neuronal) are involved in the regulation of various aspects of 

mammalian physiology and behavior including learning and memory capacity, stress 

regulation, and entrainment of the body’s circadian clock. The work presented in this 

dissertation is focused on detailing how a negative regulator of the ERK/MAPK pathway 

influences circadian clock timekeeping capacity and how the microRNA miR-132 

influences time-of-day (i.e. circadian) dependent cognition within the forebrain. I also 

branch out and provide novel insights into how miR-132 expression can regulate anxiety 

and stress response, and how circadian clock gene expression is altered by chronic stress. 

Furthermore, I extend upon these findings by examining how astrocytes—non-neuronal 

cells within the CNS—are altered by chronic stress and how gap junction coupling is 

weakened by a chronic stress paradigm. Indeed, having a better understanding of the 

mechanisms that underlie these physiological and behavioral processes (i.e. cognition, 

stress, and clock entrainment capacity) may aid in the design of chronotherapeutic 

treatments and in the identification of non-neuronal targets that could be harnessed to 

help treat many neuropsychiatric disorders. 

Circadian Clock Timing within the SCN—an Overview  
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 Nearly every aspect of mammalian physiology and behavior is shaped by a ~24 

hour (i.e. circadian) rhythm. Importantly, this biological timekeeping process—formed 

by a transcription/translation feedback loop—is intrinsic and self-sustaining, functioning 

to adjust the body to geophysical time, even in the absence of a zeitgeber, or external 

timing cue (as reviewed in the following papers: Buhr and Takahashi, 2013; Ko and 

Takahashi, 2006)). At the core of this feedback loop is a basic helix-loop-helix 

transcription factor heterodimer formed by CLOCK and BMAL1. This activator complex 

functions to drive the expression of period (per1 and per2) and cryptochrome (cry1 and 

cry2) gene families. After dimerizing, PER and CRY—serving as a repressor complex—

then translocate to the nucleus to inhibit the CLOCK:BMAL1 dimer, thus negatively 

regulating their own transcription (Sangoram et al., 1998a; Shearman et al., 2000). 

Degradation of the PER: CRY complex occurs via a phosphorylation and ubiquitin-

dependent degradation pathway, relieving the repressive effect of the CLOCK:BMAL1 

complex and allowing for a second round of Per1 and Cry gene expression to occur in 

order to generate a ~24 hour rhythm. Though this cell autonomous, auto-regulatory 

feedback loop is controlled by four main clock genes, the pace and amplitude of the 

circadian oscillator is controlled by many additional regulatory mechanisms (for review, 

see the following: Nicolas Cermakian and Sassone-Corsi, 2000; Partch et al., 2014; 

Zheng and Sehgal, 2012a)).  

 Here, it should also be noted that while this core transcription translation feedback 

loop (TTFL) is (for the most part) self-sustaining, several key kinases such as protein 

kinase A (PKA), protein kinase C (PKC) and the ERK/MAPK cellular signaling cassette 
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also influence its maintenance and function (Bonsall and Lall, 2013; Impey et al., 1998; 

Jakubcakova et al., 2007; K. Obrietan et al., 1998a; Tischkau et al., 2000) (a topic that 

will be discussed in greater detail below). Furthermore, an additional feedback loop, 

which is believed to improve the amplitude and robustness of the canonical TTFL 

(described above) is mediated by the nuclear receptors Rev-erbα and RORα. These two 

nuclear receptors compete for the binding to the BMAL1 promoter to activate tis 

transcription, which is critical to for the proper maintenance of core circadian clock 

machinery (Akashi and Takumi, 2005; Guillaumond et al., 2005; Preitner et al., 2002; 

Sato et al., 2004). 

Role of the ERK/MAPK Pathway in SCN Circadian Clock Timing and Entrainment 

 The p44/42 mitogen activated protein kinase (ERK/MAPK) pathway has been 

shown to play a critical role in circadian clock timing and entrainment capacity of the 

master SCN oscillator (Goldsmith and Bell-Pedersen, 2013a). For example, Obrietan et al 

first showed that activated ERK (phospho-ERK) exhibits a baseline time-of-day rhythm, 

with highest activity during the subjective day (K. Obrietan et al., 1998a). Furthermore, 

Akashi et al demonstated that MAPK inhibition leads to an a reduction of clock gene 

rhythms and an abrogation of neuronal firing within the SCN (Akashi et al., 2008).  

 With respect to entrainment of the SCN clock, photic stimulation during the 

circadian night (but not during the circadian day) has been shown to trigger a rapid 

increase in activated ERK expression within the SCN (Butcher et al., 2002a; K. Obrietan 

et al., 1998a), and inhibition of ERK/MAPK signaling has been shown to alter light-

evoked circadian clock resetting capacity (Coogan and Piggins, 2003a).  
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 Notably, the activation of ERK also triggers an increase in intracellular calcium 

levels, which in turn, activates cAMP to activate the CRE-binding protein (CREB). This 

activation of CREB (by a light pulse) through its phosphorylation at serine-133 

subsequently leads to the activation of many immediate early genes (IEGs) (Ginty et al., 

1993). Here, it should also be mentioned that in order for IEGs such as c-Fos and Per1 to 

exhibit light inducible expression, an intact ERK/MAPK pathway is necessary (Dziema 

et al., 2003). Hence, activation of the ERK/MAPK pathway is critical for proper 

activation of the CREB signaling cassette within the SCN, which in turn drives the 

expression of the core circadian clock gene Per1. As a core circadian clock gene, changes 

in Per1 expression ultimately lead to resetting of the circadian clock. 

 Given the profound effects that the MAPK pathway has on circadian entrainment, 

it is not surprising that many groups have studied ERK scaffolds and regulators in order 

to tease apart the intracellular signaling events that couple light to the activation of ERK. 

Indeed, one such scaffold—which was shown to sequester ERK in the cytoplasm (and 

hence prohibit the translocation of ERK into the nucleus to activate gene expression) is 

Phosphoprotein Enriched in Astrocytes 15 (PEA-15) (Formstecher et al., 2001; 

Renganathan et al., 2005). Interestingly, Wheaton et al recently reported the expression of 

PEA-15 within the murine SCN and demonstrated that PEA-15 regulates ERK/MAPK-

dependent activation of Per1(K. Wheaton et al., 2018a). Other studies that have 

examined GEFs/GAPs found upstream of the ERK/MAPK cellular signaling cassette 

(such as Dexras1 (Cheng et al., 2004, 2006a)), highlight the importance of this pathway 

in the maintenance of circadian entrainment capacity. 
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 Ancillary and Peripheral Circadian Clock Timing—an Overview  

For years it was believed that circadian timekeeping capacity was restricted to the 

SCN—a pair of nuclei located within the anterior hypothalamus. However, recent work 

has revealed that circadian clock gene expression and circadian oscillatory capacity exists 

in several regions throughout the brain—including areas of the hippocampus, cortex, and 

amygdala (Abe et al., 2004; Al-Safadi et al., 2014; Chun et al., 2015; Kristin L Eckel-

Mahan et al., 2008; Harbour et al., 2013; Jilg et al., 2010; Lamont et al., 2005)—regions 

that underlie both cognition, mood, and stress response (Drevets et al., 2008; Lucassen et 

al., 2014; Petersen and Sporns, 2015). Further, circadian gating of cellular excitability 

and output from several other brain regions (including the prefrontal cortex, 

hippocampus, amygdala, habenula, raphe nuclei, and locus coeruleus) has also been 

reported (Albrecht and Stork, 2017; Aston-Jones et al., 2001; Baño-Otálora and Piggins, 

2017; González and Aston-Jones, 2006; Smarr et al., 2014a).   

It is now widely accepted that circadian timing occurs not only in the brain, but 

also within tissues of peripheral organs. Indeed, nearly every organ system of the body 

contains cells that oscillate (for review, see (Dibner et al., 2010; Mohawk and Takahashi, 

2011)). In mammals, the circadian timing system is hierarchically organized, with the 

SCN serving as the master pacemaker for the multi-oscillatory network of numerous 

peripheral or local clocks. To this end, timekeeping capacity, phasing, and 

synchronization of this peripheral (and ancillary) clock network is tightly coupled to the 

SCN. Indeed, without synchronizing cues from the master clock, the phase coherence of 

peripheral clocks is lost, subsequently leading to damped rhythmic output (Nagoshi et al., 
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2004; Welsh et al., 2004). In this regard, the SCN allows for coordination amongst local 

oscillator populations, and this synchronization is largely driven by homeostatic cues 

from humoral signaling networks. Along these lines, cortisol (or corticosterone in 

rodents)—released in a circadian manner by the adrenal gland—has been shown to 

modulate hippocampal rhythms (Conway-Campbell et al., 2010; Woodruff et al., 2016). 

Further, cognitive and affective behaviors are thought to be under the control of plasma 

glucocorticoid (GC)/adrenal rhythms (Gilhooley et al., 2011; Lamont et al., 2005; Malek 

et al., 2007; Woodruff et al., 2016), suggesting that this GC rhythm links circadian 

rhythms of biochemistry, physiology, and even behavior by connecting the master clock 

with local clocks (for excellent reviews, we direct readers to (Oster et al., 2017; Son et 

al., 2018)). Given these studies that highlight the importance of extra-SCN clocks in the 

maintenance of circadian rhythms of brain plasticity-associated processes, it is not 

surprising that there exist circadian rhythms in both cognitive efficiency and in 

neuromodulator release—processes that are governed by many signaling effectors. 

Circadian Clock Regulation of Cognition and Affect—Signaling Effectors 

Underlying Brain Plasticity and Behavior 

Circadian rhythms in cognitive efficiency 

Circadian rhythms in cognitive efficacy are evident in both animal models and in 

humans. With respect to rodent model systems, using the passive avoidance task, Davies 

et al were the first to demonstrate that rats acquired the memory and recalled the task 

better during the day relative to the night (Davies et al., 1973). Notably, Stephan et al 

confirmed these results and showed that rats with SCN lesions did not display differences 
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in day versus nighttime retention performance in the passive avoidance task (Stephan and 

Kovacevic, 1978a).  

Paralleling these data, using a variety of fear conditioning paradigms in mice, 

several other groups have demonstrated more efficient acquisition (Chaudhury and 

Colwell, 2002a) and fear memory recall (Chaudhury and Colwell, 2002a; Kristin L 

Eckel-Mahan et al., 2008; Wang et al., 2009) during the daytime domain. In rats, 

increased fear memory (to a conditioned tone) is also observed when animals are trained 

and tested during the day (Kumar and Jha, 2012). Interestingly, a recent study conducted 

by Woodruff et al found that rats subjected to an auditory-cued fear conditioning task 

exhibited enhanced extinction memory (loss of conditioned training) at night, relative to 

those rats trained/tested during the day (Woodruff et al., 2015). These results suggest a 

diurnal modulation of extinction learning and support findings of Chaudhury and Colwell  

who also noted superior conditioned fear extinction in rodents trained and tested during 

the active (i.e. nighttime) phase (Chaudhury and Colwell, 2002a). The fact that the daily 

rhythm in recall performance appears to be antiphase of the rhythm in extinction learning 

raises interesting questions about the different brain structures and molecular mechanisms 

that underlie fear memory recall versus extinction memory. Interestingly, an abundance 

of literature (from several species) has suggested that neural substrates—containing 

different types of memory information—are assembled into distinct systems throughout 

the brain (Gaffan, 1994; Poldrack and Packard, 2003; White et al., 2013). Hence, it would 

be logical to posit that different types of cognitive information (stored in various brain 

regions), may be differentially affected by the circadian timing system. Indeed, future 
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studies will be necessary in order to distinguish the role of the circadian clock in these 

two learning processes.  

Turning to tests of spatial learning and memory, numerous groups have reported 

that in mice, rats, and hamsters, novel object location and novel object recognition 

memory is enhanced at night (Ruby et al., 2008; Shimizu et al., 2016a; Snider et al., 

2016a; Takahashi et al., 2013a). Furthermore, Gritton et al found that while time-of-day 

did not affect acquisition or performance in the Morris water maze, when rats were tested 

again two weeks after their last training day, they exhibited better memory only if the 

original training occurred at night (Gritton et al., 2012). Finally, in the radial arm maze, 

Haber and Bareiss noted superior working memory at night (Hauber and Bareiss, 2001), 

while Rawashdeh et al noted fewer errors in this task during the day, suggestive of better 

working memory during the light phase (Rawashdeh et al., 2014a). Species, protocol, and 

testing timepoint differences may have contributed to the disparate findings in the radial 

arm maze tests (Snider et al., 2018a). Taken together, these data provide support for this 

circadian-gating-of-cognition phenomenon in rodent models.  

Here, it is important to note that circadian rhythms in memory efficiency are also 

observed in humans. Indeed, Nathaniel Kleitman was the first to note a diurnal change in 

the speed and accuracy of complex cognitive tasks—with optimal cognition in the 

afternoon hours and poor cognitive capacity late at night and early in the morning 

(Kleitman, 1963, 1933). Notably, this daily rhythm in cognition is likely governed by the 

relationship between sleep inertia, homseostatic sleep pressure, and circadian timing (for 

review, see (Wright et al., 2012a)). Along these lines, Cohen et al and Grady et al found 
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that neurobehavioral performance in cognitive and attention tasks is worse near the 

circadian nadir in brain arousal (typically corresponding to morning hours) (Cohen et al., 

2010; Grady et al., 2010). This is especially true after being awake for a prolonged period 

of time. In order to assess cognition across the circadian cycle (independent of the time 

since waking), forced desynchrony paradigms are typically utilized (Wright et al., 2002; 

Wyatt et al., 1999). This protocol, wherein subjects are exposed to an artificial light cycle 

to which they are unable to entrain, allows researchers to discern the role of circadian 

versus homeostatic (sleep) modulation of cognition. Utilizing these paradigms, several 

studies have shown that arousal, attention control, visual working memory, cognitive 

speed, memory retention, reward motivation, and mood appear to be influenced (in part) 

by time-of-day (Boivin et al., 1997; Murray et al., 2009; Pomplun et al., 2012; Silva et 

al., 2010). Furthermore, in healthy young adult males, extinction of conditioned fear is 

learned more efficiently (and better generalized) in morning hours relative to night hours, 

which corresponds to higher levels of cortisol (Pace-Schott et al., 2013). Interestingly, 

cortisol, which is regulated by the circadian clock and has a peak during morning hours, 

has been shown to regulate emotionally memory (for review, see (Aubry et al., 2016; de 

Quervain et al., 2009; Meir Drexler and Wolf, 2017; Montoya et al., 2012)). Hence, it is 

likely that the circadian rhythm in cognitive efficiency is also modulated (in part) by 

rhythms in stress-related neuromodulators, a topic that will be discussed in a later section. 

Effects of circadian disruption on cognition 
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As noted previously, the efficiency of cognitive acquisition, maintenance, and 

recall changes across the circadian day (for a detailed review, see (Snider et al., 2018a)), 

and work from several labs has shown that hippocampal-dependent cognition is reliant 

upon an intact master clock. Indeed, lesioning of the SCN leads to impairments in novel 

object recognition (Shimizu et al., 2016a), contextual fear conditioning and spatial 

memory recall (Phan et al., 2011a). Further, Wardlaw et al found that global deletion of 

BMAL1 led to impaired contextual fear and spatial memory and decreased LTP (Wardlaw 

et al., 2014). These data are in line with results obtained from Kondratova et al  who 

found that BMAL1 null mice exhibit a hyperactive phenotype and impaired short and long 

term memory formation (Kondratova et al., 2010). Notably, this group also found that 

mice with CLOCK gene mutations display normal immediate memory formation, but 

impairments in long-term memory (Kondratova et al., 2010). Along these same lines, 

animals with germline deletion of both Cry1 and Cry2 exhibit deficits in time-place 

learning (Van der Zee et al., 2008). Further, Per2 null mice display deficits in trace fear 

memory (Wang et al., 2009), and Per1 null mice display impairments in the radial arm 

maze (spatial learning) (Jilg et al., 2010).  

The work referenced above clearly depicts a role for the SCN in proper cognitive 

functionality. However, it is worth emphasizing that many of the studies utilized 

electrolytic lesioning to ablate the SCN. Such a technique may also damage tissue 

surrounding the central pacemaker. Further, several of these studies were conducted in 

animals with germline/global deletion of core clock genes. As such, this germline 

deletion approach likely leads to developmental/compensatory confounds and ‘off 
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target’/unrelated effects. In this latter case, it is important to note that many clock genes 

appear to be pleiotropic, wherein they serve functional roles that are unrelated to 

circadian timing (for review, see (Rosenwasser, 2010)). For instance, CLOCK and 

BMAL1 are trans-activators, and it is therefore likely that they have functions 

independent of circadian clock regulation.  Hence, additional experiments that employ 

inducible gene deletion approaches in adult animals are of merit. Along these lines, in an 

effort to avoid potential confounding effects of SCN lesioning or developmental 

compensation/pleiotropic effects in germline null animals, Ruby et al conducted an 

elegant set of non-invasive experiments in which they utilized a one-time photic 

treatment that rendered Siberian hamsters arrhythmic. Remarkably, they found that these 

rodents displayed deficits in memory performance (Ruby et al., 2008), providing further 

support that SCN output plays a role in modulating learning and memory capacity. 

Turning to the role of forebrain circadian clock regulation of cognition, here, we 

again reference a paper recently published by our lab. Using a BMAL1 floxed mouse line 

(wherein BMAL1 is deleted from excitatory neurons of the frontal cortex, hippocampus, 

amygdala, etc), Snider et al characterized the functional relevance of BMAL1 within 

forebrain circuits (Snider et al., 2016a). Importantly, this floxed-cre deletor strategy 

excluded the SCN, and therefore, this genetic deletion approach eliminated BMAL1 

specifically within ancillary circuits, thus allowing for the investigation of non-SCN cell 

autonomous cognitive functionality. No apparent differences in health or brain 

morphology were observed in these animals (unlike animals with germline BMAL1 

deletion, which exhibit accelerated aging, decreased body weight, and overall poor 
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health) (Andrews et al., 2010; Laposky et al., 2005; Sun et al., 2006). However, these 

mice showed deficits in time-of-day dependent novel object location memory and 

impairments in Barnes maze performance (Snider et al., 2016a), suggesting that 

hippocampal clock timing is necessary for daily oscillations in cognition. Consistent with 

this, Shimizu et al also used a BMAL1 conditional deletion approach to suppress BMAL1 

levels within the forebrain, and they too found a significant decline in nighttime memory 

performance in the novel object recognition paradigm (Shimizu et al., 2016a).  

To finish this section, it is worth mentioning that a definitive cellular (or even 

systems-based) understanding of the mechanistic connection between clock timing and 

cognitive/affect-related behaviors is yet to be elucidated. However, it is likely that several 

physiological processes interact at multiple levels in order to produce coherent cellular 

synchrony/oscillatory capacity within limbic brain regions. 

Circadian rhythms in neuromodulator/neurotransmitter release 

In many mammals, 24 hour rhythms in both hormone secretion and 

neuromodulator/neurotransmitter release have been shown to influence synaptic plasticity 

and neuronal excitability (for review, see (Frank, 2016; Parekh and McClung, 2016)). 

Given that alterations in cellular plasticity and excitability are hallmarks of stress and 

mood-related disorders, it is likely that rhythmicity of these molecules is important in the 

proper functioning of affective behaviors. 

Glucocorticoid rhythms 

Perhaps the most robust ‘neuromodulator’ (i.e. hormonal) rhythm is that of 

glucocorticoids. Indeed, work over the past 60 years has shown that there exists a strong 
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circadian rhythm in plasma glucocorticoid levels in both humans and in rodents (Halberg, 

1959; Migeon et al., 1956), which is believed to mediate several physiological and 

psychological processes related to immunity/inflammation, cognition, affect, and 

metabolism (Oster et al., 2017). As such, GCs serve as important internal time-

regulators—influencing the circadian landscape of not only organs/tissues within the 

periphery, but also of several regions within the brain (for review, see (Chung et al., 

2011)). Notably, concentrations of plasma corticosterone (the most prominent 

glucocorticoid in nocturnal rodents) are highest at the start of the dark period and reach 

their lowest point in the morning hours (Dalm et al., 2005), whereas in humans, cortisol 

levels increase during night hours and peak early in the morning (Debono et al., 2009; 

Krieger et al., 1971; Weitzman et al., 1971). This rhythmic release of GCs from the 

adrenal gland is regulated by the paraventricular nucleus, a structure neighboring the 

SCN within the hypothalamus. Hence, GCs are intimately involved in stress response 

(and stress-inducing fear memory) (Albrecht et al., 2013; Brown, 2009) via activation of 

the hypothalamic-pituitary-adrenal (HPA) axis (Smith and Vale, 2006; Tsigos and 

Chrousos, 2002). While the exact role of GC rhythms in the modulation of stress and 

mood/affect-related behaviors remains unknown, several bodies of work have suggested 

a cyclic AMP (cAMP)/protein kinase A (PKA)-mediated mechanism of GC receptor 

modulation (Eickelberg et al., 1999; Miller et al., 2002; Rangarajan et al., 1992). The fact 

that antidepressants are believed to increase neurogenesis in a cAMP/PKA-dependent 

manner (Anacker et al., 2011) and that over-expression of cAMP-response element 

binding protein (CREB) results in anti-depressant effects (Chen et al., 2001), leads one to 
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postulate that modulation of GC rhythms may play a role in the therapeutic action and 

behavioral effects of anti-depressants (for review, see (Anacker et al., 2011)). 

Interestingly, clamping/flattening the rhythm in corticosterone levels in rats inhibits 

fluoxetine-dependent neurogenesis in the dentate gyrus (Huang and Herbert, 2006) and 

attenuates the ability of antidepressants to elevate forebrain levels of serotonin (Gartside 

et al., 2003). 

Further, the circadian nature of glucocorticoid release is thought to be a powerful 

modulator of synaptic strength. Indeed, corticosterone has been shown to influence 

cellular excitability, AMPAR trafficking, and synaptic transmission (for excellent 

reviews, see (Frank, 2016, 2012)). Along these lines, circadian rhythms in cortical and 

hippocampal spine density also appear to be modulated by the cycling of glucocorticoid 

secretion (Ikeda et al., 2015; Liston et al., 2013). To this end, disruption of the 

endogenous secretion of corticosterone (via adrenalectomy or administration of 

exogenous corticosterone) eliminates the circadian rhythm in dendritic spine density 

(Cirelli and Tononi, 2015; Liston et al., 2013). Given that alterations in spine complexity 

are believed to contribute to behavioral manifestations of several neuropsychiatric 

conditions (Jiang et al., 2018), one may posit that GC rhythms serve as key conduit by 

which brain and peripheral clocks regulate synaptic plasticity that underlies stress 

response, mood, and memory.   

Neurotransmitter rhythms 

In addition to GCs, mood is also thought to be regulated by multiple 

neurotransmitter systems. For example, limbic regions of the brain that contribute to 



15 

 

affect behaviors communicate with one another via dopaminergic and serotonergic (i.e. 

monoaminergic) neural networks/circuits (for review, see (Kim et al., 2017; Nestler and 

Carlezon, 2006)). Glutamate and GABA—two of the most abundant neurotransmitters 

within the CNS (Nicholls, 1993; Petroff, 2002)—have also been implicated in the 

pathophysiology of several neuropsychiatric disorders (for review, see (Femenía et al., 

2012; Lener et al., 2017)). Notably, all of these transmitters have been shown to be gated 

by the circadian clock. 

With respect to monoaminergic signaling, dopamine—a catecholamine known for 

its regulation of movement and reward—exhibits circadian oscillations within the retina 

(Popova, 2014), olfactory bulb (Corthell et al., 2013), striatum (Webb et al., 2009), and 

midbrain (Chung et al., 2014; Webb et al., 2009) (for review, see (Korshunov et al., 

2017)). Additionally, dopamine precursors and metabolites also exhibit circadian 

expression. For example, using microdialysis techniques, Castandea et al found a 

circadian rhythm in DOPAC and homovanillic acid within the striatum (Castañeda et al., 

2004). Likewise, tyrosine hydroxylase (TH)—the rate limiting enzyme in catecholamine 

biosynthesis—also exhibits circadian fluctuations within striatal and motor regions of the 

brain (Chung et al., 2014; Webb et al., 2009; Weber et al., 2004).  Along these lines, an 

interesting study conducted by Webb et al examined the relationship between the diurnal 

expression of TH levels and rhythms in sex or amphetamine reward. Using the 

conditioned place preference paradigm—the authors found that the peak in TH 

expression within the NAcc coincided with the peak timing in sex reward, while the peak 

in TH expression within the VTA positively correlated with the peak timing in 
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amphetamine reward (Webb et al., 2009). Results from this study suggest that the 

circadian rhythm in reward (both natural and drug-induced) may be modulated by the 

circadian cycling of mesolimbic dopaminergic activity, driven (to some degree), by local 

circadian clock oscillators. Moreover, rhythms in serotonin have also been reported. 

Along these lines, whole brain levels of serotonin were first noted by Albrecht et al 

(Albrecht et al., 1956), and this finding has since been corroborated in several other 

species (Asano, 1971; Dudley et al., 1998; Mateos et al., 2009; Rueter and Jacobs, 1996) 

(for review see (Martin, 1991)). Hippocampal and amygdalar serotonin rhythms have 

also been observed, with higher expression occurring during the dark period (Moriya et 

al., 2015).  Furthermore, the major metabolite of serotonin, (5-HIAA) also shows 

circadian variations within the nucleus accumbens and striatum (Paulson and Robinson, 

1996, 1994).  

In addition to monoaminergic neurotransmitters, glutamate and GABA rhythms 

have also been reported in the mammalian brain. Using in vivo microdialysis, Marquez 

de Prado et al found significant oscillations in both of these transmitters within the 

striatum of awake rats, with higher levels during the dark period and lower levels during 

the day (Marquez de Prado et al., 2000). In a follow-up study, Castaneda et al also 

reported that glutamate and GABA levels exhibit circadian oscillations in both the 

striatum and nucleus accumbens. Notably, these rhythms were independent of any 

zeitgeber (external timing cue), including light (Castañeda et al., 2004). The fact that 

there exist circadian fluctuations of GABA and glutamate within the nucleus accumbens 

(and the ventral striatum as a whole) is interesting given that decreased activity within 
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these particular brain regions is a common feature in people with depression (Arrondo et 

al., 2015; Drevets et al., 1992).  

From a mechanistic standpoint, it is important to note that both monoaminergic 

(i.e. dopamine and serotonin) and GABA/glutamatergic rhythms likely mediate the 

pathophysiological symptoms related to mood/affect disorders. In this respect, here we 

digress and make note of two key (competing) ideas related to the molecular 

underpinnings of depression. To this end, the monoamine hypothesis of depression, 

which has dominated the psychiatric field over the last fifty years, posits that depressive 

symptoms (and associated cellular pathology) arise from the reduced availability of 

monoamines within the brain (Hirschfeld, 2000; Schildkraut, 1965). Consequently, 

antidepressants increase monamines within the brain to abrogate depressive-like 

symptoms (Owens, 2004). In more recent years; however, the glutamate hypothesis of 

depression has garnered much attention. Indeed, the findings of Trullas and Skolnick, 

which showed that NMDA antagonists mimic the effects of antidepressant treatments, 

insinuate that the NMDA subtype of glutamate receptors (and glutamatergic signaling in 

general) play important roles in the pathophysiology of mood disorders (Trullas and 

Skolnick, 1990). Hence, it is likely that both hypotheses are implicated in the etiology 

(and resolution) of depressive-like behaviors. Indeed, monoamines like dopamine and 

serotonin modulate limbic circuitry that underlies motivation, emotion and mood, while 

excitatory and inhibitory neurotransmission (regulated by glutamate and GABA) mediate 

many of these catecholaminergic-driven processes (for an excellent review, see (Sanacora 

et al., 2012))—perhaps through synaptic plasticity dependent mechanisms. Given that 
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each of these noted neurotransmitter systems are gated (to some degree) by the circadian 

clock, one may postulate that a feedback circuit exists. 

Relationship between Circadian Disruption and Depressive-Like Behavior 

Studies in both humans and in animal models have demonstrated a link between 

neuropsychiatric/affective disorders, cognition and circadian timekeeping capacity (for 

review, see (Jagannath et al., 2013; Wulff et al., 2010)). With respect to depression, in 

particular, recent work has shown that chronic stress alters the circadian clock. However, 

evidence also suggests that circadian clock dysregulation may precipitate the 

psychopathology of affect-related disorders, and thus, a bidirectional relationship 

between depression and circadian clock dysfunction likely exists. As such, in this section, 

we summarize support for both of these ideas. 

Association between circadian disruption and depression-like behavior—human subjects 

A large body of work has shown that depression is associated with the disruption 

of numerous clock-gated physiological and behavioral processes, including the circadian 

release of neuromodulatory hormones and rhythms in sleep and cognition (Boyce and 

Barriball, 2010; Ehlers et al., 1988; Germain and Kupfer, 2008a; Salgado-Delgado et al., 

2011; Srinivasan et al., 2010). For example, Keller et al found that cortisol levels are 

increased during the evening hours in individuals diagnosed with psychotic major 

depression, relative to control subjects (Keller et al., 2006). Furthermore, in depressed 

patients, variations in the endogenous secretion of melatonin have also been reported, 

with studies noting either a delayed (Crasson et al., 2004; Nair et al., 1984) or an 

advanced (Rubin et al., 1992) circadian phase. Of note, age and gender likely play a 
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prominent role in the phasing heterogeneity/discrepancy of these phase shift findings, as 

Robillard et al noted that melatonin phase delays are common in young adults with mood 

disorders (Robillard et al., 2013). Further, sex differences in the phase angle of 

entrainment and amplitude of melatonin rhythms have also been observed (Cain et al., 

2010; Gunn et al., 2016). Nonetheless, these findings highlight a likely connection 

between disturbances in cyclic (circadian-gated) hormone release and depression-like 

behavior. 

Sleep disturbances are perhaps the best example of a link between circadian 

disruption and depression in humans. Indeed, epidemiological studies estimate that nearly 

90 percent of depressed patients experience some type of sleep disturbance (i.e. insomnia, 

hypersomnia, frequent awakenings) (for excellent reviews, see (Nutt et al., 2008; Tsuno 

et al., 2005)). Given these striking sleep-comorbidity statistics, several circadian 

hypotheses of depression have been proposed (for an excellent review, see (Germain and 

Kupfer, 2008a)). These hypotheses are reinforced by observations that, in depressed 

patients, sleep-wake rhythms have haven been shown to be blunted (with respect to 

amplitude)(Souêtre et al., 1989), markedly phase-shifted (advanced—with early 

awakening, or delayed—with difficulty falling asleep)(Emens et al., 2009), or misaligned 

(relative to melatonin or other physiological rhythms)(for reviews, see (Boivin, 2000; 

McClung, 2007; Quera Salva and Hartley, 2012)). Further support for these models is 

strengthened by sleep deprivation, bright light, and pharmacological treatments—

therapeutic antidepressant strategies that have been shown to shift or resynchronize the 

circadian clock, and in some cases, alleviate many sleep problems associated with 
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depression (McClung, 2007). Whether these interventions alter the function of master 

clock (SCN) or ancillary clocks within the forebrain, is an interesting topic for further 

investigation. 

Genetic studies in humans have also implicated the role of the circadian clock in 

the manifestation of affect-related disorders. To this end, Utge et al analyzed single-

nucleotide polymorphisms in 18 circadian clock genes in both control and depressed 

individuals and found a statistically significant association between sleep disturbances 

and variants in the circadian genes Timeless and Per1 (Utge et al., 2010). Along these 

lines, Benededtti et al found that a T to C nucleotide substitution in the 3’ flanking region 

of the human CLOCK gene may be associated with the recurrence of illness episodes in 

patients with bipolar disorder (Benedetti et al., 2003). Finally, in a study conducted by 

Kripke and colleagues, 23 associations between circadian-related gene polymorphisms 

and mood symptoms were found to be statistically significant (Kripke et al., 2009), with 

the NR1D1 gene (REV-ERB-alpha; OMIM 602408) showing the strongest association. 

Interestingly, with respect to REV-ERB-alpha, to date, several studies have demonstrated 

that alterations in its expression influence mood and depressive/manic states (Chung et 

al., 2014; Severino et al., 2009), suggesting that this circadian gene may be a key player 

in affective disorders. Taken together, these studies, and others like it, suggest that 

genetic (and potentially epigenetic) variations/polymorphisms in clock genes may 

predispose individuals to develop neuropsychiatric disorders (for excellent reviews, see 

(Kronfeld-Schor and Einat, 2012; Liu and Chung, 2015)). 
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Effects of circadian clock disruption on mood and depressive-like behaviors—rodent 

models 

With respect to the association between circadian rhythms and depression, it 

remains incompletely understood whether circadian clock dysfunction in the master clock 

(SCN), or in ancillary circuits (or both) leads to depressive-like behaviors. Along these 

lines, in rodent models, there is conflicting work on the role of SCN disruption in the 

development of depression-like behavior. Indeed, a study by Landgraf et al knocked 

down the expression of a core circadian clock gene—BMAL1—specifically within the 

SCN and found that these mice displayed an increase in depressive-like behaviors (i.e. 

helplessness, behavioral despair, and anxiety) (Landgraf et al., 2016a). The BMAL1 SCN-

KD mice also exhibited abnormal rhythms in circulating GC and an attenuated increase 

in corticosterone response after stress (Landgraf et al., 2016a). These observations are in 

congruence with studies showing that bilateral lesions of the SCN disrupt both behavioral 

and endocrine rhythms, such as the daily oscillations in HPA activity (Abe et al., 1979; 

Moore and Eichler, 1972; Stephan and Zucker, 1972; Szafarczyk et al., 1979). In 

contrast; however, Tataroglu et al reported that bilateral lesioning of the SCN (which 

leads to behavioral arrhythmia) has a protective effect in the induction of behavioral 

despair—an animal model of depression (Tataroğlu et al., 2004). Given these discrepant 

findings, whether certain network features of the SCN render it resilient to stress 

perturbations and subsequent depressive phenotypes, remains an important area of future 

inquiry. Nevertheless, if SCN dysfunction is not the single source of the observed 

circadian deficits associated with depression-like behaviors, it is likely that the disruption 
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of clock timing within mood circuits (or in the periphery) is also a key event in the 

development of depression. 

In addition to examining the role of the master clock, several labs have also 

investigated the contribution of ancillary brain clocks in the etiology of affect-related 

behaviors. Using RNA interference and viral gene transfer, Mukherjee et al knocked 

down CLOCK (an important circadian gene) expression specifically within the VTA and 

found that these mice exhibited an increase in depressive-like behavior and an overall 

mixed-manic state (Mukherjee et al., 2010). Notably, this group also reported that 

dopaminergic neurons expressing the CLOCK shRNA displayed increased activity 

relative to controls, suggestive of an important role for VTA expressing CLOCK neurons 

in the regulation of dopaminergic signaling and manic behavioral states (Mukherjee et al., 

2010). Furthermore, in another study, Chung et al showed that ventral midbrain-specific 

pharmacological inhibition of the circadian clock gene/nuclear receptor—REV ERB 

alpha—produces mania-like behavioral tendencies (Chung et al., 2014). Interestingly, 

REV ERB alpha has been shown to decrease TH expression via competitive interactions 

with NURR1, thus leading to the rhythmic nature of the dopaminergic system (Chung et 

al., 2011). Given that dopamine regulates mood and affect, these data suggest that REV 

ERB alpha expression in extra-SCN brain regions could serve as a potential 

chronotherapeutic target for the treatment of mood disorders.  

Furthermore, depression and anxiety-like behaviors have been observed in rodents 

exposed to constant light conditions (which disrupts clock timing) (Borniger et al., 2014; 

Tapia-Osorio et al., 2013), as well as in animals with Per1 and Per2 knockdown within 
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the nucleus accumbens (Spencer et al., 2013). On a related note, Son et al examined the 

effects of peripheral BMAL1 disruption of humoral rhythms and psychiatric illnesses. 

They found that adrenal-specific knockdown of BMAL1 dampens the daily rhythm in 

adrenal glucocorticoid production and attenuates circulating glucocorticoid content (Son 

et al., 2008). Notably, the symptomology of these mice appears to phenocopy that of 

patients diagnosed with chronic fatigue syndrome (Chung et al., 2011; Son et al., 2008). 

These observations highlight the importance of both central and peripheral circadian 

neuromodulator rhythms in the control of processes—such as HPA activity—that 

modulate affect-related behaviors. Together, these BMAL1 conditional deletion studies 

suggest that ancillary and peripheral clock timing is important in regulating processes that 

underlie mood. 

Effects of chronic stress/depressive-like behaviors on the circadian clock—rodent models 

In the last decade, several rodent studies have reported that chronic 

stress/depression leads to alterations in clock timing within mood (i.e. limbic) circuits. To 

this end, RNA-based profiling in animals subjected to chronic mild stress revealed 

abrogated clock gene rhythms within the forebrain (hippocampus, nucleus accumbens, 

amygdala) (Christiansen et al., 2016; Savalli et al., 2015). Further, Colleen McClung’s 

research group recently utilized a chronic stress paradigm in combination with a period2-

luciferase clock reporter mouse model to show that depression-like behaviors correlate 

with a decrease in the amplitude of circadian rhythms within the nucleus accumbens 

(Logan et al., 2015). Paralleling this, Landgraph et al also used a period-luciferase 

reporter mouse to show that the learned-helplessness procedure led to a loss of circadian 
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rhythmicity in the nucleus accumbens and periaqueductal grey (Landgraf et al., 2016a): 

two brain regions that play a significant role in mood, affect, and stress response 

(Behbehani, 1995; Fanselow, 1991; Shirayama and Chaki, 2006). Collectively, these data 

support the idea that the functional properties of mood circuits are under the influence of 

the circadian clock, and that chronic stress and depression are associated with a 

dysregulation of molecular events that underlie such oscillatory capacity. 

Here, it is worth mentioning that the studies mentioned above used whole brain-

region based approaches, and as such, the aggregate readout of many cells with varying 

phenotypes was combined to obtain an index of the amplitude and phasing of the clock 

timing system. Given that these cellular averaging approaches do not provide definitive 

insight into the precise nature of clock dysregulation, future work should focus on a 

cellular-specific reporter of clock timing to discern the mechanism of clock disruption 

after stress. Nevertheless, the work referenced in this section supports the idea that stress 

and depressive-like states perturb circadian clock functionality in extra-SCN brain 

regions. 

microRNA Overview 

Since their discovery nearly two decades ago, microRNAs—small, single-

stranded RNA molecules—have been established as potent modulators of gene 

expression (Lagos-Quintana et al., 2002; Lee et al., 1993; Wightman et al., 1993). These 

small RNA molecules have been shown to be essential to development and have been 

reported to mediate many key biological processes (Fu et al., 2013). Furthermore, altered 

expression of miRNAs has been reported in many disease conditions (Ardekani and 
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Naeini, 2010; Paul et al., 2018). Given the fact that miRNAs can also be expelled into the 

extracellular fluid, they are now considered to be novel biomarkers of potential disease 

states (Hayes et al., 2014; Wang et al., 2016). 

With respect to their processing, miRNAs are transcribed by RNA polymerase II 

into primary miRNAs (also called pri-mRINAs), which are further processed into 

precursor miRNAs (pre-miRNAs) after being cleaved by the enzyme known as Drosha. 

Finally, this pre-miRNA is cleaved (to ~22 nucleotides) into a mature miRNA by the 

enzyme known as Dicer (Denli et al., 2004; Han et al., 2004; O’Brien et al., 2018; Okada 

et al., 2009; Zhang et al., 2004). A single strand from this mature miRNA can then be 

loaded into the RNA-induced silencing complex (RISC), and miRNA can thus bind to 

mRNA targets via complementary base pair recognition. 

A majority of studies have demonstrated that miRNAs bind to (and interact with) 

the 3’ untranslated region (UTR) of target mRNAs in order to cause repression of 

translation (Huntzinger and Izaurralde, 2011). Notably, the interaction between miRNAs 

and their mRNA targets is largely dependent on the ‘seed region’ of each miRNA 

(typically a few nucleotides in length) (Kehl et al., 2017). Given that over 2500 miRNAs 

have been annotated within the human genome alone (Griffiths-Jones et al., 2006), it is 

not surprising that miRNA dysfunction contributes to a multitude of diseases/disorders 

within the CNS. 

Role of the miR-132/212 Locus within the CNS 

 The miR-132/212 gene locus is a miRNA cluster that is regulated by the 

CREB/CRE transcriptional pathway—a pathway that couples synaptic activity to the 



26 

 

expression of genes that underlie plasticity within the brain. Along these lines, Vo et al 

were the first to identify CRE sites within this tandem-miRNA cluster (Vo et al., 2005). 

With respect to its processing, the miR-132/212 gene locus is transcribed from the non-

coding transcript, AK006051 (found on chromosome 11 in mice). It is likely that both 

miR-132 and miR-212 were formed as a result of gene duplication given that the two 

miRNAs share an identical ‘seed sequence’(Remenyi et al., 2010), and that both miRNAs 

share many mRNA targets. 

 Neuronal stimulation/synaptic activation have been shown to lead to an increase 

in transcription from the miR-132/212 locus. Specifically, learning tasks, photic 

induction, and acute/chronic stress exposure all increase the expression from this cluster 

(Cheng et al., 2007a; Hansen et al., 2013; Mellios et al., 2011; Nudelman et al., 2010), 

suggesting that both miR-132 and miR-212 are potent regulators of cognition, circadian 

clock entrainment, and stress—topics discussed in greater detail below. Furthermore, 

several groups identified a role for miR-132/212 in the regulation of synaptic plasticity 

and neuronal morphology. For example, knockdown of miR-132 expression was shown 

to decrease dendritic arborization within the hippocampus (Magill et al., 2010; Wayman 

et al., 2008). Furthermore, transgenic overexpression of miR-132 was also found to 

increase CA1 dendritic spine density (Hansen et al., 2010). These results, coupled with 

the fact that miR-132 was shown to alter synaptic transmission (Impey et al., 2010; 

Lambert et al., 2010; Magill et al., 2010; Pathania et al., 2012), raised the prospect that 

the miR-132/212 locus (via the targeting of many synaptic plasticity-associated mRNAs) 

modulates many behavioral states. 
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miR-132/212 regulation of cognition 

 The fact that miR-132/212 is 1) modulated by neuronal activity and 2) that it 

regulates dendritic spine density and morphology, led to the hypothesis that it may 

regulate learning and memory capacity—perhaps through the targeting of plasticity-

associated mRNAs. Along these lines, using a TET-off transgenic mouse lines, Hansen et 

al was the first to show that miR-132 overexpression leads to deficits in memory capacity 

(Hansen et al., 2010). Scott et al also showed that overexpression of miR-132 within the 

perirhinal cortex led to deficits in the Novel Object Recognition (NOR) paradigm (Scott 

et al., 2012). Hansen et al also employed a miR-132/212 excitatory-forebrain specific 

conditional knockout mouse line and showed that these animals displayed significant 

deficits in the NOR task, the Barnes maze paradigm, and in fear conditioning memory 

(Hansen et al., 2016). Similar deficits were also observed in miR-132/212 germline 

knockout mice (Hernandez-Rapp et al., 2015), suggesting that both knockdown and 

supraphysiological expression of miR-132 lead to similar cognitive deficits. 

 Interestingly, Hansen et al further investigated the role of miR-132 and cognition, 

once again employing the transgenic miR-132 mouse line, and found that slight increases 

in miR-132 expression (~2 fold above baseline—less than the ~5 fold increase observed 

with no doxycycline administration) actually led to enhancement of cognition (Hansen et 

al., 2013). Notably this slight increase paralleled the levels of miR-132 expression 

observed after a learning paradigm (Hansen et al., 2013). These results suggest that a 

tight range of miR-132 (and perhaps miR-212 expression) is necessary for proper 

cognitive function. Along these lines—both knockdown of miR-132 and extensive 
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overexpression of transgenic miR-132 negatively impact memory function, while 

moderate increases in miR-132 expression positively impact memory. 

 Here it should be noted that while a number of miR-132/212 mRNA targets—

including Mmp-9, p250GAP, Mecp2, Mash1, and Stx1a have been shown to mediate 

some of these morphological and behavioral changes observed in animals with 

dysregulation of the miR-132/212 locus (Hansen et al., 2016, 2010; Impey et al., 2010; 

Jasińska et al., 2016; Vo et al., 2005), it is likely that miR-132/212 targets many other 

mRNAs that mediate/contribute to these effects. 

miR-132 regulation of circadian clock entrainment 

 A seminal finding by Cheng et al first revealed a role for miRNAs in the 

regulation of circadian clock timing and entrainment (Cheng et al., 2007a). In this study 

(and in a follow-up study), miR-132 was shown to be expressed in a circadian manner 

within the SCN, to be induced by light, and to alter the behavioral phase-shifting capacity 

after a light pulse (Alvarez-Saavedra et al., 2011; Cheng et al., 2007a). As mentioned in a 

previous section, given that the ERK/MAPK pathway plays a key role in entrainment 

capacity (and that it activates downstream CREB/CRE dependent transcription) and that 

miR-132 is a CREB-regulated miRNA, Cheng et al infused the MEK1/2 inhibitor 

(U0126) into the lateral ventricle (note that MEK lies just upstream of ERK). They found 

that pretreatment of U0126 prevented the light-induced increase in miR-132 levels within 

the SCN—suggesting that the light induced induction of miR-132 requires proper 

ERK/MAPK signaling (Cheng et al., 2007a). 
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 Further support for the role of miR-132 in circadian clock timing came from a 

recent study which showed that deletion of the miR-132/212 locus alters entrainment 

capacity (to non 24 hour day-night cycles known as T-cycles), in addition to the 

expression of the circadian clock gene Per2 after either short or long days (Mendoza-

Viveros et al., 2017). Interestingly, this group also found an increase in the amplitude of 

circadian clock protein oscillations in the SCN of miR-132./212 knockout animals in 

constant dark/free-running conditions. They also found that SCN neurons in miR-

132/212 knockout animals exhibited a reduced dendritic spine density in addition to 

alterations in methyl CpG-binding protein (MeCP2)—a bona-fide miR-132 target—

oscillations (Mendoza-Viveros et al., 2017). Taken together, this study confirmed the role 

of the miR-132/212 locus in the regulation of circadian clock timing and it revealed that, 

by modulating the dendritic structure of neurons within the SCN (likely in an MeCP2-

dependent manner), miR-132/212 also influences the ability of the master clock to 

translate seasonal photoperiods. 

miR-132/212 in neuropsychiatric conditions 

With respect to the contribution of the miR-132/212 locus to neuropsychiatric 

conditions in humans, dysregulation of miR-132/212 expression has been reported in 

many patients diagnosed with schizophrenia and bipolar disorder (Kim et al., 2010; 

Perkins et al., 2007). Furthermore, a study conducted by Li et al found that serum miR-

132 levels are increased in patients with depression. Finally, Miller et al showed that 

miR-132 was significantly decreased in prefrontal cortex tissue from schizophrenic 

subjects and that several genes (such as DNMT3A, GATA2, and DPYSL3) –which are 
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modulated by miR-132—exhibited alterations in expression during development (or 

alterations in expression in tissue derived from adult schizophrenic patients) (Miller et al., 

2012) 

Turning to animal models of neuropsychiatric conditions, Smalheiser et al 

demonstrated that miR-132 expression is increased in animals that exhibit non-learned 

helplessness (Smalheiser et al., 2011). Furthermore, Shaltiel et al showed that footshock 

stress leads to increases in miR-132 expression (Shaltiel et al., 2013), while Uchida et al 

demonstrated that miR-132 expression is increased in pups that have experienced 

maternal separation (Uchida et al., 2010).  

These studies—in both human subjects and in animal models—coupled with the 

fact that miR-132 has been shown to potently regulate neuronal morphology and cellular 

physiology within the forebrain, raise the prospect that this locus also influences other 

behaviors such as anxiety and stress response. 

Role of Astrocytic Gap Junction Coupling  

Astrocytes—one of the most prevalent glial (i.e. non-neuronal) subtypes within 

the brain, have recently been characterized as critical players in CNS functionality. While 

astrocytes are not electrically excitable (unlike their neuronal counterparts), they have 

been found to closely interact with neurons, and they express receptors for many 

neurotransmitters, such as glutamate (Cornell-Bell et al., 1990), GABA (Kang et al., 

1998a), and acetycholine (Perea and Araque, 2005). Given their structural complexity, 

close interaction to neurons, and the presence of receptors for many transmitters, these 
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cells are integral components of normal CNS physiology—in both healthy and disease 

states. 

Astrocyte gap junction coupling in health and disease 

Astrocytes—unique, star-shaped glial cells—are connected via gap junctions to form 

an extensive network within the CNS. Notably, gap junctions enable astrocytes to 

communicate with one another (and with other cell types) within the brain. While recent 

studies have provided insights into the role of gap junction coupling between cells, the 

gap junction coupling phenomenon was actually discovered over 50 years ago (Furshpan 

and Potter, 1959; Kuffler and Potter, 1964). More recently, it was discovered that these 

intercellular gap junctions allow for astrocytes to be electrically coupled such that they 

are in a state of ‘syncytial isopotentiality’ (a topic discussed in greater detail below) 

wherein astrocytes can aid in the maintenance of homeostasis and act as a functional unit, 

or network (Kiyoshi and Zhou, 2019; Ma et al., 2016). 

With respect to the composition of gap junctions, these cellular conduits are 

comprised of members of the connexin protein family (composed of nearly 20 members 

within the mouse genome and 21 members in the human genome, respectively) (Söhl and 

Willecke, 2004). These connexin subunits (which ultimately make up gap junctions) help 

to facilitate metabolic, biochemical, and electrical coupling between cells (Meşe et al., 

2007). The importance of these connexin proteins is reinforced by the fact that alterations 

in the expression of many connexin subunits are observed in a host of 

neurological/neuropsychiatric conditions (in both human patients and in animal models) 

such as chronic stress/depression (Miguel-Hidalgo et al., 2018; Nagy et al., 2016), 
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anxiety (Quesseveur et al., 2015), and Alzheimer’s disease (Kajiwara et al., 2018; Yi et 

al., 2016). 

Syncytial isopotentiality within astrocyte networks 
 

A recent discovery by Ma et al established a key functional role for astrocytic gap 

junction coupling, helping to mechanistically demonstrate how an astrocyte syncytium 

can function as single unit, or system (Ma et al., 2016). To begin to tease apart the 

significance of isopotentiality, it should first be noted that one of the most prominent 

roles of an astrocyte network  is to allow for K+ spatial buffering—a model wherein K+ 

ions are spatially buffered from areas of high intracellular K+ (especially after 

neurotransmission) to areas of lower K+ (Chen and Nicholson, 2000; Kofuji and 

Newman, 2004; Orkand et al., 1966).  

In a seminal study performed by Ma et al, it was discovered that gap junction 

coupling lowers the electrical resistance amongst coupled astrocytes in such a way that (if 

the coupling strength is quite strong) then it is possible for the electrical difference 

between two neighboring cells to be insignificant. Thus, the neighboring astrocytic 

cells—which again, are coupled to one another via their gap junctions—are able to 

equalize their membrane potentials (to similar levels) to permit the astrocyte syncytium to 

act as one cohesive unit.  

‘Syncytial isopotentiality’was first demonstrated using an innovative 

electrophysiological approach (patch clamp) (Ma et al., 2016). The underpinnings of this 

phenomenon were based on the idea that an individual (i.e. dissociated) astrocyte obeys 

the Nernstian prediction for the K+ gradient in a cell membrane. Hence, if one were to fill 
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a cell with Na+ containing solution (with no K+), then the membrane potential would 

depolarize. Therefore, this astrocyte (now deficient in K+) serves as a reporter of 

astrocyte network coupling strength such that the membrane potential from neighboring 

astrocytes compensates for the membrane potential for the reporter astrocyte. In this way, 

the coupling strength of an astrocyte network can be determined by filling a single 

astrocyte with Na+ and evaluating the Vm steady state after pipette breakthrough 

(Kiyoshi and Zhou, 2019; Ma et al., 2016). 

While insights into the mechanistic underpinnings of the astrocyte syncytium have 

been observed as a result of this syncytial isopotentiality discovery, it should be noted 

that its relevance in many CNS disease/disorder states still remains a largely unexplored 

topic. To this end, the impact of neuropsychiatric disorders (such as depression and 

stress-related behaviors) on gap junction coupling/isopotentiality is still in its infancy. 

Astrocyte-Neuron Communication in Health and Disease 

While astrocytes may have once been considered as mere ‘support cells’ to their 

neuronal counterparts, increasing evidence suggests that they are integral players in 

synaptic transmission and important biological processes such as learning and 

memory/cognition (Dallérac et al., 2013; Santello et al., 2019; Vesce et al., 1999). Along 

these lines, given their ability to contact many neurites, astrocytes are thought to play 

significant roles in the modulation of synaptic function (Papouin et al., 2017). For 

example, many groups have shown that astrocytes can respond to synaptic events that 

regulate neuronal transmission (Adamsky et al., 2018; Henneberger et al., 2010; Jourdain 

et al., 2007; Panatier et al., 2011; Perea and Araque, 2007). Furthermore, astrocytic 
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activation has been shown to generate de novo neuronal potentiation and cognitive 

enhancement (Adamsky et al., 2018).  

Astrocytes are not only able to regulate neuronal plasticity, but they (themselves) are 

actually quite ‘plastic’ and can undergo alterations in response to neuronal activity (in 

spite of the fact that they are not excitable cells) (Piet et al., 2004). Along these lines, 

neurons have actually been reported to control gap junctions within astrocytes—thus 

altering astrocyte-astrocyte communication (Giaume et al., 2010). Hence, the 

aforementioned studies highlight the bidirectional communication between astrocytes and 

neurons.  

While these studies (and many others) clearly delineate a role for astrocytes in the 

regulation of plasticity and other higher order processes, there is still much to learn about 

the interactions between astrocytes and neurons in disease/disorder states. Several groups 

have begun to tease apart the relationship between neurons and astrocytes and various 

brain pathological/neurological states (from Alzheimer’s to autism, to name just a few) 

(Molofsky et al., 2012; Siracusa et al., 2019); however, a deeper understanding of the 

ultrastructural interactions between both astrocytes and neurites (under baseline, i.e. non-

pathological conditions) would aid in determining how synapse-astrocyte contacts are 

altered in disease/disorder states. 

The following chapters in this dissertation provide insights into the signaling 

pathways, miRNA regulators, and astrocytic properties that influence circadian clock 

entrainment, cognition, and stress. 
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CHAPTER 2 

SynGAP is expressed in the murine suprachiasmatic nucleus and regulates 

circadian-gated locomotor activity and light-entrainment capacity, and individuals 

with Syngap1 gene mutations display sleep disruptions 

Introduction 

The suprachiasmatic nucleus (SCN) of the hypothalamus functions as the master 

circadian (24 hr) pacemaker (Hastings et al., 2018; Welsh et al., 2010). Synaptic and 

paracrine output from the SCN serves as a phasing cue to ancillary oscillator populations 

throughout the body, thus ensuring that precise, clock-gated, cellular- and systems-level 

biochemistry and physiology is achieved (Kriegsfeld and Silver, 2006; Silver and 

Kriegsfeld, 2014).  

The phasing of the SCN oscillator is tightly regulated by photic input signals from 

the retina, and this entraining effect allows clock-gated physiology and behavior to be 

properly segregated across the 24 hr light/dark cycle (Fernandez et al., 2016; Golombek 

and Rosenstein, 2010; Hattar et al., 2006; Ibata et al., 1989; Tanaka et al., 1997, 1993). 

At a molecular level, the circadian timing system arises from a well-characterized 

set of interlocking and autoregulatory processes formed from a transcriptional-

translational feedback loop. This feedback loop is centered on the rhythmic (24 hr) 

expression of period and cryptochrome classes of genes, where the transcriptional drive 



36 

 

for this rhythm is mediated by a heterodimeric basic helix-loop-helix transcription factor 

formed by CLOCK and BMAL1, and autoregulatory transcriptional inhibition is 

achieved via the association of PERIOD/CRYPTOCHROME heterodimers with 

the CLOCK/BMAL1 transcriptional complex (N. Cermakian and Sassone-Corsi, 2000; 

Meng et al., 2008; Sangoram et al., 1998b; Zheng and Sehgal, 2012b). 

          The periodicity and phasing of this core molecular clock feedback loop is 

modulated by numerous kinase signaling pathways.  For example, via its 

phosphorylation-mediated degradation of PERIOD, Casein Kinase 1δ/ε plays a key role 

in regulating clock periodicity (Gallego and Virshup, 2007, 2007; Lee et al., 2009; Meng 

et al., 2008). Further, via its ability to couple light to the induction of period gene 

expression, the p44/42 mitogen activated protein kinase (ERK/MAPK) pathway is a key 

conduit by which photic input sets the phasing of the SCN oscillator (Butcher et al., 

2002b; Coogan and Piggins, 2003b; Goldsmith and Bell-Pedersen, 2013b; Karl Obrietan 

et al., 1998).  Focusing on ERK/MAPK signaling, complementary studies examining 

ERK modulators (e.g. scaffolds and phosphatases), as well as studies examining signaling 

via the small GTPase Ras (an upstream regulator of ERK/MAPK activity), have provided 

important insights into the molecular events that regulate the ERK/MAPK cascade in the 

SCN (Cheng et al., 2006b; Doi et al., 2007; Serchov and Heumann, 2017; K. Wheaton et 

al., 2018b). However, there is still much to learn about the second messenger pathways 

that affect the RAS/ERK/MAPK signaling cassette. To this end, we examined the 

expression and function of the GTPase SynGAP (Synaptic Ras GTPase-activating 

protein) in the SCN.    
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            SynGAP is one of the most abundant postsynaptic density proteins, where 

it functions as a negative regulator of Ras and Rap1 signaling and serves as a component 

of the NMDA receptor signaling complex (Chen et al., 1998; J. H. Kim et al., 1998; 

Rumbaugh et al., 2006; Walkup et al., 2018). Importantly, NMDA receptor activity has 

been shown to trigger CaMKII-mediated phosphorylation of SynGAP, which leads to an 

increase in its Ras GAP activity; this, in turn, increases the rate of inactivation of RAS at 

the synapse (Oh et al., 2004; Walkup et al., 2015). RAS activity has profound 

effects on synaptic physiology, including increased AMPA receptor insertion into the 

active zone, spine remodeling and enhanced LTP (Arendt et al., 2004; Manabe et al., 

2000; Qin et al., 2005; Zhu et al., 2002). Notably, many of these effects are mediated by 

the induction of ERK/MAPK signaling. Consistent with these ideas, Syngap
+/-

  mice 

exhibit elevated levels of ERK/MAPK signaling, potentiated excitatory transmission, and 

the early consolidation period of LTP (Komiyama et al., 2002; Rumbaugh et al., 2006). 

These findings, coupled with the well-established role of ERK/MAPK signaling in the 

SCN, raise the possibility that SynGAP could serve as an important signaling 

intermediate that regulates ERK/MAPK activity, and in turn, the sensitivity of the SCN 

clock to light. 

          Here we show that SynGAP expression is gated by the SCN clock and that its 

phosphorylation state is regulated by photic input. Further, we utilized Syngap1 WT and 

Heterozygous mice to examine the expression and functional contribution of SynGAP to 

ERK/MAPK activation within the SCN. We show that Syngap1 heterozygosity alters 

circadian-gated locomotor activity and entrainment capacity and potentiates the 
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activation of the ERK/MAPK pathway after nighttime light exposure. Finally, using 

survey-based techniques, we report that individuals with mutations in the Syngap1 gene 

show disruptions in sleep—a process that is known to be regulated by the circadian clock. 

Hence, these findings suggest that SynGAP may function upstream of the ERK/MAPK 

cellular signaling cassette to modulate light-mediated entrainment of the master circadian 

clock. 

Materials and Methods 

Mice 

All procedures were approved by the Institutional Animal Care and Use 

Committee at The Ohio State University. In total, ~ 220 mice (male and female—age and 

sex-matched between groups) were used. In order to minimize the number of animals, 

whenever possible, animals were utilized for more than one experiment (e.g., they were 

used for behavioral wheel running assays and then were sacrificed for tissue collection). 

Experiments were carried out in C57/Bl6 WT animals (Fig. 2.1-2.5) derived from our in-

house breeding colony, or from animals derived from the Syngap1
lx-st

 mouse line 

(referred to here as Syngap1
+/-

, Jax Stock No. 029304: (Clement et al., 2012) (Fig. 2.6-

2.10).  Syngap1
+/-

 mice (males or females) were crossed to Syngap1
+/+

 mice (males or 

females) in order to generate Syngap1
+/- 

and Syngap1
+/+

 experimental 

animals. Syngap1
+/-

 mice were generously provided by Dr. Gavin Rumbaugh (Scripps 

Research Institute) and were genotyped using the methods described previously (Clement 

et al., 2012; Creson et al., 2019a; Ozkan et al., 2014). PCR-based genotyping results are 

also depicted in Fig. 2.6A. BMAL1
-/- 

mice were generated from breeder animals that were 
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acquired from Jackson Laboratories (Jax Stock No. 009100); genotyping was performed 

as previously described (Bunger et al., 2000a). Animals were kept on a standard 12h/12h 

light-dark (LD) cycle—unless otherwise noted—and were fed ad libitum. 

Tissue processing for immunolabeling and Western blotting 

Animals were sacrificed via cervical dislocation under white light (Fig. 2.1, 2.2, 

2.3 and Fig.2.6), or under dim red light for CT (circadian time)/light pulse experiments 

(Fig. 2.4, 2.5, and 2.10). Brains were then removed and placed in ice-cold artificial 

cerebral spinal fluid and cut into 600 µm-thick (SCN-containing) coronal slices using a 

Leica vibratome (Leica VT1200). These SCN-containing sections were placed on a 

rocker for 6 hours in 4% paraformaldehyde in phosphate buffered saline (PBS) at 4°C 

and were then cryoprotected overnight at 4°C in 30% sucrose in PBS. For 

immunolabeling assays, SCN-containing sections were thin cut into 40 µm-thick 

sections, using a microtome. 

           For Western blotting experiments (Fig. 2.4), a similar process was used as 

described above. However, once the 600 µm-thick SCN-containing section was collected 

with the vibratome, the section was transferred to a glass slide (pre-cooled to -80° C). 

The SCN and cortex were then micro-dissected using a razor blade and placed in an 

Eppendorf tube and stored at -80° C. Tissue from three animals was pooled for each 

sample. 

Immunohistochemical labeling, imaging, and analysis 

For 3,3'-diaminobenzidine (DAB)-based immunolabeling, ~ 40 µm-thick, free-

floating tissue sections containing the SCN were washed in PBS containing 1% Triton X-
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100 (PBST) 3 times for 5 minutes. Tissue was then incubated in 0.3% hydrogen peroxide 

in PBST for 20 minutes at room temperature. Following this, tissue was blocked with 

10% normal goat serum (NGS) diluted in 1X PBST for one hour at room temperature and 

incubated overnight at 4°C with one of the following primary antibodies: rabbit 

polyclonal anti-SynGAP1 (1:300 dilution; Cat. #: 19739-1-AP; Proteintech), rabbit anti-

phospho-Threonine-202/Tyrosine-204 ERK (pERK; 1:3,000 dilution; Cat #: 9101; Cell 

Signaling Technology) or rabbit anti-serine 1138 phosphorylated SynGAP (SynGAP 

pSer1138) 1:350 dilution)). The SynGAP pSer1138 antibody was generously provided by 

Dr. Richard Huganir’s laboratory and has been previously described (Araki et al., 2015). 

On the second day, tissue was washed in PBST and then incubated for two hours at room 

temperature in biotin-conjugated goat anti-rabbit IgG secondary antibody (1:1,000 

dilution; Vector Laboratories; Cat. # BA-1000). Next, tissue was processed using an 

ABC labeling kit (Vector Laboratories Cat# PK-6100). The DAB signal was visualized 

using nickel intensified DAB processing (Vector Laboratories; Cat # SK-4100). Sections 

were then mounted onto gelatin-coated glass slides, washed in distilled water, and 

coverslipped using Permount Mounting Medium (Fisher Chemical). 

           Bright field images of the SCN (15X or 20X optical magnification) were acquired 

using a 16-bit digital camera (Micromax YHS 1300; Princeton Instruments) on a Leica 

DMIR microscope with Metamorph Software (MetaMorph Microscopy Automation and 

Image Analysis Software). For quantification of pERK, SynGAP, or SynGAP pSer1138 

intensity, an ROI was digitally traced around the total SCN, the SCN core, or the SCN 

shell (a demarcation of core and shell regions of the SCN is presented in Fig. 2.1B2) from 
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1-2 sections per animal. Intensity levels for each section were then background 

subtracted from the lateral hypothalamus and analyzed using ImageJ software. For 

statistical analysis, the intensity was averaged from each animal and displayed as the 

mean + SEM for each condition/genotype. 

Immunofluorescent labeling, imaging, and analysis of SCN tissue 

For immunofluorescent labeling, tissue sections containing the SCN (two 

sections/mouse) were permeabilized in 1% Triton X-100 in PBST and blocked for one 

hour in 10% NGS in 1X PBST. These sections were then washed (5 minutes/wash) in 

PBST between each subsequent labeling step. Tissue was then incubated in 5% NGS in 

PBST (overnight at 4 C) in the following primary antibodies: rabbit anti-SynGAP1 

(1:150 dilution; Cat. #: 19739-1-AP; Proteintech), mouse anti-NeuN (1:3000 dilution; 

Cat. # MAB377; Millipore), mouse anti-GAD67 (1:400 dilution), or guinea pig anti-AVP 

(1:200 Cat. # 4562; Peninsula Laboratories International). On the following day, tissue 

was incubated in one or more of the following secondary antibodies in 5% NGS PBST: 

Alexa Fluor 488 goat anti-rabbit IgY, Alexa Fluor 594 goat anti-mouse IgY, or Alexa 

Fluor 594 goat anti-guinea pig IgY, (all at a 1:1000 dilution; Invitrogen). Finally, tissue 

was washed and incubated for in DraQ5 (Cat. # 62251; ThermoFisher) diluted in PBST 

in order to visualize nuclei. All tissue was then mounted onto glass slides and 

coverslipped using Fluoromount-G (Cat # 0100-01; SouthernBiotech).  

Of note, for the analysis of SynGAP/VIP (vasoactive intestinal peptide) 

colocalization, tissue sections were sequentially labeled with the anti-SynGAP1 primary 

antibody (1:150 dilution; Cat # 19739-1-AP; Proteintech), and then labeled with Alexa-
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Fluor 594 goat-anti rabbit. Tissue was then washed thoroughly and labeled with Alexa 

Fluor 488-conjugated VIP (1:200; Cat. # BS-0077R-A488; Bioss). This sequential 

labeling process was necessary to ensure that no cross-reactivity occurred, given that both 

primary antibodies (SynGAP1 and VIP) were made in rabbit. 

For immunofluorescent image acquisition, 10X, 20X, 30X, or 63X images were 

collected using a Leica SP8 confocal microscope. Notably, image/acquisition parameters 

(speed, line average, pinhole, contrast, etc.) remained unchanged for each experimental 

condition/group.  

Primary dissociated SCN cell culture 

Brains were dissected from P0-P1 C57/Bl6 pups, immersed in sterile, oxygenated 

aCSF (120 mM NaCl, 3.5 mM KCl, 10 mM HEPES, 1.2 mM Na2H2PO4, 0.5 mM 

CaCl2, 3 mM MgSO4, 32.3 mM NHCO3, 10 mM Dextrose as previously described(K. L. 

Wheaton et al., 2018)) for ~1 min, and were then cut into ~180 µm thick coronal sections 

using a vibratome (Leica VT1200). A coronal brain section containing the SCN was then 

carefully transferred to a 60 mm dish containing dissection media: aCSF containing 1% 

Penicillin-Streptomycin (Gibco cat. #15140-122), 0.06% Nystatin suspension (Cat. # 

N1638; Sigma-Aldrich), and 0.1 µM MK801 (Cat. # 0924; Tocris). A dissecting scope 

was used to visualize the SCN and dissect it out from each coronal section, and a pipette 

was used to transfer each SCN from the 60 mm dish into a 1.5 mL Eppendorf 

microcentrifuge tube containing 150 µL of HBSS (Cat. # 14170112; ThermoFisher). 

Note that this process was repeated, as SCN from 5-7 separate pups were pooled into this 

HBSS containing tube (the tube was kept ice cold during the dissections). Tissue was 
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then triturated with a pipette ~20 times, allowed to settle, and 60 µL of the cell 

suspension (in HBSS) was transferred into a 1.5 mL Eppendorf tube filled with 40 µL of 

Neurobasal media (Cat. # 1088022; Gibco), complete with 0.5 mM Glutamax (Cat. # 

35050061; Gibco), 1% penicillin/streptomycin (Gibco cat. #15140-122), and 2% B-27 

supplement (Cat. # 17504044; Gibco). The entire 100 µL suspension was then plated 

inside a small pyrex cloning cylinder (6 x 8 mm; Cat. # 3166-10; Thomas Scientific) onto 

a 100 µg/mL poly-L-lysine coated Deutsch Deckglasern coverslip (Cat. # GG-12-oz) in a 

35 mm dish. The cells were then placed in a 35 C CO2 incubator. After 1 hour, the 

cloning cylinder was removed, and media was exchanged. ~2 mL of media was added in 

order to fill/cover the 35 mm dish. SCN neurons were kept in the incubator until ~ 11 

DIV when they were fixed with 4% PFA for 15 min at 37 C, washed in PBS (3 times/5 

min per wash) and stored at 4 C. 

Immunofluorescent labeling, imaging, and analysis of SCN dissociated cells  

For immunofluorescent labeling of SCN dissociated cultures, cells were 

permeabilized in 0.4% Triton-X 100/PBS for 20 min at room temperature. They were 

then blocked for one hour at room temperature in 10% BSA/PBS. Subsequently, cells 

were incubated for 3 hr at room temperature in 5% BSA/PBS with the rabbit anti-

SynGAP1 primary antibody (1:300 dilution; Cat # 19739-1-AP; Proteintech) and either: 

mouse anti-GAD67 primary antibody (1:600 dilution), mouse anti-NeuN primary 

antibody (1:1500 dilution; Cat. # MAB377; Millipore), or guinea pig anti-AVP antibody 

(1:150 dilution; Cat. # 4562; Peninsula Laboratories International). After washing, cells 

were then incubated for 1 hr at 37 C in PBS in the following secondary antibodies 
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(1:1000 dilution of each): Alexa-Fluor 594 goat anti-rabbit and Alexa-Fluor 488 goat 

anti-mouse. Finally, cells were washed (3 times/5 min washes) in PBS and were 

incubated for 5 min (at room temperature) in 1:5000 DraQ5 before being coverslipped 

with Fluoromount G. 

Similar to the immunofluorescent staining in SCN tissue sections, sequential 

labeling was performed in SCN dissociated cells in order to examine co-localization of 

SynGAP1 and VIP (both antibodies raised in rabbits). To this end, cells were first labeled 

with the rabbit anti-SynGAP1 primary antibody (1:300 dilution; Cat # 19739-1-AP; 

Proteintech), followed by labeling with Alexa-Fluor 594 goat-anti rabbit. Cells were then 

thoroughly washed and labeled with Alexa Fluor 488-conjugated VIP antibody (1:200 

dilution; Cat. # BS-0077R-A488; Bioss) in order to prevent cross-reactivity between 

antibodies. 

For immunofluorescent image acquisition of dissociated cells, 63X images were 

collected using a Leica SP8 confocal microscope. Notably, image/acquisition parameters 

(speed, line average, pinhole, contrast, etc.) remained unchanged for each experimental 

condition/group. 

Western blotting and blot quantification 

For analysis of SynGAP expression during the circadian day and night timepoints 

(Fig. 2.4B-2.4C), three separate cohorts of C57/Bl6 WT animals were sacrificed at CT6 

and CT14. 600 µm-thick coronal brain sections containing the SCN or cortex were 

collected from each animal (3 animals were pooled together to create a single sample). 

SCN tissue was lysed in 100 µL of radioimmunoprecipitation assay buffer and cortical 
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tissue was lysed in 200 µL of buffer. Protein (10 µg/lane) was run on a 12% SDS-PAGE 

gel, and then transferred onto polyvinylidene difluoride membranes (Immobilon-P; EMD 

Millipore). After transferring, the membrane was blocked for 1 hour at room temperature 

in 10% milk (in PBST) and incubated overnight at 4
o
 C with the anti-rabbit SynGAP 

antibody in 5% NGS in PBST (1:1,000; dilution; Cat # 19739-1-AP; Proteintech). The 

next day, membranes were incubated in 10% milk (prepared from Bio-Rad Blotting-

Grade Blocker non-fat dry milk #1706404) in PBST with goat anti-rabbit IgG horseradish 

peroxidase-conjugated antibody (1:1,000 dilution; PerkinElmer). A bioluminescent signal 

was generated using the Western Lightning Plus-ECL, Enhanced Chemiluminescence 

Substrate (PerkinElmer) and the signal was acquired using BioBlue Lite Western Blot 

film (Alkali Scientific). PBST washes (3 times, 5 minutes each) were carried out between 

each of the noted steps. Additionally, as a loading control, membranes were also probed 

for mouse total ERK1/2 (1:2,000 dilution in 5% NGS/PBST; Cat. # 4696S; Cell 

Signaling Technology). 

Western blot densitometric band analysis was carried out using ImageJ software. 

To this end, the band intensity of SynGAP was digitally traced, inverted, background 

subtracted, and finally divided by the ERK1/2 band signal from the same lane. Note that 

the intensity from both the ERK1 and ERK2 signal was averaged for each lane/sample. 

An average (from each of three pools) for the SCN and cortex was then obtained. 

Visual tracking/vision tests 

The visual tracking test has been previously described by our lab (Snider et al., 

2016b). In short, mice were placed in a rotating optokinetic response drum. The walls of 
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this drum were covered in white and black vertical stripes. Animals were given ~ 3 min 

to habituate to the drum. Following this habituation period, each animal underwent four 

trials (each trial lasting ~ 2 sec), during which period the drum was randomly turned to 

the left or to the right by the observer. Each turn of the head was scored as ‘correct’ (i.e. 

the mouse turned following the direction of the spinning drum) or ‘incorrect’ (i.e. the 

mouse turned in the opposite direction as the spinning drum). The percentage of correct 

head turns was then tallied for each mouse. This experiment was run during the 

subjective daytime (~ZT6-10) under 500 lux white light illumination. 

           After the optokinetic response test was conducted, all animals were also screened 

for proper visual acuity by assessing whether they reach for the surface with their 

forelimbs before making contact with the counter. 

Circadian clock timing and entrainment-wheel running assays and assessment 

As described in our recent publication (K. L. Wheaton et al., 2018), mice were 

individually housed in polycarbonate cages containing running wheels (16.5 cm 

diameter). Wheel revolutions were recorded in 5 min binned periods using VitalView 

data collection software (Actimetrics). For all assays, mice were initially entrained to a 

12-hr light/12-hr dark cycle (white light: 250-300 lux at cage level) for at least 10 days. 

For experiments that examined locomotor activity under LD conditions, data were 

collected from a subsequent 2 week period; activity data over a 10-day period were 

processed using ClockLab Analysis software. 

For experiments that examined the free running period (tau), mice were 

transitioned to constant darkness (DD) and were permitted to run for 17-21 days. The free 
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running period was then determined using ClockLab software. To this end, a regression 

line was drawn through the onset of daily activity for an ~ 2 week period during the DD 

experiment. Further, using ClockLab software, average total activity per day in DD was 

determined from an ~ 2 week period. Similarly, to assess the circadian period under 

constant lighting (LL) conditions, mice were first entrained to a standard 12-hr lights 

on/12-hr lights off LD cycle, and then transferred into constant illumination (10 lux) 

condition for 3-4 weeks. Analysis of period and total activity in LL was conducted using 

regression analysis with the assistance of ClockLab software (as described above for DD 

conditions). A comparison of total activity in LL relative to LD (see Fig. 2.8B4) was 

conducted over the last two weeks of LD (before mice were transferred to LL) and the 

last two weeks of LL. 

Light-evoked phase-shifting-behavioral and cellular profiling 

To assess the entraining effects of light on wheel running activity, mice were 

initially entrained using the noted LD paradigm, and then dark-adapted (i.e., maintained 

under constant darkness: DD) for at least 2 weeks before being exposed to white light (15 

min; 40 lux) at circadian time (CT) 15. Mice were then returned to (DD) for at least 2 

additional weeks before being pulsed again at either CT6 or CT22. The phase-shifting 

effects of CT6, 15, and 22 light pulses were determined utilizing the linear regression 

method described by Daan and Pittendrigh, 1976 (Daan and Pittendrigh, 1976). ClockLab 

Analysis software was used to generate the pre- and post-light pulse regression lines. 

As a cellular-level readout of phase-shifting responses to light, mice were dark adapted 

for two days before being exposed to white light (15 min; 40 lux) at either CT6, 15, or 
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22. Control (‘No Light’) animals were not exposed to light. Mice were then sacrificed 

and SCN tissue was isolated, sectioned, and immunolabeled for pERK, using the methods 

described above.  

Statistical analysis 

All statistical analyses were performed using GraphPad Prism 7.0 (GraphPad 

Prism) software and data are presented as mean + SEM and statistical significance 

ascribed to p-values < 0.05. Comparisons between two sets of group means were 

performed using Student’s t-test, while comparisons among three (or more) group means 

were conducted using one-way or two-way ANOVA followed by post-hoc testing. 

Grubb’s test was conducted on data obtained from each group to determine whether 

outliers were statistically significant (p < 0.05). Along these lines, Grubb’s test was used 

to exclude the following: one WT mouse sacrificed at CT18 for SynGAP pSer1138 

analysis (Fig. 2.5C), one Syngap1 WT wheel running mouse used in LD activity 

experiments (Fig. 2.7A), one Syngap1 WT wheel running mouse used in DD activity 

experiments (Fig. 2.8A), one Syngap1 WT wheel running mouse used in LL experiments 

(Fig. 2.8B and 2.9A), one Syngap1 
+/-

 wheel running mouse used in CT15 phase shift 

experiments (Fig. 2.10E), and one Syngap1 WT mouse used in CT22 phase shift 

experiments (Fig. 2.10F). 

Collection/analysis of participant data from a SYNGAP1 study registry 

 Collection of participant data from the Syngap1 Patient Registry followed a 

similar protocol as described in recent publications (Creson et al., 2019a; Michaelson et 

al., 2018). In brief, this patient registry is funded via the National Organization of Rate 
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Disorders (NORD). Note that because the data that was used for this study was de-

identified prior to our analysis, IRB oversight was not necessary. Nevertheless, access to 

SYNGAP1 (MRD5) data was approfed by the SYNGAP1 (MRD5) Natural History and 

Registry Advisory Board Charter Committee. This patient registry is a longitudinal 

natural history study wherein parents or guardians give informed consent before 

depositing medical data into the registry. MRD5 participants are followed throughout 

their lives, and demographic, qualityof life, medical history data, genetic reports, 

disease/disorder data, diagnostic data, and much other information if accrued for 

researchers’ use. Questionnaires/survey-based forms (including those pertaining to 

sleep/circadian rhythms) can be created by researchers and are then reviewed and 

approved by the registry Board of Trustees. 

 To gather participant data regarding sleep issues (and/or diagnosed sleep 

disorders), sleep and circadian/chronotype questionnaires were constructed. The registry 

database was then probed, and all particpants who reported having sleep issues (or who 

reported no issues) were recorded and analyzed. Note that in addition to the sleep data, 

participant demographic information, medication lists, and genetic reports were also 

recorded (when/if available).  

Results 

SynGAP expression in the SCN 

Initially, C57/Bl6 mice were sacrificed during the middle of the light period (~ZT 

6) and coronal brain sections containing the SCN were labeled via DAB-based 

immunohistochemistry for SynGAP. Representative low-magnification whole-brain 
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images in Fig. 2.1A reveals SynGAP expression throughout the brain, including the 

cortex, hippocampus, and SCN. 

Higher magnification photomicrographs revealed expression of SynGAP 

throughout the rostro-caudal extent of the SCN. Indeed, SynGAP is broadly expressed 

within the SCN, and at an anatomical level, this expression pattern is consistent with 

expression in both the core (Fig. 2.1B2 inset; demarcated in blue) and shell (Fig. 2.1B2 

inset; demarcated in red) subdivisions.  

To test the specificity of the SynGAP antibody used in figure 1, Western blotting 

was conducted on SCN and cortical lysates.  With this approach, a single major band 

with a mass of ~148 kDa was detected (Fig. 2.4B), which is consistent with the expected 

molecular weight of SynGAP (Chen et al., 1998). 

SynGAP has been reported to be expressed solely within neurons of the brain 

(Chen et al., 1998; Jee Hae Kim et al., 1998; Zhang et al., 1999), where it is found mainly 

in excitatory neuronal sub-populations (Zhang et al., 1999). Indeed, double 

immunofluorescent labeling of SynGAP and the neuronal marker NeuN showed that 

SynGAP is expressed within neurons of the SCN (Fig. 2.2A-2.2B). This finding was 

interesting, given that the SCN is comprised mainly of GABAergic/inhibitory cell types 

(Antle and Silver, 2005). Further, double immunostaining with GAD67, revealed that 

SynGAP is expressed within GABAergic-positive cells (Fig. 2.2C-2.2D).  

Though SynGAP is expressed throughout the SCN, we found that it is quite 

highly expressed within the dorsomedial and lateral regions (typically denoted as the 

SCN ‘shell’ region), when compared to the ventro-medial SCN (the SCN ‘core’) (Fig. 
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2.3A). Notably, this SCN ‘shell’ region contains many arginine vasopressin (AVP)-

positive neurons, and as expected, co-immunolabeling experiments in both SCN tissue 

sections and in primary dissociated SCN cells, revealed strong expression of SynGAP 

within AVPergic neurons (Fig. 2.3B-2.3C). In addition to its expression in AVPergic 

neurons, SynGAP was also expressed in VIP-positive ‘core’ neurons (Fig. 2.3D-2.3E). 

Circadian expression profile of SynGAP in the SCN 

We next examined whether SynGAP expression changes as a function of 

circadian time. To this end, C57/Bl6 WT mice were dark-adapted for 2 days, and then 

SCN (and cortical) lysates were collected (in three different pooled cohorts) at CT6 

(circadian day) and CT15 (circadian night) (Fig. 2.4A-2.4B) and examined via Western 

analysis for SynGAP. Quantitative densitometric analysis revealed that SynGAP 

expression was higher during the circadian night compared to the circadian day within 

the SCN (Fig. 2.4C; t(4) = 10.79; p = 0.0004; Student’s t-test). In contrast, a time-of-day 

difference in SynGAP expression was not detected in the cortex (Fig.2.4C; t(4) = 1.319; p 

= 0.2575; Student’s t-test). 

            To further explore the temporal profile of clock-gated SynGAP expression, 

C57/Bl6 WT mice were sacrificed at 4 hour intervals over a 24 hour period and SCN 

tissue was immunolabeled for SynGAP (Fig. 2.4D). Densitometric analysis revealed a 

time-of-day difference in SynGAP expression, with peak expression occurring during the 

mid-subjective night (CT18) and nadir/lowest expression occurring during the mid-

subjective day (CT6) (Fig. 2.4E; F(5, 22) = 4.343; p = 0.0067; One-way ANOVA). Along 

these lines, SynGAP expression was significantly different at CT2 and CT18, CT6 and 
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CT18, and CT18 and CT22 (Fig 2.4E; adjusted p values = 0.0327; 0.0173; and 0.0334; 

Tukey post-hoc tests). Further, to determine whether the SynGAP SCN rhythm was 

regulated by the circadian clock, SynGAP expression was examined in tissue 

from BMAL1
-/-

 animals. BMAL1 deletion results in a loss of circadian clock timekeeping 

capacity since it is a core constituent of the molecular clock (Bunger et al., 2000a). We 

did not detect a time-of-day difference in SynGAP expression in BMAL1 
-/- 

mice (Fig. 

2.4F; t(11) = 0.4914; p = 0.6328; Student’s t-test). Together, these data support the idea 

that SynGAP expression in the SCN is under the control of the circadian timing system.    

SCN clock-regulated SynGAP phosphorylation at serine 1138 

Phosphorylation has been shown to function as a rapid and dynamic regulator of 

SynGAP-mediated signaling. Notably, SynGAP phosphorylation at serine 1138 

(pSynGAP) plays a key role in coupling synaptic activity to the rapid redistribution of 

SynGAP from dendritic spines, which in turn facilitates Ras and Rap signaling (Araki et 

al., 2015). To examine whether SynGAP phosphorylation at serine 1138 is regulated by 

clock timing, SCN tissue from animals sacrificed at 4 hour intervals over the circadian 

cycle was labeled with an antibody directed against the serine 1138 phosphorylated form 

of SynGAP. Representative IHC labeling and quantitative profiling (Fig. 2.5A-2.5C) 

revealed that SynGAP phosphorylation varied across the circadian cycle.  Interestingly, 

distinct temporal patterns of pSynGAP were detected within the SCN core and shell 

regions. For example, within the SCN core, peak pSynGAP was detected during the mid-

subjective night (CT18), and the lowest expression level was detected during the late 

subjective night (CT22) (Fig 2.5C; F(5, 29) = 2.593; p = 0.0468; One-way ANOVA). 
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Specifically, a significant difference was observed in SCN core pSynGAP expression at 

CT18 and CT22 and a trending difference was noted at CT14 and CT22 (Fig 2.5C; 

adjusted p values = 0.0292 and p = 0.0822 respectively; Tukey post-hoc tests). In 

contrast, within the shell, peak levels of pSynGAP were observed during the middle of 

the subjective day (CT6) (Fig 2.5C; F(5, 28) = 2.849; p = 0.0335; One-way 

ANOVA).Specifically, a significant difference was observed in SCN shell pSynGAP 

expression at CT6 and CT22 and a trending difference was observed at CT10 and CT22 

(Fig 2.5C; adjusted p values = 0.0280 and 0.0744 respectively; Tukey post-hoc tests). 

Together, these data indicate that SynGAP phosphorylation is regulated by the circadian 

clock. Further, the differential time-gated patterns of phosphorylation within the core and 

shell suggests distinct upstream signaling processes drive pSynGAP within each region. 

Photic regulation of SynGAP phosphorylation at serine 1138 

Given that NMDA receptor-mediated signaling is a key event in light-evoked 

clock entrainment, we examined whether photic stimulation regulated SynGAP 

phosphorylation at serine 1138. To this end, WT C57/Bl6 mice were dark adapted for two 

days and, exposed to light for 15 min (~100 lux) at CT15, and then sacrificed. 

Immunohistochemical labeling (Fig. 2.5D) revealed that photic stimulation led to an 

increase in pSynGAP (Fig. 2.5E; t(8) = 2.873; p = 0.0207; Student’s t-test). Of note, 

elevated levels of pSynGAP were concentrated within the core region (Fig. 2.5D; high 

magnification panels). These data indicate that light has the capacity to trigger rapid 

changes in the functional state of SynGAP in the SCN. 

Syngap1 heterozygous mice 
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Next, we moved to an examination of a SynGAP heterozygous mouse model 

(Syngap1
lx-st

) wherein a LoxP-STOP-LoxP cassette was inserted downstream of Exon 5 

on the Syngap1 gene—a design that leads to truncation of the full-length protein, and thus 

inactivates SynGAP (Clement et al., 2012). Importantly, this construct 

parallels Syngap1 haploinsufficiency in human subjects, which also results from 

truncation of the full-length SynGAP protein (Hamdan et al., 2009a, 2011). Prior work 

with this mouse model has shown that Syngap1 
+/-

 mice exhibit the anticipated (~50%) 

reduction in SynGAP protein levels (Clement et al., 2012), in addition to profound 

behavioral abnormalities that have been observed with other Syngap1 
+/-

 mouse models 

(Clement et al., 2012; Guo et al., 2009). Of note, Syngap1 
-/-

 (null) animals were not used 

in our study since they die within a week after birth (Kim et al., 2003; Komiyama et al., 

2002). Similar to previously published studies with this mouse line (Clement et al., 2012; 

Creson et al., 2019a), the Syngap1 
+/-

 animals used in our study were viable and fertile, 

exhibited no obvious gross anatomical abnormalities, and displayed a reduction in 

SynGAP protein levels (Fig. 2.6B).  

Further, given that transmission of photic input from the retina to the SCN is 

critical in light timekeeping and entrainment capacity, we assessed vision in a subset of 

Syngap1 Het and WT mice using an optokinetic drum. Importantly, we found no 

significant genotypic differences in percent correct-direction head tracking in this assay 

(Fig. 2.6C; t(19) = 0.3017; p = 0.7661; student’s t-test). Further, a one-way t-test 

determined that both genotypes displayed visual acuity that was ‘above chance’ (i.e. 

50%--noted by the dashed line)—suggesting a strong response for correct-direction head 
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tracking (Fig. 2.6C; t(10) = 19.36; p < 0.0001 for WT and t(9) = 14; p < 0.0001; one-sample 

t-tests). Additionally, animals were screened for proper vision by reaching for the surface 

of the bench (with their forelimbs) before their vibrissae made contact with the bench. No 

visual issues were detected in any of the mice, according to this assay. Hence, these 

studies suggest that visual acuity is intact in Syngap1 Het mice.  

Syngap1 heterozygous mice display alterations in locomotor activity 

In the following studies, we used wheel running activity assays to test the role of 

Syngap1 in SCN clock timing and photic entrainment. To begin, Syngap1 
+/+

 

and Syngap1 
+/-

 mice were transferred to a 12/12 LD cycle, and activity during both the 

day and night time periods was examined. Representative wheel running actograms (Fig. 

2.7A1) and daily activity profiling (Fig. 2.7B) reveal an elevated level of locomotor 

activity in Syngap1 
+/-

 mice. In specific, Syngap1 
+/-

 mice exhibited an overall increase in 

mean activity during the dark period (i.e. ‘active’ phase) relative to WT mice (Fig. 2.7A2; 

t(26) = 2.066; p = 0.0490; Student’s t-test). In contrast, no difference in the ratio of 

light/dark period activity between Syngap1 
+/-

 and Syngap1 
+/+

 mice was detected (Fig. 

2.7A3), or when the daily activity data were averaged across the light period (Fig. 

2.7A4). 

To assess the effects of Syngap1 heterozygosity on the period of the master clock, 

light-entrained mice were placed in constant darkness (DD) and permitted to free-run for 

a 2-3 week period (Fig. 2.8A1). No statistically significant differences in period (Fig. 

2.8A2; t(26) = 0.3042; p = 0.7634; Student’s t-test), were observed between the genotypes, 

indicating that Syngap1 haploinsufficiency does not affect the inherent oscillatory 
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capacity of the SCN clock under standard DD/free-running conditions. Analysis of daily 

locomotor activity also did not detect a phenotypic difference (Fig. 2.8A3; t(25) = 0.7252; 

p = 0.4751), though, an increase in the number of daily bouts of transient activity during 

the ‘rest period’ (i.e. the ‘inactive’ phase) was observed in Syngap1 
+/ 

mice, relative to 
+/+

 

animals (Fig. 2.8A4; t(24) = 2.475; p = 0.0208; Student’s t-test). 

            We next examined the effects of Syngap1 heterozygosity on the circadian period 

under constant lighting (LL) conditions (Fig. 2.8B1). In rodents, exposure to constant 

light has been shown to lengthen the circadian period and to suppress wheel-running 

behavior/activity (Aschoff, 1960; Daan and Pittendrigh, 1976). Interestingly, LL 

triggered an increase in tau length in Syngap1 
+/-

 mice compared to 
+/+

 animals (Fig. 

2.8B2; t(13) = 2.33; p = 0.0366; Student’s t-test; also see Fig. 2.9). Further, total wheel 

running activity in LL was increased in Syngap1 
+/-

 animals (Fig. 2.8B3; t(14) = 2.284; p = 

0.0385; Student’s t-test; also see Fig. 2.9); however, a comparative activity analysis 

revealed that the enhanced LL activity in Syngap1 
+/-

 animals was a function of the 

increase activity under observed LD conditions (Fig. 2.8B4).   

SynGAP regulates light-evoked ERK/MAPK activation and light-evoked clock 

entrainment 

The potent inhibitory effects that SynGAP has on the Ras/ERK/MAPK signaling 

pathway (Komiyama et al., 2002; Rumbaugh et al., 2006; Wang et al., 2013), coupled 

with the well-characterized role of the ERK/MAPK signaling cassette in SCN photic 

entrainment, led us to investigate whether light-evoked ERK/MAPK activation and clock 

resetting might be altered in Syngap1 heterozygous mice. To begin, Syngap1 
+/-

  and 
+/+
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animals were dark-adapted for two days and then exposed to a light pulse (15 min; ~40 

lux) during the middle of the subjective day (CT6), the early subjective night (CT15) or 

the late subjective night (CT22) and immediately sacrificed. Control animals were not 

exposed to light. Coronal SCN sections were immunolabeled for the dual threonine and 

tyrosine phosphorylated form of ERK1/2 (pERK) a marker of ERK/MAPK pathway 

activation (Fig. 2.10A-2.10C). At CT6, no interaction between light pulse and genotype 

was observed (Fig. 2.10A; F(1, 20) = 0.05899; p = 0.8106; 2-way ANOVA). Turning to the 

CT15 timepoint, we found an interaction between light and genotype on pERK 

expression (Fig. 2.10B; F(1, 19) = 17.07; p = 0.0006; 2-way ANOVA). We also observed 

an effect of genotype (Fig. 2.10B; F(1, 19) = 16.27; p = 0.0007; 2-way ANOVA). 

Specifically, we found a significant difference in pERK expression between light-pulsed 

Syngap1 WT and heterozygous mice (Fig. 2.10B; adjusted p value < 0.0001; Tukey post-

hoc test). Finally, an interaction between photic stimulation and genotype on pERK 

expression was also observed during the late subjective night (CT22) (Fig. 2.10C; F(1, 

16) = 13.19; p = 0.0022; 2-way ANOVA). An effect of genotype was also noted during 

this late night timepoint (Fig. 2.10C; F(1, 16) = 12.76; p = 0.0025; 2-way ANOVA). 

Specifically, we found a significant difference in pERK expression between light-pulsed 

Syngap1 WT and heterozygous mice (Fig. 2.10C; adjusted p value = 0.0006; Tukey post-

hoc test). Together, these data suggest that Syngap1 functions as a negative regulator of 

ERK/MAPK signaling.  In specific, light-induced ERK/MAPK activation is potentiated 

in Syngap1 
+/-

 mice during the subjective night time domain, but 

Syngap1 haploinsufficiency does not affect the temporal gating of ERK/MAPK activation 
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(i.e. light evoked pERK1/2 expression was not observed in Syngap1 
+/-

  mice during the 

subjective day).    

        Next, to test whether SynGAP contributes to light-evoked clock entrainment, mice 

were challenged using an Aschoff type 1 photic entrainment paradigm (Aschoff, 

1960).  To begin, Syngap1 
+/-

 mice and 
+/+

 littermates were dark-adapted for at least 2 

weeks before being exposed to a light pulse (15 min; 40 lux) at CT6, CT15 or CT22 and 

the phase shifting effects were analyzed using regression analysis. At CT6 (Fig 2.10D) 

phase-shifting responses to the mid-day light pulse were not observed in Syngap1 
+/+  

or 

Syngap1 
+/- 

mice (Fig. 2.9D; t(13) = 0.01498; p = 0.9883; Student’s t-test). At CT15 

(Fig. 2.10E) Syngap1 
+/-

 mice displayed an increased light-evoked phase-delay relative to 

Syngap1 
 +/+

 mice (Fig. 2.10E; t(14) = 2.571; p = 0.0222; Student’s t-test). At CT22 (Fig 

2.10F), Syngap1 
+/-

 mice exhibited a light-evoked phase advance, while the phasing of the 

circadian rhythm was not altered by light in 
+/+

 mice (Fig. 2.10F; t(23) = 2.526; p = 0.0189; 

Student’s t-test). Taken together, these data indicate that SynGAP functions as a negative 

regulator of the entraining effects of light in the SCN.  As such, the deletion of a 

single Syngap1 allele augments light-evoked MAPK activation and enhances the photic 

response of the SCN clock to light. 

MRD5 participants report sleep disturbances and sleep-related disorders 

 Given that our animal studies demonstrated a key role for SynGAP in the 

regulation of circadian clock entrainment, we became interested in whether mutations in 

the Syngap1 gene lead to deficits in sleep, as sleep is modulated by the circadian clock. 

Thus, we mined an MRD5 (mental retardation 5) registry—which included data from 
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~136 participants, and we subsequently recorded demographic information (Table 2.1) 

from the surveys. Here, we should note that while all of these individuals are believed to 

have a Syngap1-related mutation, only a subset of participants’ parents/guardians 

uploaded genetic reports that confirmed a variant in the actual gene. Further, only subsets 

of information are available for many of the participants (i.e. only partial information was 

available). 

 Upon analyzing sleep surveys/questionnaires, we noted that a large percentage of 

partcipants/participants’ guardians reported sleep issues (Table 2.2). Indeed, nearly 78% 

of all particpiants (regardless of age) reported some sort of sleep disruption. This number 

was striking, and we then sought to delve into the details relating to the specific types of 

sleep issues these participants were experiencing. 

 To this end—we perused the sleep/circadian-specific questionnaires (for which 

fewer participants responded). We then cross-referenced the circadian/sleep participants 

with the larger database that listed information related to participant medication use 

(Table 2.3). Interestingly, we noted that 20 (out of 35 total participants who answered the 

sleep/circadian surveys) reported using melatonin as a sleep aid. Furthermore, 7 of the 35 

individuals who responded to the sleep/circadian questionnaires had also been formally 

diagnosed with a sleep disorder (Table 2.4). Interestingly, 5 out of these 7 participants 

also uploaded complete genetic reports, making it possible for us to report the exact 

Syngap1 variant that resulted in the clinical phenotype (Table 2.4). Finally, we 

constructed a detailed analysis of sleep-related issues in MRD5 participants which 

depicted the number of particpants who had been prescribed chronotherapy/other 
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medication for sleep issues, in addition to those individuals who reported fragmented 

sleep, early waking, trouble remaining asleep, and/or trouble falling asleep (Fig. 2.12). 

Given that a diagnosis of Autism Spectrum Disorder (ASD) is observed in many 

indiviudals with Syngap1 mutations (Berryer et al., 2013), we compared the percentage 

of MRD5 participants who experienced sleep issues with the prevelance of sleep issues in 

individuals with Autism Spectrum Disorder (ASD) and to typically-developing 

indiviudals. To do this, we surveyed the clinical literature to gain an estimate of the 

percentage of individuals with ASD and typically-developing individuals who display 

sleep disturbances (Cotton and Richdale, 2006; Gail Williams et al., 2004, p. 200; 

Krakowiak et al., 2008; Liu et al., 2006; Miano et al., 2007; Polimeni et al., 2005; Wiggs 

and Stores, 2004). Interestingly, the frequency of those indiviudals prescribed 

chronotherapy/sleep disorders, those experiencing early wakening, and those with trouble 

remaining asleep were higher in MRD5 participants than the general ASD population and 

also higher than in typically developing individuals (Fig. 2.12). Together, these data 

suggest that sleep disturbances are highly prevelant in MRD5 participants. 

Discussion 

Here, we provide data showing that SynGAP functions as a regulator of light-

evoked SCN clock entrainment. The key findings of our study reveal that 1) SynGAP is 

enriched within the SCN, 2) the circadian clock regulates total and phosphorylated 

SynGAP levels, 3) SynGAP signaling decreases the responsiveness of the MAPK 

pathway to light and 4) SynGAP modulates the sensitivity of the master clock to light. 
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Immunohistochemical profiling revealed SynGAP expression throughout the 

SCN, with marked labeling in both the core and shell regions.  As a downstream effector 

of NMDA receptor signaling, the widespread expression pattern of SynGAP suggests that 

these two major functional subdivisions of the SCN are under the influence of NMDA 

receptor-mediated signaling.  Consistent with these ideas, both core and shell regions of 

the SCN express the ion channel forming subunit of the NMDA receptor (NR1) (Duffield 

et al., 2012; Stamp et al., 1997), and robust NMDA-evoked calcium transients and 

currents have been detected throughout the rostrocaudal extent of the SCN (Colwell, 

2001). Further, SCN core neurons receive a direct monosynaptic glutamatergic input 

from the retina, and NMDA receptor activity has been implicated in photic entrainment 

(Abe et al., 1991; Colwell, 2001; Ebling, 1996; Moriya et al., 2000; Pennartz et al., 

2001). SCN shell neurons receive glutamatergic inputs from the cortex, and basal 

forebrain (Leak et al., 1999; Moga and Moore, 1997), though the precise functional roles 

of these inputs is not known.  Interestingly, recent work has also shown that glia-

mediated glutamatergic signaling regulates the activity of pre-synaptic NMDA receptors 

within the shell region, and that this inter-SCN astrocytic-neuronal signaling circuit 

regulates SCN pacemaker activity (Brancaccio et al., 2017). Given the widespread 

expression of SynGAP in the SCN, these findings indicate that SynGAP could be 

contributing to a diversity of physiological processes. 

Our initial finding—the high expression of SynGAP within the SCN—was an 

interesting early discovery. Along these lines, the SCN is comprised mainly of 

GABAergic neurons, (Abrahamson and Moore, 2001; Moore and Speh, 1993) while the 
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majority of SynGAP literature has focused on its functional role within glutamatergic, 

excitatory neurons where it is localized to synapses (Jeyabalan and Clement, 2016). It is 

important to note, however, that a recent study corroborated our findings that SynGAP is 

expressed in inhibitory neurons. To this end, Berryer et al found that GAD67 positive 

cells co-localized with SynGAP positive cells and that Syngap1 haploinsufficiency in 

GABAergic cells impaired their connectivity and reduced inhibitory synaptic activity 

(Berryer et al., 2016). This study conducted by Berryer et al, coupled with our results 

here, raise interesting questions about the role of SynGAP in inhibitory neuronal 

populations. 

With respect to its circadian expression pattern, we found that SynGAP displayed 

peak expression during the late subjective night and low expression during the mid-

subjective day. These results, coupled with the fact that a time-of-day difference in 

expression was not detected in BMAL1 null animals, indicates that SynGAP is under the 

control of the circadian clock. Consistent with this finding, microarray-based RNA 

profiling also detected a circadian rhythm in Syngap1 in the SCN (see cycling transcript 

on CircaDB; probeset 10443108) (Pizarro et al., 2013a). Of note, genomic database 

analysis did not identify a canonical E-box (CACGTG) motif within the 5’ regulatory 

region of Syngap1 (1 kbp flanking the transcription start site) (Cunningham et al., 2019). 

Thus, Syngap1 SCN transcriptional rhythms are likely under the control of an ancillary 

core-clock-gated transcriptional mechanism.  Consistent with this, numerous clock-

regulated transcription factors (TFs) bind to the regulatory region of 

the Syngap1 promoter, including AP-1 and CRE binding TFs, as well as GC 
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box element binding TFs (Rouillard et al., 2016). Finally, recent work showing that 

SynGAP expression is dynamically regulated by the clock-gated RNA binding protein 

FUS (Jiang et al., 2018; Wang et al., 2018; Yokoi et al., 2017) raises the prospect that 

daily oscillations in mRNA stability could also contribute to the data reported here. 

Turning to its regulation, neuronal activity-mediated changes in SynGAP 

phosphorylation have been shown to play a key role in its functional effects (Jeyabalan 

and Clement, 2016; Walkup et al., 2015).  Along these lines, phosphorylation of SynGAP 

at serine 1138 (pSynGAP) by CaMKII leads to its rapid dispersion from dendritic spines, 

which in turn, results in increased Ras/MAPK signaling (Araki et al., 2015). Here we 

show that SynGAP phosphorylation at Ser1138 was both rhythmic and induced by light 

within the SCN.  Interestingly, the high levels of daytime pSynGAP within the shell 

corresponds with the time period of elevated levels of neuronal firing (Inouye and 

Kawamura, 1982; for review, see Welsh et al., 2010), and increased cytoplasmic 

Ca2+(Brancaccio et al., 2013; Enoki et al., 2017; Noguchi et al., 2017). This, coupled 

with the well characterized role of CaMKII in the SCN timing (Kon et al., 2014), raises 

the prospect that rhythmic SynGAP phosphorylation may be a functional output of a 

clock-gated rhythm in CaMKII activity. It should also be noted that while the increased 

nighttime expression of pSynGAP (within the SCN core) appears to coincide with total 

expression of SynGAP (see Fig. 2.4D), the ratio of pSynGAP to total SynGAP could 

actually remain unchanged (or even decrease) during the subjective night. If such a case 

were true, it may suggest that at night, SynGAP could be especially responsive to photic 

input, thus leading to robust plasticity changes. Clearly, further studies are required in 
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order to tease apart the nature of the changes in the temporal profile of pSynGAP 

expression within the SCN shell and core subregions. 

Similar to LTP paradigms, which show that SynGAP is rapidly phosphorylated at 

serine 1138 (Araki et al., 2015), we found that a brief photic stimulation paradigm 

triggered SynGAP phosphorylation in the SCN. Given the noted model, wherein 

SynGAP phosphorylation leads to enhanced Ras activity, we postulated that light-evoked 

ERK activation would be enhanced in Syngap1 
+/-

 mice. Consistent with this idea, we 

detected elevated levels of light-evoked MAPK signaling during both the early and late 

subjective night in Syngap1 
+/-

 mice, compared to 
+/+

 animals. We should mention that we 

did not detect a significant baseline elevation in ERK/MAPK expression in Syngap1 
+/-

 

mice, though several studies have reported such increases (Komiyama et al., 2002; 

Rumbaugh et al., 2006). The reason for this difference is not clear, although it is 

reasonable to consider that ERK signaling in the SCN is modulated by a distinct set of 

regulatory processes from other brain regions that have shown the upregulation of basal 

ERK activity in Syngap1
+/−

 mice; a salient example of one such mechanism is the tight, 

time‐of‐day, regulation of MAPK activity by the SCN timing system (Karl Obrietan et 

al., 1998). 

The increased sensitivity of the MAPK pathway that we observed in light-pulsed 

Syngap1 
+/-

 mice corresponded with an increased phase-shifting effect of light. Given 

prior work showing that the MAPK pathway plays a key role in light evoked clock 

entrainment (Butcher et al., 2002b; Coogan and Piggins, 2003b; Karl Obrietan et al., 

1998), the data provided here support the idea that SynGAP functions as a modulator of 
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light-evoked clock entrainment, via its effects on MAPK signaling. Clearly, additional 

experiments that examine the role of SynGAP in shaping the light-evoked PRC (phase 

response cure) profile, as well as inducible gene expression programs are highly 

merited.  Nevertheless, to place our current data into a larger context, we have included a 

potential model outlining how SynGAP may be functioning to facilitate light-evoked 

MAPK-dependent, circadian clock entrainment (Fig. 2.11). Finally, it is worth noting that 

while a late night (~CT20‐23) light pulse typically leads to a phase advance, our lab (and 

others) have found that phase advances are weak (and sometimes absent) in C57/Bl6 

mice that receive low intensity (~30–40 lux), short duration (≤15 min), light pulses (for a 

few examples, see (Antoun et al., 2012; Cheng et al., 2006b). As such, the limited phase 

advancing effects of light reported here are consistent with prior studies. 

While several groups have shown that Syngap1 
+/-

 mice display hyper-locomotion 

in both novel and familiar cages/spaces (Berryer et al., 2016; Clement et al., 2012; Guo et 

al., 2009; Muhia et al., 2012, 2010; Nakajima et al., 2019; Ozkan et al., 2014), time-of-

day activity-based activity profiling in Syngap1 
+/-

 mice is limited. Here, we observed a 

marked increase in wheel-running activity during the nighttime domain in Syngap1 
+/-

 mice housed in LD conditions, replicating a recent finding that used video tracking 

software to assess the motor activity of WT and heterozygous animals across the day 

(Sullivan et al., 2020). Interestingly, our studies show that this same hyperactive 

phenotype was also observed in LL conditions—wherein Syngap1 
+/-

 mice displayed 

increased overall activity relative to their WT littermates.  Whether or not SynGAP 
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signaling within the SCN contributes to this increased level of locomotor activity has yet 

to be examined. 

An analysis of the circadian timing properties of the SCN did not detect an effect 

on periodicity (tau) in Syngap1 heterozygous mice under DD conditions. This lack of an 

effect on free running periodicity in DD indicates that a reduction in SynGAP 

expression/signaling is not sufficient to affect SCN clock timing properties. Clearly, a 

more complete picture of SynGAP functionality in the SCN would require the use of 

mice that are homozygous for null alleles of Syngap1; unfortunately, Syngap1 null mice 

die early in postnatal development (Kim et al., 2003; Komiyama et al., 2002). 

In contrast to the lack of an effect under DD conditions, under LL, a marked tau 

lengthening phenotype was detected in Syngap1 
+/-

 mice compared to 
+/+

 mice.  Constant 

light-evoked changes in Tau lengthening is a well-characterized phenomenon (Aschoff, 

1979, 1960; Daan and Pittendrigh, 1976; DeCoursey, 1959; Pittendrigh, 1960) that has 

been postulated to be a function of the shape of the phase response, with period 

lengthening resulting from greater phase delaying versus phase advancing effects of light. 

Notably, tau lengthening effects of LL increase as a function of light intensity (Aschoff, 

1979, 1960; Daan and Pittendrigh, 1976; Hofstetter et al., 1995). 

Placed within this mechanistic model, the most parsimonious explanation for the 

data reported here, is that the enhanced tau lengthening in Syngap1 
+/-

 mice results from 

an increased photic sensitivity of the SCN to early night light (although increased photic 

sensitivity was also observed during the late night).  Additional experiments that more 

fully characterize the light sensitivity as a function of clock time would help clarify the 
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mechanism. Likewise, experiments that examine MAPK signaling and clock gene 

rhythms within the core and shell under LL conditions could provide mechanistic insights 

into this tau lengthening phenotype. 

In humans, de novo genetic variants in the Syngap1 gene that result in 

haploinsufficiency (named MRD5; OMIM#603384) are functionally characterized by a 

number of neurological deficits which manifest in early childhood, including reduced 

intellectual aptitude/cognitive capacity, delayed language development, and autistic-like 

tendencies (Berryer et al., 2013; Mignot et al., 2016; Parker et al., 2015). In addition to 

these neurodevelopmental abnormalities, 60-70% of individuals with Syngap1 gene 

mutations also report sleep issues (Jimenez-Gomez et al., 2019; Prchalova et al., 2017; 

Vlaskamp et al., 2019). Our MRD5 participant registry data extends upon these findings, 

as we noted that nearly 78% of respondents displayed sleep issues, and many of these 

participants had actually been diagnosed with sleep disorders. Interestingly, both sleep 

and cognition are processes that are modulated by the circadian clock (Fisk et al., 2018; 

Potter et al., 2016; Snider et al., 2018b; Waterhouse, 2010; Wright et al., 2012b). Given 

that the Syngap1 
+/-

 mice used in our study serve as a construct-valid/translatable model 

of Syngap1 gene haploinsufficiency in humans (Jeyabalan and Clement, 2016; Kilinc et 

al., 2018; Ogden et al., 2016), these mice could serve as a powerful tool to further our 

understanding of how disruption(s) in the circadian timing system might contribute to the 

clinical characteristics observed in MRD5 patients. Furthermore, though our data did not 

extensively profile other circadian-modulated processes within MRD5 participants, it 

would be interesting to examine rhythms in hormone release, in addition to gaining a 
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better understanding of typical activity patterns (i.e. chronotype details) from individuals 

with Syngap1 mutations. Such information could provide critical details regarding the 

optimal time-of-day administration of medication, etc. (a topic known as 

chronomedicine). 
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Figure 2.1 Expression of SynGAP in the SCN 

(A) Coronal mouse brain section immunolabeled for SynGAP. Marked immunoreactivity is observed 

within the hippocampus (Hi), cortex (CTX), and SCN (boxed in black). Scale bar = 1 mm. (B1) High-

magnification image of SynGAP expression in the central SCN. Note that SynGAP is observed 

throughout the SCN, with strong expression in the dorsal and lateral regions (white asterisks). 3V: 

third ventricle; OC: optic chiasm. Scale bar = 200 µm. (B2) The neuroanatomical demarcation of the 

SCN shell (red) and core (blue) is denoted. (B3) As an immunolabeling control, SCN tissue was 

processed without incubation with the primary antibody. 
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Figure 2.2 Cellular-level expression of SynGAP in the SCN 

(A) Left panel: 20X image of the SCN labeled with SynGAP (green), the neuronal marker NeuN (red) and 

the DNA stain DraQ5 (blue). Scale bar = 100 µm. Right panels: magnified 63X images taken from the 

central SCN. The white asterisk in the low magnification image on the left approximates the regions that 

are magnified in the panels on the right. Note the expression of SynGAP within the cytoplasm and 

perinucleus. White arrows denote neurons, as determined by NeuN labeling. Scale bar = 10 µm. (B) 63X 

images of SCN dissociated cells labeled with SynGAP (green), NeuN (red), and DraQ5 (blue). White 

arrows denote SynGAP positive cells that are also positive for NeuN. Scale bar = 10 µm. (C) Left panel: 

20X image of the SCN labeled with SynGAP (green), GABAergic neuron marker Gad67 (red), and DraQ5 

(blue). Note the expression of Gad67 within the perinuclear region of the cells. Right panel: 63X 

magnified images taken from the central SCN. (D) 63X images of SCN dissociated cells labeled with 

SynGAP (green), Gad67 (red), and DraQ5 (blue). Note the colocalization of SynGAP and Gad67. White 

arrows denote colocalization between SynGAP and Gad67 positive cells. Scale bar = 10 µm. 
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Figure 2.3 SynGAP colocalization with SCN neuropeptides 

(A) DAB immunolabeling of SynGAP in a central SCN section. Note that SynGAP expression is observed 

throughout the SCN, with marked expression found in the dorsal and lateral regions. Scale bar = 100 µm. 

(B) Left panel: 20X representative immunofluorescent-labeled central SCN section. Staining depicts 

SynGAP (green), AVP (red), and DraQ5 (blue). Scale bar = 100 µm. The white astrices approximate the 

regions shown in the high-magnification images. Right panel: 63X images of SynGAP and AVP. Note the 

co-localization between SynGAP and AVP expressing neurons. Scale bar = 10 µm. (C) 63X images of 

SCN dissociated cells labeled with SynGAP (green), AVP (red), and DraQ5 (blue). White arrows denote 

neurons positive for both SynGAP and AVP. Scale bar = 10 µm. (D) Left panel: 20X representative 

immunofluorescent-labeled central SCN section. Staining depicts SynGAP (green), VIP (red), and DraQ5 

(blue). Scale bar = 100 µm. Right panel: 63X images of SynGAP and VIP. Note the co-localization 

between SynGAP and VIP expressing neurons. Scale bar = 10 µm. (E) 63X images of SCN dissociated 

cells labeled with SynGAP (green), VIP (red), and DraQ5 (blue). White arrows denote neurons positive 

for both SynGAP and VIP. Scale bar = 10 µm. 
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Figure 2.4 SynGAP expression across the circadian cycle 

(A) Diagram illustrating the 24 hr circadian cycle under dark‐adapted (no light) conditions. The white 

section of the horizontal bar refers to the circadian day (experimental time points are noted: CT2, CT6, 

and CT10), a period when lights would normally be ‘on’. The gray horizontal bar represents the circadian 

night (experimental time points are noted: CT14, CT18, and CT22) when lights would normally be ‘off’. 

(B) Representative Western blots from SCN and cortical lysates probed for SynGAP and ERK1/2 (the 

loading control). Samples were obtained from three separate tissue pools (biological triplicates) for the 

circadian day (CT 6) and the circadian night (CT 14) timepoints. (C) Quantitation of SynGAP expression. 

Data are presented as the normalized expression ratio of SynGAP/ERK1/2 (please see the Methods section 

for a description of the quantitation method). Statistical significance was assessed using the Student's t‐
test. ***: p < .001; n.s.: not significant. (D) Immunohistochemical profiling of SynGAP expression in the 

SCN over the circadian cycle. Animals were sacrificed at 4‐hr intervals beginning at CT2. Scale 

bar = 100 µm. (E) SynGAP expression profiled as a function of circadian time. Data were normalized to 

the mean value at CT2, which is set equal to a value of 1. N = 4–5 animals per timepoint; Data were 

analyzed using one‐way ANOVA followed by post hoc tests. **: p < .01; *: p < .05. (F) Left panels: 

Representative images of SynGAP immunolabeling in SCN sections obtained from BMAL1 ‐/‐ animals 

sacrificed at CT6 and CT15 timepoints. Scale bar = 100 µm. Right panel: Densitometric analysis of 

SynGAP expression in BMAL1 ‐/‐ animals sacrificed at CT6 and CT15. All values were normalized to the 

sample with the highest expressing value of SynGAP at CT15, which was set equal to a value of 1. 

SynGAP expression did not differ between these timepoints. Data were analyzed using the Student's t‐test. 

n.s. = not significant. N = 6–7 mice analyzed per timepoint. 
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Figure 2.5 SynGAP phosphorylation at serine 1138 (pSynGAP) in the SCN across the circadian day 

and after a nighttime light pulse 

(A) Immunolabeling‐based profiling of pSynGAP over the circadian cycle: tissue was collected at four 

hour intervals beginning at CT2. Scale bar = 100 µm. (B) As a reference, the neuroanatomical 

demarcation of the SCN shell (red) and core (blue) is denoted. (C) pSynGAP expression as a function of 

circadian time is profiled in the SCN core (left panel) and shell (right panel). Data were normalized to the 

CT2 mean intensity values, which were set equal to 1. N = 5‐6 animals per timepoint; data were analyzed 

using one‐way ANOVA followed by post‐hoc tests. *: p < .05; n.s. = not significant. (D) Representative 

immunolabeling for pSynGAP after a 15 minute (~100 lux) light pulse (or no pulse) at CT15. Note that 

the asterisks in the low magnification images (left panels) approximate the locations of the magnified 

regions in the right panels. Scale bar = 200 µm for low magnification images and 100 µm for high 

magnification images. (E) Graphical representation of relative pSynGAP intensity under the two 

conditions. Data were normalized to the light‐pulsed animal with the highest pSynGAP expression, which 

was set equal to 1. N = 5 animals per timepoint; data were analyzed using the Student’s t‐test. *: p < .05. 
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Figure 2.6 Characterization of Syngap1 
+/-

 mice  

(A) Polymerase chain reaction (PCR)-based genotyping results for Syngap1 WT (left panel) and mutant 

(right panel) alleles. PCR products were run on a 1.5% agarose gel and were visualized using ethidium 

bromide. Animal 1 represents a Syngap1 
+/+

 animal (containing only the Syngap1 WT allele) whereas 

Animal 2 represents a Syngap1 
+/-

animal (containing one Syngap1 WT and one Syngap1 mutant allele). 

Note that the gel images have been compressed. (B) Representative IHC-based labeling for SynGAP 

expression within the SCN of a Syngap1 
+/+

 and Syngap1 
+/-

 animal. Scale bar = 100 µm. (C) Graphical 

representation of the optokinetic response test—a measurement of visual acuity—in Syngap1 
+/+

 and 
+/-  

mice. All mice were tested for the number of correct head turns. Note that there was no significant 

difference in visual acuity between genotypes. Also note that the percentage of correct responses was 

significantly different than chance levels (i.e. 50%--is denoted by the black dashed line). N = 10-11 mice 

per genotype. n.s. = not significant. 
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Figure 2.7 Light-gated locomotor activity in Syngap1 
+/-

 mice 

(A: A1) Representative double‐plotted actograms of wheel‐running activity from a Syngap1+/+ 

and Syngap1+/−animal. Throughout the profiling, mice were maintained on a 12:12 hr light/dark (LD) 

cycle. (A2) Daily activity (wheel rotations) during the ‘Dark Period’ is presented as the mean ± SEM value 

for each genotype; mean dark period activity for each animal is also presented as a scatter plot. (A3) The 

mean ± SEM dark/light period activity ratio for each genotype is plotted, as is the mean daily ratio for each 

animal. (A4) Daily activity (wheel rotations) during the ‘Light Period’ are presented as the mean ± SEM 

value for each genotype; mean daily light period for each animal is also presented as a scatter plot. Data 

presented in A were averaged from 13 to 14 animals per genotype. *: p < .05; n.s. = not significant; 

assessed via Student's t‐tests. (B) Mean daily activity profiles of Syngap1 +/+ and Syngap1 +/− mice over a 

24 hr LD cycle. Plotted data were averaged from 14 to 15 mice per genotype. 
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Figure 2.8 Circadian-gated locomotor activity in Syngap1 
+/-

 mice 

(A: A1) Representative actograms of Syngap1 +/+ and Syngap1 +/− animals in free‐running (DD) 

conditions. The mean ± SEM circadian period (tau) (A2) and activity (rotations per 24 hr period) (A3) are 

presented for each genotype. Mean tau and daily activity values for each animal are presented in scatter 

plot form in A2, and A3, respectively. (A4) Activity bouts per day during the rest period are presented as 

group means ± SEM; data for individual animals are presented in scatter plot form. (B: B1) Representative 

actograms of Syngap1+/+ and Syngap1+/− animals in constant light (LL). The group mean ± SEM 

circadian period (tau) (B2) and mean daily activity (rotations per day) (B3) in LL conditions for each 

genotype are shown. Mean tau and daily activity values for each animal are presented in scatter plot form 

in B2, and B3, respectively. (B4) Mean ± SEM percent total activity in LL condition relative to the LD 

condition is presented as both a group mean and scatter plot. Please see the Methods section for a 

description of the analysis approaches. All data presented in A and B were averaged from 7 to 14 animals 

per genotype; *: p < .05; n.s. = not significant; Student's t‐test. 
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Figure 2.9 LL actograms in all Syngap1 
+/+

 and 
+/-

 mice 

(A) LL wheel running actograms in all 8 Syngap1 WT mice. Actograms represent wheel running activity 

from the first ~21 days in constant lighting (LL) conditions. (B) LL wheel running actograms in all 8 

Syngap1 Het mice. Actograms represent wheel running activity from the first ~21 days in constant 

lighting conditions. Note that the red boxes on the actograms represent a period of disrupted data 

collection.  
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Figure 2.10 Syngap1 regulates light-evoked ERK/MAPK activation and clock entrainment 

Syngap1 regulates light‐evoked ERK/MAPK activation and clock entrainment. (A‐C: left panels) 

Representative low (top panels) and high (bottom panels) magnification images of pERK immunostaining 

in Syngap1 +/+ and Syngap1 +/− mice exposed to light (15 min; ~40 lux) or not exposed to light during the 

subjective day (CT6) (A), early subjective night (CT 15) (B) and late subjective night (CT 22) (C). Note that 

the red asterisk in the top panel approximates the location of the region depicted in the bottom panel. Scale 

bar = 200 µm for low magnification images and 100 µm for high magnification images. (A–C: right panels) 

Quantitative analysis of pERK immunostaining. For each circadian time, data were normalized to the control 

(i.e., no light) Syngap1 +/+ animal with the lowest pERK intensity, and the pERK intensity/value of this animal 

was set equal to 1. (D–F: Left panels) Representative actograms from Syngap1 +/+ and Syngap1 +/− animals 

that were dark‐adapted at least 2 weeks before being pulsed with light (15 min; ~40 lux) at CT 6 (D), CT 15 (E) 

and CT 22 (F). Yellow arrows denote the time of the light pulse, and red regression lines were drawn both 

before and after the pulse to approximate the phase‐shift. (D–F: Right panels) Group mean ± SEM phase‐
shifting effects of light for each time point; the phase‐shifting effects for each animal are presented in scatter 

plot form. N = 5–6 animals per genotype/condition for the pERK light pulse experiments and N = 7–13 animals 

per genotype/condition for the wheel‐running light pulse experiments. *: p < .05; **: p < .01; ***: p < .001; 

****: p < .0001; n.s. = not significant; pERK light pulse experiment data were analyzed by two‐way ANOVA 

followed by post hoc tests, and wheel running pulse experiments were analyzed using Student's t‐test. 
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Figure 2.11 Potential mechanism by which SynGAP regulates light entrainment capacity in the SCN 

In this model, photic input drives glutamate release from retinohypothalamic (RHT) nerve terminals, which 

triggers Gefs (guanine nucleotide exchange factors)‐mediated exchange of GDP for GTP in Ras. In its 

activated, GTP‐loaded, form, Ras stimulates MAPK pathway activation. By stimulating the conversion of 

GTP to GDP, SynGAP functions as a negative regulator of this glutamate/RAS/MAPK signaling cassette. 

This negative regulatory effect of SynGAP can be reduced via its phosphorylation by CaMKII, which leads to 

its dispersion from dendritic spines. In Syngap1 heterozygous mice, a reduced level of negative regulation of 

Ras GTP hydrolysis is predicted to trigger prolonged light‐evoked Ras signaling, which in turn, would lead to 

enhanced MAPK activity (either peak levels or duration of activation). Potential mechanisms by which 

enhanced MAPK signaling leads to an increase in light‐evoked clock entrainment are listed. 
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Table 2.1 MRD5 participant demographics  

Note that demographic information from four participants is not listed. 
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Table 2.2 Sleep issues reported in MRD5 participants 

Data were collected from parent/guardian-reported questionnaires.  
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Table 2.3 Medications taken by MRD5 circadian/sleep participants 

List of medications taken by MRD5 registry patients who answered circadian/sleep 

surveys/questionnaires. Also note that many participants were/are taking more than one listed 

medication. 
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Table 2.4 Sleep disorders diagnosed in MRD5 circadian/sleep participants 

7 MRD5 registry patients (who answered circadian/sleep surveys/questionnaires) reported a sleep 

diagnosis.  Note that complete genetic reports (detailing the Syngap1 gene variant) were available for 5 

of the 7 participants diagnosed with a sleep disorder. 
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Figure 2.12 Increased incidences of sleep-related issues in MRD5 participants relative to typically-

developing individuals 

Data were collected from self-reported (or parent/guardian-reported) sleep/survey questionnaires (N = 35 

MRD5 participants), with participant ages ranging from several months to 20 years of age. Average age 

reported for MRD5 participants was ~6.4 years. Data reflecting individuals with ASD (Autism Spectrum 

Disorder) and typically developing individuals were collected (and averaged) from the following 

sources: Polimeni et al 2005, Miano et al 2007, Cotton and Richdale 2006, Williams et al 2004, 

Krakowiak et al 2008, Liu et al 2006, Wiggs and Stores 2004. The ages for typically developing and 

individuals with ASD ranged from 2 to 19 years. 
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CHAPTER 3 

miR-132 couples the circadian clock to daily rhythms of neuronal plasticity and 

cognition 

Introduction 

 Work in many species has shown that the circadian timing system exerts a 

potent modulatory influence over both learning and memory (Fernandez et al., 2003; 

Holloway and Wansley, 1973; Monk et al., 1997; Wansley and Holloway, 1975); for 

reviews, see (Gerstner and Yin, 2010; Lyons, 2011; Schmidt et al., 2007; Smarr et al., 

2014b). For example, in mammals, the efficacy of memory formation, acquisition, and 

recall vary depending on the time-of-day (Chaudhury and Colwell, 2002b; Davies et al., 

1973; Kristin L Eckel-Mahan et al., 2008; Monk et al., 1997). Further, disruption of 

circadian timing in the suprachiasmatic nucleus (SCN), the locus of the master circadian 

clock, has profound effects on the acquisition and maintenance of learning and memory 

(Phan et al., 2011b; Ruby et al., 2008; Stephan and Kovacevic, 1978b; Tapp and 

Holloway, 1981). 

 In addition to the SCN, the role of ancillary clocks located in forebrain circuits 

has also been shown to exert circadian influence over cognition. For example, Snider et al 

showed deficits in circadian-gated learning in a mouse model where a key circadian gene, 

Bmal1, was deleted from forebrain excitatory neurons (Snider et al., 2016b). Likewise, 

Shimizu et al demonstrated that consolidation of long-term recognition memory is 

abrogated when the hippocampal clock is disrupted (Shimizu et al., 2016b). These 
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findings raise interesting questions about the molecular effectors that couple the circadian 

clock to rhythms of plasticity and memory in the hippocampus. 

 If one were to posit potential genetic/cellular signaling mechanisms by which 

the clock modulates cognition, a candidate gene would likely function at the interface of 

circadian timing and memory; hence this gene would be clock-regulated, and it would 

serve as a modulator of synaptic plasticity in the hippocampus. One gene that could fit 

these criteria is the microRNA, miR-132. (Vo et al., 2005) first identified miR-132, 

characterizing its inducible regulation and its marked effects on neurite outgrowth. Since 

this initial study, a large body of work has shown that miR-132 is inducibly expressed in 

vivo following a wide range of stimuli (Cheng et al., 2007a; Hansen et al., 2013; 

Hernandez-Rapp et al., 2015; Mellios et al., 2011; Nudelman et al., 2010). miR-132 also 

plays a role in shaping neuronal morphology and synaptic plasticity/transmission (Impey 

et al., 2010; Jasińska et al., 2016); for review, see (Aten et al., 2016)). Consistent with 

this, deletion of miR-132 attenuates activity-dependent dendritic growth and leads to a 

reduction in hippocampal dendritic length and spine density (Magill et al., 2010; 

Wayman et al., 2008) and a decrease in the amplitude of both evoked and spontaneous 

EPSCs (Luikart et al., 2011; Remenyi et al., 2013), whereas overexpression of miR-132 

leads to an increase in spine density (Hansen et al., 2010) and an increase in paired-pulse 

facilitation and mEPSC amplitude (Edbauer et al., 2010; Lambert et al., 2010). In 

accordance with these observations, knockout of miR-132 leads to cognitive deficits 

(Hansen et al., 2016; Hernandez-Rapp et al., 2015), while moderate overexpression of 

transgenic miR-132 enhances cognition (Hansen et al., 2013). 
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 With respect to circadian physiology, miR-132 expression is under the control 

of the circadian oscillator in the SCN, and photic entrainment cues trigger a marked 

increase in miR-132 levels (Cheng et al., 2007a). Additionally, miR-132 also varies over 

the diurnal cycle in the rat brain, with significant time-of-day expression differences 

found in the somatosensory cortex (Davis et al., 2011). 

 The noted studies raise the possibility that miR-132 could serve as a signaling 

intermediate through which the circadian timing system fine tunes learning and memory 

efficacy. Here, we used transgenic and knockout mouse lines and a series of molecular 

and behavioral approaches to examine the contribution of miR-132 to time-of-day 

dependent measures of cognition. We show that both the deletion of miR-132 and the 

transgenic expression of miR-132 to stable (noncircadian-regulated) levels disrupt the 

effect of the circadian system on learning and memory efficiency. These data suggest that 

the rhythmic expression of miR-132 modulates synaptic circuits that facilitate optimal 

cognitive performance across the circadian day. 

Materials and Methods 

miR-132 transgenic and knockout mouse lines 

 Generation of the CaMKII-Cre::miR-132/212
f/f

 conditional forebrain neuron 

knockout (referred to as “cKO”) mouse line was previously described by Hansen et al 

(Hansen et al., 2016). The miR-132/212
f/f

 animals were provided to us by Dr. Simon 

Arthur, and the CaMKII-Cre line (Mayford et al., 1996) was acquired from Jackson 

Laboratory (Bar Harbor, ME, USA). To generate the CaMKII-tTA::miR-132:CaMKII-

Cre::miR-132/212
f/f

 mouse line (referred to as “Transgenic”), homozygous CaMKII-
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Cre::miR-132/212
f/f

 mice were crossed to a tetracycline-regulated bidirectional miR-

132/cyan fluorescent protein (CFP) transgenic mouse line (driven by CaMKII::tTA); the 

details of this mouse line are provided in Hansen et al 2010 (Hansen et al., 2010). Female 

and male experimental CaMKII-tTA::miR-132:CaMKII-Cre::miR-132/212
f/f

 animals 

were homozygous for the miR-132/212
f/f

 locus and positive for Cre, tTA, and miR-132. 

Littermates negative for either the driver(s) (CaMKII-tTA and/or CaMKII-Cre) and/or 

the responder(s) (miR-132 and/or miR-132/212
f/f

) served as control, WT-like mice 

(referred to as “WT”). All genotyping was performed as described previously (Hansen et 

al., 2016, 2010). Additionally, BMAL1
−/−

 mice from the C57/Bl6 background were 

purchased from Jackson Laboratory (RRID:SCR_004633B6.129; Arntltm1Bra/J). 

BMAL
−/−

 line genotyping was performed as described by Bunger et al (Bunger et al., 

2000b). Animal care protocols and methods were approved by the Ohio State University's 

Institutional Animal Care and Use Committee. 

 Experimental animals were bred, housed, and maintained under standard 12 

h/12 h light–dark (LD) conditions. Experiments performed under circadian time (CT) 

conditions are noted with the terminology “Circadian Day” or “Circadian Night.” For 

these experiments, mice were dark-adapted (kept in constant darkness beginning at the 

normal lights-off time) for the noted periods. Any animal manipulations were performed 

under dim red light to avoid perturbation of the circadian clock. Under these conditions, 

CT0 denotes the beginning of the circadian day (when lights would have been turned on) 

and CT12 (when lights would have been turned off). 

Fluorescence in situ hybridization 
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 Tissue isolation and FISH against miR-132 was carried out as described 

previously (Hansen et al., 2013). Initially, brains were removed from mice at least 8 wk 

of age, tissue was cut into 500 μm coronal sections using a vibratome, and sections 

containing the dorsal hippocampus were fixed in 4% paraformaldehyde (PFA) for 4 h at 

4°C. After fixing, tissue was cryoprotected overnight in 30% sucrose in PBS, and then 

thin cut (40 μm thick) using a freezing microtome. Next, free-floating sections were 

incubated with the nuclear/DNA stain DRAQ5 (1:10,000 dilution; BioStatus Limited, 

Cat# DR50050 RRID:AB_2314341) and then probed for miR-132 expression using 

fluorescein-conjugated locked nucleic acid (LNA) probes to mouse miR-132, or to a 

“scrambled” negative control probe that does not correspond to any known murine 

miRNA (Exiqon Corp). An anti-fluorescein Alexa 488 signal detection kit (Millipore, 

Cat# MAB045X RRID:AB_11214450) was used to amplify the fluorescein signal. Of 

note, 40× images were taken using a Zeiss 510 confocal microscope with LSM Software 

(LSM Image Examiner, RRID:SCR_014344) and MetaMorph analysis software 

(MetaMorph Microscopy Automation and Image Analysis Software, 

RRID:SCR_002368) was used to quantify the signals. 

RT-PCR quantification of miR-132 expression levels 

 Total hippocampal RNA was isolated during the noted day and night time 

points, using methods described previously (Hansen et al., 2013). In brief, after RNA 

isolation, hippocampal cDNA was prepared using the miScript II Reverse Transcription 

kit (Qiagen). Amplification of cDNA was carried out using QuantiFast SYBR Green 

(Qiagen), and the miScript Primer System (Qiagen) was used to quantify miR-132 levels. 
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The following miR-132 primer sequence was utilized: 5′ 

UAACAGUCUACAGCCAUGGUCG (Qiagen, Cat# MS00001561). QuantiFast SYBR 

Green thermocycling conditions were previously described by Alemayehu et al 2013 

(Alemayehu et al., 2013). Data from both time points were normalized to RNU6B_2 

cDNA levels, and Double Delta CT was used for analysis. 

Tissue processing and cresyl violet staining 

 A group of WT, cKO, and Transgenic animals was sacrificed, and brains were 

cut into 600 μm sections using a vibratome, fixed in 4% PFA (6 h at 4°C), and 

cryoprotected overnight in 30% sucrose in 1× PBS. After thin sectioning to 40 μm, 

sections were mounted onto gelatin-coated slides and dehydrated in alcohol (100%), 

incubated in a 0.1% cresyl violet solution in dH2O (5 min), destained with 0.1% glacial 

acetic acid in 95% ethanol, cleared with xylenes, and coverslipped with DPX (Electron 

Microscopy Sciences). 

Immunohistochemical labeling 

 Animals were sacrificed during day and night time points (CT4 and CT15), and 

tissue was fixed and cut using the methods noted above. Forty micrometer sections were 

washed in 1% Triton X-100 in PBST (3 times, 5 min each) and then incubated in 0.3% 

hydrogen peroxide in 1× PBST (20 min). Next, sections were blocked in 10% normal 

goat serum (NGS) in 1× PBST for 1 h and incubated in primary antibody overnight at 

4°C in rabbit polyclonal anti-Sirt1/Sir2α (1:1000 dilution; Millipore, Cat# 09-845 

RRID:AB_1587512), rabbit monoclonal anti-MeCP2 (1:3000 dilution; Cell Signaling 

Technology, Cat# 3456S RRID:AB_2143849), or rabbit polyclonal anti-NeuN (1: 2000 
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dilution; Millipore, Cat# MAB377 RRID:AB_2298772). The next day, sections were 

washed in PBST and incubated in biotin-conjugated goat anti-rabbit IgG secondary 

antibody (1:500 dilution; Vector Laboratories, Cat# BA-1000 RRID:AB_2313606) for 2 

h at room-temperature. Next, tissue was processed using the ABC labeling method 

(Vector Laboratories Cat# PK-6100 RRID:AB_2336819) and the signal was visualized 

using nickel intensified diaminobenzidine labeling (Vector Laboratories Cat# SK-4100 

RRID: AB_2336382). Finally, sections were mounted on gelatin-coated slides, washed in 

dH2O (2×, 5 min each), cleared using xylene, and coverslipped with Permount Mounting 

Medium (Fisher Chemical). Bright field images were captured with a 16-bit digital 

camera (Micromax YHS 1300; Princeton Instruments) on a Leica DMIR microscope with 

Metamorph software (MetaMorph Microscopy Automation and Image Analysis 

Software, RRID:SCR_002368). For quantification of MeCP2, Sirt1 and NeuN labeling, 

images of the CA1, CA3, and GCL were traced digitally from 2 to 4 hippocampi per 

animal. Intensity levels for each section were background subtracted and analyzed using 

ImageJ software (ImageJ, RRID:SCR_003070). Values for each animal were averaged 

and displayed as the mean ± SEM for each noted region of the hippocampus. 

Western blotting 

 The Western blotting protocol has previously been described (Hansen et al., 

2010). Animals were sacrificed at CT4 and CT15 as noted above. Hippocampal tissue 

was collected and lysed in 125 μL of radioimmunoprecipitation assay buffer. Next, 

protein (10 μg/lane) was loaded into a 12% SDS–Page gel and transferred onto 

polyvinylidene difluoride membranes (Immobilon-P; EMD Millipore). Upon transfer, 
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membranes were blocked in 10% milk (in PBST or TBST) and incubated overnight at 

4°C with the rabbit MeCP2 antibody (1:3000; Cell Signaling Technology, Cat# 2507 

RRID:AB_561221) and rabbit Sirt1 (1:1000; Millipore, Cat# 09-845 

RRID:AB_1587512). All antibodies were diluted in 5% NGS in PBST or 5% BSA in 

TBST. On the following day, membranes were incubated in 10% milk (in PBST or 

TBST) with an anti-rabbit IgG (goat) horseradish peroxidase-conjugated antibody 

(1:2000; PerkinElmer). Of note, since comparisons were only made within genotype (i.e., 

density of WT bands at CT4 versus CT15), each membrane contained protein for one 

specific genotype (WT, cKO, or Transgenic) for profiling of both timepoints (CT4 and 

CT15). Additionally, all membranes were also probed for mouse β-actin (1:200,000; 

PhosphoSolutions Cat# 125-ACT RRID:AB_2492035). The following day, membranes 

were incubated in 10% milk (in PBST or TBST) with an anti-mouse IgG (goat) 

horseradish peroxidase-conjugated antibody (1:2000; PerkinElmer Cat# NEL750001EA 

RRID:AB_2617185). A luminescent signal was generated using the Western Lightning 

Plus-ECL, Enhanced Chemiluminescence Substrate (PerkinElmer), and captured using 

BioBlue Lite Western Blot film (Alkali Scientific). PBST or TBST washes (three times, 5 

min each) were carried out between each antibody incubation step. Photoshop CS6 

(Adobe Photoshop, RRID:SCR_014199) was used for densitometric band analysis. To 

this end, the band intensity of MeCP2 and/or Sirt1 bands were digitally traced, 

background subtracted, and divided by the β-actin signal from the same lane. The mean 

signal for each genotype/time point was averaged from 3 to 4 animals, and the 

experiment was replicated at least one time per condition. 
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Behavioral assays: vision assessment 

 Animals used in each of the following behavioral assays were screened for 

proper vision by reaching for the surface before their vibrissae made contact with the 

table. Based on this assay, no vision issues were noted with any of the mouse lines. 

Circadian activity analysis 

 Circadian activity rhythm analysis was carried out as described previously by 

Snider et al (Snider et al., 2016b). In brief, WT, cKO, and Transgenic animals were 

singly housed in cages with running wheels, and locomotor activity was collected via a 

magnet-actuated sensor. Animals were entrained to a 12 h/12 h LD light cycle for 10 d. 

Mice were then transitioned to total dark conditions (DD) for 17 d to assess free-running 

rhythms. Finally, to profile photic resetting abilities, mice were exposed to white light (40 

lux, 15 min) at CT15 and then were allowed to free-run for six more days. VitalView 

software (VitalView Software, RRID:SCR_014497) was used to collect wheel-running 

data. The overall activity, circadian period, and phase delay were calculated based on 

readouts from ActiView software (Respironics Corp. Bend OR). 

Novel object location 

 The NOL task was adapted from Takahashi et al (Takahashi et al., 2013b) and 

has been recently described by our laboratory (Snider et al., 2016b). In short, animals on 

a 12 h/12 h LD cycle were dark-adapted. From this point on, all habituation, exploration, 

and testing trials were conducted under dim red light (∼5 lux). The following day, 

animals were habituated (two consecutive days) to an arena with shapes serving as 

contextual cues. Object shapes are described as in Snider et al (Snider et al., 2016b) and 
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were randomly distributed among cohorts. Exploration of the two objects and testing of 

the NOL occurred at CT4 or CT15 (24 h after the second day of habituation). During 

exploration, mice were allowed to explore two objects in the arena for a total of 5 min. 

Animals were then returned to their cages for 30 min (70% ethanol was used to clean the 

chamber in order to extinguish the odor from the previous mouse). During the test trial 

(which began 30 min after the exploration trial), mice explored the objects in the familiar 

and NOL. These objects were the same objects as those used in the initial exploration 

trial; however, one object (the familiar location) was in the same location as the 

exploration trial, while the other object (the novel location) was moved to a different 

location in the arena. Animals were then returned to their original 12 h/12 h LD cycle for 

8 d. Next, animals were again dark-adapted and underwent 2 d of habituation. The 

following day, exploration and testing occurred as described above, except at the opposite 

time of day (i.e., an animal was tested for the first time at CT4 and tested a second time at 

CT15). A different set of arena contextual cues and objects was used to avoid any 

confounding effects of the mice having previously been exposed to a particular object. 

For analysis, the amount of time exploring each object was manually scored. 

“Exploration” was defined as the animals’ nose being within 2 cm of the object, and the 

movement of the animal had to represent a distinct deflection from the original path. If an 

animal was touching or standing on the object, it must also be actively sniffing or 

exploring the object to constitute “exploration.” Of note, animals that spent less than five 

total seconds of exploration during the test phase of the experiment were excluded from 

formal analysis (a total of two WT, one cKO, and two Transgenic animals in the no-
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doxycycline experiment and a total of four WT, one cKO, and three Transgenic animals 

in the doxycycline experiment). Total distance moved and total seconds immobile were 

scored using Noldus Ethovision XT version 11.5 (EthoVision XT, RRID:SCR_000441). 

 For the NOL assay, half of the animals were tested first during the circadian day 

and half were tested first during the circadian night, with a 10 d interval separating the 

two testing trials. Here it is important to note that prior work from our laboratory and 

from other laboratories has shown that NOL can be repeated with the same subjects with 

no confounding effects of prior exposure to the arena and objects during the second test 

(Besheer et al., 1999; Graciarena et al., 2010; Snider et al., 2016b). Further, a regression 

analysis of our NOL data confirmed this. To this this end, we used regression analysis of 

the DI, which validated that no significant confounding effect (in any genotype) existed 

when animals were tested at both timepoints (R
2
 = 0.032, P = 0.450 for WT animals, R

2
 = 

0.102, P = 0.227 for cKO animals, and R
2
 = 0.109, P = 0.182 for Transgenic animals; 

data not shown). Thus, NOL performance was not dependent on the sequential nature or 

the temporal order of testing. 

Contextual fear conditioning 

 Contextual fear conditioning experiments were adapted from previously 

published papers (Chaudhury and Colwell, 2002b; Kristin L. Eckel-Mahan et al., 2008). 

Animals were individually housed in ventilated cages 1 wk before the start of the 

experiment. Four days prior to training, animals were handled each day (1 min per day) 

during different, randomly chosen times of the 24 h period, as described in detail by 

Chaudhury and Colwell (Chaudhury and Colwell, 2002b). Two days prior to training, 
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animals were dark-adapted, and from this point on, animals were only exposed to dim red 

light (∼5 lux) during the training and twice daily recall paradigms. The Passive/Active 

Avoidance Box Pacs-30 (Columbus Instruments) was used to administer the mild 

footshock. Contextual patterns and shapes were placed on three of the four walls of the 

chamber so that the animals could associate the context with the shock. For these 

experiments, we chose to train (shock) all of the animals at CT4. The decision to train 

during the early subjective day is based on the work of Eckel-Mahan et al who showed 

that contextual fear memory is impaired when animals are trained at night (Kristin L. 

Eckel-Mahan et al., 2008). Thus, on the day of training (at CT4) mice were placed in the 

chamber and were given 3 min to acclimate to the surroundings. Two consecutive 0.1 mA 

footshocks (each lasting 1 sec in duration) were given to the animals, and freezing 

behavior was monitored for an additional 2 min after the shock. Of note, we chose to 

administer a 0.1 mA shock, as pilot data revealed that the diurnal rhythm of contextual 

fear recall was abolished with higher-intensity shocks (data not shown). This 0.1 mA 

intensity was similar to the intensity reported in similar contextual fear conditioning 

paradigms (Alexander et al., 2009; Chaudhury and Colwell, 2002b). After the 5-min trial 

was completed, mice were placed back into their cages. Seventy percent ethanol was used 

to clean the chamber in order to extinguish the odor from the previous mouse. The first 

retrieval test was carried out 24 h after training, and all animals were repeatedly tested 

every 12 h for five continuous days. For the context-only control experiment, the same 

protocol, as described above, was used, except the animals did not receive a footshock. 

Freezing behavior and distance moved were scored by Noldus Ethovision software 
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(EthoVision XT, RRID:SCR_000441). The same freezing parameters were used for both 

the contextual fear experimental paradigm and for the context-only control paradigm. The 

percent freezing for each trial was determined by dividing the total cumulative freezing 

time (generated by Noldus software) by the total amount of time the mouse was allowed 

to explore the arena. 

Regulation of transgenic miR-132 expression via doxycycline treatment 

 To reduce transgenic miR132 expression, doxycycline (0.40 μg/mL) was 

administered to the drinking water of a subset of the mice assayed in the NOL paradigm 

(Fig. 3.3E–G) and to all mice profiled using the contextual fear training paradigm (Fig. 

3.4). Doxycyline dosing and the effects on transgenic miR-132 expression are described 

in our prior study (Hansen et al., 2013). Doxycycline water was changed every 3 days. Of 

note, doxycycline supplemented water was only administered for behavioral assays; 

animals sacrificed for immunolabeling/immunoblotting, and/or RT-PCR experiments did 

not receive doxycycline. 

Experimental design and statistical analysis 

 All statistics were done using IBM SPSS Statistics 22 (SPSS, 

RRID:SCR_002865) and GraphPad Prism 3.0 (Graphpad Prism, RRID: SCR_002798), 

and all data are represented as the mean ± the SEM. For all data sets, statistical 

significance was set at *P < 0.05, as denoted in the figures and figure legends. 

Comparisons between two groups were performed using Student's two-tailed t-tests 

(unless otherwise stated), while comparisons (not dependent on the time-of-day) between 

the three noted genotypes were made using a one-way ANOVA. Further, Two-way 
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ANOVA analysis was used to analyze differences between genotype and the time-of-day, 

as noted in the text. Selective Bonferroni post hoc tests were conducted in PRISM 3.0 in 

order to examine the time-of-day difference of miR-132 in each noted brain region (see 

Fig. 3.1E). Repeated-measures ANOVA analysis was used for experiments in which the 

same mouse was run through a behavioral assay for more than one trial (i.e., the NOL 

and Contextual Fear Conditioning paradigms). For these experiments, CT4 and CT15 

were used as the repeated measures and genotype was noted as the between-subjects 

factor. Bonferroni post hoc corrections were made for within-genotype time-of-day 

comparisons. Grubb's test was conducted on data sets within each group, and animals that 

were found to be statistically significant outliers (P < 0.05) were removed from analysis. 

miR-132 expression levels probed during the circadian day and the circadian night in 

WT, cKO, and Transgenic animals were not normally distributed (P < 0.02 for both 

timepoints; Shapiro–Wilks test of normality). Thus, fold changes obtained from qPCR 

data were log transformed before analysis (as in (Snider et al., 2016b)). 

 For the NOL paradigm, the DI was calculated as described previously by Snider 

et al (Snider et al., 2016b). Time-of-day differences were analyzed by repeated-measures 

ANOVA with Bonferroni post hoc analysis. Additionally, regression analysis was 

conducted in PRISM to ensure that prior exposure did not confound the results of the 

experiment (i.e., testing each mouse in the NOL paradigm once at CT4 or CT15, and a 

second time—10 d later—at the opposite timepoint). Further, to determine whether 

animals displayed above-chance discrimination, a one sample t-test was conducted for 

each genotype, at each separate time point (CT4 and CT15). 
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 For all immunohistochemical labeling, differences between time points in each 

region of the brain were statistically analyzed using the Student's t-tests. Of note, 

expression level comparisons were only made within genotype (i.e., WT CT4 versus WT 

CT15) and not across genotypes (i.e., WT CT4 versus Transgenic CT4). Similarly, for 

Western blotting, relative band intensity was only measured within genotype; thus, 

Student's t-tests were used for analysis. 

Results 

Endogenous miR-132 expression is higher during the circadian night 

 Previous work has demonstrated that miR-132 expression is under the control 

of the circadian timing system in the SCN, with peak expression occurring during the 

subjective day (Cheng et al., 2007a). Given that circadian rhythms have been detected in 

the forebrain, we examined whether miR-132 could also be expressed in a time-of-day-

dependent manner within the hippocampus. To this end, C57Bl/6 mice were entrained to 

a 12 h light–dark cycle, and were then dark-adapted for 2 days (to remove the entraining 

effects of light) before being sacrificed during either the circadian day (CT 6) or the 

circadian night (CT 15). Subsequently, hippocampal tissue was processed for miR-132 

expression using fluorescence in situ hybridization (FISH) (Fig. 3.1A–3.1E). 

Representative images (Fig. 3.1A–3.1C) and quantitative analysis (Fig. 3.1E) revealed 

that miR-132 expression was significantly higher during the circadian night (CT15) 

(Hansen, 2015) (Fig. 3.1E, overall the time-of-day effect on brain regions F(1,32) = 20.107, 

P < 0.001; interaction F(2,32) = 1.500, P = 0.241; two-way ANOVA). Specifically, miR-
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132 was significantly higher at night in the GCL and CA3 (Fig. 3.1E, t(9) = 3.796, P = 

0.004 for GCL and t(9) = 2.625, P = 0.028 for CA3; selective Bonferroni post hoc test). 

 Next, we examined the circadian profile of miR-132 expression in the 

hippocampus. Thus, WT mice were dark-adapted for 2 days, and tissue was isolated at 4 

h intervals over the circadian cycle. Quantitative RT-PCR revealed an oscillation in miR-

132 expression, with peak expression occurring during the early subjective night (CT14) 

and nadir occurring during the early subjective day (CT2) (Fig. 3.1F; F(5,44) = 12.94, P = 

0.024; Kruskal–Wallis one-way ANOVA). Specifically, Dunn's Multiple Comparison 

Test revealed a significant difference in miR-132 expression between CT2 and CT14 

(Fig. 3.1F, t(15) = −24.39, P < 0.01). Further, to determine whether this oscillation is under 

the influence of the circadian clock, miR-132 expression was examined in tissue isolated 

from BMAL1
−/−

 mice. BMAL1 is an essential component of the molecular circadian 

clock, and as such BMAL1
−/−

 mice do not exhibit clock-gated molecular or behavioral 

rhythms (Bunger et al., 2000b). Using the approximate peak and nadir of miR-132 

expression in WT mice as a reference point, we did not detect a time-of-day difference in 

miR-132 expression in hippocampal tissue from BMAL1
−/−

 mice (Fig. 3.1G; t(5) = 0.864; 

Student's t-test). Together these data indicate a clock-driven miR-132 rhythm in the 

hippocampus. 

miR-132 knockout and miR-132 transgenic mice 

 Prior studies from our laboratory demonstrated that cognitive capacity is tightly 

regulated by miR-132 (Hansen et al., 2013, 2010). This observation, coupled with the 

observed rhythm in hippocampal miR-132 expression, led us to test the role of miR-132 
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in time-of-day learning and memory. To this end, we utilized two genetically modified 

mouse lines: one in which miR-132 is deleted, and a second line, where miR-132 time-of-

day expression is suppressed. In the first line, a Cre/lox strategy was used to conditionally 

delete the miR-132/212 locus from excitatory forebrain neurons, including those of the 

cortex and hippocampus (miR-132/212
f/f

 conditional knockout; Fig. 3.2A, hereafter 

referred to as the “cKO” line: Fig. 3.2B, Animal #2). Prior work with this line confirmed 

the selective loss of miR-132 from forebrain excitatory neurons (Hansen et al., 2016). In 

the second mouse line, we sought to test the cellular and behavioral effects that 

constitutive, noncircadian-gated, expression of miR-132 would have on time-of-day-

dependent learning and memory. Thus, we crossed the miR-132/212
f/f

 conditional 

knockout (cKO) line to a tetracycline-inducible transgenic miR-132 mouse line. The 

tetracycline inducible (i.e., “Tet-off”) miR-132 transgenic line (previously described by 

Hansen et al (Hansen et al., 2010) was generated by crossing a CaMKII-tTA driver line 

with a line expressing miR-132 (and cyan fluorescent protein) under the control of the 

TRE promoter. Therefore, crossing of the CaMKII-Cre::miR-132/212
f/f

 (cKO) line to the 

CaMKII-tTA::miR-132-CFP transgenic line generated a four transgene mouse line: 

CaMKII-tTA::miR-132:CaMKII-CRE::miR-132/212
f/f

 (Fig. 3.2A, hereafter referred to as 

the “Transgenic” miR-132 line: Fig. 3.2B, Animal #3). This unique animal model 

allowed us to selectively delete endogenous miR-132 and transgenically express miR-132 

in the same population of excitatory forebrain neurons. Of note, cKO and transgenic mice 

were generated in the expected Mendelian distribution with normal sex ratios, and no 

anatomical abnormalities were detected. Cresyl violet labeling revealed no obvious gross 
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morphological differences in the hippocampus of cKO and Transgenic animals compared 

to WT animals (Fig. 3.2C). Control animals (hereafter referred to as “WT”) were either 

negative for all four noted transgenes (as depicted in Fig. 3.2B, Animal #1), or they were 

positive for the driver (CaMKII-Cre or CaMKII-tTA) or the responder transgene (miR-

132 or miR-132/212
f/f

). 

 In order to assess hippocampal miR-132 expression, quantitative RT-PCR was 

performed on the three noted mouse lines at CT4 (circadian day) and CT15 (circadian 

night). Consistent with the data shown in Figure 3.1, WT animals showed significantly 

higher miR-132 expression at night (Fig. 3.2D, t(9) = 2.560, P = 0.031; Student's t-test); in 

contrast, a time-of-day difference in cKO and Transgenic animals was not detected (Fig. 

3.2D). The low level of miR-132 detected in cKO animals likely results from interneuron 

and nonneuronal cell populations. Importantly, expression of the reference snRNA that 

was used for normalization (RNU6B) was not altered between circadian day and night 

conditions (data not shown). Together, these results suggest that the WT rhythmic profile 

of miR-132 is eliminated in miR-132 cKO and Transgenic animals. 

 Next, we examined circadian wheel running activity of WT, cKO, and 

Transgenic mice in order to determine whether the SCN clock machinery was 

significantly affected by the noted genetic manipulations. Double plotted actograms of 

WT, cKO, and Transgenic mice are presented (Fig. 3.2E). All circadian wheel running 

data were analyzed by one-way ANOVA. The circadian period (tau) under DD 

conditions was similar for all genotypes (Table 3.1; F(2,13) = 2.087, P = 0.170), and the 

overall activity (rotations per day) in LD and in DD was similar for all three genotypes 
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(Table 3.1; F(2,13) = 0.876, P = 0.442) and (F(2,13) = 2.139, P = 0.164). Additionally, a 

light pulse (40 lux, 15 min) administered during the early subjective night (CT15), 

elicited phase delaying responses in all three lines. The Transgenic animals exhibited an 

attenuated phase shift relative to the two other lines, however this difference did not 

reach statistical significance (Table 3.1; F(2,13) = 3.217, P = 0.079). Together, these 

experiments show that key functional features of the SCN are retained in miR-132 cKO 

and Transgenic animals. 

Impairments in time-of-day dependent novel object location memory in mice with 

forebrain miR-132 dysregulation 

 We next sought to examine the effects of miR-132 dysregulation on time-of-day 

dependent measures of learning and memory. To this end, we utilized the novel object 

location (NOL) task—a hippocampal-dependent memory test (Barker and Warburton, 

2011; Chao et al., 2016) with an efficiency that has previously been shown to be 

influenced by circadian time (McGowan and Coogan, 2013; Snider et al., 2016b; 

Takahashi et al., 2013b). The NOL task examines the ability of a mouse to remember the 

location of an object after moving one of the two objects in the arena. Thus, the more 

time spent exploring the moved object (compared to the object in the familiar location), 

the better the memory recall (paradigm shown in Fig. 3.3A). 

 To determine time-of-day performance in the NOL task, mice were tested at 

circadian day (CT4) and circadian night (CT15) time points. For this experiment, mice on 

a 12 h/12 h LD schedule were dark-adapted (DD) for 2 d and were subsequently tested 

under dim red light (∼5 lux). The red light condition allowed animals to use 
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visual/contextual cues, while not affecting the circadian clock timing system (Figueiro 

and Rea, 2010; Hattar et al., 2003; Zhang et al., 2014). Interestingly, WT animals 

exhibited time-of-day differences in NOL discrimination, while miR-132 cKO and 

Transgenic animals did not. Indeed, an interaction at the level of genotype that depended 

on time-of-day was detected (Fig. 3.3B, interaction F(2,28) = 5.011, P = 0.001; repeated-

measures ANOVA). In particular, when comparing within genotype, WT animals 

displayed a significantly higher discrimination index (DI) when tested at night compared 

to when tested during the day (Fig. 3.3B, t(9) = 3.497, P = 0.020; Bonferroni post hoc 

test). On the other hand, cKO and Transgenic animals showed no such differences (Fig. 

3.3B, t(9) = 0.978, P = 1.000 for cKO mice and t(10) = 0.776, P = 1.000 for Transgenic 

mice; Bonferroni post hoc test). Additionally, statistical analyses were performed to 

determine whether the DI for each group (at each time point) was significantly greater 

than chance levels. Only WT animals demonstrated greater-than-chance discrimination 

for the novel location at night (Fig. 3.3B, t(9) = 3.47, P = 0.005; one sample t-test). 

Finally, no significant effect of time-of-day or genotype on total distance moved (Fig. 

3.3C) or total exploration time (Fig. 3.3D) was observed (assessed via repeated-measures 

ANOVA). 

 Previous work from our laboratory has shown that overexpression of miR-132 

(greater than approximately threefold over basal levels) can impair learning and 

memory(Hansen et al., 2013, 2010). Given that the Transgenic animals displayed an 

approximately sevenfold increase in miR-132 during the day, and a ∼3.5-fold increase 

relative to endogenous miR-132 levels at night (Fig. 3.2D), we wanted to determine 
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whether time-of-day-dependent cognitive deficits revealed in the NOL assay in the miR-

132 Transgenic animals could be attributed to the high, supra-physiological, levels of 

transgenic miR-132. Thus, we administered 0.4 μg/mL doxycycline to the drinking water 

of a separate cohort of mice, and tested the animals in the NOL task 3 wk later. Of note, 

0.4 μg/mL doxycycline treatment was previously shown to reduce transgenic miR-132 

expression to a level that is approximately equivalent to WT (i.e., endogenous) miR-132 

expression levels in the hippocampus (Hansen et al., 2013). Remarkably, Transgenic 

animals maintained on doxycycline did not exhibit time-of-day-dependent differences in 

NOL discrimination (Fig. 3.3E). We again found an interaction at the level of genotype 

that depended on the time point of testing (Fig. 3.3E, interaction F(2,18) = 3.594, P = 

0.0176; repeated-measures ANOVA). When comparing within genotype, WT animals 

displayed a significantly higher DI at night compared to during the day (3.3E, t(5) = 3.974, 

P = 0.0078; Bonferroni post hoc test). However, cKO and Transgenic animals did not 

show a significant difference (Fig. 3.3E, t(8) = 1.512, P = 0.523 for cKO mice and t(5) = 

0.272, P = 1.000 for Transgenic mice; Bonferroni post hoc tests). Again, only WT 

animals demonstrated greater-than-chance discrimination for the novel object at night 

(Fig. 3.3E, t(5) = 4.504, P = 0.006; one sample t-test). Finally, no significant effect of 

time-of-day or genotype on total distance moved or total exploration time (assessed via 

repeated-measures ANOVA) was observed (Fig. 3.3F-3.3G). Together, these results 

indicate that the daily rhythm in miR-132 facilitates both the formation of NOL memory 

and regulates its strength as a function of time-of-day. 
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Disruption of circadian-gating of contextual fear memory recall in miR-132 cKO and 

Transgenic mice 

 Next, we tested whether miR-132 influences time-of-day-dependent memory 

recall. This approach is in line with previous studies showing that the strength of memory 

recall is influenced by the time-of-day (Chaudhury and Colwell, 2002b; Kristin L. Eckel-

Mahan et al., 2008). For this experiment, mice were initially handled once a day under 

LD conditions (for two consecutive days). Next, they were transferred to darkness (DD), 

where they were handled once per day for an additional 2 days. The 2 days of handling in 

DD, the training trial, and all retrieval trials were conducted under dim red light (∼5 lux), 

allowing the animals to use visual/contextual cues without influencing the circadian 

timing system, as described in the NOL section above. 

 On the day of training, mice received a conditioning footshock during the early 

subjective day (CT4; Fig. 3.4A, Day 7). Memory retrieval (based on the percent time an 

animal was immobile/freezing) was then tested 24 h after conditioning and then probed 

every 12 h thereafter for 5 days (Fig. 3.4A; days 8 through 12). Mice were maintained on 

drinking water supplemented with 0.4 μg/mL doxycycline (from 3 wk prior to the 

beginning of the experiment until the completion of the experiment). A graphical 

representation of the daily recall profile of contextual fear memory for all three genotypes 

is shown in Figure 3.4B. We report that WT mice showed a daily oscillation in contextual 

fear memory recall; thus, over the first 3 days of testing, WT mice consistently exhibited 

more efficient recall during the subjective day. In contrast, daily oscillations in contextual 

fear memory recall were not consistently observed in miR-132 cKO and Transgenic 
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animals. Specifically, a significant effect of genotype (Fig. 3.4C, F(2,24) = 3.609, P = 

0.043; repeated-measures ANOVA) and a trend between genotype and freezing level that 

is dependent on time-of-day was observed (Fig. 3.4C, interaction F(2,24) = 3.156, P = 

0.061; repeated-measures ANOVA). WT mice showed higher daytime freezing compared 

to nighttime freezing (Fig. 3.4C, t(9) = 5.476, P < 0.001; Bonferroni post hoc test), 

whereas miR-132 cKO and Transgenic mice showed no significant time-of-day-

dependent differences in memory recall (Fig. 3.4C, t(10) = 2.122, P = 0.180 for cKO mice 

and t(5) = 2.559, P = 0.153 for Transgenic mice, Bonferroni post hoc tests). The 

abrogation of a circadian rhythm in memory recall in the knockout and transgenic 

animals supports the idea that the rhythmic expression of miR-132 gates time-of-day- 

dependent contextual fear memory recall. 

 To control for the effects of doxycycline treatment, we also examined time-of-

day contextual fear memory recall in mice that were not treated with doxycycline; 

consistent with the doxycycline-treated paradigm, we found that only WT mice exhibited 

a significant time-of-day contextual fear memory recall (data not shown). Further, to test 

whether the observed reduction in freezing during subjective night in WT animals was a 

result of a circadian rhythm in fear memory, or a result of an innate increase in an 

animal's activity, we subjected a second cohort of animals to a context-only paradigm 

(data not shown). In this experiment, the animals were “trained” and tested in the same 

shock-box as the mice that underwent contextual fear conditioning; however, the context-

only mice did not receive a footshock when they were exposed to the arena. As expected, 

all groups (WT, cKO, and Transgenic) displayed a mild, nonsignificant, overall increase 
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in average freezing percentage during subjective day time points compared to subjective 

night time points, and no significant interaction was observed between genotypes that 

was dependent on the time-of-day (interaction F(2,13) = 2.32, P = 0.0814; repeated-

measures ANOVA). Additionally, while context-only WT animals froze an average of 

1.8 sec more during the day than the night, fear conditioned WT animals froze an average 

of 12.7 sec more during the day than the night. These data suggest that the increase in 

freezing observed in WT animals during the subjective day is due to a circadian rhythm 

in fear memory retrieval and is not simply the result of the animals’ increase in activity 

during the night time point domain. 

Hippocampal time-of-day-dependent expression changes in miR-132 target genes 

 MicroRNAs function via the suppression of translation and/or the degradation 

of target mRNA. Given the marked effects on time-of-day-dependent memory recall in 

the miR-132 cKO and Transgenic lines, we examined whether miR-132 affects the time-

of-day expression of putative target genes that affect synaptic plasticity and/or cognition. 

To this end, we profiled the expression of MeCP2 and Sirt1. 

 For the analysis of MeCP2, hippocampal tissue was profiled at CT4 and CT15 

via immunohistochemical labeling and Western blotting (Fig. 3.5). Quantitative 

immunohistochemical analysis revealed a significant time-of-day variation in MeCP2 

expression within the CA1 (Fig. 3.5B, t(10) = 2.762, P = 0.017; Student's t-test) and the 

GCL (Fig. 3.5B, t(10) = 2.309, P = 0.044; Student's t-test) of WT mice, with higher levels 

observed during the circadian night. Interestingly, time-of-day-dependent differences in 

MeCP2 expression within the CA1, GCL, and CA3 were not detected in miR-132 cKO or 
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Transgenic mice (Fig. 3.5B, P > 0.3 for all brain regions in both genotypes, Student's t-

tests). Western analysis of hippocampal lysates from WT animals showed a mean 

increase in MeCP2 expression during the subjective night, although significance was not 

reached (Fig. 3.5D, t(4) = 1.229, P = 0.287; Student's t-test). Significant time-of-day 

differences in band intensity were not detected in miR-132 cKO or Transgenic mice (Fig. 

3.5D, P > 0.30 for both genotypes, Student's t-tests). As a loading control, all Western 

blots were probed for β-actin. Importantly, previous studies have reported that β-actin 

expression is not under the control of the circadian clock (Kristin L. Eckel-Mahan et al., 

2008; Gerstner et al., 2014; Jang et al., 2015). 

 Here, it is also worth noting that expression level comparisons for the noted 

target genes were only made within a genotype (e.g., WT circadian day versus WT 

circadian night), as immunohistochemical labeling and Western blotting experiments 

were run independently for each genotype. Hence, though one would expect for MeCP2 

(and Sirt1) levels to be highest in the miR-132 cKO animals and lowest in the miR-132 

Transgenic animals (given that they are miR-132 targets), we did not make across-

genotype comparisons. 

 Next we examined Sirt1 (Fig. 3.6), an NAD-dependent deacetylase that has 

been reported to modulate synaptic plasticity and memory (Gao et al., 2010). In WT 

mice, immunohistochemical labeling detected higher Sirt1 expression within the CA1 

cell layer during the circadian night compared to during the circadian day (Fig. 3.6B, t(6) 

= 2.973, P = 0.025; Student's t-test). In contrast, significant time-of-day expression within 

the CA1 cell layer (or CA3 and GCL) was not detected in cKO or Transgenic mice (Fig. 
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3.6B, P > 0.30 for all brain regions analyzed in both genotypes, Student's t-tests). As a 

complement to the IHC analysis, Western blotting of hippocampal lysates revealed 

significant time-of-day expression of Sirt1, with higher expression during the circadian 

night (Fig. 3.6D, t(5) = 3.907, P = 0.011; Student's t-test). In contrast, significant time-of-

day expression in the miR-132 cKO or Transgenic animals was not observed (Fig. 3.6D; 

P > 0.30, Student's t-tests). 

 As a control, we profiled the time-of-day expression of the neuronal-enriched 

protein NeuN (Fig. 3.7A; (Mullen et al., 1992)). Given that NeuN is not a target of miR-

132 and has not been reported to be regulated by the circadian clock (Campos et al., 

2015), we did not anticipate time-of-day-gated NeuN expression. In WT mice, the 

expression of NeuN was not significantly different between CT4 and CT15 in the CA1, 

CA3, or GCL (Fig. 3.7B). Further, the expression of NeuN was not significantly affected 

in either the miR-132 cKO or the Transgenic lines (Fig. 3.7B). Together these data 

indicate that the effects of miR-132 are specific, and as such, add support to the idea that 

the rhythmic expression of miR-132 plays a key role in shaping the functionality of 

forebrain circuits that underlie cognition. 

 Finally, we examined time-of-day expression of MecP2 and Sirt1 in BMAL1
−/−

 

animals (Fig. 3.7C-3.7F). BMAL1
−/−

 is a critical component of the circadian clock timing 

mechanism, and its germline deletion results in a complete loss of circadian timekeeping 

capacity (Bunger et al., 2000b). Interestingly, significant time-of-day differences in 

MeCP2, and Sirt1 in the CA1, GCL, and CA3 were not observed in the BMAL1
−/−

 

background (Fig. 3.7D and 3.7F; P > 0.30 for all three brain regions profiled for both 
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proteins, Student's t-tests). These data provide support for the idea that the circadian 

timing system drives a rhythm of miR-132, which in turn imparts rhythmicity to target 

genes and cognition. 

Discussion 

 Here, we provide evidence that miR-132 serves as a conduit through which the 

biological clock confers daily rhythms on cellular plasticity and cognition in forebrain 

circuits. With respect to the miR-132 rhythm in the hippocampus, our data are in line 

with several studies that have found time-of-day expression differences in miR-132 

within the murine cortex (Davis et al., 2011) and the SCN (Cheng et al., 2007a). 

Interestingly, a time-of-day difference in hippocampal miR-132 expression was not 

detected in BMAL1
−/−

 mice, indicating that miR-132 is a clock-regulated gene. Consistent 

with this idea, Cheng et al found that the disruption of the circadian clock 

transcription/translation feedback led to a suppression of rhythmic miR-132 expression in 

the SCN. However, it should be noted that our assessment of miR-132 levels in the 

BMAL1
−/−

 mice was conducted at two time points (CT4 and CT15), approximating the 

time points in which miR-132 was low or high in WT animals. Though unlikely, it is 

possible that there may be a shift in the phase of the rhythm in miR-132 in the BMAL1
−/−

 

mouse lines that evaded our detection; as such, more extensive circadian profiling would 

be needed to confirm a total loss of the miR-132 hippocampal rhythm in BMAL1
−/−

 

animals. 

 It is worth noting that miR-132 does not appear to be under the direct control of 

the E-Box dependent core clock timing mechanism wherein heterodimers of CLOCK and 
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BMAL1 promote the transcription of cryptochrome and period genes (Cheng et al., 

2007a). Consistent with this, the promoter/regulatory region of miR-132 does not contain 

an E-box element (Cheng et al., 2007a). Rather, the rhythmic expression of miR-132 is 

likely to be driven by the CREB/CRE transcriptional pathway. In support of this 

hypothesis, multiple CRE-motifs have been identified within the regulatory region of the 

miR-132/212 gene cluster (Remenyi et al., 2010; Vo et al., 2005). Further, the disruption 

of CREB-mediated transcription has been shown to suppress inducible miR-132 

expression in neurons (Remenyi et al., 2010; Vo et al., 2005). 

 Interestingly, within the SCN, circadian-gated, CRE-mediated, gene expression 

has been reported by several laboratories (Obrietan et al., 1999; O’Neill et al., 2008). 

Further, time-of-day changes in CREB activity have been reported in multiple forebrain 

regions (Cirelli and Tononi, 2000; Graves et al., 2003; Guzman-Marin et al., 2006), thus 

raising the prospect that rhythmic miR-132 expression in the forebrain is mediated via a 

circadian clock-driven, CREB-dependent, transcriptional pathway. 

 In the NOL task, we found that cKO and Transgenic animals exhibited time-of-

day-dependent learning deficits, suggesting that peak cognitive performance requires 

rhythmic miR-132 expression. It should be noted that the NOL memory impairments 

observed in miR-132 cKO animals are similar to recent studies showing that both 

forebrain miR-132 cKO animals and miR-132 germline knockout animals exhibit marked 

deficits in Novel Object Recognition (Hansen et al., 2016; Hernandez-Rapp et al., 2015). 

Further, with regard to the time domain-specific efficacy observed in the NOL task in 

WT animals, studies from several laboratories have shown that rodents display better 
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discrimination at night and very low to negligible discrimination during the day (Hansen 

et al., 2016; Takahashi et al., 2013b). It was somewhat unexpected that both constitutive 

expression and targeted deletion of miR-132 disrupted discriminatory capacity; hence 

neither line scored better than chance during either the circadian day or circadian night. 

The reasons for these similar effects resulting from two profoundly different transgenic 

manipulations are not clear. It is worth noting, however, that Transgenic animals 

displayed increased orientation toward the NOL (during both the subjective day and 

night; Fig. 3.3B), but these values did not reach statistical significance; a larger sample 

size may have been needed to disentangle a potential phenotypic effect. 

 Turning to the contextual fear conditioning paradigm, we found that both the 

loss of miR-132 expression in the knockout animals and constitutive expression in the 

Transgenic animals led to a disruption of time-of-day gated memory recall. This finding 

contrasts with the recall rhythm in WT mice, which persisted for 4 days after training. Of 

note, this rhythm is consistent with work from several papers which found that fear 

memory recall varies as a function of the time-of-day, with better retrieval occurring 

during the day (Chaudhury and Colwell, 2002b; Kristin L. Eckel-Mahan et al., 2008). 

Here, however, it should be noted that we cannot definitively conclude that the superior 

day-time retrieval in WT mice (or lack thereof in cKO and Transgenic mice) is strictly a 

time-of-day effect, as we have not controlled for the potential influence of time-stamping 

in our experiments. Along these lines, several groups (using a variety of memory 

retention paradigms) have shown that regardless of the time-of-day in which training 

occurs, memory retention is optimal 24 h later (or multiples of 24 h after training) 
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(Chaudhury and Colwell, 2002b; Holloway and Wansley, 1973; Ralph et al., 2002; 

Wansley and Holloway, 1975, p. 1978) Hence, since we trained our mice at only one 

timepoint (CT4), it is possible that our behavioral findings may also be attributed to a 

miR-132-dependent time-stamping phenomenon. Indeed, additional experiments aiming 

to tease apart the role of miR-132 and its function in time-of-day memory retrieval and/or 

time-stamping would be of merit. Finally, one interesting observation from our 

contextual fear conditioning studies was that miR-132 cKO mice exhibited a higher level 

of freezing than WT mice, which could be interpreted as more efficient memory retrieval. 

However, our NOL data reported here, as well as prior work from our laboratory and the 

Hébert laboratory, found that the disruption of miR-132 results in diminished cognitive 

capacity (Hansen et al., 2013, 2010; Hernandez-Rapp et al., 2015). Potential explanations 

for this discord may be related to the differences inherent to the contextual fear 

conditioning assay compared to spatial learning assays used to detect cognitive deficits 

(i.e., novel object recognition, NOL and Barnes maze). Along these lines, contextual fear 

training would be expected to require the involvement of fear circuits to a much greater 

extent than the novel object recognition, NOL and Barnes maze assays (Fendt and 

Fanselow, 1999; Moser et al., 2008). As such, the relatively high level of cKO freezing 

detected in the contextual fear conditioning assay may be related to an elevated anxiety 

response: a topic that we are currently pursuing. 

 Prior hippocampal gene profiling work from our laboratory found that miR-132 

affects the expression of hundreds of functionally diverse gene transcripts (Hansen et al., 

2016). Hence, it is reasonable to expect that the behavioral effects that we report here for 
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cKO and Transgenic mice may result from a complex interplay of genes (i.e., direct 

targets) and gene networks (i.e., indirect targets) that are affected by miR-132. Given this 

complexity, attempts to identify a target gene(s) through which miR-132 disrupts time-of-

day learning would have been technically challenging. Thus, rather than attempting to 

identify a behavioral link between miR-132 and a target, we chose to focus on the cellular 

functional effects of miR-132 rhythms by analyzing two genes that are (1) well-

characterized miR-132 targets, (2) reported to exhibit diurnal oscillations, and that (3) 

affect cognition. To this end, we examined MeCP2 and Sirt1. 

 MeCP2 is a chromatin-associated protein targeted by miR-132 that functions as 

a potent transcriptional regulator (Alvarez-Saavedra et al., 2011, 2011; Chahrour et al., 

2008; Hansen et al., 2010; Klein et al., 2007). Loss-of-function mutations in MeCP2 have 

been shown to result in Rett syndrome (Amir et al., 1999) a developmental disorder that 

results in marked deficits in learning and memory tasks (Moretti et al., 2006; Pelka et al., 

2006); for review, see (Na et al., 2012). Initially, we detected a significant time-of-day-

dependent MeCP2 expression profile within the hippocampus of WT mice. Consistent 

with this finding, a number of profiling studies performed on both brain and peripheral 

tissues have reported an oscillatory profile at the level of mRNA and protein 

(Hoogerwerf et al., 2007); Mouse 1.OST Lung Affymetrix: Circadian Expression Profiles 

Data Base (CircaDB) (Martínez de Paz et al., 2015; Pizarro et al., 2013b). Given the 

profound effects that MeCP2 has on synaptic plasticity and dendritic complexity and 

cognition (Na et al., 2012), it is reasonable to postulate that MeCP2 could contribute to 

the circadian clock-mediated, miR-132-dependent, modulation of learning and memory. 
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 Interest in the NAD-deacetylase Sirt1 was piqued by work showing that Sirt1 

knockout mice display impairments in both short- and long-term associative memory 

tasks and show deficits in synaptic plasticity and dendritic branching/arborization 

(Codocedo et al., 2012; Michán et al., 2010). Further, regarding its post-transcriptional 

regulation, (Strum et al., 2009) and (Zhang et al., 2014) identified Sirt1 as a direct target 

of miR-132, and both the MicroRNA.org and miRanda algorithms detect robust 

hybridization capacity between miR-132 and Sirt1 (Betel et al., 2008; Peterson et al., 

2014). 

 Our analysis indicates that rhythmic Sirt1 hippocampal expression is driven by 

miR-132. The temporal profile of Sirt1 expression in WT mice reported here is consistent 

with the work of Rawashdeh et al (Rawashdeh et al., 2014b) who reported peak protein 

levels of hippocampal Sirt1 during the night domain and (Asher et al., 2008) who 

reported peak levels of Sirt1 protein from the mouse liver at ZT16. Interestingly, CREB 

protein levels have been shown to be significantly reduced in mutant mice lacking brain-

specific Sirt1 catalytic activity (Gao et al., 2010). Given the tight regulation of miR-132 

by CREB, one could propose a complex interplay wherein Sirt1 regulates plasticity and 

cognition across the circadian day, in part, through a miR-132-CREB-mediated 

mechanism. 

 With respect to the peak in the time-of-day protein expression profiles of 

MeCP2 and Sirt1 reported here, one may have expected for these gene products to be 

lower at night (given that they are direct targets of miR-132—which was highest at 

night). However, at the level of protein expression/regulation, the kinetics of a wide array 



121 

 

of processes impacts the functional effects of microRNA. Along these lines, in addition 

to the kinetic rates of miRNA-mediated mRNA decay and translational repression 

(Morozova et al., 2012), simple mRNA stability and translation rates, as well as protein 

half-lives, impact the temporally delimited effects of miRNAs. Hence, within a circadian 

timeframe, it is conceivable for the peak expression times of MeCP2 and Sirt1 to 

temporally overlap with the peak in miR-132 expression. 

 Together, these data suggest that the rhythm of miR-132 expression regulates 

learning and memory as a function of the time-of-day. In addition, the results presented 

here raise interesting questions regarding the potential role of miR-132 in an array of 

time-of-day-delineated processes, including synaptic scaling and homeostatic plasticity; 

to these ends, additional studies are highly merited. 

Acknowledgements 

We thank Dr. Katelin Hansen for her expertise in performing the in situ hybridization 

experiment. 

 

 

 

 

 

 

 

 



122 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1 Time-of-day miR-132 expression in the hippocampus  
miR-132 expression in the CA1 (A), GCL (B), CA3 (C), was examined by FISH in WT animals during the 

circadian day (CT6) and the circadian night (CT15) time points. Scale bar = 50 µm for CA1, GCL, and CA3. 

(D) FISH profiling of a control, scrambled miRNA probe: note the lack of cellular labeling. (E) Quantification 

of the relative intensity of miR-132 expression in the noted brain regions during the circadian day and the 

circadian night. Data were analyzed by two-way ANOVA, n = 5–6 animals per group. CA1 miR-132 mean 

intensity during the circadian night was set equal to a value of one, and the remaining brain regions were 

normalized to this condition. Data are displayed as the mean ± standard error (SEM); (*) P < 0.05; (**) P < 

0.01; (n.s.) not significant (P > 0.05). (F) Total hippocampal RNA was isolated from WT mice sacrificed 

every 4 h across the 24-h circadian cycle, and miR-132 cDNA was probed via real-time PCR. Relative miR-

132 abundance at CT2 was set equal to a value of one. Significance was examined via Kruskal Wallis Test, n 

= 7–8 animals per group. Data are displayed as the mean ± SEM for each timepoint. (G) Total hippocampal 

RNA was isolated from BMAL1
−/−

 animals sacrificed at CT4 and CT15. Relative miR-132 abundance at CT4 

was set equal to a value of one, and miR-132 expression at CT15 was normalized to this value. Significance 

was examined via Student's t-test, n = 3–4 animals per timepoint. Note that the in situ hybridization data from 

this figure (panels A-E) was adapted from 'Hansen, K. “MiR-132 as a Dynamic Regulator of Neuronal 

Structure and Cognitive Capacity.” (2015; PhD Dissertation; The Ohio State University).’ 
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Figure 3.2 miR-132 knockout and transgenic mouse models and circadian phenotyping 

(A) Schematic depiction of CaMKII-Cre::miR-132/212
f/f

 (denoted as “cKO”) and CaMKII-tTA::miR-

132:CamKII-Cre::miR-132/212
f/f

 (“Transgenic”) mice. (B) PCR-based genotyping results for the miR-132 

cKO and Transgenic mice. Of note, mouse #2 represents a miR-132 cKO animal—positive for both the 

CaMKII-Cre driver and the miR-132/212
f/f

 transgene. Mouse #3 represents a miR-132 Transgenic animal—

positive for both the tTA and miR-132 transgenes, in addition to the CaMKII-Cre driver and the miR-

132/212
f/f

 transgene. (C) Representative hippocampal tissue stained with cresyl violet. Of note, no gross 

morphological differences in cKO and Transgenic animals were detected; scale bar = 150 μm for low-

magnification images and 50 μm for high-magnification images. (D) To profile miR-132 expression levels, 

total hippocampal RNA from WT, cKO, and Transgenic animals was isolated, reverse transcribed and probed 

via real-time PCR. Relative miR-132 abundance (in WT animals) during the circadian night was set equal to a 

value of one. Time-of-day comparisons were analyzed by Student's t-test, n = 3–5 animals per group. Data are 

displayed as the mean ± SEM; (*) P < 0.05; (n.s.) not significant (P > 0.05). (E) Double-plotted wheel running 

actograms of WT, cKO, and Transgenic mice. White and black horizontal bars across the tops of the plots 

represent the light and dark (LD) periods, respectively; DD (shown on the Y-axis) refers to the time when 

mice were housed in constant darkness. Yellow arrows indicate a light pulse (15 min, 40 lux) given at CT15 to 

induce a phase delay. 
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Table 3.1 Tabular representation of the circadian period (tau), the overall activity in LD and DD, and 

the mean phase delay after a light pulse at CT15 for the three noted mouse lines 

Wheel running activity (denoted as rotations per day) was averaged over 7 days in both LD and DD 

conditions. Data were analyzed with a one-way ANOVA; N = 4-6 mice per group. No parameters were 

significantly different across genotypes. Data are presented as the mean + SEM. 
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Figure 3.3 Time-of-day-dependent learning assayed using the NOL task  

(A) Outline of the experimental design. (B) Discrimination indices of WT, cKO, and Transgenic mice were 

profiled (in the absence of doxycycline treatment) during the circadian day and the circadian night, recorded 

as [(novel object exploration time-familiar object exploration time)/(total exploration time)]. Significant time-

of-day differences were tested using the repeated-measures ANOVA with Bonferroni post hoc correction for 

within genotype comparisons; n = 8–10 animals per group. The dashed line indicates 30% more time spent 

exploring the NOL compared to the familiar object location. Only WT animals (tested during the circadian 

night) demonstrated above-chance NOL discrimination, analyzed with a one-sample t-test. Total distance 

moved (C) and total exploration time (D) did not differ between WT, cKO, and Transgenic animals, and did 

not differ in any genotype depending on time-of-day, assessed via Repeated-Measures ANOVA. (E) 

Discrimination indices of WT, cKO, and Transgenic animals (maintained on 0.4 μg/mL doxycycline water) 

profiled during both time points, as described in B. Only WT animals (tested at night) demonstrated above-

chance NOL discrimination. Total distance moved (F) and total exploration time (G) did not differ between 

genotypes or time-of-day after doxycycline treatment, assessed via Repeated-Measures ANOVA; n = 6–9 

animals per group. Data are presented as mean ± SEM. (*) P < 0.05; (**) P < 0.01; (n.s.) not significant (P > 

0.05). 
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Figure 3.4 Time-of-day-dependent contextual fear memory recall  

(A) Outline of the experimental design. After 2 days of dark-adaptation (days 5–6) mice were trained to 

associate a context box with a mild footshock. Beginning 24 h after training, mice were placed in the box 

every 12 h during circadian day and circadian night time points to profile their freezing behavior (i.e., memory 

retrieval). Of note, from day 5 onward, experimental manipulations were conducted under dim red light. Gray 

boxes represent circadian day time points (retrieval at CT4) and black boxes represent circadian night time 

points (retrieval at CT15). Mice were maintained on doxycycline drinking water (0.4 μg/mL) for 3 wk prior to 

fear conditioning (and throughout the fear conditioning experiment). (B) Graphical representation of the 

percentage of time spent freezing for WT, cKO, and Transgenic mice. 24, 48, 72, 96, and 120 h (post-training) 

represent day contextual fear retrieval time points, while 36, 60, 84, 108, and 132 h represent night retrieval 

time points. (C) Comparison of the freezing percentage (averaged over the first three respective day time 

points and the first three night time points) revealed a significant difference in WT animals, but not in cKO or 

Transgenic animals; analyzed using repeated-measures ANOVA with Bonferroni post hoc correction for 

within genotype comparison by TOD; n = 6–10 mice per group. Data are presented as mean ± SEM. (**) P < 

0.01; (n.s.) not significant (P > 0.05). 
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Figure 3.5 Clock-gated and miR-132-regulated MeCP2 expression in the hippocampus 

 (A) Low and high magnification representative images of MeCP2 immunohistochemical labeling in WT, 

cKO, and Transgenic animals sacrificed during the circadian day and the circadian night; scale bar = 50 μm 

for low-magnification images and 30 μm for high-magnification images. Boxed regions in the low 

magnification images approximate the locations from which the high magnification images were acquired. (B) 

Immunolabeling quantification for the CA1, GCL, and CA3. Within-genotype time-of-day differences were 

statistically analyzed using the Student's t-test, n = 5–6 mice per condition. For each genotype, MeCP2 

expression is presented as relative intensity values, with the highest of the six expression levels set to a value 

of one. (C) Representative Western blot images of hippocampal MeCP2 expression in WT, cKO, and 

Transgenic animals sacrificed during the circadian day and the circadian night. Each time point was run as an 

experimental replicate (one mouse/lane, two lanes per condition). For each genotype, the time point (day or 

night) with the highest relative band intensity was set equal to a value of one. (D) Quantitative densitometric 

analysis of MeCP2 hippocampal protein levels relative to the control protein, β-actin; significance was 

assessed via the Student's t-test, n = 3–4 animals per group. The experiment was replicated at least one time 

per condition. Of note, immunolabeling and Western blotting for each genotype was performed on separate 

occasions, thus comparisons were only made within genotype (i.e., WT day versus WT night), and not across 

genotypes. Data are presented as mean ± SEM. (*)P < 0.05; (n.s.) not significant (P > 0.05). 
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Figure 3.6 Clock-gated and miR-132-regulated Sirt1 expression in the hippocampus 

(A) Representative low and high magnification images of hippocampal Sirt1 immunostaining in WT, cKO, 

and Transgenic animals sacrificed during the circadian day and the circadian night. Scale bar = 50 μm for low-

magnification images and 30 μm for high-magnification images. Boxed regions in the low magnification 

images approximate the locations from which the high magnification images were acquired. (B) 

Quantification of Sirt1 expression in the CA1, GCL, and CA3. Statistical comparisons of time-of-day 

expression were performed using the Student's t-test, n = 4–6 animals per condition. For each genotype, Sirt1 

expression is presented as relative intensity values, with the highest of the six expression levels set to a value 

of one. (C) Representative Western blot images of hippocampal Sirt1 expression in WT, cKO, and Transgenic 

animals sacrificed during the circadian day or night. Each time point was run as an experimental replicate (one 

mouse/lane, two lanes per condition). For each genotype, the time point (day or night) with the highest 

relative band intensity was set equal to a value of one. (D) Quantitative ratiometric densitometric analysis of 

Sirt1/β-actin protein levels; significance was assessed using the Student's t-test, n = 3–4 animals per group. 

The experiment was replicated at least one time per condition. A significant time-of-day difference in band 

intensity was observed for the WT animals, but no significant differences were observed in cKO or 

Transgenic animals. Expression level comparisons for immunolabeling and Western blotting were only made 

within genotype. Data are presented as mean ± SEM. (*) P < 0.05. (n.s.) not significant (P > 0.05). 
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Figure 3.7 Profiling hippocampal TOD expression: NeuN, and MeCP2/Sirt1 in BMAL1
−/−

 mice. (A) 

Representative immunohistochemical labeling for NeuN in WT, cKO, and Transgenic animals sacrificed 

during the circadian day and the circadian night. Scale bar = 30 μm. (B) Immunolabeling quantification; no 

time-of-day differences in NeuN expression were observed in any genotype. Significance assayed using the 

Student's t-test; n = 4–6 mice per group. In each of the three noted mouse lines, the hippocampal region with 

the highest NeuN intensity was set equal to a value of one. (C) Representative immunolabeling for MeCP2 in 

BMAL1
−/−

 mice; animals were profiled during the circadian day and the circadian night. (D) Quantification of 

MeCP2 expression did not detect a time-of-day difference in any hippocampal region. Data were analyzed by 

Student's t-test; n = 4 mice per time point. (E) Representative Sirt1 immunolabeling in BMAL1
−/−

 animals. (F) 

Quantification of Sirt1 expression did not detect a time-of-day difference in any hippocampal region. Data 

were analyzed by Student's t-test; n = 4 mice per time point. Data are presented as mean ± SEM. (n.s.) not 

significant; P > 0.05. 
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CHAPTER 4 

miR-132/212 is induced by stress and its dysregulation triggers anxiety-related 

behavior 

Introduction 

 Anxiety disorders are a class of neuropsychiatric ailments that often result from 

and/or are influenced by both genetic and epigenetic factors (Nugent et al., 2011; Poulton 

et al., 2008; Smoller, 2016). Along these lines, gene expression can alter anxiety 

onset/severity through mechanisms that include DNA and histone modifications and non-

coding RNA regulation (for review, see (Issler and Chen, 2015; McEwen et al., 2012; 

Nieto et al., 2016). As for the latter case, microRNAs are small, non-coding RNA 

molecules that modulate essential physiological processes, such as cellular homeostasis 

and immune/stress responsiveness (for review, see (Haramati et al., 2011; Leung and 

Sharp, 2010, 2007; Mendell and Olson, 2012; Wiegand et al., 2017). Indeed, the ability 

of miRNAs to fine-tune gene expression positions them as excellent candidates for 

regulating stress and anxiety behaviors (Andolina et al., 2016; Cohen et al., 2017; Hollins 

and Cairns, 2016; Issler and Chen, 2015; Leung and Sharp, 2010; Malan-Müller et al., 

2013; Mannironi et al., 2018, 2013; O’Connor et al., 2012; Volk et al., 2014). 

 Among these miRNAs is brain-enriched miR-132 (Vo et al., 2005). A large 

body of work has characterized the miR-132/212 locus as a synaptic activity-dependent 

regulator of gene expression and plasticity within the CNS (Cheng et al., 2007a; Jimenez-

Mateos et al., 2011; Mellios et al., 2011; Nudelman et al., 2010). With respect to its role 
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in synaptic physiology, miR-132 has been shown to regulate hippocampal neuronal spine 

density, dendritic arborization, and long-term potentiation (Hansen et al., 2010; 

Nudelman et al., 2010; Tognini et al., 2011; Wayman et al., 2008). 

 Recently, miR-132 has been shown to function as a modulator of cognitive 

capacity. Along these lines, transgenic overexpression of miR-132 was found to reduce 

spatial and recognition memory (Hansen et al., 2010; Scott et al., 2012), while the 

targeted deletion of the miR-132/ 212 locus led to deficits in learning and memory 

(Hansen et al., 2016; Hernandez-Rapp et al., 2015). Interestingly, dysregulation of miR-

132/ 212 expression has been reported in patients with schizophrenia and bipolar disorder 

(Kim et al., 2010; Perkins et al., 2007). Further, miR-132 is increased in patients with 

depression (Li et al., 2013), as well as in animal models that exhibit non-learned 

helplessness (Smalheiser et al., 2011). Several groups have also reported a correlation 

between stress and miR-132 expression. For example, Meerson et al showed that miR-

132 is induced in the hippocampal CA1 region following chronic immobilization stress 

(Meerson et al., 2010), while Shaltiel et al demonstrated that predator scent and footshock 

stress leads to long lasting increases in hippocampal miR-132 and concomitant decreases 

in miR-132 target genes (Shaltiel et al., 2013). Likewise, miR-132 is significantly 

increased in the prefrontal cortex of maternally separated rat pups (Uchida et al., 2010) 

and has been shown to modulate stress-induced chemokine production (Strum et al., 

2009). 

 These studies, coupled with our recent observation that miR-132/ 212 

conditional KO mice displayed a heightened level of freezing behavior in the contextual 
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fear conditioning paradigm (Aten et al., 2018a), led us to test the relationship between the 

dysregulation of miR-132/212 and the appearance of anxiety-like behavior. Here, using 

RT-qPCR, we show that miR-132 and miR-212 are induced after both acute and chronic 

stress paradigms. Further, utilizing forebrain miR-132/212 knockout and transgenic 

targeting approaches, we demonstrate that the dysregulation of miR-132/212 expression 

leads to anxiety-related behaviors. Collectively, these data indicate that the miR-132/212 

locus contributes to the manifestation of anxiety-like behavioral states. 

Materials and Methods 

miR-132 transgenic and miR-132/212 knockout mice 

 The CaMKII-Cre::miR-132/212
f/f

 conditional forebrain neuron knockout 

(referred to as ‘miR-132/212 cKO’) mouse line was previously described by our lab 

(Hansen et al., 2016). The miR-132/212
f/f

 animals were provided by Dr. J. Simon C. 

Arthur (University of Dundee, Scotland), and the CaMKII-Cre line (Tsien et al., 1996) 

was purchased from Jackson Labs (Stock number: 005359: Bar Harbor, ME, USA). 

Generation of the CaMKII-tTA::miR-132:CaMKII-Cre::miR-132/212
f/f

 mouse line 

(referred to as ‘miR-132 transgenic’) was recently reported by Aten et al (Aten et al., 

2018a). In brief, miR-132 transgenic animals were created by breeding homozygous 

CaMKII-Cre::miR-132/212
f/f

 (miR-132/212 cKO) mice with a tetracycline-regulated 

bidirectional miR-132/cyan fluorescent protein (CFP) transgenic mouse line driven by 

CaMKII::tTA. Thus, miR-132 transgenic mice were homozygous for the miR-132/ 212
f/f

 

locus and positive for Cre, tTA, and miR-132 transgenes. This ‘Tet-off’ transgenic 

animal model allowed for selective deletion of endogenous miR-132/212 and transgenic 
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over-expression of miR-132 within the same population of excitatory forebrain neurons. 

For all experiments with transgenic and knockout mice, control (referred to as ‘WT’) 

animals were littermates that were negative for either the driver and/or responder genes. 

Genotyping for both the miR-132/212 cKO and miR-132 transgenic lines was previously 

described by our lab (Aten et al., 2018a; Hansen et al., 2010, 2016). 

 All mice utilized for experiments were bred, housed, and maintained under 

standard 12 h/12 h Light/Dark (LD) conditions and had ad libitum access to food and 

water. All behavioral and molecular experiments took place from the mid-to late-day 

light period. Experimental animals were screened, as described in Hansen et al (Hansen 

et al., 2013), to ensure that they did not have any vision deficits. Of note, for experiments 

examining miR-132 and miR-212 expression after stress paradigms (Fig. 4.1 and Fig. 

4.3) only male WT mice (8–12 weeks of age) were utilized to eliminate potential sex-

specific effects. However, given the limited number of miR-132/212 cKO and miR-132 

transgenic mice available, both males and females were used for behavioral and 

molecular experiments (Fig. 4.6-4.11); a sex-parsed presentation of data for WT, miR-

132/212 cKO, and miR-132 transgenic anxiety behavioral experiments are provided in 

Fig. 4.8. The Ohio State University Institutional Animal Care and Use Committee 

approved all protocols and methods, and all experiments were in accordance with the 

National Institutes of Health guide for the care and use of Laboratory animals. 

Doxycycline treatment 

 In a subset of animals (Fig. 4.7), temporal modulation of tetracycline-inducible 

miR-132 transgene expression was accomplished via the administration of doxycycline 
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(0.40 μg/mL) to the drinking water. Using this technique, as previously described (Aten 

et al., 2018a; Hansen et al., 2013), we were able to reduce the expression of the miR-132 

transgene (see Fig. 4.11). For the elevated plus and open field experiments, all animals 

(WT and miR-132 transgenic) were given this doxycycline dose for three weeks prior to 

the start of the experiment, and the animals remained on doxycycline throughout the 

duration of the experiment(s). Doxycycline water was changed every three days. 

Consistent with our previous data (Aten et al., 2018a; Hansen et al., 2013), no significant 

effect of doxycycline was observed in control, WT animals (i.e. animals that were not 

positive for both the tTA and miR-132 driver/responder transgenes; data not shown). 

Acute multimodal stress paradigm 

 Our acute stress test was adapted from recently published papers (Chen et al., 

2010; Zimprich et al., 2014). Male WT mice (8–12 weeks of age) were divided into two 

groups (control and stress) and were given 30 min to acclimate to the testing room before 

the experiment began. For the acute stress paradigm, mice were placed in ventilated 50 

mL conical tubes. Next, the tubes were secured on an orbital shaker in a brightly lit (~400 

lux) room, with loud music. Stressed animals were maintained in ventilated conicals for 5 

h. Control animals remained in their respective cages for the 5 h period. After cessation 

of the stress paradigm, control and stressed animals were divided into three cohorts: one 

cohort was used for RT-qPCR analysis (Fig. 4.1B-4.1E), another for behavioral analysis 

(Fig. 4.2A-4.2D), and a final group for immunohistochemical analysis (Fig. 4.2E-4.2F). 

For RT-qPCR analysis of miR-132 and miR-212 expression, stressed and control mice 

were sacrificed 30 min after the stress session ended (approximately 5.5 h after stress 
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onset). The timing of sacrifice was chosen as it reflects the kinetics for inducible miR-

132 expression(Nudelman et al., 2010; Vo et al., 2005). For the behavioral analysis, 

stressed animals were given a 20 min resting period after the cessation of the multimodal 

stress paradigm before the open field test was conducted. This 20 min rest period was 

based on work by Zimprich et al, which demonstrated that this delay period between the 

acute stressor and examination of the stress response was required to eliminate the 

confounding effects of a transient bout of grooming behavior (Zimprich et al., 2014). 

Finally, animals (stressed and control) were killed immediately after the stress session 

ended for immunohistochemical profiling of cFos. The specific timecourse/protocol for 

each of the three mentioned experiments is described in separate sections below. 

Chronic restraint stress paradigm 

 The chronic restraint paradigm was adapted from recently published papers 

(Jeong et al., 2013; Meerson et al., 2010). In brief, stressed WT mice (males only) were 

restrained in ventilated 50 mL conical tubes for 2 h each day for a 15 day period. After 

each stress session, mice were placed back into their home cages. Control mice were 

handled daily while the stressed animals were restrained. Mice were also weighed every 

five days in order to assess body weight during the stress paradigm. Animals were 

sacrificed on day sixteen—24 h after the last restraint session—for RT-qPCR profiling of 

miR-132 and miR-212 expression (Fig. 4.3A-4.3E). Post-mortem adrenal glands, thymus, 

and spleen were dissected from both control and stressed animals and were weighed to 

test the efficacy of the stress chronic restraint stress paradigm (Fig. 4.4). 
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RT-qPCR quantification of miR-132 and miR-212 expression levels in the hippocampus 

and amygdala 

 WT animals were killed 30 min after the cessation of the acute multimodal 

stress paradigm and 24 h after the last chronic stress session; tissue processing and RNA 

isolation were performed using methods described previously for the hippocampus (Aten 

et al., 2018a), and the amygdala (Zapala et al., 2005). RNA was reverse transcribed using 

the miScript II Reverse Transcription kit (Qiagen). The miScript Primer System (Qiagen) 

was used to quantify miR-132 and miR-212 levels: miR-132 primer sequence: 5′ 

UAACAGUCUACAGCCAUGGUCG (Qiagen, Cat# MS00001561); miR-212 primer 

sequence: 5’UAACAGU CUCCAGUCACGGCCA (Qiagen, Cat# MS00024570). For 

RT-qPCR, QuantiFast SYBR Green thermocycling conditions were used, following 

methods previously described (Alemayehu et al., 2013; Aten et al., 2018a). Data were 

normalized to RNU6B_2 levels, and fold change was calculated using Double Delta CT 

analysis. 

Elevated plus maze 

 The elevated plus maze was run under dim white light (~50 lux). The maze 

dimensions and structure were previously described by our lab (Snider et al., 2016b). 

During the experiment, mice were placed in the center of the plus-shaped maze, facing an 

open arm and were given 5 min to explore. 70% ethanol was used to clean the maze 

between each trial. The total number of open arm transitions, cumulative open arm 

duration, and latency to enter an open arm was scored using Noldus Ethovision XT 

version 11.5 (EthoVision XT). 



143 

 

 For the behavioral experiments depicted in Fig. 4.6-4.7, all mice (WT, miR-

132/212 cKO, and miR-132 transgenic) were first run through the elevated plus maze. 

Two days later, the same animals were subjected to the open field test. 

Open field assay 

 For examination of anxiety-like behavior in the three noted mouse lines (WT, 

miR-132/212 cKO, and miR-132 transgenic), the open field test was conducted under 

dim white light (~50 lux). Mice were placed in the arena and were given 5 min to 

explore. The bottom surface and the walls of the arena were wiped with 70% ethanol 

between each trial. Total time spent in the center of the arena, number of crosses into the 

center of the arena, and cumulative freezing time was scored by Noldus EthoVision XT 

version 11.5 (EthoVision XT). 

 To confirm hypothalamic pituitary adrenal (HPA) axis activation in WT mice 

after the acute multimodal stress paradigm, the same open field protocol was used as 

described above. Three common readouts of acute stress-responsivity were measured: 

number of rears, distance traveled, and velocity (Zimprich et al., 2014). Note that number 

of rears was manually scored. A rear was defined as a mouse positioning itself on its hind 

legs, with its front legs off the ground. 

Tissue processing for immunolabeling 

 Mice were sacrificed via rapid cervical dislocation, and brains were cut into 600 

μm sections using a vibratome. Next, sections were fixed in 4% paraformaldehyde 

diluted in 1X phosphate-buffered saline (PBS) for 6 h (4 °C) and then cryoprotected via 
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overnight incubation in 30% sucrose (in 1X PBS). In preparation for immunolabeling, 

sections were thin-cut to 40 μm on a freezing microtome. 

Immunohistochemistry 

 Sections were incubated for 20 min in 0.3% hydrogen peroxide in 0.1% Triton 

X-100 in PBS (PBST). Next, tissue was blocked for 1 h in 10% normal goat serum, 

followed by incubation at 4 °C (for 8 h) with one of the following antibodies: rabbit anti-

cFos (1:2000 dilution; Millipore, Cat# ABE457), rabbit anti-Sirt1/Sir2α (1:1000 dilution; 

Millipore, Cat# 09–845), or rabbit anti-Pten (1:100 dilution; Cell Signaling Technology, 

Cat # 9188P). 

 On the second day, sections were incubated in biotin-conjugated goat anti-

rabbit IgG secondary antibody (1:1000 dilution; Vector Laboratories, Cat# BA-1000) for 

2 h at room-temperature. Next, sections were processed using the ABC labeling method 

(Vector Laboratories Cat# PK-6100) and horseradish peroxidase enzymatic activity was 

visualized using nickel intensified diaminobenzidine labeling method (Vector 

Laboratories Cat# SK-4100). Of note, sections were washed three times (5 min/wash) in 

PBST between each labeling step. Finally, sections were mounted on gelatin-coated 

slides, washed in dH2O, and coverslipped with Permount Mounting Medium (Fisher 

Chemical). Bright field images were captured with a 16-bit digital camera (Micromax 

YHS 1300; Princeton Instruments) on a Leica DMIR microscope with Metamorph 

software (MetaMorph Microscopy Automation and Image Analysis Software). For the 

quantification of cFos labeling, digital images of the PVN, BNST, medial septum, central 

amygdala, and dorsal CA1 of the hippocampus were traced digitally from 1–3 sections 
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per animal. Intensity levels for each section were background subtracted and 

quantitatively analyzed using ImageJ software. Mean intensity values for regions of 

interest were generated for each animal and the group average was displayed as the mean 

± the standard error (SEM) for each noted brain region. For the quantification of Sirt1 

and Pten labeling, digital images of the amygdala and the CA1, CA3, and GCL 

hippocampal subfields were acquired, and intensity values and quantitation methods were 

performed as described for c-Fos labeling. 

Experimental design and statistical analysis 

 Statistics were performed using GraphPad Prism 7.0 (Graphpad Prism) 

software. All data are presented as the mean ± SEM. As denoted in the figure legends, 

significance for all experiments was set at *p < 0.05. Comparisons between two groups 

were performed using Student’s two-tailed t-tests, while comparisons between three or 

more groups were made using a one-way ANOVA. Bonferroni post-hoc tests were 

conducted to show an interaction obtained from significant ANOVA results. To 

determine if there were significant interactions between two independent variables on the 

dependent variable, a two-way ANOVA was performed. Additionally, Grubb’s test was 

conducted on data sets within each group, and animals that were found to be statistically 

significant outliers (p < 0.05) were removed from analysis. Grubb’s test was used to 

exclude two control animals from the acute stress RT-qPCR data set and one WT animal 

from the Pten immunolabeling analysis. Further, for behavioral experiments, one WT 

animal, two cKO, and one transgenic animal used in the no-doxycycline anxiety 
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paradigms were also found to be significant outliers, while one WT and one transgenic 

animal in the doxycycline behavioral experiments were significant outliers. 

Results 

Hippocampal and amygdalar miR-132 and miR-212 are upregulated after acute stress 

 Extensive work in several brain regions has characterized miR-132 as an 

activity-inducible gene (Cheng et al., 2007a; Hansen et al., 2013; Hernandez-Rapp et al., 

2015; Mellios et al., 2011; Nudelman et al., 2010; Tognini et al., 2011). With these 

observations in mind, we aimed to test whether miR-132 is induced after an acute stress 

paradigm (Fig. 4.1B-4.1C). RT-qPCR analysis revealed that a 5-h long acute multimodal 

stress paradigm led to a two-fold increase in hippocampal miR-132, relative to control 

animals (Fig. 4.1B, t(17) = 2.270, p = 0.0365; Student’s t-test); in the amygdala, stress also 

led to a two-fold relative increase in miR-132 expression (Fig. 4.1C, t(16) = 3.423; p = 

0.0035; Student’s t-test). Interestingly, miR-212 hippocampal and amygdalar expression 

was also increased (> two-fold in the hippocampus and > four fold in the amygdala) in 

acutely stressed animals (Fig. 4.1D, t(17) = 3.583, p = 0.0023 for hippocampus and Fig. 

4.1E, t(15) = 4.881, p = 0.00032 for amygdala; Student’s t-tests). Together, these results 

demonstrate the inducible nature of the miR-132/212 locus after an acute stress paradigm. 

 To test the efficacy of the noted multimodal stress paradigm, a separate cohort 

of stressed and non-stressed animals was subjected to the open field test 20 min after the 

cessation of the stress paradigm (Fig. 4.2A). As expected, compared to control animals, 

mice that were exposed to the stress paradigm displayed behaviors associated with an 

elevated level of stress responsivity (Zimprich et al., 2014); hence, the stress paradigm 
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led to a significant increase in the number of rears (Fig. 4.2B, t(9) = 2.283, p = 0.0483; 

Student’s t-test), an increase in the total distance moved (Fig. 4.2C, t(9) = 2.378, p = 

0.0414; Student’s t-test), and an increase in the mean velocity (Fig. 4.2D, t(9) = 2.376, p = 

0.0415; Student’s t-test). An additional set of mice was sacrificed after termination of the 

stress paradigm, and tissue from these animals was processed for cFos induction—a 

readout of stress-induced neuronal activation (Cullinan et al., 1995; Hoffman et al., 1993; 

Senba et al., 1993) (Fig. 4.2E-4.2F). Similar to recently published results (Maras et al., 

2014), the 5 h acute multimodal stress paradigm increased cFos counts in the 

paraventricular nucleus (PVN), bed nucleus of the stria terminalis (BNST), medial 

septum, and amygdala (Fig. 4.2F, F(4, 36) = 16.5, p < 0.0001; two-way ANOVA). 

Specifically, cFos expression in the PVN, BNST, medial septum, and amygdala was 

significantly higher in stressed mice compared to control mice (Fig.4.2F t(8) = 7.389, p < 

0.001 for PVN; t(8) = 6.105, p = 0.0015 for BNST, t(8) = 4.762, p = 0.0070 for medial 

septum, and t(5) = 8.721, p = 0.0015 for central amygdala; Bonferroni post-hoc tests). 

cFos expression in the dorsal CA1 of stressed mice also showed a trending relative 

increase, though significance was not reached (Fig. 4.2F t(7) = 3.388, p = 0.0580; 

Bonferroni post-hoc test). Collectively, these data indicate that our multimodal stress 

paradigm elicits the expected behavioral and molecular responses. 

Amygdalar miR-132 and miR-212 are upregulated after chronic restraint stress 

 Given our acute stress results, we aimed to determine whether miR-132/212 

induction in the hippocampus and amygdala is specific to acute stress exposure, or if 

chronic stress also leads to its induction. To this end, we exposed WT mice to 2 h of 
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restraint stress (or brief handling for control animals) each day, for a 15 day period, 

before sacrificing the animals on day 16 (Fig. 4.3A). Interestingly, no significant 

difference was observed in hippocampal miR-132 expression between control and 

chronically stressed mice (Fig. 4.3B t(16) = 0.5149, p = 0.6136; Student’s t-test), while 

amygdalar miR-132 was increased ~ three-fold (Fig. 4.3C t(16) = 2.254, p = 0.0386; 

Student’s t-test). The chronic stress paradigms also led to an increase in miR-212 in the 

amygdala, but not in the hippocampus (Fig. 4.3D t(16) = 1.036, p = 0.3156 for the 

hippocampus and Fig. 4.3E t(16) = 3.687, p = 0.0020 for the amygdala; Student’s t-test). 

 A hallmark of chronic stress in mice is a decrease in body weight gain (Krahn et 

al., 1990). To confirm the effectiveness of the chronic stress paradigm, mice were 

weighed every five days. Consistent with previous findings (Jeong et al., 2013; Voorhees 

et al., 2013; Yoon et al., 2014), after 15 days of chronic restraint, body weight gain was 

significantly reduced in stressed mice compared to control mice (Fig. 4.4A F(3, 60) = 

4.416, p = 0.0072; two-way ANOVA). Specifically, body weight was lower in stressed 

mice on day 16 (Fig. 4.4A t(15) = 3.238, p = 0.0220; Bonferroni post-hoc test). Adrenal 

glands, thymus, and spleens were also weighed post-mortem, as a measure of stress 

reactivity (Blanchard et al., 1993; Engler et al., 2005). Again, consistent with previous 

findings (Stankiewicz et al., 2014; Voorhees et al., 2013), after 15 days of restraint, 

stressed mice had increased adrenal mass (Fig. 4.4B, t(15) = 5.661, p < 0.0001; Student’s 

t-test), decreased thymic mass (Fig. 4.4C, t(15) = 3.524, p = 0.0031; Student’s t-test), and a 

trend toward increased spleen weight (Fig. 4.4D, t(14) = 1.835, p = 0.0879; Student’s t-

test). Together, these support the effectiveness of the chronic restraint paradigm. 
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Basal anxiety is affected by the dysregulation of miR-132 in forebrain excitatory neurons 

 Given our finding that stress paradigms trigger the upregulation of miR-132/212 

in brain regions that underlie stress and anxiety responsiveness, we examined whether 

anxiety levels are affected by the dysregulation of miR-132/212. To this end, we 

employed a combination of conditional miR132/212 gain- and loss-of-function mouse 

lines. As detailed in the Methods section and in our recent paper (Aten et al., 2018a), the 

miR-132/212 loss-of-function mouse line (hereafter referred to as the ‘miR-132/212 

cKO’ mouse line; Fig. 4.5A) uses a Cre/lox gene deletion strategy to eliminate the miR-

132/212 locus from excitatory forebrain neurons—including neurons of the hippocampus, 

amygdala, and cortex. For the gain-of-function mouse line (hereafter referred to as the 

‘miR-132 transgenic’ mouse line; Fig. 4.5B), a tetracycline/doxycycline-controlled 

CaMKII-tTA::TRE-miR-132 transgenic line (previously described by our lab (Hansen et 

al., 2010) was crossed with the miR-132/212 cKO mouse line. Transgenic expression of 

miR-132 was targeted to the same excitatory neuronal cell populations in which the miR-

132/212 gene locus was deleted. Importantly, in the absence of doxycycline treatment, 

transgenic miR-132 is expressed at supraphysiological levels (Aten et al., 2018a), and 

thus by applying doxycycline to the drinking water, this ‘Tet-off’ mouse line can be used 

to examine the effects of titered miR-132 expression. Using the elevated plus maze 

paradigm (Fig. 4.6A), we found that the number of open arm transitions (a measure that 

is often used as a read-out of anxiety-like behavior; (Walf and Frye, 2007), was 

significantly affected by the gain- and loss-of miR-132/ 212 expression (Fig. 4.6B; F(2,33) 

= 7.753; p = 0.0021; one-way ANOVA). In specific, both miR-132/212 cKO and miR-

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6823933/#S2
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132 transgenic animals displayed significantly fewer transitions into the open arms of the 

elevated plus maze compared to control animals (Fig. 4.6B; t(19) = 2.793, p = 0.0348 for 

miR-132/212 cKO to WT comparison and t(20) = 2.984, p = 0.0219 for miR-132 

transgenic to WT comparison; Bonferroni post-hoc tests). Moreover, the cumulative 

duration spent in the open arms of the maze was significantly different between 

genotypes (Fig. 4.6C; F(2,33) = 5.202, p = 0.0113; one-way ANOVA). While miR-132 

transgenic animals spent significantly less time in the open arms compared to WT 

animals (Fig. 4.6C; t(21) = 2.704, p = 0.0399; Bonferroni post-hoc test), no significant 

differences were found between WT animals and miR-132/212 cKO animals (Fig. 4.6C; 

t(22) = 1.850, p = 0.2334; Bonferroni post-hoc test). Further, a significant genotypic 

difference in the latency to open arms was also observed (Fig. 4.6D; F(2,33) = 5.630, p = 

0.0082; one-way ANOVA). miR-132 transgenic animals took significantly more time, on 

average, to enter the open arms of the maze compared to WT mice (Fig. 4.6D; t(21) = 

3.636 p = 0.0045; Bonferroni post-hoc test) while the latency for miR-132/212 cKO 

animals to enter open arms did not vary significantly from WT animals (Fig. 4.6D; t(22) = 

1.239 p = 0.6852; Bonferroni post-hoc test). 

 To complement our elevated plus maze data, we also explored the anxiety 

phenotype of miR-132/212 cKO and miR-132 transgenic mice using the noted open field 

assay (Fig. 4.6E). We found significant genotype-dependent differences in the total time 

spent in the center of the field, (Fig. 4.6F; F(2,33) = 4.337, p = 0.0218; one-way ANOVA). 

Specifically, miR-132 transgenic animals spent less time in the center of the field 

compared to WT mice (Fig. 4.6F; t(20) = 2.616 p = 0.0498; Bonferroni post-hoc test), 
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whereas mean time spent in the center by miR-132/212 cKO mice did not significantly 

differ from WT mice (Fig. 4.6F; t(23) = 1.676 p = 0.322; Bonferroni post-hoc test). 

Further, the number of crossings into the center of the open field arena also varied by 

genotype (Fig. 4.6G; F(2,33) = 10.038, p < 0.0001; one-way ANOVA). miR-132 transgenic 

animals crossed into the center of the arena fewer times than WT animals (Fig. 4.6F; t(21) 

= 4.103 p = 0.0015; Bonferroni post-hoc test), while the number of center crosses for 

miR-132/212 cKO mice did not significantly differ from WT animals (Fig. 4.6G; t(24) = 

0.066; Bonferroni post-hoc test). Finally, a main effect of genotype on the overall 

immobility of animals in the open field test was observed (Fig. 4.6H; F(2, 33) = 4.043, p = 

0.0269; one-way ANOVA). The total time spent freezing was significantly higher in 

miR-132 transgenic animals compared to WT animals (Fig. 4.6H; t(20) = 3.016, p = 

0.0198; Bonferroni post-hoc test). The total immobility time was not significantly 

different between WT and miR-132/212 cKO mice (Fig. 4.6H; t(24) = 1.54 p = 0.4110). 

Together, the elevated plus maze and open field assay data indicate that the dysregulation 

of miR-132/212 led to anxiety-like behaviors. 

Doxycycline mitigates the anxiety phenotype in miR-132 transgenic mice 

 To further test the relationship between miR-132 and anxiety-like behaviors, we 

examined whether the anxiety phenotype in miR-132 transgenic animals could be 

suppressed via doxycycline administration. To this end, naïve miR-132 transgenic mice 

and WT mice (mice that were negative for either the driver and/or responder genes) were 

maintained on drinking water containing 0.4 μg/mL doxycycline for three weeks and then 

tested using the elevated plus maze (Fig. 4.7A). Of note, our prior work has shown that 
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treatment with 0.4 μg/mL of doxycycline reduces transgenic miR-132 over-expression to 

physiological levels (Hansen et al., 2013). Remarkably, we found that doxycycline 

mitigated the anxiety phenotype of miR-132 transgenic mice. Thus, no significant 

difference in the number of open arm transitions was observed between WT and miR-132 

transgenic mice (Fig. 4.7B t(30) = 0.3511, p = 0.7280; Student’s t-test). Further, the 

amount of time spent in the open arms and the latency to an open arm of the maze did not 

differ between WT and miR-132 transgenic mice (Fig. 4.7C t(30) = 0.2203, p = 0.8271 and 

Fig. 4.7D t(30) = 0.5122, p = 0.6122; Student’s tests). Similarly, in the open field test, we 

found that the anxiety phenotype was absent in the miR-132 transgenic mice upon 

administration of 0.40 μg/mL of doxycycline (Fig. 4.7E). No significant difference in the 

time spent in the center, the number of crosses, or the total seconds immobile was 

observed between WT and miR-132 transgenic mice (Fig. 4.7F t(33) = 1.131, p = 0.2661 

for center time; Fig. 4.7G t(35) = 1.049, p = 0.30313 for center crosses and Fig. 4.7H t(33) = 

0.3999, p = 0.6918 for immobility time Student’s t-test). Further, an analysis of elevated 

plus maze performance and open field activity between WT mice (Fig. 4.6) and WT mice 

maintained on doxycycline (Fig. 4.7) did not detect significant differences in any of the 

reported measures (data comparison not shown). Altogether, these data support the link 

between miR-132 and the induction of anxiety-like behavior. 

 Here, we note that both male and female WT, miR-132/212 cKO, and miR-132 

transgenic animals were used in the above behavioral experiments. Hence, the results 

presented above (from Figs. Figs.4.6-4.7) include both male and female pooled data sets. 

Given that sex differences in rodent anxiety paradigms have been reported (for review, 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6823933/figure/F4/
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see (Donner and Lowry, 2013; Kokras and Dalla, 2014), the noted data sets were also 

analyzed as separate female and male cohorts (see Fig. 4.8). In both the elevated plus 

maze experiments and in the open field experiments (both no-doxycycline and 

doxycycline conditions), we found no significant interaction between genotype and sex in 

any reported measure (Fig. 4.8A-4.8F; 4.8I-4.8J and 4.8L; p > 0.05; two-way ANOVA). 

However, in the no-doxycycline open field experiment, we did observe a significant 

effect of sex in the total duration spent in the center and in the number of center crosses 

(Fig. 4.8G F(1, 29) = 8.652; p = 0.0064 for center duration and Fig. 4.8H F(1,30) = 8.703; p 

= 0.0061 for center crosses). Additionally, in the doxycycline open field experiment, we 

noted an effect of sex in the number of center crosses (Fig. 4.8K F(1, 33) = 6.163; p = 

0.0183). Further, paralleling our pooled results, in each parameter measured (in both the 

no-doxycycline elevated plus and open field experiments), we did find a significant effect 

of genotype (Fig. 4.8A-4.8C; 4.8G-4.8I; p < 0.05 for each parameter tested; two-way 

ANOVA). This genotypic effect was not observed in animals treated with doxycycline 

(Fig. 4.8D-4.8F; 4.8J-4.8L; p > 0.05 for each parameter tested; two-way ANOVA). 

Altered expression of miR-132 target genes in miR-132/212 cKO and miR-132 transgenic 

mice 

 Given the significant alterations in baseline anxiety in miR-132 transgenic 

mice, and that miRNAs repress the translation of mRNA targets, we examined the 

expression of Sirt1 and Pten—two miR-132/ 212 targets that are expressed within the 

hippocampus and amygdala (Lachyankar et al., 2000; Ramadori et al., 2008; Zakhary et 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6823933/#SD1
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6823933/#SD1
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al., 2010) and that influence synaptic plasticity and anxiety (Gao et al., 2010; Kwon et al., 

2006; Libert et al., 2011; Lugo et al., 2014; Michán et al., 2010). 

 Marked Sirt1 immunohistochemical (IHC) labeling was observed throughout 

the hippocampus and amygdala of WT mice (Fig. 4.9A). Interestingly, quantitative 

densitometric analysis of the IHC labeling revealed a significant effect of genotype on the 

expression of Sirt1 (Fig. 4.9B F(2, 35) = 5.247, p = 0.0043; two-way ANOVA). 

Specifically, Sirt1 expression was significantly higher in the GCL of WT mice compared 

to miR-132 transgenic mice (Fig. 4.9B t(7) = 2.827, p = 0.023; Bonferroni post-hoc test), 

and in the GCL of miR-132/212 cKO mice compared to miR-132 transgenic mice (Fig. 

4.9B t(8) = 3.785, p = 0.0017; Bonferroni post-hoc test). Additionally, expression of Sirt1 

in the amygdala of miR-132/212 cKO mice was significantly higher relative to 

expression in miR-132 transgenic mice (Fig. 4.9B t(8) = 3.325, p = 0.0062; Bonferroni 

post-hoc test). Sirt1 expression within the CA1 and lateral amygdala showed a trending 

increase in miR-132/212 cKO mice relative to miR-132 transgenic mice, though 

significance was not reached after Bonferroni correction (Fig. 4.9B t(8) = 2.465, p = 

0.0563 for hippocampus and Fig. 4.9B t(8) = 2.401, p = 0.0654 for lateral amygdala). 

Notably, we also show that Sirt1 levels were increased in miR-132/212 cKO mice 

compared to WT mice, and that miR-132 transgenic mice on doxycycline showed 

increased Sirt1 expression relative to those not on dox (Fig. 4.11A-4.11B). 

 Turning to Pten (Fig. 4.10), we found a significant effect of genotype on the 

expression of Pten within the forebrain (Fig. 4.10B F(2, 40) = 11.66, p = 0.0001; two-way 

ANOVA). In particular, Pten expression within the CA1 was significantly lower in miR-
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132 transgenic mice relative to miR-132/212 cKO mice (Fig. 4.10B t(8) = 3.318, p = 

0.0058; Bonferroni post-hoc test). Further, in the CA3 and GCL subregions of the 

hippocampus, a trend was observed, wherein Pten expression was higher in miR-132/212 

cKO animals relative to miR-132 transgenic animals, though significance was not 

reached (Fig. 4.10B t(8) = 2.448, p = 0.0566 for GCL and t(8) = 2.37, p = 0.0681 for CA3; 

Bonferroni post-hoc tests). Additionally, a trending increase in PTEN expression was 

also noted in the GCL of miR-132/212 cKO animals relative to WT animals, though the 

data did not pass Bonferroni correction (Fig. 4.10B t(9) = 2.23, p = 0.0944). Further, we 

also show that Pten levels were increased in miR-132/212 cKO animals, and that miR-

132 transgenic mice on dox showed increased Pten expression relative to those not on 

dox (Fig. 4.11C-4.11D). 

Discussion 

 The over-arching goal of this project was to elucidate the role of the miR-

132/212 locus in the regulation of stress responsiveness and anxiety. Here, we 

demonstrate that both miR-132 and miR-212 are induced in two stress-responsive 

regions—the hippocampus and amygdala—after an acute stress paradigm and in the 

amygdala after a chronic stress paradigm. Further, we show that dysregulation of 

forebrain miR-132/212 expression alters baseline anxiety levels. Taken together, these 

data suggest that the miR-132/212 locus modulates stress- and anxiety-like behavior. 

Induction of the miR-132/212 locus after acute and chronic stress 

 With respect to the multimodal stress results, to our knowledge, this is the first 

study to show induction of miR-132 after an acute stress paradigm. The rather rapid (less 
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than 6 h after stress onset) induction of miR-132 is not surprising given its highly 

inducible nature and classification as an early response miRNA (Lagos et al., 2010). 

Along these lines, WIbrane et al noted an upregulation of both mature miR-132 and miR-

212 just 2 h after the onset of LTP within the dentate gyrus of rats (Wibrand et al., 2010). 

Similarly, increased miR-212 expression has yet to be reported after an acute stressor, 

though its induction is not unexpected given that it is expressed from the same primary 

transcript as miR-132 (Vo et al., 2005). 

 Interestingly, our findings that the miR-132/212 locus is induced in the 

hippocampus and amygdala following acute stress and only in the amygdala following 

chronic stress—mirror the biphasic effects that are observed in many stress-related 

disorders. Indeed, acute stress often enhances synaptic transmission in forebrain regions, 

leading to increases in dendritic spine density within the hippocampus (Komatsuzaki et 

al., 2012; Shors et al., 2001), while repeated or chronic stress often reduces transmission 

and promotes dendritic retraction in the hippocampus (Magariños et al., 1996; Vyas et al., 

2002; Watanabe et al., 1992), but not in the amygdala (Musazzi et al., 2015; Rosenkranz 

et al., 2010). 

 In line with the idea that acute stress facilitates synaptic transmission, the 

transgenic upregulation of miR-132 in hippocampal neurons increases dendritic spine 

density (Hansen et al., 2010) and enhances dendritic morphogenesis (Wayman et al., 

2008). Given our observed induction of miR-132/212 within the hippocampus after acute 

stress, but not after chronic stress, it would be interesting to examine whether increases in 

dendritic spine density after acute stress are miR-132/212 dependent, and whether 
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decreases in spine density after chronic stress are miR-132/212 independent. Consistent 

with the latter idea, Yi et al reported a marked downregulation in miR-132 expression 

within the hippocampus following a chronic unpredictable stress paradigm (Yi et al., 

2014), coinciding with the atrophy of dendrites and loss of synapses that is often 

observed during chronic stress paradigms as part of the biphasic action of stress (Musazzi 

et al., 2015). 

 Turning to the amygdala, both acute and chronic stress lead to increases in 

basolateral amygdalar neuron dendritic length/arborization (Cui et al., 2008; Hill et al., 

2011; Kim et al., 2014; Mitra et al., 2005; Vyas et al., 2002). These neurons are also more 

hyperactive (Correll et al., 2005; Padival et al., 2013; Rosenkranz et al., 2010; Zhang and 

Rosenkranz, 2012) and have a greater number of NMDA receptors compared to non-

stressed, control animals (Lei and Tejani-Butt, 2010). Consistent with this, imaging 

studies have shown that the amygdala and insula are hyperactive in patients with social 

anxiety and specific phobia disorder (Etkin, 2012; Etkin and Wager, 2007), and in 

patients who are ‘anxiety-prone’(Stein et al., 2007). Given that bouts of both brief and 

prolonged stress increase the dendritic complexity of amygdalar neurons, and that we 

found miR-132/212 to be induced after both acute and chronic stress paradigms, one may 

postulate that miR-132 and miR-212 could be contributing to the observed increased 

physiological drive of amygdalar neurons after both transient and long-lasting stress. 

Hence, future studies aimed at examining if and how the miR-132/212 locus is involved 

in the molecular network that leads to changes in dendritic morphology and synaptic 

activity within the amygdala after stress, are highly merited. 
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Bidirectional miR-132 dysregulation increases anxiety-related behaviors 

 Our data showing an upregulation of the miR-132/212 locus after stress 

prompted us to turn to the question of whether this locus contributes to anxiety-like 

behavior. Interestingly, we found that miR-132 transgenic mice displayed a heightened 

anxiety phenotype in both the elevated plus maze and open field paradigms. To our 

surprise, miR-132/212 cKO mice also exhibited anxiety behaviors, albeit to a lesser 

degree than the miR-132 transgenic animals. Of note, this phenotype in the miR-132/212 

cKO animals is in line with a prior study, which showed that miR-132/212 germline 

knockout mice spent slightly more time freezing in the open field test and less time in the 

open arms of the elevated plus maze, though significance was not reached (Hernandez-

Rapp et al., 2015). On the surface, the observation that both miR-132/ 212 gain- and loss-

of-function facilitate anxiety-like behaviors could be viewed as counter-intuitive. 

However, it should be noted that prior work from our lab has revealed that both miR-132 

over-expressing mice and miR-132/212 cKO mice display cognitive deficits in several 

learning and memory paradigms (Hansen et al., 2016, 2013, 2010). Thus, in many 

respects, the anxiety phenotype that we observed after both knocking out and over-

expressing miR-132, parallels the noted cognitive effects. Hence, these results suggest 

that tight regulation of miR-132 (and perhaps miR-212) is also necessary for maintenance 

of ‘normal’ basal anxiety levels. Consistent with this hypothesis, by titering transgenic 

miR-132 expression to physiological levels, we found that the anxiety phenotype was 

abolished in miR-132 transgenic animals. Further, given that the miR-132/212 locus is 

tightly regulated by the CREB/CRE transcriptional pathway (Vo et al., 2005), it is 
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interesting to note that there also appears to be an optimal range of CREB activity that is 

required for the maintenance of ‘normal’ anxiety, as both knockdown and over-

expression of CREB has been show to increase anxiogenic behaviors (Valverde et al., 

2004; Vogt et al., 2014; Wallace et al., 2004). 

 The idea that there exists an optimal range of miR-132 (and perhaps miR-212) 

expression, below or above which anxiety-related behaviors are increased, is in line with 

several studies related to the role of forebrain excitatory/inhibitory (E/I) balance. 

Intriguingly, many groups have posited that anxiety disorders emerge and/or are 

potentiated by the dysregulation of E/I balance within the molecular network that 

comprises the limbic system (Ferraguti, 2018; Nuss, 2015; Tovote et al., 2015). In 

support of this idea, synaptic transmission is reduced in the hippocampus and cortex of 

miR-132/212 knockout animals (Luikart et al., 2011; Remenyi et al., 2013), while 

mEPSC amplitude and frequency are increased and synaptic depression is decreased after 

miR-132 over-expression (Edbauer et al., 2010; Lambert et al., 2010). Whether miR-

132/212 regulates E/I balance in limbic brain regions remains an intriguing avenue for 

future study. 

 Here it should be noted that in the CNS, miR-132 is expressed at a much higher 

level than miR-212 (Remenyi et al., 2016); our unpublished data). This observation 

combined with the fact that miR-132 and miR-212 share a common seed sequences (and 

thus, are predicted to have a good degree of functional redundancy), led us to focus our 

transgenic over-expression approach solely on miR-132. The combination of findings 

showing that 1) transgenic miR-132 elicits anxiety-like behavior, and 2) that this 
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phenotype is reversed with doxycycline treatment provides solid support for the idea that 

elevated levels of miR-132 (and possibly miR-212) couple stress to the manifestation of 

anxiety-like behavior. Here, one caveat regarding the transgenic miR-132 mouse line 

should be noted: tonically high levels of transgenic miR-132 are expressed via the 

CaMKII-tTA driver through late stage development and into maturity. As such, there 

may be long-term compensatory processes that could contribute to the anxiety-like 

phenotype. Approaches in which transient induction of transgenic miR-132 expression is 

initiated (via withdrawal of doxycycline from the drinking water after maturation) would 

be needed to obviate these issues. Similarly, deletion of the miR-132 locus (via the same 

CaMKII promotor construct), could also result in compensatory processes; additional 

experiments that employ inducible gene deletion approaches in mature animals (e.g., via 

the use of a tamoxifen-inducible CRE) would provide an excellent, further, test of the 

data reported here. 

Altered expression of miR-132/212 target genes 

 The anxiety-like phenotype of miR-132 transgenic and miR-132/ 212 cKO mice 

reported here likely results from alterations in the expression patterns of both direct and 

indirect targets of miR-132/212. Notably, prior gene profiling methods have found that 

the deletion or over-expression of miR-132/212 leads to changes in the expression of 

hundreds of genes (Hansen et al., 2016; Mazziotti et al., 2017). Given the complexity of 

the miR-132/212-gated transcriptome, we chose to examine the expression levels of two 

miR-132/212 targets that have been shown to affect anxiety-like behavior: Sirt1 and Pten. 

Sirt1 is a NAD-deacetylase that has been characterized as a direct target of miR-132 
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(Gong et al., 2016; Miyazaki et al., 2014; Strum et al., 2009; Zhang et al., 2014). Though 

not yet validated, Sirt1 and miR-212 also show strong hybridization capacity 

(microRNA.org). Of relevance to this study, Sirt1 has been shown to mediate anxiety 

behavior and exploratory drive (Libert et al., 2011). Indeed, knocking down or over-

expressing Sirt1 leads to anxiogenic behaviors (Kim et al., 2016; Libert et al., 2011). 

Though miR-132-mediated actuation of anxiety-like behavior likely involves multiple 

gene targets, it is interesting to note that Sirt1 expression was reduced in the 

hippocampus and amygdala of miR-132 transgenic mice. Further, consistent with data 

obtained from our chronic stress qPCR results (Fig. 4.3B-4.3C), Sirt1 protein was 

decreased in the amygdala of chronically stressed WT mice, whereas it remained 

unchanged within the hippocampus. Taken together, these data raise the prospect that 

miR-132 regulation of Sirt1 may play a role in stress-induced anxiety. 

 We next examined the expression of Pten, a key regulator of the 

PI3K/AKT/mTOR signaling pathway. With respect to its post-transcriptional regulation, 

Pten has been validated as a target of miR-132 by multiple groups (Hanin et al., 2018; 

Wong et al., 2013; Zhang et al., 2019). Additionally, miR-212 and Pten also show a 

robust predicted hybridization capacity (microRNA.org). Our interest in Pten was 

heightened by data showing that Pten conditional knockout mice display social deficits 

and anxiety-like behavior (Kwon et al., 2006; Zhou et al., 2009) and that knockdown of 

Pten also decreases amygdalar spine density and increases mEPSC frequency and 

amplitude (Haws et al., 2014), suggestive of a role for its regulation of synaptic activity 

in limbic regions. Intriguingly, our immunohistochemical data revealed a decrease in 
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Pten in the CA1 of miR-132 transgenic animals. Given these results, a deeper 

understanding of the cellular signaling events that regulate Pten expression at baseline 

and after stress, may be of merit. 

 Finally, we should reiterate that while altered expression of either Sirt1 or Pten 

could significantly affect molecular/cellular signaling pathways that modulate anxiety 

states, we are not attributing the anxiety phenotype of the miR-132/212 cKO or miR-132 

transgenic mice to the singular dysregulation of either target gene. However, in line with 

the idea of miRNA-target signaling regulation, the results that we present here suggest 

that dysregulation of the miR-132/212 locus leads to profound changes in gene 

expression that underlie stress and anxiety behavior. 

Conclusions 

 Our data reveal a novel role for the miR-132/212 locus in the regulation of 

stress response and anxiety. Given that dysregulation of this locus is associated with a 

number of neurological diseases (see(Wanet et al., 2012)  for review), these findings raise 

compelling questions about the molecular underpinnings of miR-132/212 signaling and 

the importance of this locus in the etiology and regulation of other psychiatric and mood 

related disorders. Indeed, new genome editing technologies, novel small-molecule 

delivery techniques, and recent advances in exosomal non-coding RNA, may be utilized 

to characterize miRNAs as both biomarkers and/or therapeutic targets for several 

psychiatric conditions. To this end, additional work investigating the miR-132/212 locus 

and its molecular interactions in other psychopathologies is highly merited. 
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Figure 4.1 miR-132 and miR-212 are upregulated in the hippocampus and amygdala after acute 

multimodal stress 

(A) Acute multimodal stress experimental design: WT animals were subjected to 5 h of acute multimodal 

stress, wherein mice were placed in restraint tubes which rocked on a laboratory shaker for 5 h. Loud 

music was also played in the room. After the paradigm, animals were then used for tissue isolation, open 

field testing, or immunohistochemistry. (B) RT-qPCR for miR-132 was performed on RNA samples 

isolated from the hippocampus (B) and amygdala (C) of control and acutely stressed mice. Similarly, 

hippocampal miR-212 (D) and amygdalar miR-212 (E) expression was probed via RT-qPCR. miR-132 

and miR-212 expression in control animals was set equal to a value of one, and miR-132 and miR-212 

expression in stressed mice was normalized to this value. Significance was examined with Student’s t-test 

for each brain region, and data are presented as the mean ± SEM. *: p < 0.05; **: p < 0.01; ***: p < 0.001. 

N = 9–10 mice per group. 
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Figure 4.2 Effects of acute multimodal stress paradigm   

(A) Representative open field test locomotor traces and heat maps from control mice and mice subjected 

to the acute stress paradigm. Compared to non-stressed control animals, in the open field test, stressed 

mice exhibited an increase in the average number of rears (B), the average distance traveled (C), and the 

average velocity (D). Data were analyzed by Student’s t-tests and are presented as the mean + SEM. * p < 

0.05; n = 5-6 mice per group. (E) cFOS immunohistochemical labeling in the paraventricular nucleus 

(PVN), bed nucleus of the stria terminalis (BNST), medial septum (MS), lateral amygdala, and dorsal 

CA1 of the hippocampus of control and stressed animals. (F) The total number of cFOS positive cells was 

increased in stressed mice compared to control mice. Scale bar = 100 μm for 10X images (PVN and CA1) 

and 50 μm for 6X images (BNST, medial septum, and central amygdala). Data were analyzed by two-way 

ANOVA and are presented as the mean + SEM. **: p < 0.01; ***: p < 0.001; ****: p < 0.0001; n.s.: not 

significant (p > 0.05). N = 3-5 mice per group. Abbreviations: 3V-Third ventricle; LV-lateral ventricle; 

cc-corpus callosum; LS-lateral septum; MS-medial septum; ac-anterior commissure; CeA-central 

amygdala; LA-lateral amygdala; BLA-basolateral amygdala; sr-stratum radiatum; so-stratum oriens. 
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Figure 4.3 miR-132 and miR-212 are upregulated in the hippocampus and amygdala after chronic 

stress 

(A) Chronic restraint stress experimental design: WT animals were subjected to 2 h of restraint each day, 

throughout the 15 day paradigm. On day 16, RNA was isolated from both chronically stressed and control 

mice and hippocampal (B) and amygdalar (C) miR-132 expression was examined using RT-qPCR. 

Similarly, hippocampal (D) and amygdalar miR-212 (E) expression was probed via RT-qPCR. miR-132 

and miR-212 expression in control animals was set equal to a value of one, and miR-132 and miR-212 

expression in stressed mice was normalized to this value. Significance was examined with Student’s t-test 

for each brain region, and data are presented as the mean ± SEM. *: p < 0.05; **: p < 0.01; n.s: not 

significant (p > 0.05). N = 9–10 mice per group. 

 

 



169 

 

 

 

 

 

 

 

 

 

Figure 4.4 Effects of chronic restraint stress on body and organ weights 

(A) Graphical representation of mean body weight in control and chronically stressed WT mice. Data 

were collected at 5 day intervals throughout the 15 day stress paradigm. Animals were weighed one final 

time on day 16—24 hours after the last restraint session. (B) Adrenal gland weight per one gram of body 

weight in control and stressed mice. Both right and left adrenal glands were weighed. (C) Thymus weight 

per one gram of body weight in control and stressed mice. (D) Spleen weight (both right and left) per one 

gram of body weight in control and stressed mice. Data were analyzed by Student’s t-tests and are 

presented as the mean + SEM. **: p < 0.01; ****: p < 0.0001; n.s.: not significant (p > 0.05). N = 8-9 

mice per group. 
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Figure 4.5 miR-132/212 conditional knockout and miR-132 transgenic mouse models 

(A) Schematic depiction of the miR-132/212 conditional knockout mouse models (CaMKII-CremiR-

132/212
f/f

 (denoted as ‘miR-132/212 cKO’ in red lettering)). A Cre/lox strategy was used to delete the 

miR-132/212 locus from excitatory forebrain neurons in these animals. (B) Representation of the breeding 

strategy used to generate the CaMKII-tTA::miR-132:CamKII-Cre::miR-132/212
f/f

 (‘miR-132 

Transgenic’) mice, as depicted in green lettering. The miR-132/212
f/f

 conditional knockout (cKO) line was 

crossed to a tetracycline-inducible transgenic miR-132 mouse line (denoted as ‘miR-132 Over-expression’ 

in black lettering). This tetracycline inducible (‘Tet-off’) transgenic mouse line was created by crossing a 

CaMKII-tTA driver mouse with a mouse expressing miR-132 under the control of the TRE promoter. 

Hence, crossing the miR-132/212 cKO line to the CaMKII-tTA::miR-132-CFP transgenic line, generated 

a quadruple transgenic mouse line: CaMKII-tTA::miR-132:CaMKII-CRE::miR-132/212
f/f

 (‘miR-132 

Transgenic’). This animal allowed for selective deletion of endogenous miR-132 and the transgenic 

expression of miR-132 within the same population of excitatory neurons of the forebrain. The schematic 

was adapted from Aten et al. (2018a). 
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Figure 4.6 Profiling anxiety phenotype in miR-132/212 cKO and miR-132 transgenic animals with 

elevated plus maze and open field assay 

(A) Representative elevated plus maze locomotor traces and heat maps from WT (blue), miR-132/212 

cKO (red), and miR-132 transgenic animals (green). (B) miR-132/212 cKO and miR-132 transgenic 

animals exhibited significantly fewer open arm transitions in the elevated plus maze compared to WT 

mice. Mean time spent in open arms (C) and mean latency to open arms (D) were significantly different 

between WT and miR-132 transgenic animals. (E) Representative open field test locomotor traces and 

heat maps from WT, miR-132/212 cKO, and miR-132 transgenic animals. (F) Total duration in the center 

of the open field was significantly different between miR-132 transgenic and WT mice. (G) Number of 

crosses into the center was significantly reduced in miR-132 transgenic mice compared to WT mice. (H) 

Total immobility was significantly different between WT and miR-132 transgenic mice. Data were 

analyzed by one-way ANOVA with Bonferroni post-hoc tests. Data are presented as the mean ± SEM. *: 

p < 0.05; **: p < 0.01; n.s.: not significant (p > 0.05). N = 9–13 mice per group. 
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Figure 4.7 Profiling anxiety phenotype in miR-132 transgenic animals treated with doxycycline 

(A) Representative elevated plus maze locomotor traces and heat maps from WT (blue) and miR-132 

transgenic animals (green). Note that both WT and miR-132 transgenic animals were given a 0.4 μg 

doxycycline dose in their drinking water for three weeks prior to testing (and throughout the testing 

period). No differences in open arm transitions (B), open arm cumulative duration (C), or latency to open 

arm (D) were observed between WT and miR-132 transgenic animals in the elevated plus maze. (E) 

Representative open field locomotor traces and heat maps from WT and miR-132 transgenic animals. No 

significant differences in duration in the center of the arena (F), center crossings (G), or time spent 

immobile (H) were observed between WT and miR-132 transgenic animals in the open field test. Data 

were analyzed by Student’s t-tests and are presented as the mean ± SEM. n.s.: not significant (p > 0.05). N 

= 15–20 mice per group. 
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Figure 4.8 Sex-parsed graphical representations of elevated plus maze and open field assay data in 

WT, miR-132/212 cKO, and miR-132 transgenic animals 

 

Data displaying sex-delineated graphs of WT (blue), miR-132/212 cKO (red), and miR-132 transgenic 

animals (green) in the open field assay. Note that these data sets are reflective of the pooled data sets 

(combined male and female) presented in figures 3 and 4. Male and female gender symbols are located 

under each bar graph. In the elevated plus maze no-doxycycline experiment (top row), no significant 

effect of gender was found in the number of open arm transitions (A), total open arm duration (B), or 

latency to open arm (C). Similarly, in the doxycycline elevated plus experiment (second row from the 

top), no significant gender effect was observed in the number of open arm transitions (D), total open arm 

duration (E), or latency to open arm (F). In the no-doxycyline open field experiment (second row from the 

bottom), a significant effect of gender was observed in the total duration in the center of the field (G), and 

the number of center crosses (H). No effect on gender was observed on total immobility time (I). In the 

doxycyline open field experiment (bottom row), no significant gender effect was found in the center 

duration time (J). However, a significant effect of gender was noted in the number of center crosses (K). 

Finally, no effect of gender was observed in total immobility time (L). Note that the ANOVA genotype-

gender interaction statistical significance parameters are not displayed on the graphs, as there were no 

significant interactions in any reported measure. Statistical significance parameters are only noted for the 

gender effects.  Data were analyzed by two-way ANOVA and are presented as the mean + SEM. *: p < 

0.05; **: p< 0.01. N = 5-11 mice per group. 
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Figure 4.9 Profiling Sirt1 expression in miR-132/212 cKO and miR-132 transgenic mice 

(A) Representative immunohistochemical labeling for Sirt1 in the hippocampus and amygdala of WT 

(blue), miR-132/212 cKO (red), and miR-132 transgenic mice (green). The boxed regions in the 

lowmagnification images approximate the locations of the regions that are depicted in the high-

magnification panels (to the right for the hippocampus, and inset for the amygdala). (B) Quantification of 

Sirt1 immunolabeling in three hippocampal regions (the CA1, CA3, and GCL) and in the lateral 

amygdala. Note the increased expression of Sirt1 in the miR-132/212 cKO animals. Scale bar = 50 μm for 

the low magnification images (i.e., whole hippocampus and amygdala) and 30 μm for high magnification 

images (i.e., CA1 cell layer and GCL-lower blade). Data were analyzed by two-way ANOVA with 

Bonferroni post-hoc correction and are presented as the mean ± SEM. *: p < 0.05; **: p < 0.01; n.s.: not 

significant (p > 0.05). N = 3–5 mice per genotype. 
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Figure 4.10 Profiling PTEN expression in miR-132/212 cKO and miR-132 transgenic mice 

(A) Representative immunohistochemical labeling for PTEN in the hippocampus and amygdala of WT 

(blue), miR-132/212 cKO (red), and miR-132 transgenic animals (green). The boxed regions in the low-

magnification images approximate the locations of the regions that are depicted in the high-magnification 

panels (to the right for the hippocampus, and inset for the amygdala). (B) Quantification of PTEN 

immunolabeling in the hippocampus and amygdala. Note the increased expression of PTEN within the 

miR-132/212 cKO mice. Scale bar = 50 μm for the low magnification images (i.e., whole hippocampus 

and amygdala) and 30 μm for the high magnification images (i.e., CA1 cell layer and GCL-lower blade). 

Data were analyzed by two-way ANOVA with Bonferroni post-hoc correction and are presented as the 

mean ± SEM. **: p < 0.01; n.s.: not significant (p > 0.05); N = 3–6 mice per genotype. 
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Figure 4.11 Expression of Sirt1 and Pten within the forebrain of WT, miR-132/212 cKO, and miR-

132 transgenic animals 

Representative 10X immunofluorescent images of Sirt1 in the hippocampus (A) and amygdala (B). 

Representative 10X immunofluorescent images of Pten in the hippocampus (C) and amygdala (D). 

Immunolabeling in miR-132 transgenic animals maintained on doxycycline is also shown (bottom row). 

Note the increased and decreased target gene expression in miR-132/212 cKO and miR-132 transgenic 

animals, respectively, relative to WT mice. Also note the decreased expression of CFP in the miR-132 

transgenic animals maintained on doxycycline, in addition to the subtle increase in Sirt1 and Pten 

expression in miR-132 transgenic animals on doxycycline relative to miR-132 transgenic animals not 

maintained on doxycycline. CFP is a marker for the miR-132 transgenic mouse line, and as such, 

immunofluorescence was not observed in WT and miR-132/212 cKO animals. Scale bar = 300 μm for 

both hippocampal and amygdalar images. Abbreviations: CA1-cornu ammonis 1 hippocampal subfield; 

GCL-granule cell layer; LA-lateral amygdala; BLA-basolateral amygdala; CeA-central amygdala. 
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CHAPTER 5 

Profiling circadian clock timing after unpredictable chronic mild stress 

Introduction 

 Nearly every aspect of mammalian physiology and behavior is shaped by a ~24 

hour (circadian) rhythm. Importantly, this biological timekeeping process—formed by a 

transcription/translation feedback loop—is intrinsic and self-sustaining, functioning to 

adjust the body to geophysical time, even in the absence of external timing cues (as 

reviewed in (Buhr and Takahashi, 2013; Ko and Takahashi, 2006)).  

 For years it was believed that circadian timekeeping capacity was restricted to 

the SCN—a bilateral structure located within the hypothalamus that serves to 

synchronize oscillators in the brain (and in peripheral organs) to the daily light/dark 

cycle. However, recent work has revealed that the SCN also functions in coordination 

with oscillators located in forebrain regions, which coincides with the fact that circadian 

clock gene expression and circadian oscillatory capacity exists in several regions 

throughout the brain—including areas of the hippocampus, cortex, and amygdala (Abe et 

al., 2004; Al-Safadi et al., 2014; Chun et al., 2015; Kristin L Eckel-Mahan et al., 2008; 

Harbour et al., 2013; Jilg et al., 2010; Lamont et al., 2005)—regions that underlie both 

cognition, mood, and stress response (Drevets et al., 2008; Lucassen et al., 2014; Petersen 

and Sporns, 2015). Further, circadian gating of cellular excitability/output from several 

other brain regions (including the habenula, raphe nuclei, and locus coeruleus) has also 

been reported (Albrecht and Stork, 2017; Aston-Jones et al., 2001; Baño-Otálora and 
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Piggins, 2017; González and Aston-Jones, 2006; Smarr et al., 2014a)—providing further 

support that the circadian timing system modulates synaptic plasticity, cognitive 

efficiency, and the release of hormones that may mediate affective behavior(s).   

 These observations, coupled with the fact that dysregulation of circadian timing 

is highly prevalent in individuals with neuropsychiatric disorders such as Major 

Depressive Disorder (Germain and Kupfer, 2008b; Turek, 2007), merit a deeper 

understanding of the relationship between clock timing and depression. Along these lines, 

a large body of work has suggested that stress, anxiety, and sleep disruption contribute to 

mood disorders via dysregulation of the circadian cycle (reviewed in (Edgar and 

McClung, 2013; Germain and Kupfer, 2008a; Kronfeld-Schor and Einat, 2012; McClung, 

2007)). However, there is conflicting work regarding the role of SCN disruption in the 

development of depression-like behavior, with some studies reporting that master clock 

dysfunction protects against stress-induced depressive-like behavior and others showing 

that SCN clock dysregulation actually elicits depressive-like behaviors (Landgraf et al., 

2016b; Tataroğlu et al., 2004). 

 Furthermore, it remains to be determined whether chronic stress (and associated 

depressive-like behavior) leads to circadian dysfunction within the master clock (the 

SCN) or within ancillary clocks located within limbic regions of the forebrain. 

Additionally, although circadian disruption has been shown to affect mood, the precise 

role that forebrain clocks play in eliciting depressive-like behaviors remains unknown. 

Indeed, to date, there is yet to be a definitive understanding of the cellular- and systems-

level relationship between clock dysregulation and mood disorders. Along these lines, it 
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is unclear whether circadian clock dysregulation arises in the SCN, in ‘mood circuits’ that 

underlie depression, or in both the SCN and in mood circuits. Hence, the goal of this 

work was to gain a deeper understanding of circadian circuits after chronic stress. Using 

an innovative Per1-Venus circadian clock reporter mouse combined with 

immunofluorescent labeling, organotypic slice culture, and a multitude of behavioral 

paradigms, we were able to resolve clock timing in individual cells in order to 

characterize rhythms after chronic stress. We found that a six-week Unpredictable 

Chronic Mild Stress (UCMS) paradigm leads to a damping of Venus expression within 

the hippocampus and other limbic regions, while Venus expression within the SCN 

remained relatively unchanged. This observation was complemented by the fact that 

working and intermediate term time-of-day dependent memory was abrogated in UCMS-

exposed animals, while circadian wheel running activity remained largely intact. Overall, 

the results from this study provide new insights into the relationship between circadian 

clock gene expression and depressive-like behavior-- potentially opening the door for the 

development of chronotherapeutic approaches that may be used to treat neuropsychiatric 

disorders. 

Materials and Methods 

 

Per1-Venus transgenic clock reporter mice 

 All animals used in this study were male and female WT (C57Bl/6) animals 

bred in-house, or Per1-Venus transgenic clock reporter mice (also bred in-house) which 

allow for the visualization of the core clock gene, Period1, transcription (Cheng et al., 

2009a). Note that for all immunofluorescent-based experiments, only Per1-Venus mice 
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were used so that clock gene expression could be visualized. Animals were fed ad libitum 

and were maintained on a standard 12:12 LD cycle unless otherwise noted. All 

procedures were approved by the Institutional Animal Care and Use Committee of Ohio 

State University. 

Unpredictable Chronic Mild Stress (UCMS) paradigm 

 Key to the experiments detailed below is the implementation of the 

unpredictable chronic mild stress (UCMS) paradigm that has been used extensively in 

rodents to model pathophysiological processes (i.e. anhedonia, altered grooming, learned 

helplessness) that are believed to underlie depression (Banasr et al., 2007; Farooq et al., 

2012; Frisbee et al., 2015; Mineur et al., 2006; Nollet et al., 2012; S. Zhu et al., 2014). 

Our UCMS protocol models approaches previously outlined (Li et al., 2011; Logan et al., 

2015; Monteiro et al., 2015; Willner, 1997). To this end, animals were exposed to two 

unpredictable stressors per for a six week period. Stressors were applied at random times 

throughout the circadian cycle to avoid confounds related to habituation. Following the 

UCMS paradigm, depression and anxiety-like behaviors were measured using the open 

field test, elevated plus maze, tail suspension test, forced swim test, and sucrose splash 

test (Castagné et al., 2011; Darcet et al., 2014; Isingrini et al., 2010a; Lister, 1987; 

Seibenhener and Wooten, 2015; Yankelevitch-Yahav et al., 2015). Body weight and coat 

state was also monitored weekly. 

Open field test 

 The open field test was adapted from our previous study (Aten et al., 2019). In 

brief, mice were placed in the corner of the open field arena, and they were permitted to 
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explore the arena for a period of 5 minutes. During this time Noldus Ethovision software 

was used to score the total time spent in the center of the arena in addition to the total 

number of center crosses. 

Elevated plus maze 

 The elevated plus maze protocol was adapted for our previous study (Aten et 

al., 2019). In brief, mice were placed in the center of an elevated maze that consisted of 2 

open and 2 closed arms. Each mouse was then given a period of 5 minutes to explore the 

maze. Noldus Ethovision software was used to record the latency to enter the open arm of 

the arena and the total time spent in the open arms. 

Tail suspension test 

 The tail suspension test was adapted as described in a comprehensive review 

(Cryan et al., 2005). In brief, mice were hung upside down (by their tails) for a period of 

6 minutes, during which time the latency to immobility and the total time spent immobile, 

were recorded by an experimenter. Note that immobility was defined as no obvious 

movement (i.e. freezing behavior) for a period of two seconds. 

Forced swim test 

 In addition to the tail suspension test, depressive-like behaviors were also 

assessed with the forced swim test, using an adapted protocol recently described (Shepard 

et al., 2016). A large glass beaker was filled with water (24–25 °C), and each animal was 

placed in the water for 6 minutes. Latency to immobility (i.e. freezing) and total time 

spent immobile were recorded by an experimenter. After each trial, mice were dried with 

a paper towel and were placed back in their home cages which rested on a heating pad.  
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Sucrose splash test 

 The sucrose splash test was used as an index of self-care and motivational 

behavior and has been pharmacologically validated and demonstrates that UCMS 

decreases grooming behavior (Ducottet et al., 2004; Santarelli et al., 2003; Surget et al., 

2008). This paradigm was adapted from Isingrini et al wherein the dorsal coat of each 

mouse was squirt with three ‘sprays’ of a viscous, 10% sucrose solution (while in the 

home cage) (Isingrini et al., 2010b). This solution dirties the fur and causes most mice to 

begin grooming behavior. After the squirts, the latency to groom and total number of 

grooming episodes were recorded for a 5 minute period. Grooming was defined as a 

mouse that was licking his/her dorsal coat in an attempt to clean off the sucrose solution. 

Coat/fur state scoring and monitoring of body weight 

 Coat/fur states were recorded on a weekly basis, as were animal body weights 

(Isingrini et al., 2010b). These parameters were recorded until the end of the UCMS 

protocol. The coat state evaluation consisted of the scoring of fur in eight different body 

regions: the head, neck, tail, dorsal coat, ventral coat, forelimbs, hindlimbs, and genital 

area. For each body area, a score of 1 to 4 was attributed (1 being very clean and 4 

signifying bald patches and an extremely dirty/scruffy coat). The total score was then 

added and the average score (from each body region) was then taken. 

 Note that any animal that displayed a sharp reduction in total body weight 

(more than 15%) was removed from the UCMS experiment. 

T-maze 



189 

 

 For the T-maze assay (testing working memory capacity) animals were placed 

in the ‘start arm’ of the maze for ~60 seconds. Note that a wooden barrier was placed in 

the center of the alternate arms. After 60 seconds, the mice were then allowed to freely 

explore the maze for a period of 7 minutes, and the number of correct alternations were 

scored by an experimenter (blind to conditions). Note that a correct alternation was 

defined as the mouse entering one arm, going back to the ‘start arm’ and then entering the 

opposite arm. 

Novel object location 

 The NOL paradigm was adapted from our recent study (Snider et al., 2016b). 

Animals were dark-adapted for one day and habituation trials occurred on the following 

two days. On the third day, object exploration and novel location testing occurred during 

the circadian day (CT4) or circadian night (CT15). Mice explored the two objects for 5 

minutes and were returned to their home cages. Next, during the 5 minute testing period, 

mice explored the same objects; however, one object was moved to a novel location. The 

number of seconds spent exploring each object was scored, and the discrimination index 

was calculated. 

Contextual fear conditioning 

 The CFC paradigm was adapted from our recent study (Aten et al., 2018a). In 

brief, mice underwent two days of dark adaption and were then trained to associate a 

context box with a footshock (the training period). 24 hr later, mice were placed in the 

box every 12 h during both the circadian day and night timepoints to profile freezing 

behavior. 
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Profiling circadian wheel running activity 

 Circadian wheel running profiling was performed as recently described by our 

lab (Aten et al., 2021; K. L. Wheaton et al., 2018). In brief, mice were placed in large 

cages equipped with running wheels and were maintained in a 12:12 light:dark cycle. 

After approximately 45 days in LD, mice were then transferred to total darkness (DD) to 

monitor free-running activity. Further, to examine light entrainment properties in control 

and stressed mice, a 15 minute light pulse was administered at CT15. The circadian 

period (tau), total day and night activity, and phase shift (photic delay) were examined 

using ClockLabs and ActiView software. 

Tissue processing 

 Unless otherwise noted, animals were sacrificed at ~CT4 (circadian day) or 

CT15 (circadian night). Animals were sacrificed via cervical dislocation/decapitation, 

and 600 um thick brain sections were cut in aCSF using a Leica vibratome. Tissue was 

then fixed for 6 hours in 4% PFA and cryoprotected in 30% sucrose overnight before 

thin-sectioning to ~40 um thick sections on a freezing microtome. 

Immunofluorescent staining, imaging, and analysis 

 For immunofluorescent experiments, tissue was labeled according to a previous 

study (Aten et al., 2018b). To increase visualization of the Venus transgene, after 

washing and blocking steps, brain sections containing the SCN, hippocampus, amygdala, 

and/or habenula were incubated in chicken anti-GFP primary antibody (1:2000 dilution; 

Abcam, Cat # ab13970). For co-labeling experiments, a rabbit anti Sox9 antibody 

(1:2000 dilution; Abcam, Cat # ab5535) or a rat anti GFAP antibody (1:30,000 dilution; 
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Invitrogen, Cat # 13-0300) was also used. The next day (after washes), sections were 

incubated for 2 hours in Alexa Fluor 488 goat anti-chicken IgY and/or Alexa 594 goat 

anti-rat IgY, and/or Alex Fluor 647 goat anti-rabbit IgY (all at 1:2000 dilution; 

Invitrogen). Finally, sections were incubated for 10 min in either hoescht or Draq5 

(1:5000 dilution) for 10 min in PBST before mounting/coverslipping. 

 10X, 20X, and 40 or 63X (oil) images were acquired using a Lecia TSC SP8 

confocal microscope. Acquisition parameters were held constant for all 

conditions/groups. 

 For regional analysis of Venus intensity/expression, an entire ROI was drawn 

around the pyramidal cell layer of the CA1 region of the hippocampus, or the SCN and 

values for this ROI were background subtracted from surrounding stratum oriens sub-

region or lateral hypothalamus. 1-2 sections were analyzed per animal, and the mean 

intensity value (from each mouse) was taken for analysis. For single-cell analysis of the 

Venus transgene, an ROI was drawn around each DraQ5 or Hoescht positive cell within 

the CA1, SCN, lateral amygdala, or habenula. An ROI was also drawn in tissue 

surrounding these brain regions order to background subtract. The average Venus 

fluorescent intensity (taken from hundreds of cells from control or stressed animals) was 

then depicted on a scatterplot in order to demonstrate the heterogeneity of the Venus 

transgene.  

Organotypic SCN slice culture 
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 SCN organotypic slice culture was performed on slices from both control and 

stressed animals according to a recently published paper (K. L. Wheaton et al., 2018). In 

brief, WT and stressed Per1-Venus mice were sacrificed at ~CT6. Brains were placed in 

aCSF and 180 um thick coronal sections containing the SCN were collected using a Leica 

vibratome. The SCN sections were then placed into dissection media (aCSF containing 

1% penicillin/streptomycin—Gibco 5140122, 0.06% nystatin—N1638 Sigma, and 0.1 

uM MK801—0924 Tocris). The SCN was then isolated via trimming of the surrounding 

lateral hypothalamic tissue, and it was placed on a filter in a 35 mm dish. The slices were 

maintained in tissue culture media containing 0.5 nM Glutamax, 1% 

penicillin/streptomycin, 0.1 uM MK-801, 2% B-27, 0.06% nystatin, and 5% horse serum 

in Neurobasal. These slices were kept at 35C in a CO2 incubator and media was changed 

approximately two hours after culturing.  

 Next, slices were sealed and were placed on an incubator on top of an inverted 

Leica SP8 confocal. Images through the SCN were collected each hour over a ~4 day 

period. Mean Venus expression values for the whole SCN were analyzed during each 

hour of the experiment. Note that an ROI was drawn around the SCN in addition to a 

separate region (just lateral to the SCN) in order to background subtract and generate a 

normalized Venus value for each hour of the experiment. This process was performed for 

slices from 9-10 control and stressed animals. The mean circadian period and amplitude 

of the SCN were then plotted during hours 24-144 of the experiment. 

Results 
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Expression of Per1-Venus throughout the brain 

 To begin, we first confirmed that the Per1-Venus transgene would express in 

both the SCN and in other limbic regions. As expected, the Venus fluorescent signal was 

easily resolved using standard confocal-based microscopy (Cheng et al., 2009b) and its 

expression could be observed throughout the brain (Fig. 5.1A-5.1B).  

 To confirm the efficacy of the stress paradigm, animal body weights were 

recorded each week. Though no significant interaction was observed between stress 

condition and week (Fig. 5.1C F(5, 269) = 1.942; p = 0.0877; ANOVA), an effect of stress 

condition on weight was observed (Fig. 5.1C F(5, 269) = 4.726; p = 0.0004; ANOVA). 

Further, we found a significant reduction in the latency to immobility and in total time 

spent immobile in the forced swim test (Fig. 5.1D t(83) = 3.203; p = 0.0019; unpaired t-

test for latency to immobility and t(83) = 4.733; p < 0.0001; unpaired t-test for total 

immobility, respectively). To profile self-care related behaviors, we then used the sucrose 

splash test. In UCMS-exposed mice, we observed a significant increase in the latency to 

groom and in the number of grooming episodes (Fig. 5.1F t(43) = 4.866; p < 0.0001; 

unpaired t-test for latency and t(44) = 4.868; p < 0.0001; unpaired t-test for number of 

grooming episodes).  

6 week UCMS paradigm induces depression and anxiety-like behaviors 

 Turning to anxiety-related tasks, in stressed mice, we observed a significant 

increase in the latency to enter an open arm and in the total open arm time (Fig. 5.1G t(40) 

= 2.482; p = 0.0174; unpaired t-test for latency to open arm and t(48) = 1.396 ; p = 0.17; 
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unpaired t-test for total open arm time). Finally, in the open field test, in stressed mice, 

we observed a significant decrease in the amount of time spent in the center of the arena 

in addition to a trending decrease in the number of center crosses (Fig. 5.1H t(96) = 2.141; 

p = 0.0348; unpaired t-test for time spent in center and t(98) = 1.701; p = 0.0921; unpaired 

t-test for center crosses). Taken together, these data show that we were, indeed, able to 

obtain depressive-like behaviors in mice exposed to a six week UCMS paradigm.  

Alterations in Per1-Venus expression in forebrain regions 

 We then asked whether Venus expression might be altered in forebrain regions 

after the six week UCMS paradigm. To begin, we sacrificed mice (control and stressed) 

during both the circadian day (~CT6) and circadian night (CT18) (Fig. 5.2A). Although 

there was no significant interaction between stress condition and time-of-day (Fig. 5.2B 

F(1, 17) = 0.878; p = 0.362; two-way ANOVA), we did observe a significant effect of 

stress on Venus expression (Fig. 5.2B F(1, 17) = 13.19; p = 0.0021; two-way ANOVA). 

Specifically, we found a significant reduction in Venus expression in stressed mice 

during the circadian day (Fig. 5.2B p = 0.036; Tukey multiple comparison test).  

 Given this finding, we then sought to examine cellular-level Venus expression. 

Thus, high-magnification/resolution images were acquired from Venus mice (control and 

stressed) and individual cells were traced throughout the CA1 region of the hippocampus 

(Fig. 5.2C). Upon pooling cells from 4 stressed and 4 control animals, we observed a 

significant decrease in the Venus fluorescent intensity in stressed mice (Fig. 5.2D t(1197) = 

15.7; p < 0.0001; t-test). Further, when the average Venus intensity (per animal) was 

correlated with average fur state, we observed a trending indirect correlation (Fig. 5.2E; 
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R = 0.422; p = 0.0581), suggesting that animals with higher Venus intensities displayed 

lower fur state scores (i.e. cleaner fur). Finally, single cell analysis of two other limbic 

regions—the lateral amygdala and medial habenula—revelaed a significant decrease in 

Venus intensity in UCMS-exposed animals (Fig. 5.2F t(1198) = 6.322; p < 0.0001; t-test for 

amygdala and Fig. 5.2G t(1210) = 11.5; p <0.0001; t-test for habenula). Frequency 

distribution plots (Fig. 5.2F and 5.2G—bottom panels) also revealed an increase in the 

number of ‘lower’ Venus intensity cells in stressed mice relative to control mice. Taken 

together, these data suggest that the UCMS paradigm dampens Venus expression within 

limbic regions. 

Per1-Venus expression is increased in the hippocampal astrocytes from UCMS mice 

 While the experiment above demonstrates that the UCMS paradigm does, 

indeed, alter forebrain circadian clock timing, we did not distinguish which cell types 

were affected by chronic stress. Given that Per1-Venus is expressed in astrocytes (Fig. 

5.3A—note the colocalization of Venus with astrocytic markers GFAP and Sox9), we 

wanted to investigate whether UCMS alters clock gene expression within astrocytes. 

Hence, we labeled tissue from both control and stressed mice with Venus and Sox9 (Fig. 

5.3B and 5.3C). Interestingly, we noted that astrocytes from mice exposed to chronic 

stress displayed higher levels of Venus in the stratum oriens and stratum radiatum 

relative to control animals (Fig. 5.3D-left panel- t(209) = 6.177; p < 0.0001; t-test for 

stratum oriens and Fig. 5.3D-right panel-t(188) = 4.083; p < 0.0001; t-test for stratum 

radiatum). Together, these data suggest that Per1-Venus expression is altered in 

astrocytes within the CA1 region of the hippocampus. 
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UCMS alters time-of-day dependent working and intermediate-term memory 

 Given our observation that the six week UCMS paradigm alters Venus 

expression within limbic regions, coupled with the fact that mice lacking a functional 

forebrain ‘clock’ display memory deficits (Snider et al., 2016b), we posited whether the 

UCMS protocol might alter time-of-day dependnent cognition. To begin, we used the t-

maze paradigm to assay working term memory (Fig. 5.4A). Paralleling a finding in 

hamsters (Ruby et al., 2013), we found that control animals displayed better working 

memory (i.e. an increase in correct arm alternations) during the nighttime compared to 

the day (Fig. 5.4B; t(79) = 2.314; p = 0.0233; t-test). Mice exposed to UCMS, however, 

displayed no time-of-day difference in correct alternations (Fig. 5.4B; t (81) = 0.3581; p = 

0.7212; t-test). These data suggest that UCMS alters working-term time-of-day dependent 

cognition. 

 In the NOL task—a paradigm that has been shown to be clock-gated (Snider et 

al., 2016a) (Fig. 5.4C)—we found a significant interaction between time-of-day and 

stress condition (Fig. 5.4D F(1, 30) = 12.47; p = 0.0014; two-way ANOVA). More 

specifically, we found that a significant difference between the day discrmination index 

versus the night discrmination index in control animals (Fig. 5.4D; adjusted p = 0.0467; 

Tukey post-hoc test). In UMCS mice; however, no significant differences were observed 

(Fig. 5.4D; adjusted p = 0.1383; Tukey post-hoc test).  These data suggest that UCMS 

alters intermediate term NOL, time-of-day dependent memory. 

 Finally, as a longer term memory readout, we used the contextual fear 

conditioing paradigm (Fig. 5.4E). Notably, our lab has previously shown that this task is 
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time-of-day dependent, with increased freezing (i.e. better memory recall) observed 

during the circadian day (Aten et al., 2018a). Interestingly, we found no significant 

interaction between stress condition and time-of-day on contextual fear memory (Fig. 

5.4F; F (1, 58) = 0.0553; p = 0.8149; two-way ANOVA). Furthermore, both groups showed 

heightened freezing levels during the circadian day. Given that freezing percentage was 

not altered, these data suggest that longer-term memory capacity is not altered by the six 

week stress paradigm. 

Unaltered Per1-Venus expression in SCN of UCMS-exposed animals 

 Given our observation that Per1-Venus expression was dampened within 

forebrain regions after chronic stress, we next sought to determine whether this same 

phenomenon would be observed within the master clock. To this end, control and 

stressed Venus animals were sacrificed every four hours across the circadian cycle, and 

SCN tissue was immunolabeled for the Venus transgene (Fig. 5.5A). Whole SCN 

analysis revealed no significant interaction between stress condition and Venus 

expression across the day and nighttime domains (Fig. 5.5B; F(5 , 37) = 0.2477; p = 0.9383; 

two-way ANOVA). Similarly, high magnification/resolution images of the SCN core (of 

both control and stressed animals) were acquired on a confocal microsocpe in order to 

determine whether Venus heterogeneity may be altered (Fig. 5.5C). We found no 

significant difference in Venus fluorescent intensity values between the two groups (Fig. 

5.5D; t(1047) = 1.245; p = 0.2133l; t-test). These Venus fixed-tissue results suggest that 

Per1 is not altered within the SCN of chronically stressed animals.  
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SCN organotypic culture reveals similar period and amplitude in slices from control and 

UCMS animals 

 To validate the fixed SCN tissue results, we then profiled the circadian period 

and amplitude in SCN organotypic slices from control and stressed animals (Fig. 5.6A). 

Along these lines, control and stressed animals were sacrificed during the early day, and 

the SCN were sliced and subsequently cultured and placed on an incubator-stage on an 

inverted confocal. After four days profiling Venus rhythms (every hour) (Fig. 5.6B), we 

noted no significant differences in the amplitude of the rhythms (Fig. 5.6C; t(17) = 0.1613; 

p = 0.8738; t-test). Similarly, the period for slices from both control and stressed animals 

was similar (23.1 for control and 23.11 for stressed, respectively; Fig. 5.6C; t(17) = 

0.05695); p = 0.9631; t-test). These data, coupled with the fixed tissue results suggest that 

Venus expression within the SCN remains largely unchanged after stress. 

Light entrainment capacity is intact in UCMS-exposed animals 

 In order to obtain a behavior readout of our cellular-level analysis of clock 

timing in the SCN after UCMS, we next profiled circadian wheel running activity and 

light entrainiment capacity (Fig. 5.7A—see actograms). To this end, control and stressed 

animals were placed into large cages equipped with running wheels. Note that stressed 

animals received daily ‘stressors’ while on the running wheels. Analysis revealed no 

significant effect of stress on the period (tau) (Fig. 5.7B; t(25) = 0.038; p = 0.9700; t-test). 

We did, however, observe a trending decrease in day activity (during LD conditions) in 

stressed animals (Fig. 5.7B; t(28) = 1.845; p = 0.0756; t-test) and a significant decrease in 
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night activity (during LD conditions) (Fig. 5.7B; t(28) = 4.96; p < 0.0001; t-test).  This 

decrease in activity can also be observed in the plotted activity profiles (Fig. 5.7C). 

 Finally, in order to assay light re-entrainment capacity, we administered a light 

pulse at CT15 (in order to induce a phase delay) in animals housed in constant dark (DD) 

conditions. We found no significant differences in phase delay in stressed mice (Fig. 

5.7B; t(25) = 0.253; p = 0.8024; t-test). Together, thse data reveal that, in addition to 

cellular level clock timing remaining intact within the SCN, circadian-related behavioral 

output also remains intact upon stress. 

Discussion 

 Work from several labs has shown that forebrain regions (hippocampus, cortex, 

amygdala, etc.) exhibit circadian clock gene expression and oscillatory capacity (Dibner 

et al., 2010; Guilding and Piggins, 2007). However, the cellular-level effects of chronic 

stress on circadian oscillations within these limbic areas remain unknown. The purpose of 

the experiments in this study was to create a detailed cellular/systems-level representation 

of clock timing in brain circuits underlying depression. Here, we used control and 

chronically stressed Per1-Venus circadian clock reporter mice in combination with 

immunofluorescent labeling, organotypic slice culture, and multiple behavioral 

paradigms. We found that Venus expression was dampened in limbic regions, while 

expression (and rhythms) within the SCN were largely intact. Further, our working and 

intermediate-term cognitive tasks revealed time-of-day dependent deficits in mice 

exposed to UCMS, while circadian/activity behavioral paradigms were largely 

unchanged. 
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 A mechanistic understanding of the cellular, systems, and behavioral-level 

relationship between circadian clock dysfunction and mood disorders remains largely 

unknown. Indeed, this question has been difficult to interrogate due to the lack of 

reporter-based animal models and other resources that enable one to depict clock 

timing capacity with single-cell resolution in monoaminergic and serotonergic circuits 

(‘mood’ ciruits). However, here, we utilized our innovative transgenic clock reporter 

line to answer these questions.  

 Our profiling of Venus expression within both the SCN and within limbic 

regions suggests that Per1 expression dampens as a result of chronic stress. Although 

we did not tease apart the precise mechanism of this circadian disruption, the fact that 

Venus rhythms (and expression) within the SCN remained unchanged, while they were 

seemingly damped in limbic regions, suggests circadian disruption associated with 

depression-like behaviors likely resides within forebrain mood circuits. To this end, 

one may surmise that chronic stress may lead to an uncoupling of oscillators within the 

master clock from those oscillators within ancillary brain regions (i.e. in mood circuits 

that may be involved in the etiology of depression-like behavior). 

 One could further predict that this uncoupling (of SCN from forebrain 

oscillators) is followed by individual (i.e. cellular-level) uncoupling of these ancillary 

oscillators. Hence, this individual and network-level dysfunction could result in a lack 

of circadian-gated output from mood regions. To this end, one possibility is that 

chronic stress leads to cellular-level incoherence, and thus, clock-gated output may 

become disrupted. In turn, this disruption may decrease the activity of the circadian 
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transcription-translation feedback loop, subsequently damping and/or desynchronizing 

cellular oscillations within the forebrain. This phenomenon may explain both the 

depressive-like behaviors and the cognitive behavioral manifestations that we observed 

(with respect to the alterations in time-of-day dependent T-maze and NOL memory).  

This idea—that chronic stress-induced perturbations in forebrain circadian 

oscillator populations are responsible (at least in part) for the behavioral manifestations of 

depression—is not entirely unfounded. Indeed, using period2-luciferse clock reporter 

mice and RNA-based profiling methods, several labs have reported that depression-like 

behaviors are associated with alterations in clock timing within mood circuits and/or the 

master clock (Christiansen et al., 2016; Landgraf et al., 2016a; Logan et al., 2015; Savalli 

et al., 2015). However, these referenced studies were limited by technical aspects of their 

reporter mouse model and entire brain-region RNA isolation approaches, wherein whole-

brain region analysis (of a collection of cellular oscillators) was used as a readout of 

circadian functionality. Because cellular-level resolution was unattainable in these 

studies, the mechanism of this reported circadian disruption is not entirely clear. Along 

these lines, clock dysregulation could have resulted from either a damping or a 

desynchronization of cellular oscillators (or from a combination of both noted 

mechanisms).  

Here, we should reiterate that the hypothesis that we are positing here does not 

require SCN dysfunction after chronic stress—which is in line with our results suggesting 

that Venus expression/rhythmicity within the SCN remains intact in chronically stressed 

animals. Rather, it is these forebrain clocks that become unable to effectively 
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communicate with the SCN, which may serve as a ‘trigger’ in the development of 

depressive-like behaviors. In many respects, this idea is in line with work indicating that 

the etiological underpinnings of depression results from an excitatory/inhibitory 

imbalance of the connectivity within mood-modulating circuits (Gabbay et al., 2013; 

Greicius et al., 2007; Kaiser et al., 2016, 2015; Marchetti et al., 2012; Peng et al., 2012; 

Ressler and Mayberg, 2007; Whitfield-Gabrieli and Ford, 2012). Here, we should also 

mention that our profiling of circadian-gated locomotor activity revealed a significant 

decrease in activity in mice exposed to chronic stress. This finding is similar to that in a 

recently published report (DeVallance et al., 2017). However, it should be noted that this 

reduction in activity does not mean that the master clock is ‘dysfunctional’—as our 

examination of circadian period/tau and entrainment capacity were no different in UCMS 

mice compared to control mice. 

Finally, with respect to cell-type specificity of the observed Venus dysregulation 

within limbic circuits, we were somewhat surprised to find that Venus expression was 

actually increased within hippocampal astrocytes obtained from chronically stressed 

animals. Although we did not profile other cell types (i.e. excitatory/inhibitory neurons, 

oligodendrocytes, microglia, etc), the find that hippocampal astrocytes showed increased 

Venus expression was in contrast to the finding that Venus expression was dampened (as 

a whole) within other cells. While the reason behind this increase in astrocytic Venus 

expression is not clear, these data suggest that, perhaps, chronic stress causes astrocytes 

to oscillate/express in a different phase compared to other cell types. Given that 

astrocytes have recently been reported to serve as key players in the clock timekeeping 
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process (Brancaccio et al., 2019, 2017), if true, this finding could be critical to the 

development of chronotherapies that may be used to treat depression, as it suggests that 

circadian dysfunction in both neurons and astrocytes plays a role in the development of 

depression-like behaviors. 

In total, this study reveals that a six week chronic stress paradigm leads to altered 

Per1-Venus clock gene expression within limbic regions of the brain. Given that Per1 is 

highly expressed within ‘mood-regulating’ regions of the brain and that Per1 is a known 

IEG, our results suggest that it may be well positioned to contribute to the cellular-level 

changes that may occur in response to the administration of antidepressants. Indeed, 

future studies that focus on how circadian clock gene expression (particularly Period1) is 

altered by antidepressant therapies, are of high merit. 
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Figure 5.1 Per1-Venus transgenic clock reporter mouse and validation of chronic stress paradigm 

(A) Our transgenic circadian clock reporter mice express the Per1-Venus fluorescent transgene throughout 

the brain. (B) Coronal brains sections were cut, and tissue sections were immunolabeled at ~500 um 

intervals. Note that we have labeled several limbic brain regions in red: Nucleus Accumbens, Prefrontal 

Cortex, Ventral Tegmental Area, Raphe Nucleus, Habenula, Hippocampus. (C) Graphical representation 

of mean body weight in control and UCMS-exposed animals throughout the 6-week long UCMS 

experiment. (D) Latency to immobility (top) and total time immobile (bottom) in the forced swim test. (E) 

Latency to immobility (top) and total time immobile (bottom) in the tail suspension test. (F) Latency to 

groom (top) and number of grooming episodes (bottom) in the sucrose splash test. (G) Latency to open 

arm (top) and total open arm time (bottom) in the elevated plus maze. (H) Center duration (top) and center 

crosses (bottom) in the open field test. Data are presented as mean + SEM. n = 16-27 animals per group. 

*: p < 0.05; **: p < 0.01; ****: p < 0.0001; n.s.: not significant (p > 0.05). 
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Figure 5.2 Per1-Venus expression in the forebrain after UCMS 

(A) Expression of Venus in the CA1 of the hippocampus during the circadian day (CT6) and circadian 

night (CT18) in control and UCMS-exposed animals. Scale bar = 60 um (B) Quantification of whole-CA1 

venus intensity. A TOD difference was observed in control animals, but not in stressed animals. Also note 

the reduced Venus expression in UCMS-exposed animals during the circadian day. N = 4-5 animals per 

condition; Analyzed with an ANOVA. (C) At the individual cell level, a heterogeneous expression pattern 

of Venus is observed. (D) Note the reduction in Venus fluorescent intensity in the UCMS-exposed 

animals. Each dot on the graph represents Venus values for a single cell (n = 600 CA1 cells analyzed for 

each group: control and UCMS—collected from 4 control and 4 UCMS animals during the circadian day). 

(E) Venus fluorescent intensity is negatively correlated with coat state/fur rating. Animals were assigned a 

‘fur rating’ with lower values indicative of being ‘well groomed,’ as outlined in Logan et al 2015 and 

Mineur et al 2006. Each dot on the graph represents the average Venus intensity (from the CA1 cell layer) 

for each animal. (F) Scatterplot depiction of Venus intensity values taken from 600 cells from six animals 

in each group at CT6 (top panel) within the lateral amygdala and Venus intensity distribution from those 

same cells within the lateral amygdata (bottom panel). (G) Scatterplot depiction of Venus intensity values 

taken from 300 cells from six animals in each group at CT6 (top panel) within the medial habenula and 

Venus intensity distribution from those same cells within the habennula (bottom panel). Data are presented 

as mean + SEM. *: p < 0.05; ***: p < 0.001.  
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Figure 5.3 Per1-Venus is expressed in astrocytes and astrocytic Per1-Venus is increased after stress 

(A) Expression of Venus and its co-localization with astrocytes (Sox9 and GFAP) in the CA1 region of the 

hippocampus. Orange arrows denote colocalization. Scale bar = 75 um. (B) Representative image of 

Venus expression in Sox9 positive cells from a control mouse. Note that ROIs on the right panel depict the 

same cells that are circled in white in the lower magnification image. Scale bar = 60 um for low 

magnification images and 20 um for higher magnification images of Venus ROIs. SO = stratum oriens and 

SR = stratum radiatum. (C) Representative image of Venus expression in Sox9 positive cells from a 

stressed mouse. Note that ROIs on the right panel depict the same cells that are circled in white in the 

lower magnification image. (D) Graphical representation of the fluorescent intensity of Venus positive 

astrocytes in the stratum oriens (left panel) and stratum radiatum (right panel) of control and stressed 

mice. Note that data was collected from 4 animals per condition (105 total cells coming from control and 

106 total cells coming from stressed mice for stratum oriens analysis, and 86 total cells and 104 total cells 

coming from the stratum radiatum of control and stressed animals). Data are presented as mean + SEM. 

****: p < 0.0001.  
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Figure 5.4 Profiling time-of-day dependent memory after UCMS 

(A)T-maze paradigm: Animals were placed in the start arm of the maze for ~60 seconds and were then 

allowed to freely explore the maze for 7 minutes. Correct alternations were scored during this 7 min trial, 

and a correct alternation was defined as the animal entering one arm, going back to the start arm, and 

entering the opposite arm. The schematic was created using BioRender software. (B) Statistical 

representation of the T-maze results during both the circadian day and night timepoints. N = 39-40 

animals per condition and data is presented as mean + SD. (C) Novel Object Location paradigm: Animals 

were dark adapted for one day, and habituation trials occurred on the following two days. On the third day, 

object exploration and novel location testing occurred during the circadian day (CT4) or night (CT15). (D) 

Graphical representation of NOL results. Note that a significant time-of-day difference for discrimination 

index was observed in control mice but not in UCMS mice. (E) Contextual fear conditioning paradigm: 

after dark adaptation, mice were trained to associate a context box with a footshock (training). 24 h after 

training, mice were placed in the box every 12 h during circadian day and night timepoints to profile 

freezing behavior. (F) Graphical representation of freezing percentage (averaged across the first three day 

timepoints and the first three night timepoints). N = 16 animals per group. Data are presented as mean + 

SEM. *: p < 0.05; n.s.  = not significant. 
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Figure 5.5 Expression of Per1-Venus in the SCN in control and UCMS-exposed mice 

(A) Representative images of Venus expression in the SCN across the circadian day in control (top) and 

UCMS-exposed (bottom) animals. (B) Quantification of whole-SCN Venus intensity. A marked TOD 

difference, with peak at CT10, was observed in control and stressed animals. N = 3-5 animals per 

condition. (C) At the individual cell level, a heterogeneous expression pattern of Venus is observed. (D) 

No differences in Venus fluorescent intensity were observed between control and UCMS exposed animals. 

Each dot on the graph represents Venus values for a single cell (n = 600 SCN cells analyzed for each 

group: control and UCMS—collected from 4 control and 4 UCMS animals during the circadian day). Data 

are presented as mean + SEM. n.s. = not significant. 
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Figure 5.6 Venus organotypic slice culture in control and UCMS-exposed mice 

(A) Representative traces from organotypic slices from control (top) and UCMS (bottom) mice containing 

the SCN were cultured and images were acquired for every hour for ~4 consecutive days. The images 

shown in the figure were taken at 4 h intervals. (B) Graphical representation of the de-trended traces from 

control and stressed mice. (C) Statistical representation of the period (left panel) and amplitude (right 

panel) from the slice analysis. N = 9-10 animals per group. Data are presented as mean + SEM and were 

analyzed with Student’s t-test. n.s. = not significant. 
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Figure 5.7 Profiling wheel running activity in control and UCMS-exposed animals 

(A) Representative wheel running plots (actograms) of individual control (left) or UCMS exposed (right) 

animals maintained in a 12:12 light:dark (LD) cycle. Note that each row represents a 24 hour period 

(double plotted), and black notches indicate a 5-minute bin of wheel running activity. After approximately 

45 days in LD, mice were transferred to total darkness (DD) to monitor free-running activity. Further, to 

examine light entrainment properties of UCMS exposed mice, a 15 minute (40 lux) light pulse was given 

at CT15 (yellow arrows) in order to induce a phase delay. (B) Tabular representation of wheel running 

statistical analyses in control and chronically stressed animals. Note that only nighttime activity was 

significantly different between control and UCMS mice (student’s t-tests). Data was collected from 13-16 

mice per group. (C) Average daily activity profiles of control and UCMS mice, averaged from 4-5 animals 

per group. Data are presented as mean + SEM and were analyzed with Student’s t-test. n.s. = not 

significant. 
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CHAPTER 6 

Anatomical and functional impairment of the astrocyte syncytial network following 

unpredictable chronic mild stress 

Introduction 

 The lifetime incidence of Major Depressive Disorder (MDD) in adults is over 

20% (Hasin et al., 2018). Indeed, depression is one of the leading causes of disability 

around the world with over 4% of the global population (or over 320 million people) 

afflicted by the disorder (Friedrich, 2017). Notably, chronic exposure to stressful 

situations or life events is thought to be a major player in the development of depression 

(Hammen, 2005; Yang et al., 2015). From a basic research perspective, while much 

literature over the years has elucidated the synaptic dysfunctions/neuronal perturbations 

that are often associated with chronic stress and depressive-like behaviors (Duman, 2009; 

Duman and Aghajanian, 2012; Liu et al., 2017), there is still much to be learned about the 

role of astrocytes in depressed states. 

 Astrocytes are star-shaped glial cells that are connected via gap junctions to 

form an extensive network within the CNS. These gap junctions help to mediate 

intercellular communication by providing continuity between the cytoplasm of adjacent 

cells (Bennett et al., 2003). Hence, gap junctions are critical components in the 

establishment of a functional astrocyte syncytium whereby these intercellular channels 

allow for astrocytes to be electrically coupled such that they are in a state of ‘syncytial 

isopotentiality’—a phenomenon recently discovered by Ma et al (Kiyoshi and Zhou, 

2019; Ma et al., 2016). This ability of astrocytes to remain electrically coupled to 



216 

 

neighboring cells (wherein the cells can equalize their membrane potentials to 

comparamble levels throughout the brain) allows them to function as a single unit and 

maintain homeostasis. Hence, it is reasonable to postulate that altered gap junction 

coupling may lead to the manifestation of many behaviors that are often observed in 

individuals with neurological disease/disorders—such as depression. 

 Accumulating evidence has suggested that astrocyte (dys)function may be key 

in the development of depressive-like behaviors observed in animal models of 

stress.Along these lines, a reduction in astrocyte process length and/or volume has been 

observed after  chronic stress paradigms (Naskar and Chattarji, 2019; Tynan et al., 2013; 

Walker et al., 2013). Further, using sequencing-based approaches, several recent studies 

have shown that acute and chronic stress lead to alterations in gene expression associated 

with astrocyte plasticity, in addition to alterations in the expression of connexin 

subunits—proteins that comprise gap junctions (Murphy-Royal et al., 2020; Simard et al., 

2018). These studies revealed important information about the morphological and 

transcriptomic changes that occur within astrocytes and accompany chronic stress. 

However, whether astrocyte network anatomy and function are altered in response to 

chronic stress is not yet known. To this end, until recently, techniques that accurately 

measure the strength of astrocytic gap junction coupling throughout the brain have been 

lacking, thus making it difficult to discern astrocyte network functionality.  

 Here, we used an Aldh1l1-eGFP astrocyte reporter mouse line and a six week 

unpredictable chronic mild stress (UCMS) model of depression to examine how astrocyte 

network anatomy and function change in response to stress. Using immunofluorescence 
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and tissue clearing techniques, we found that astrocytes in the hippocampus and/or PFC 

display a reduction in process length/area in addition to an increase in the distance 

between neighboring astrocytes after chronic stress. Further, using a novel 

electrophysiology (i.e. patch clamp approach), we demonstrate that chronic stress leads to 

a decrease in astrocyte syncytial coupling. These findings suggest that alterations in gap 

junction coupling between astrocytes may contribute (at least in part) to the behavioral 

manifestations that are often observed in individuals with MDD. 

Materials and Methods 

 

Mice 

 All experiments were performed in BAC Aldh1l1-eGFP transgenic adult (i.e. at 

least six weeks of age) animals. These mice have been described in our previous papers 

(Kiyoshi et al., 2018; Yang et al., 2011a; Zhong et al., 2016). All mice were housed in a 

12:12 LD cycle and were given ad libitum access to water and food. 

Unpredictable Chronic Mild Stress (UCMS) paradigm 

 The unpredictable chronic mild stress (UMCS) paradigm has been used to 

model depression in human subjects, and our specific model is adapted from previously 

published papers (Li et al., 2011; Logan et al., 2015; Monteiro et al., 2015; Willner, 

1997). In brief, animals were exposed to two to three unpredictable mild stressors per day 

for a period of six weeks. The stressors were performed at random times throughout the 

day to avoid habituation. Every animal within the ‘stress’ group was exposed to the same 

stressors. Anxiety and depression-related behaviors were then profiled using the open 
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field test, tail suspension test, and sucrose splash test. Body weight and coat state was 

also monitored each week. 

Coat state scoring 

 The fur/coat state of each mouse was monitored weekly by an individual blind 

to stress condition. This scoring system was adapted from previously described coat 

rating scales/protocols (Dominguez et al., 2019; Frisbee et al., 2015; Nguyen et al., 

2020). In brief, the coat for each mouse was assigned a score ranging from 1 to 4, and 

this score was determined by assigning individual scores to 8 total body regions: head, 

neck, dorsal coat, ventral coat, tail, forelimbs, hindlimbs, and genital region. The final 

score was then calculated as the sum of the score for each body part divided by 8 (the 

number of body regions). The scoring system for fur state is noted below for reference: 

1: coat is extremely shiny and smooth; no bald patches or discoloration 

2: coat is largely smooth, but a few ‘spikey’ patches can be noted  

3: small ‘bald’ patches are noticeable and slight discoloration is also apparent  

4: several bald patches can be noted; fur is not shiny and discoloration and/or 

many ‘spikey’ fur patches are obvious 

Open field test 

 The open field test was was adapted from a recently published paper (Aten et 

al., 2019) and was conducted under dim white light. In brief, animals were placed in the 

arena and were given 10 minutes to explore. A video camera was used to record each 

trial. The bottom surface and the walls of the arena were wiped with ethanol between 
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trials.The number of center entries and the total time spent in the center of the arena were 

analyzed by an experimenter blind to stress condition. 

Tail suspension test 

 The tail suspension test was adapted from a protocol described by (Cryan et al., 

2005). Briefly, mice were hung upside down for a 6 minute period, and a video camera 

recorded each trial. The total time spent immobile (i.e. freezing) and the latency to the 

first immobile episode was recorded by an experimenter blind to stress condition.  

Sucrose splash test 

 The sucrose splash test (a readout of self care) was adapted from a previously 

published paper (Isingrini et al., 2010b). While in the home cage, the dorsal coat of each 

mouse was sprayed with three ‘squirts’ of 10% sucrose solution, which dirties the fur and 

causes the animals to initiate grooming behavior. A video camera then recorded the 

grooming behavior (which was defined as the mouse licking his/her dorsal coat to clean 

off the sucrose). The number of grooming bouts and the total time spent grooming during 

the 5 minute period were subsequently analyzed.  

Tissue processing for immunofluorescence  

 Tissue was processed using methods adapted from previously published papers 

(Aten et al., 2021, 2019, 2018a). Along these lines, mice were sacrificed via rapid 

cervical dislocation, and brains were cut into ~600 μm thick sections (hippocampus and 

PFC) on a vibratome. Sections were then fixed in 4% PFA—which was diluted in 1X 

PBS—for 6 h at 4C. Sections were then cryoprotected overnight in 30% sucrose solution 

(in 1X PBS). ~30 um thick sections were then cut on a freezing microtome.  
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Immunofluorescent staining, imaging, and analysis 

 Labeling of tissue for immunofluorescence experiments was adapted from a 

protocol published in a recent study (Aten et al., 2018b). For visualization of the Aldh1l1-

eGFP transgene expression throughout the brain (serial sections), 30 um thick tissue 

sections were mounted onto a slide (i.e. no primary antibody was applied), and images 

were acquired. 

 To visualize Aldh1l1-eGFP expression with the astrocytic marker GFAP and the 

neuronal marker NeuN, brain sections were washed/permeabalized in PBST, blocked in 

3% bovine serum alum (BSA)/PBST for 1 hour at room termperature before overnight 

incubation in the following primary antibodies: to enhance the GFP transgene, chicken 

anti-GFP (1:40,000; Aves Cat # GFP-1010), rat anti-GFAP (1: 20,000 Invitrogen, Cat # 

13-0300), and guinea pig anti-NeuN (1:5,000 Millipore Sigma, Cat # ABN90). The next 

day (after washes), sections were incubated for 2 hours in Alexa Fluor 488 goat anti-

chicken IgY, Alexa 594 goat anti-rat IgY, and anti-guinea pig Cy5 respectively (1:1500 

each diluted in PBST). Tissue was then incubated in hoescht (1:3000 diluted in PBST) 

for 10 min before being washed, mounted, and coverslipped with Fluoromount G. 20X 

images were then acquired on a Leica SP8 confocal to visualize colocalization (or lack 

thereof, in the case of NeuN and the Aldh1l1-eGFP transgene). 

 For Aldh1l1-eGFP immunofluorescence for astrocyte morphological analysis 

within the PFC and hippocampus, a staining protocol was adapted from a recently 

described paper (Huang et al., 2020). Two sections per mouse were stained using a 

protocol similar to that described above. However, after washing and blocking steps, 
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sections were incubated in chicken anti-GFP (1:800; Aves Labs Cat# GFP-1010). The 

next day, sections were incubated in 1:2000 Alexa Fluor 488 goat-anti chicken IgY 

(1:2000 dilution in PBST). Sections were then mounted and coverslipped in Fluoromount 

G. 40x (oil) images (layer II of the PFC and stratum radiatum region of the CA1) were 

acquired using a Leica SP8 confocal with the following parameters held constant for each 

condition (stress and control). 1024 x1024 scan format, 1 um step size (bit depth of 12), 

16 line average, 300 Hz scan speed, 1.0 AU pinhole, and 1.0 zoom. For analysis of 

astrocyte morphology, Imaris v9.1 (Bitplane) was utilized. Note that entire astrocytes 

were analyzed (i.e. partial astrocytes wherein somas were not within the z-stack range 

were not analyzed) (Lanjakornsiripan et al., 2018). Further, astrocytes chosen for analysis 

were clearly defined (i.e. not joined together). An experimenter blinded to conditions 

validated the criteria automated by Imaris. 3D surface rendering was then performed 

using the Imaris surface module. The selected astrocytes were then color-coded (in a 

heatmap fashion) according to the surface area of the entire astrocyte. The Imaris 

Filament module was also used to analyze astrocyte process length. Along these lines, the 

astrocytic branches were outlined using Autopath with starting point and seed point held 

constant between conditions (control and stress). Data were then extracted and input into 

Prism software for statistical analysis.  

 For connexin 30 and 43 staining, a similar immunofluorescence protocol was 

used as described above. After washing and blocking steps, sections (2 per mouse per 

region: hippocampus and PFC) were incubated in rabbit anti-connexin 30 (Intritogen Cat 

71-2200; 1:1000 dilution in PBST) and mouse anti-connexin 43 (ThermoFisher Cat13-
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8300; 1:500 dilution in PBST). Note that GFP primary antibody was not used to amplify 

the Aldh1l1-eGFP transgene signal in these sections. The following day, sections were 

washed and incubated in anti-mouse Cy5 (1:1000 dilution in PBST) and anti-rabbit Cy3 

(1:1000 dilution in PBST). Sections were then washed and incubated in hoescht (1:3000 

dilution in PBST) before being mounted and coverslipped. 40X oil z stack images were 

acquired on a Leica SP8 confocal using the following imaging paramters, which were 

held constant between stress condition: 1.0 zoom, 1.0 AU pinhole, 1024x1024 scan 

format, 200 Hz scan speed, 2 um step size (bit depth of 12). All z-stack images were then 

imported into ImageJ for analysis of connexin 30/43 immunreactive puncta per area. 

Tissue processing for CUBIC tissue clearing 

 Control and stressed animals were injected with 8% chloral hydrate in 0.9% 

saline. Once anesthetized, transcardial perfusion was performed with a rate of flow ~3 

mL/min. Note that animals were first perfused with PBS followed by a 4% PFA/PBS 

solution. Brains were then extracted, cut to ~2 mm thick sections using a mouse brain 

matrix, and finally post-fixed for ~9 hours in 4% PFA/PBS at 4C. Brains were covered 

and stored at 4C until CUBIC clearing was performed.  

CUBIC tissue clearing, immunofluorescent staining, imaging, and analysis 

 CUBIC tissue clearing was adapted from methods previously described 

(Kiyoshi et al., 2018; Susaki et al., 2015, 2014; Tainaka et al., 2014). To begin, 2 mm 

thick perfused coronal brain sections were cut to ~400 um on a microtome. Sections were 

then incubated in CUBIC reagent-1 for two days at room temperature (covered; on a 

laboratory shaker/rocker). Brain slices were subsequently blocked in a solution 
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containing 5% normal donkey serum (NDS) and 0.1% Triton X-100 in PBS for 1 day at 

room temperature. Next, sections were incubated in primary antibody (1:1000 anti-guinea 

pig NeuN Millipore Sigma, Cat # ABN90) for two days at room temperature in 10% 

NDS and 0.05% Triton X-100 in PBS. Next, brain slices were washed in PBS (3 washes; 

3 hrs/wash) and incubated in secondary antibody (anti-guinea pig Cy5; 1:1000 dilution in 

10% NDS, 0.05% Triton-X 100 PBS). Sections were then placed back into CUBIC 

reagent-1 for 1 day before imaging.  

 CUBIC images were acquired on a Leica SP8 confocal (~2 sections per mouse 

per region). The following imaging settings were held constant between stress condition: 

10X magnification; 2.0 zoom; 1.0 AU pinhole; 512x512 scan format; 400 scan speed; 1 

um thick step size. Tissue was imaged to ~300 um in depth. 

 Astrocyte cell density in control and UCMS CUBIC samples was analyzed 

using LASX software wherein the physical length (X, Y, and Z) was used to determine 

the volume of each ROI within the CUBIC-cleared image. The image was then imported 

into ImageJ, and the number of Aldh1l1 eGFP positive cells was manually 

counted/tagged by an experimenter blind to stress condition in order to obtain a readout 

of astrocyte density per ROI volume. A similar protocol was performed in the acquired 

images in order to obtain neuronal cell density (NeuN positive cells were used to 

ascertain neuron density within the ROI volume).  

 For interastrocyte distance analysis, the pixel size for each image was first 

obtained using LASX software. Images were then imported into ImageJ, wherein a line 
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was manually drawn beween astrocytes and tagged. The length (i.e. distance) between 

astrocytes (analyzed from 20 cells per image) was recorded.  

 Finally, analysis of the number of nearest neighbors was performed in ImageJ. 

Reference cells were chosen (at least 25 stacks from the beginning of the image), and the 

number of neighboring astrocytes (within 25 um from the reference cell) were tagged. 

Note that the number of nearest neighbors was calculated from three reference cells per 

image.  

Electrophysiology 

               Brain slice recordings were performed according to our previously published 

papers (Du et al., 2018; Kiyoshi et al., 2018; Wang et al., 2020). In brief, after tissue 

processing, coronal hippocampal and PFC slices (from both control and stressed mice) 

were placed in a recording chamber (RC-22; Warner Instruments) and were subsequently 

mounted on a BX51WI microscope (Olympus) that was equipped with infrared 

differential interference (IR-DIC). Slices were then perfused with oxygenated aCSF.   

               Pipettes used for recording were fabricated from borosilicate capillaries (Warner 

Instruments) by utilizing a Flaming/Brown Micropipette Puller (Sutter Instrument). Note 

that the standard K+ pipette solution contained 140 mM KCl, 0.5 mM CaCl2, 1 mM 

MgCl2, 5 mM EDTA, 10 mM Hepes, 3 mM Mg-ATP, and 0.3 mM Na2-GTP. In the K+ 

free-Na+ pipette solution, the KCl was substituted with 140 mM NaCl.  

               Patch clamp (whole cell) recordings were conducted with a MultiClamp 700B 

amplifer and pClamp 9.2 software system (Molecular Devices). Also note that at least a 2 

GΏ seal resistance was needed before membrane rupture into the whole-cell 



225 

 

configuration. Further, all electrophysiological experiments were performed at room 

temperature.  

Statistics 

 Statistics were performed using GraphPad Prism 7.0 software, and data are 

presented as the mean ± SEM. However, as noted above, patch clamp recording data was 

analyzed using Clampfit 9.0. As noted in the legends, significance for experiments was 

set at *p < 0.05. Further, statistical comparisons between two groups were done using 

Student’s t-tests, while comparisons between more than three 

groups/conditions/timepoints were done using an ANOVA. Further, post-hoc tests were 

conducted to show an interaction obtained from significant ANOVA results. Finally, 

Grubb’s test was performed on each data set to test whether statistically significant 

outliers were found in each group. 

 Also note that a ‘Z-emotionality score’ was calculated based upon the open 

field, tail suspension, and sucrose splash test results. This emotionality score was adapted 

from a previously published paper (Shepard et al., 2016), and it was conducted because 

multiple behavioral testing paradigms in rodents may produce variability between testing. 

To do this, a Z-score was first determined for each parameter within each behavioral test 

using the following equation, wherein X refers to the data for the individual parameter 

within each test, µ refers to the mean for the control group, and ơ refers to the standard 

deviation of the control group. 

 

Z = (X - µ) / ơ 
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 A Z-score for each behavioral test was then calculated by taking the average of 

each parameter for each paradigm, and the overall emotionality score was calculated by 

taking the average Z-score values across the behavioral tests. 

Results 

Expression of astrocytic Aldh1l1-eGFP transgene throughout the brain 

 To begin, we first confirmed that the Aldh1l1-eGFP transgene is expressed 

within the PFC and the hippocampus (two regions implicated in the etiology of 

depression) and that the transgene is specifically expressed within astrocytes. Indeed, 

serial sections acquired throughout the coronal aspect of the brain revealed the expression 

of the transgene in both noted regions (Fig. 6.1A). Further, co-labeling experiments with 

the neuronal marker NeuN and astrocytic marker GFAP revealed that the transgene is 

only found within astrocytes, and not neurons, as expected (Fig. 6.1B).  

 

Six weeks of UCMS elicits depression-and anxiety-like behaviors in Aldh1l1-eGFP mice 

 To determine whether chronic stress influences astrocyte network anatomy and 

functionality, we turned to an unpreditable chronic mild stress (UCMS) paradigm that has 

been widely used in rodents to model depression (Li et al., 2011; Logan et al., 2015; 

Monteiro et al., 2015; Willner, 1997) (Fig. 6.1C; Table 6.1). Following the six-week 

UCMS paradigm, body weight and coat state in addition to depression and anxiety-like 

behaviors were measured. Similar to a previously published report (S. Zhu et al., 2014), 

we found that our chronic stress paradigm led to a reduction in body weight gain across 

the six week period (Fig. 6.1D). Specifically, we found a significant interaction between 
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stress condition and body weight gain over time (Fig. 6.1D; F(5, 125) = 4.066; p = 0.0019; 

Repeated Measures ANOVA). Post-hoc tests revealed a significant reduction in body 

weight in stressed animals at week 3, week 4, and week 6 (Fig. 6.1D; p = 0.0001, p = 

0.0223, and p = 0.0227, respectively). Similarly, we found a significant increase in 

coat/fur state score (Fig. 6.2A) in UCMS mice (Fig. 6.1E; F(5, 125) = 12.45; p < 0.0001; 

Repeated Measures ANOVA). Specifically,  post hoc tests revealed a significant increase 

in coat score during weeks 3-6 (Fig. 6.1E; p = 0.0122 for week 3, p < 0.0001 for week 4, 

p < 0.0001 for week 5, and p < 0.0001 for week 6). Together, these data suggest that the 

UCMS paradigm leads to worsened fur state and a decrease in body weight gain.  

 Turning to the open field test, we found that that chronic stress led to a decrease 

in the number of center entries in the arena (Fig. 6.1F; t(24) = 2.6265; p = 0.0148; t-test) 

and the total time spent in the center of the arena (Fig. 6.1F; t(24) = 5.272; p < 0.0001; t-

test). Additionally, chronic stress led to a trending increase in the total time spent 

immobile in the tail suspension test (Fig. 6.1G; t(25) = 1.981; p = 0.0587; t-test). The 

latency to first immobility was also decreased in stressed animals (Fig. 6.1G; t(25) = 

2.069; p = 0.0491; t-test). Finally, in the sucrose splash test, we found a decrease (albeit 

non-significant) in the number of grooming bouts in stressed mice (Fig. 6.1H; t(21) = 1.91; 

p = 0.0699; t-test) and a significant decrease in the time spent grooming (Fig. 6.1H; t(21) = 

3.078; p = 0.0057; t-test).  

 The depressive-like behaviors in UCMS-exposed animals were also observed 

from analysis of z-scores within the respective paradigms. For example, we found a 

significant increase in the open field, tail suspension, and sucrose splash z-scores in 



228 

 

stressed animals (Fig. 6.2B-6.2D; t(24) = 4.017; p = 0.0005; t-test for open field; t(25) = 

2.247; p = 0.0337; t-test for tail suspension; and t(21) = 2.702; p = 0.0134; t-test for 

sucrose splash). Furthermore, the z-emotionality score (a readout of the combined 

behavioral results) (Fig. 6.2E) revealed a significant increase in stressed animals (Fig. 

6.2F; t(25) = 4.798); p < 0.0001; t-test). Taken together, these combined behavioral results 

reveal that our chronic stress paradigm was effective in eliciting depressive and anxiety-

like behaviors.  

UCMS leads to changes in astrocyte morphological complexity 

 To begin to profile changes in astrocyte anatomy after stress, we first asked 

whether individual astrocytes display morphological alterations after the chronic stress 

paradigm. To answer this question, we sacrificed control and stressed animals, collected 

hippocampal and PFC tissue, and immunolabeled for the Aldh1l1-eGFP transgene. We 

then conducted high magnification/high resolution confocal microscopy to map (in detail) 

changes within astrocyte process length and area (Fig. 6.3A-6.3B). Using filament 

tracing, we found that chronic stress led to a reduction in total astrocyte process length 

within both the hippocampus and the PFC (Fig. 6.3C1). Indeed, our analysis revealed a 

difference in process length within the hippocampus (Fig. 6.3C1; t(5) = 3.844; p = 0.0121; 

t-test) and a significant difference between process length in the PFC (Fig. 6.3C1; t(9) = 

3.475; p = 0.0070; t-test). Furthermore, correlation between total hippocampal astrocyte 

process length and Z-emotionality score revealed a trending negative correlation (Fig. 

6.3C2; r = -0.4323; p = 0.1663; one-tailed Pearson analysis) and a significant negative 

correlation between total PFC astrocyte process length and emotionality score (Fig. 
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6.3C2; r = -0.7124; p = 0.0069; one-tailed Pearson analysis). Turning to surface area 

analysis, we found a significant decrease in average astrocyte surface area in chronically 

stressed animals (Fig. 6.3D1). Analysis revealed a significant decrease in hippocampal 

astrocytic surface area after stress (Fig. 6.3D1; t(10) = 4.433; p = 0.0013; t-test). Note that 

significance within the PFC was not reached (Fig. 6.3D1; t(10) = 1.02; p = 0.3316; t-test). 

Additionally, correlation between average astrocyte surface area within the hippocampus 

and Z-emotionality score revealed a significant negative correlation (Fig. 6.3D2; r = -

0.7707; p = 0.0017; one-tailed Pearson analysis) though a significant correlation was not 

observed between average PFC area and emotionality score (Fig. 6.3D2; r = -0.1733; p = 

0.2951; one-tailed Pearson analysis). Taken together, these data suggest that at the 

individual cell level, the six week chronic stress paradigms leads to changes in astrocyte 

morphology. 

UCMS leads to increase in interastrocyte distance within the hippocampus and PFC 

 Given the anatomical changes in individual astrocytes after chronic stress, we 

then asked whether astrocyte network anatomy might be altered after chronic stress. 

Hence, control and UCMS mice were sacrificed via cardiac perfusion, and thick 

hippocampal (stratum radiatum) and PFC (layer II) brain slabs were collected. Tissue 

sections were then placed in CUBIC tissue clearing reagent and were subsequently 

imaged using confocal microscopy (Fig. 6.4A-6.4B). After imaging, astrocyte cell 

density, interastrocyte distance, and the number of nearest neighbors (Fig. 6.4C) were 

then analyzed in both hippocampal and PFC sections. The inerastrocyte distance was 

measured as described in our recently published paper (Kiyoshi et al., 2018). Along these 
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lines, the distance was measured between nearest neighbors at the center of the cell body. 

Note that a randomly selected cell was used as the reference cell, and neighboring cells 

were defined as astrocytes that were next to the reference cell (with no blood vessel in 

between). Interestingly, our analysis of interastrocyte distance revealed that the distance 

between both hippocampal and PFC astrocytes was significantly increased by chronic 

stress (Fig. 6.4E; t(12) = 2.856; p = 0.0145; t-test for hippocampus and Fig. 6.4E; t(10) = 

3.812; p = 0.0.0034; t-test for PFC).  

UCMS does not alter astrocyte or neuron density or number of nearest neighbors 

 We next tested whether astrocyte density and number of nearest neighboring 

astrocytes was altered by UCMS. Our analysis revealed that chronic stress did not change 

the density of astrocytes within either brain region (Fig. 6.4D; t(12) = 0.7034; p = 0.4953; 

t-test within the hippocampus and Fig. 6.4D; t(11) = 0.4409; p = 0.6679; t-test for PFC). 

Furthermore, we also immunolabeled for NeuN in our CUBIC (i.e. brain-cleared) 

sections (Fig. 6.5A-6.5B). Our analysis of NeuN density revealed no significant 

difference in neuron density between control and stressed animals (Fig. 6.5C; t(11) = 

0.1411; p = 0.8903; t-test for hippocampus and Fig. 6.5C; t(10) = 1.493; p = 0.1664; t-test 

for PFC). Together, these results suggest the neither astrocyte nor neuron density are 

altered by stress.  

 Finally, our previously published papers found that within the murine 

hippocampus, interastrocytic electrical coupling and having at least 7-9 nearest neighbor 

(astrocytes) are key factors that underpin strong syncytial coupling (Kiyoshi et al., 2018; 

Ma et al., 2016). Given this, we were interested in determining whether chronic stress 
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may alter the number of nearest neighboring astrocytes (Fig. 6.4C3). Interestingly, we 

found no significant difference between the number of nearest neighbors and stress 

condition (Fig. 6.4F; t(12) = 0.6384; p = 0.5352; t-test for hippocampus and Fig. 6.4F; t(11) 

= 0.389; p = 0.7047; t-test for PFC). Thus, while six weeks of chronic stress alters 

interastrocyte distance, it does not appear to alter the number of nearest neighboring 

astrocytes.  

UCMS leads to weakened astrocyte gap junction coupling 

       We next asked whether the network-level anatomical differences in stressed animals 

(i.e. the increased interastrocyte distance) may lead to differences in the strength of 

synctytical isopotentiatlity within these limbic (i.e. hippocampus and PFC) regions. To 

test this idea, we used a K+‐free/Na+ pipette solution to substitute the endogenous K+ 

content in whole‐cell recording which in theory should subsequently leads to a Vm 

depolarization (toward 0 mV) as anticipated from the Nernst equation. Notably, we have 

shown that the Vm (recorded with [Na+]P from astrocytes in situ wherein the cells are 

coupled) does not obey the Nerstian prediction, and instead, the Vm remains at quasi-

physiological conditions level at the steady state (Vm, ss) (Kiyoshi et al., 2018; Ma et al., 

2016). In our [Na+]P recording of both hippocampal and PFC astrocytes (from control 

and stressed mice), the Vm, I (indicative of the resting membrane potential), revealed no 

significant differences between the groups (Fig. 6.6A; t = -1.269 ; p =0.231 ; unpaired t-

test for hippocampus and Fig. 6.6A; t = 0.354 ; p =0.726 ; unpaired t-test for PFC). 

However, the membrane potential in stressed animals showed more depolarization 

relative to control animals (indicated by the shift in Vm,ss toward more positive values) 
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(Fig. 6.6B). Indeed, within the hippocampus, the Vm,ss in astrocytes recorded from 

control animals was –72.26 mV, while that of UMCS astrocytes was -57.89 mV, and 

statistical analysis revealed a significant difference between the readings (Fig. 6.6C; t = 

2.401 ; p = 0.045 ; unpaired t-test). Notably, a trending difference in the PFC was also 

observed (Fig. 6.6C; t = -2.037; p = 0.060 ; unpaired t-test ). Indeed, a depolarizing shift 

in the Vm, ss in several recordings from UCMS mice (from astrocytes in both the 

hippocampus and PFC) was noted (Fig. 6.7A and 6.7B). Taken together, these data 

suggest that six weeks of stress leads to a reduction in syncytial coupling strength. 

UCMS does not alter the number of connexin 30/43 immunoreactive puncta within the 

hippocampus or PFC 

 Because our novel electrophysiological approach allowed us to determine that 

UCMS reduces the strength of astrocyte gap junction coupling, we next wanted to test 

whether the expression of connexin 30 and 43—two of the major proteins that from gap 

junctions (Nielsen et al., 2012)—are altered after stress. To this end, control and UCMS-

exposed animals were sacrificed, and hippocampal and PFC brain sections were collected 

and stained for connexin 30 and 43 expression (Fig. 6.8A-6.8B). Analysis of connexin 30 

puncta revealed no significant difference in immunoreactivity in either the hippocampus 

or the PFC after stress (Fig. 6.8C; t(10) = 0.8296; p = 0.4261 for hippocampus and t(10) = 

0.8638; p = 0.4079 for PFC; t-tests). The same finding was observed with respect to 

connexin 43 puncta. Indeed, we found no significant effect of stress on connexin 43 

immunoreactivity in either the hippocampus or the PFC (Fig. 6.8D; t(10) = 0.2755; p = 

0.7886 for hippocampus and t(10) = 1.275; p = 0.2313 for PFC; t-tests). Together, these 
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results suggest that connexin 30 and 43 total protein levels are not altered by our UCMS 

paradigm. 

Discussion 

                   Here, we expand upon previous studies—providing data showing that 

astrocyte morphology is altered after chronic stress. In addition to morphological changes 

at the individual cell level, we also show that astrocyte network anatomy and syncytical 

coupling strength are altered as a result of chronic stress.   

 High magnification/resolution confocal imaging revealed that our six week 

UCMS paradigm led to a marked reduction in total astrocyte process length and surface 

area (Fig. 6.3), without changing the total number of astrocytes (or neurons) (Fig. 6.4 and 

6.5). These findings are in line with studies published by Simard et al and Tyan et al who 

used chronic stress paradigms to profile cortical astroglial cells (Simard et al., 2018) 

(Tynan et al., 2013). Additionally, we were able to correlate these two morphological 

readouts (process length and surface area) with the emotionality score of each 

experimental animal. Here, we sould note that while we only examined the stratum 

radiatum and PFC (layer II) in our study, the astrocytic process atrophy that we observed 

in these regions is likely to be circuit specific. Indeed, the study performed by Tynan et al 

found no evidence of atrocytic atrophy within the motor cortex (Tynan et al., 2013)—a 

region that is not typically thought to be especially significant in the etiology of mood-

related disorders.  

 With respect to understanding the implications of the individual astrocyte 

morphological changes observed after stress, here it should be mentioned that extensive 
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dendritic atrophy (and dendritic spine loss) has been observed within the PFC after 

chronic stress (Izquierdo et al., 2006; Radley et al., 2004; Shansky et al., 2009). 

Paralleling these animal studies, human imaging studies have also reported significant 

reductions in the volume of grey matter within the PFC in patients with a history of 

depression (Drevets et al., 1997; Hastings et al., 2004). Hence, while neuronal 

alterations/dysfunction may be a key contributer in the etiology of mood-related 

disorders, the precise mechanism(s) that underpin these changes are not yet known. The 

fact that astrocytes (within these same brain regions) also show atrophy of their process, 

coupled with emerging evidence suggesting that astrocytes are key players in controlling 

synapse formation and function (Chung et al., 2015), and that astrocytes closely associate 

with synapses (Ventura and Harris, 1999a) raises the prospect that astrocytes may 

actually be initating neuronal/synaptic dysfunction when mood disorders first arise. 

Given this, studies that examine whether astrocyte dysfunction proceeds (and hence 

significantly contributes to) neuronal dysfunction during chronic stress, are of high merit. 

 Turning to network-level profiling, to our knowledge, we are the first to report 

that astrocyte syncytial anatomy changes as a result of chronic stress. Indeed, we 

observed that the interastrocyte distance (i.e. the distance between two neighboring 

astrocytes), was increased in both the PFC and the hippocampus after chronic stress (Fig. 

6.4). In control animals, the average interastrocyte distance within the hippocampus 

stratum radiatum subregion was ~40 um—consistent with our previously published paper 

(Kiyoshi et al., 2018). However, the average distance was found to be just over 45 um in 

stressed animals. A similar observation was also observed within the PFC. At first glance, 
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one may postulate that an increased astrocyte density and/or shorter inerastrocytic 

distance may make for an increase in the strength of astrocyte network coupling. While 

this may be the case in our current study (i.e. the increased interastrocyte distance after 

stress may play an underlying role in the strength of network coupling), it is important to 

note that at baseline conditions (i.e. no stress), in our previously published report, we did 

not observe a definitive correlation between syncytial anatomy and strength of syncytial 

isopotentiality (Kiyoshi et al., 2018). As such, caution should be taken when positing that 

the altered interastrocyte distance in stressed animals plays a causative role in the 

weakened coupling strength observed using our novel electrophysiological K
+‐free/Na

+‐

containing recording pipette solution (Ma et al., 2016). 

 With that said; however, it was interesting to note that our electrophysiological 

recordings did show a weakening in syncytial coupling strength in stressed mice (Fig. 

6.6). This innovative technique, which serves to create a ‘reporter astrocyte’ that can 

provide a readout of network coupling (Kiyoshi et al., 2018; Ma et al., 2016) suggests 

that not only individual astrocyte anatomy/morphology, but also network level coupling 

is impaired by chronic stress. Notably, we only profiled hippocampal and PFC subregions 

in our recording experiments (paralleling our morphological data). It would be interesting 

to test whether other mood-related regions—such as the habenula, amygdala, and nucleus 

accumbens—regions known to be involved in the etiology of depression-like behaviors 

and/or altered by stress (Browne et al., 2018; Campioni et al., 2009; Cerniauskas et al., 

2019; Zhang et al., 2018)—show similar impairments in response to stress. Furthermore, 
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whether this weakened coupling strength is specific to limbic circuits remains to be 

determined. 

 Given our observations that network-level anatomical and electrophysiolgical 

differences were observed after stress and that vertebrate gap junctions are comprised of 

connexin proteins (Nielsen et al., 2012), we were somewhat surprised that our analysis 

did not reveal any effect of stress on connexin 30/43 immunoreative puncta density (Fig. 

6.8). Notably, these results are in contrast to a recently published paper that found a 

reduction in the density of connexin 30 and 43 positive puncta in the cortex in rats 

exposed to a chronic stress paradigm (Miguel-Hidalgo et al., 2018). While the differential 

results may be attributed to differences in species and/or brain region analyzed, another 

study found that acute stress induces the opening of connexin 43 channels within 

astrocytes and that this opening is potentiated by chronic stress (Orellana et al., 2015). 

Thus, the regulation of gap junction coupling by connexins is likely quite complex. 

 Our current study did not investigate the mechanism(s) underlying the 

weakened gap junction coupling observed after chronic stress, or the functional 

ramifications of this weakened coupling on interastrocyte communication. However, 

placed within a mechanistic model, one of the most reasonable explanations for the data 

reported here is that the weakened syncytial coupling results from alterations in calcium 

signaling within the astrocyte network. No study (to our knowledge) has examined 

whether chronic stress alters both spontaneous and/or evoked calcium events within 

astrocyte microdomains. However, a recently published study demonstrated that acute 

stress leads to astrocyte atrophy and prolongs spontaneous calcium events within 
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astrocytes (Murphy-Royal et al., 2020). Interestingly, one of the key features of 

astrocytes is their ability to respond to stimuli (endogenous or exogenous) to generate 

calcium increases that subsequently couple to downstream cellular signaling processes to 

regulate animal physiology and behavior (for an excellent review, see (Guerra-Gomes et 

al., 2018). Hence, this calls into question the idea that calcium may serve as a potential 

regulator of astrocyte syncytial isopotentiality in both healthy and diseased states—a 

topic that is currently under investigation in our lab. Indeed, one may posit that chronic 

stress leads to a reduction in intracellular calcium levels which, in turn, weakens gap 

junction coupling strength and causes hypotrophy within individual astrocytes. Future 

studies that examine astrocytic calcium signaling after chronic stress—and how such 

signaling may regulate the state of syncytial coupling—are of high merit. 

 In total, these studies reveal that a six week UCMS paradigm alters not only 

astrocyte morphology, but also astrocyte network coupling. These observations suggest 

that other neuropsychiatric conditions may change the spatial organization of the 

astrocyte network and alter coupling strength. Hence, our study reveals important insights 

related to how depression disruptsastrocyte network communication.  
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Figure 6.1 Aldh1l1-eGFP mouse and Unpredictable Chronic Mild Stress paradigm 

(A) Coronal mouse brain sections from one Aldh1l1-eGFP. 30 µm thick tissue sections were mounted on 

slides at ~500 µm intervals to demonstrate transgene expression throughout the rostral-caudal and dorsal-

ventral axis of the brain. Abbreviations: PrL = prelimbic cortex. (B) 20X representative images of the 

Aldh1l1-eGFP transgene in both the prefrontal cortex (left panel) and hippocampus (right panel). Note that 

Aldh1l1-eGFP positive cells co-localize with the astrocytic marker GFAP, but not with the neuronal 

marker NeuN. Scale bar: 50 µm. Abbreviations: SO = stratum radiatum; Pyr = pyramidal cell layer; SR = 

stratum radiatum (C) Schematic outline of the six-week Unpredictable Chronic Mild Stress (UCMS) 

paradigm. (D) Percent change in weight over the six-week UCMS paradigm in control (black line) and 

UCMS (red line) mice. Data were analyzed using ANOVA, followed by post-hoc tests. (E) Graphical 

representation of coat/fur state across the six-week UCMS paradigm. Data were analyzed using ANOVA, 

followed by post-hoc tests. (F) Graphical representation of number of center entries (left panel) and total 

time spent in the center or the arena (right panel) in the open field test. Data were analyzed using Student’s 

t-test. (G) Graphical representation of the amount of time spent immobile (left panel) and the latency to 

the first immobility (right panel) in the tail suspension test. Data were analyzed using Student’s t-test. (H) 

Graphical representation of the number of total grooming bouts (left panel) and the amount of time spent 

grooming (right panel) in the sucrose splash test. Data were analyzed using Student’s t-test. * : p < 0.05; 

** : p < 0.01; *** : p < 0.001; **** : p < 0.0001; n.s. = not significant. N = 11-14 animals per condition. 
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Table 6.1 Example six-week UCMS schedule 

Mice were exposed to 2-3 stressors each day for a period of six consecutive weeks. Of note, to prevent 

animals from habituating to the daily stressors, these stressors were performed at different times throughout 

the day (i.e. in the morning, afternoon, evening, and overnight). 

 

 

Figure 6.2 Coat state images and Z-scores following UCMS paradigm 

(A) Representative images of coat/fur state in control (left) and UCMS (right) following the six-week 

paradigm. (B-D) Z-score of control and UCMS mice in the open field test (left), tail suspension test 

(middle) and sucrose splash test (right). Data were analyzed using Student’s t-test. (E) Schematic 

depiction of the Z-emotionality score in control and UCMS mice. Note that this Z-emotionality parameter 

reflects the combined Z-scores from all three noted behavioral tests (open field, tail suspension, and 

sucrose splash). Please see the methods section for details. (F) Graphical representation of the Z-

emotionality score in control and UCMS mice. Data were analyzed using Student’s t-test. * : p < 0.05; *** 

: p < 0.001; **** : p < 0.0001. N = 11-14 animals per condition. 
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Figure 6.3 Changes in astrocyte morphology after UCMS 

(A1-A2) Representative 40X confocal images of Aldh1l1-GFP transgene in hippocampus of a control (left 

panel) and stressed animal (right panel). The regions boxed in white reflect the same areas depicted in 

‘A3-A4’. (A3-A4) Imaris filament tracing of astrocyte processes from a control (left panel) and UCMS 

(right panel) animal. (A5-A6) Imaris 3D-surface rendering of the same astrocytes depicted in ‘A1-A4’. 

Note the relative increased area of astrocytes in the control section relative to the UCMS section. (B1-B2) 

Representative 40X confocal images of Aldh1l1-GFP transgene in the PFC of a control (left panel) and 

stressed animal (right panel). The regions boxed in white reflect the same areas depicted in ‘B3-B4’. (B3-

B4) Imaris filament tracing of astrocyte processes from the PFC of a control (left panel) and UCMS (right 

panel) animal. (B5-B6) Imaris 3D-surface rendering of the same astrocytes depicted in ‘B1-B4’. (C1) 

Graphical analysis of Imaris filament tracing in hippocampal and PFC astrocytes from control animals 

(black) and UCMS animals (red). The average total astrocyte process length for each animal (analyzed 

from 3-4 images) is represented by each dot. Data were analyzed using Student’s t-test. *: p < 0.05; ** : p 

< 0.01. N = 3-6 animals per stress condition. (C2) Graphical representation of correlations between 

average astrocyte process length (from hippocampal astrocytes: left panel and PFC astrocytes: right panel) 

and Z-emotionality behavioral scores. Correlations were analyzed using mice from both control (black 

dots) and UCMS (red dots) mice. A one-tailed Pearson analysis (using the ‘R correlation coefficient’) was 

used. N = 3-6 animals per condition. (D1) Graphical analysis of average astrocyte area (using Imaris 3D 

surface rendering) in hippocampal and PFC astrocytes from control animals (black) and UCMS animals 

(red). The average total astrocyte process area for each animal (analyzed from 3-4 images) is represented 

by each dot. Data were analyzed using Student’s t-test. ** : p < 0.01; n.s. = not significant. N = 6 animals 

per stress condition. (D2) Graphical representation of correlations between average astrocyte process area 

(from hippocampal astrocytes: left panel and PFC astrocytes: right panel) and Z-emotionality behavioral 

scores. Correlations were analyzed using mice from both control (black dots) and UCMS (red dots) mice. 

A one-tailed Pearson analysis (using the ‘R correlation coefficient’) was used. N = 6 animals per 

condition. 
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Figure 6.4 CUBIC tissue clearing in hippocampus and PFC of Aldh1l1-eGFP animals reveals 

alterations in interastrocyte distance after UCMS 

(A1-A2) Representative 10X CUBIC tissue clearing in the hippocampus of a control (left panel) and 

UCMS (right panel) animal. Note that the red box in the larger panels approximate the locations of the 

zoomed-in images on the right. (B1-B2) Representative 10X CUBIC tissue clearing in the PFC of a 

control (left panel) and UCMS (right panel) animal. (C1) Representation of astrocyte syncytial cell density 

analysis, interastrocyte distance (C2), and nearest neighbors (C3). (D) Graphical representation of the 

density of Aldh1l1-eGFP positive cells in the hippocampus (left) and PFC (right) of control and stressed 

animals. Data was analyzed from 6-7 animals per condition using Student’s t-test. (E) Graphical 

representation of the interastrocyte distance (i.e. the distance between astrocytes) in the hippocampus (left) 

and PFC (right) of control and stressed animals. (F) Graphical representation of the number of 

neighboring astrocytes nearest to the reference cell/astrocyte. Data was analyzed from 6-7 animals per 

condition using Student’s t-test.*: p < 0.05; ** : p < 0.01; n.s. = not significant.  
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Figure 6.5 CUBIC tissue clearing in hippocampus and PFC of Aldh1l1-eGFP animals reveals no 

change in neuron density after UCMS 

(A1-A2) Representative 10X CUBIC tissue clearing (and subsequent NeuN labeling) in the hippocampus 

of a control (left panel) and UCMS (right panel) animal. (B1-B2) Representative 10X CUBIC tissue 

clearing (and subsequent NeuN labeling) in the PFC of a control (left panel) and UCMS (right panel) 

animal. (C) Graphical representation of the density of NeuN positive cells in the hippocampus (left) and 

PFC (right) of control and stressed animals. Data was analyzed from 6-7 animals per condition using 

Student’s t-test. n.s. = not significant. 
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Figure 6.6 UCMS impairs the strength of astrocyte syncytial coupling within the hippocampus and 

PFC 

(A) Graphical representation of the resting membrane potential (Vm, i) after breakthrough of the cell. 

Note that a [Na
+
]p recording was used (as a substitute for intracellular K

+
 content) in order to test the 

strength of syncytial isopotentiality. The numerical values within each bar are indicative of the number of 

recorded cells. (B) Representative electrophysiological traces from astrocytes recroded from control 

(black) and UMCS (blue) animals. Using the same [Na
+
]p recording, the steady-state Vm (Vm, ss) was 

also taken. Note that astrocytes recorded from slices obtained from UCMS displayed a positive shift of 

VM,SS which corresponds to a decrease in the strength of syncytial coupling. (C) Graphical representation 

of the Vm, ss of hippocampal astrocytes from control and UCMS-exposed animals. Note the increased 

Vm, ss in the UCMS group. (D) Graphical representation of the Vm, ss of PFC astrocytes from control 

and UCMS-exposed animals. Note the trending increase in Vm, ss in the UCMS group. For both 

hippocamnpal and PFC regions, 5-15 astrocyteswere recorded. Data is presented as the mean + SEM 

using Student’s t-test. *: p < 0.05; n.s. = not significant. 
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Figure 6.7 Graphical distribution of Vm,i and Vm,ss in astrocytes from control and UCMS animals 

(A) Graphical representation of the Vm, i and Vm, ss in hippocampal astrocytes recorded from control and 

UCMS-exposed animals. Note the depolarizing shift in the Vm, ss in several of the recordings fromUCMS 

animals. (B) Graphical representation of the Vm, i and Vm,ss in PFC astrocytes recorded from control and 

UCMS-exposed animals. Similar to the hippocampus, note the depolarizing shift in the Vm, ss in several 

of the recordings fromUCMS animals. These are the same recording depicted in Fig. 6.6, and all 

recordings (5-15 per group/region) were done using a Na
+
 pipet in order to test for syncytial coupling 

strength. 
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Figure 6.8 UCMS does not alter the number of connexin 30 (Cx30) or connexin 43 (Cx43)-

immunoreactive puncta in the hippocampus or PFC 

(A1-A4) Representative 40X immunofluorescent images of connexin 30 (yellow), connexin 43 (red), 

Aldh1l1-eGFP transgene (green), and hoescht (blue) in the stratrum radiatum of the hippocampus of 

control (top row) and UCMS exposed (bottom row) animals. (B1-B4) Representative 40X 

immunofluorescent images of connexin 30 (yellow), connexin 43 (red), Aldh1l1-eGFP transgene (green), 

and hoescht (blue) in the PFC of control (top row) and UCMS exposed (bottom row) animals. (C) 

Graphical representation of the number of connexin 30 immunoreactive puncta per area of 

hippocampus/PFC in control and UCMS mice. (D) Graphical representation of the number of connexin 43 

immunoreactive puncta per area of hippocampus/PFC in control and UCMS mice. Data were analyzed 

using Student’s t-test. n.s. = not significant. N = 6 animals per condition. 
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CHAPTER 7 

Ultrastructural view of astrocyte-astrocyte and astrocyte-neurite contacts within the 

hippocampus 

Introduction 

 How astrocytes make contact with each other and with other constituents in the 

brain underlies the anatomic basis for astrocyte function in the central nervous system 

(CNS) (Barres, 2008; Clarke and Barres, 2013; Gomazkov, 2019). With respect to their 

anatomical organization, protoplasmic astrocytes are oriented in non-overlapping (i.e. 

distinct) domains (Bushong et al., 2002; Halassa et al., 2007; Ogata and Kosaka, 2002; 

Xu et al., 2014). Astrocytes within each domain can ensheath thousands of synapses 

within their occupancy volume using fine astrocytic processes (Peters et al., 1991; Wolff, 

1970; Bushong et al., 2002; Khakh and Sofroniew, 2015).  

 Given their ability to extensively contact neurites, astrocytes are integral 

components in the modulation of synaptic function (Papouin et al., 2017). Studies have 

shown that astrocytes are able to respond to synaptic events and regulate neuronal 

transmission (Adamsky et al., 2018; Henneberger et al., 2010; Jourdain et al., 2007; 

Panatier et al., 2011; Perea and Araque, 2007). Notably, astrocytes also extend their 

endfeet to make contact with blood vessels for uptake of nutrients needed for brain 

energy metabolism (Nortley and Attwell, 2017). 

 While these findings indicate the importance of astrocyte anatomy to function, 

much of the anatomic details at the ultrastructural levels have yet to be resolved. For 
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example, astrocyte-synapse contacts remain an important topic of investigation. To this 

end, while several studies have shown that a large number of synapses make contact with 

astrocyte processes within the developing and mature cortex (Kikuchi et al., 2020; 

Ventura and Harris, 1999b; Witcher et al., 2007), within the mature mouse hippocampus, 

the percentage of synapses contacted by astrocyte processes has not yet been determined. 

Indeed, details about this astrocyte-neurite association within the hippocampus could 

provide key insights into the functional association between both cell types. Furthermore, 

the spatial location selectivity of intracellular consistutents (i.e. structures located within 

astrocytes)—such as glycogen granules, also remains elusive. Given that astrocytic 

glycogen granules serve as a major source of lactate (and subsequently serve as an energy 

substrate) for neurons (Calì et al., 2019; Magistretti and Allaman, 2015), having a better 

understanding of the ultrastuctural location of these small energy reserves could be of 

much value. 

  Critical to understanding these unanswered questions is the ability to resolve the 

ultrastructural complexity of astrocyte contacts. Indeed, fine astrocytic processes are 

structurally nanoscopic, which precludes the use of light microscopy and necessitates the 

use of electron microscopy (EM). In our current study, we’ve tackled these unanswered 

questions and extended upon findings recently described by Kiyoshi (Kiyoshi, 2019) 

through the combined use of an Aldh1l1-eGFP transgenic mouse model and correlative 

confocal serial blockface-scanning electorn microscopy (SBF-SEM). Indeed, our EM 

specimen contained identity-validated and location-defined astrocytes (given the confocal 

imaging prior to EM processing), and preparation damage to the fine anatomic structures 
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(and intracellular structures) was significantly reduced - (Denk and Horstmann, 2004; 

Kiyoshi et al., 2018) - which is essential in order to resolve and reconstruct the fine 

astrocytic processes at nanoscopic ranges (Ventura and Harris, 1999b). 

 Here, we examined - for the first time in requisite detail - the ultrastructure of 

astrocyte-neurite associations within the adult mouse hippocampus. Our 3D 

reconstructions of three neighboring astrocytes allowed us to determine their interactions 

with surrounding neurites. With the reconstruction of three across-astrocytic-domain 

neurites with their associated spines and contacting axons, we examined the spatial-

location selectivity of astrocyte-synapse contacts. We were also able to show that 

glycogen granules are found in every part of the astrocyte, though they are enriched 

within astrocyte processes that abut synapses. Taken together, our findings provide 

clarity to long-standing questions regarding the structural contacts between astrocytes and 

neurites, and they raise interesting functional questions regarding astrocyte-neuron 

interactions and energy metabolism. 

Materials and methods 

Experimental model and subject details 

 Although tissue from several mice was processed for EM, a single adult, 

postnatal day 45, female BAC Aldh1l1-eGFP mouse was used for data shown in this 

study. Details of this mouse line have previously been reported (Yang et al., 2011b). 

Mice were housed in a temperature controlled (22 ± 2°C) environment with a 12 hour 

light/dark schedule and ad libitum access to food and water. All procedures were 
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performed in accordance with a protocol approved by the Institutional Animal Care and 

Use Committee (IACUC) at The Ohio State University. 

Tissue processing 

 A postnatal day (P) 45 mouse was anesthetized with an intraperitoneal injection 

of 8% chloral hydrate in 0.9% saline and then transcardially perfused at 6 mL/min with 

4% paraformaldehyde and 2.5% glutaraldehyde in 0.1M sodium cacodylate buffer. 

Sodium cacodylate, paraformaldehyde, and shell vials were purchased from Electron 

Microscopy Sciences (Hatfield, PA, USA). 25% EM grade glutaraldehyde was purchased 

from Polysciences Inc (Warminster, PA, USA). Coronal CA1 hippocampal brain slices 

(300 µm) were then cut with a Vibratome (Pelco 1500) and post-fixed with the same 

fixative overnight (at 4 degrees C) in shell vials.  

Correlative confocal and serial blockface scanning electron microscopy (SBF-SEM) 

  Each Aldh1l1-eGFP hippocampal brain slice was then imaged using a Leica 

(SP8) confocal microscope in order to obtain astrocyte spatial localization and blood 

vessel landmark visualization within the stratum radiatum. These confocal images were 

used to correlate and select a region of interest for subsequent electron microscopy tissue 

processing.  

 After confocal images were acquired, fixed tissue sections were washed five 

times in 0.1 M sodium cacodylate, followed by staining with reduced osmium (2% 

osmium tetroxide and potassium ferrocyanide in 0.1 M sodium cacodylate buffer) at 4C 

for 2.5 hours. Sections were then washed five times in double distilled water, followed by 

incubation in 1% thiocarbohydrazide at 60C for 1 hr, before being washed again in 
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double distilled water. Sections were then stained with 2% aqueous osmium tetroxide for 

2 hr at room temperature and were subsequently incubated (for 24-30 hr) in aqueous 

uranyl acetate at 4C. Next, the tissue was washed and incubated for 60 minutes at 60C in 

Walton’s lead aspartate, followed by washing in double distilled water before beginning 

dehydration through a series of incubations in ethyl alcohol, propylene oxide (4 hrs), and 

90 min in Epon 812-substiute resin before being embedded in Epon 812-substitute resin 

and left to cure for 48 hr at 60C. The tissue was trimmed out of the resin and oriented on 

the pin according to the corner notch that was cut into the wet tissue before confocal 

imaging. The tissue was mounted on aluminum and coated with colloidal silver liquid 

around the exposed edges of the resin block. A Zeiss Sigma VP system (with an in-

chamber Gatan 3 View ultamicrotome with low-kV backscattered electron detectors) was 

used to examine the tissue. Tissue samples were imaged at 2.2 kV, with 7.7 nm/pixel 

resolution. Slices were 75 µm thick. SBF-SEM image acquisition and registration was 

conducted at Renovo Neural (Cleveland, OH, USA). The total image scan size for the 

data set is 54.02 x 96.47 x 37.5 µm (X, Y, Z). Image series were registered and then 

analyzed using Reconstruct (see below).  

Three-dimensional reconstructions of hippocampal astrocytes, neurites, blood vessels, 

and intracellular particles 

 500 serial SBF-SEM images of the stratum radiatum (provided by Renovo 

Neural) were imported with image pixel size (0.0077 µm/pixel) and slice thickness 

(0.075 µm) into Reconstruct (Fiala, 2005). Cellular structures were traced manually in 

Reconstruct software to generate individual objects. The volume of each completed 
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object was automatically generated in Reconstruct. Further, the Z-trace tool was used to 

measure the dimensions (size, length, etc.) of each object, and the ellipse tool was used to 

trace rounded objects (such as glycogen granules). Boissonnat surface object 

reconstructions were generated in Reconstruct and were then exported as VRML 2.0 files 

for further rendering in Blender (see below). 

Visualizing SBF-SEM reconstructed data using Blender 2.78 

 Blender - a free, open source 3D, general-purpose graphics tool that allows for 

modelling of large-volume data sets - was used to reconstruct our astrocyte connectome 

files. Note that Blender has been used in several other studies examining EM neural 

tissues (Calì et al., 2016; Zheng et al., 2018). VRML 2.0 files (created in Reconstruct) 

were imported into Blender and were then colored and rendered to obtain final 3D 

reconstructions. Note that in certain circumstances, objects were made slightly 

transparent (using the ‘Z transparency’ tool) to allow for easy visualization of multiple 

objects in contact with one another.  

Synapse-astrocyte contact analysis 

 Analysis of astrocyte coverage of synapses was adapted from a recently 

published paper (Kikuchi et al., 2020). Note, however, that our analysis was conducted in 

SBF-SEM traces (i.e. 2-dimensional) and not in rendered (i.e. 3-dimensional) 

constructions. To begin, three complete dendrites (and their associated spines) were 

traced using Reconstruct. Axons that contacted each spine were also traced to 

completion. Next, each synapse was marked and classified as asymmetric or symmetric 

based on whether the postsynaptic density was prominent (Gray, 1959; Kikuchi et al., 
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2020; Peters and Palay, 1996) (see Fig. 7.4D1 for examples of the two types of synapses). 

Finally, the area surrounding each synapse was examined in order to determine whether 

any astrocyte processes were located adjacent to the synapse. Three categories were then 

established, similar to classifications conducted in a recently published report (Kikuchi et 

al., 2020): 

1) ‘Cleft associated astrocytes’ were those synapses whose synaptic clefts made 

contact with an astrocyte process. 

2) ‘Pre/post associated astrocytes’ were those synapses whose pre or post synaptic 

elements made contact with an astrocyte process, but not with the cleft. 

3) ‘Free astrocytes’ were those synapses that had no adjacent contacts with astrocyte 

processes.  

 Of note, if an astrocyte made contact with both the synaptic cleft and a pre or 

post synaptic element, the contact was classified as ‘cleft contact’. The percentage of 

astrocyte (and non-astrocyte) associated synapses was then calculated from three 

dendrites. 

Analysis of glycogen granule content in various astrocyte processes 

 Glycogen granule density within various regions of astrocyte processes was also 

analyzed. For this analysis, a 5 x 5 µm, 10 z-stack ROI was drawn around an astrocyte 

region (from a 2D EM trace). These regions included the astrocyte soma, root, 

intermediate processes, and terminal and reflexive processes. Three of these ROIs were 

drawn for each astrocyte region, and data obtained from three total astrocytes was used 

for analysis (i.e. this process was replicated for all process types of three different 
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astrocytes-blue, pink, and purple). The glycogen granules within each specific astrocyte 

region (within the ROI) were traced using the Reconstruct ellipse tool, and the total 

number of glycogen granules within the 10 z-stack ROI was divided by the total volume 

that the astrocyte occupied. Criterion used to identify vesicle-like structures can be found 

in Fig. 7.5. 

Statistical Analysis 

 All statistics were performed using GraphPad Prism 7.0 software, and group 

data are presented as mean + SEM. Details of statistical tests (such as the test statistic, 

degrees of freedom, and p-value) can be found in the Results section (or tables) of the 

manuscript. As noted in the figure legends, significance was ascribed to p-values < 0.05. 

Further, comparisons between three (or more) groups/variables were conducted using a 

one-way ANOVA, followed by post-hoc analysis. For each experiment, Grubb’s test was 

conducted on data obtained from each group in order to determine whether the outlier 

was statistically significant (p < 0.05).  

Results 

3D reconstruction of neighboring astrocytes using correlative confocal microscopy and 

SBF-SEM 

 To begin, we utilized an Aldh1l1-eGFP reporter mouse and confocal 

microscopy to define the region of interest (ROI) that contained three neighboring 

astrocytes in order to prepare the specimen for further SBF-SEM study. Specifically, after 

tissue fixation, low magnification images of coronal brain sections encompassing the 

cortex and hippocampus were taken. Note that we selected a tissue section that contained 



260 

 

visible blood vessels which could be used as landmarks. An area containing GFP+ 

astrocytes next to a large blood vessel in the stratum radiatum of the hippocampus was 

chosen as our ROI, and the tissue section containing the ROI was then processed for 

SBF-SEM. 

 To identify astrocytes within the SBF-SEM dataset, we located structures that 

were irregular in shape. We then examined the datasets to look for key structural 

characteristics of astrocytes, such as glycogen granules (see Fig. 7.5 for glycogen granule 

identification criteria). In addition, we followed the processes extending from the cell 

body, which formed astrocytic endfeet that contact blood vessels (as in Fig. 7.1D-7.1F).  

 Within the SBF-SEM dataset, we identified three astrocytes (colored purple, 

blue, pink) and traced these astrocytes (and a surrounding blood vessel) to completion. 

3D reconstructions were then created (Fig. 7.1). Of note, the bottom half of the blue 

astrocyte was cut-off in the data set (Fig. 7.1B) and is therefore smaller in appearance. 

Overlaying the three astrocytes created a 3D reconstruction of an astrocyte connectome 

(Fig. 7.1D-7.1F). 

3D reconstruction of astrocytes in association with neurites 

 Astrocyte processes are extensively interwoven with surrounding neurites 

(Gavrilov et al., 2018; Kikuchi et al., 2020; Ventura and Harris, 1999b; Witcher et al., 

2007). We first traced the ultrastructure of a neurite to detail the structure of the dendritic 

spines shown in our reconstructions-which are representative of all six standard spine 

categories: thin, mushroom, stubby, cup, branched, and filopodia-like (Fig. 7.2A-7.2B 

and Fig. 7.3A-7.3B) (Hering and Sheng, 2001; Risher et al., 2014). We then traced (to 
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completion) three dendrites and their associated spines and contacting axons (Fig. 7.3C). 

The three neurite reconstructions were then combined with the 3D reconstructions of the 

three astrocytes in order to generate a complete network-level view of the astrocyte-

neurite interaction (Fig. 7.3D). Reconstruction of three astrocytes in association with 

three neurites provided us with ultrastructural details of the anatomical relationships 

between both cell types. 

The majority of synapses are contacted by astrocytic processes 

 We next examined the ultrastructural contacts between astrocyte processes and 

neurites. Several bodies of work examining both the developing and mature rat cortex 

and hippocampus have reported that a large number of synapses make contact with 

astrocyte processes (Kikuchi et al., 2020; Ventura and Harris, 1999b; Witcher et al., 

2007). However, to date, the percentage of synapses contacted by astrocyte processes 

within the mature mouse hippocampus is not known. Using the three fully reconstructed 

neurites (presented in Fig. 7.3C), we analyzed the percentage of astrocytic processes at 

the axon-spine interface (i.e. synapse). In total, we evaluated 920 synapses from the three 

reconstructed neurites, and recorded whether astrocyte processes made contact with the 

synaptic cleft (Fig. 7.4A1-7.4A2), pre or post synaptic elements (Fig. 7.4B1-7.4B2), or if 

no astrocytes made contact with the synapse (Fig. 7.4C1-7.4C2). Additionally, each 

synapse was classified as ‘asymmetric’ or ‘symmetric’ based on whether it exhibited a 

prominent or narrow postsynaptic density (Gray, 1959; Kikuchi et al., 2020; Peters and 

Palay, 1996; and see Fig. 7.4D1).  
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 Assessment of asymmetric versus symmetric synapse percentage (irrespective 

of astrocyte contact type) revealed that a majority of synapses were asymmetric (Fig. 

7.4D2). Along these lines, 218/235 synapses (93%) from dendrite 1, 216/231 synapses 

(94%) from dendrite 2, and 427/454 synapses (94%) from dendrite 3 were asymmetric. 

When examining synapse type (i.e. asymmetric and symmetric) with respect to astrocyte 

contacts, we found that a majority of synapses were contacted by astrocytes, with 

significant differences observed in astrocyte contact patterning (Fig. 7.4E1; F(5, 12) = 

51.08; p < 0.0001; one-way ANOVA. See Table 7.1 for post-hoc analysis). Specifically, 

55% of all synapses were asymmetric and contacted astrocytes at the cleft (Fig. 7.4E1; 

solid green bar) and 4% of all synapses were symmetric and contacted astrocytes at the 

synaptic cleft (Fig. 7.4E1; patterned green bar). Further, 25% of all synapses were 

asymmetric and had pre- or post-synaptic contact with astrocytes (Fig. 7.4E1; solid 

orange bar) and 2% of all synapses were symmetric and had pre-or post-synaptic contact 

with astrocytes (Fig. 7.4E1; patterned orange bar). In contrast, 13% of all synapses were 

asymmetric and had no contact with astrocytes (Fig. 7.4E1; solid purple bar) and 1% of 

all synapses were symmetric and had no contact with astrocytes (Fig. 7.4E1; patterned 

purple bar). Individual dendrite-parsed graphical representations of asymmetric synapse-

astrocyte contacts (Fig. 7.4E2) and symmetric synapse-astrocyte contacts (Fig. 7.4E3) are 

also shown. Taken together, these results suggest that most synapses (86% in total) have 

contact with astrocyte processes, and a majority of these astrocyte-synapse contacts occur 

at the synaptic cleft (compared to pre and/or post synaptic elements). 

Glycogen granules are enriched in terminal astrocyte processes 
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 Glycogen is the stored formed of glucose, and within the brain, glycogen is 

almost entirely localized within astrocytes (Allaman et al., 2011; Magistretti and 

Allaman, 2018; Nelson et al., 1968; Phelps, 1975, 1972). While the role of brain 

glycogen (and glycogen-derived lactate) is not completely clear, many studies have 

shown that it plays a crucial role in many high-energy consuming biochemical and 

molecular processes such as synaptic plasticity and memory formation (Suzuki et al., 

2011). While Cali et al  found a large quantity of glycogen granule puncta concentrated 

within fine astrocyte processes of the murine cerebral cortex (Calì et al., 2016), a 

complete understanding of the astrocyte domain-wide localization of glycogen granules 

within the hippocampus is lacking. Hence, we sought to investigate the density of 

glycogen granules abutting synapses as a function of astrocyte process type. 

 In electron microscopy sections, glycogen granules can be identified by their 

electron-dense puncta (Revel et al., 1960), which can also form clusters. For a description 

of the criterion used to identify glycogen granules, see Fig. 7.5B. Using this criterion, we 

examined glycogen granules throughout the entire astrocyte domain (Fig. 7.6A). Notably, 

we used a Root-Intermediate-Terminal process labeling scheme to identify various 

astrocyte branching patterns (Kiyoshi, 2019; Uylings and van Pelt, 2002). Along these 

lines, a root process was defined as the main astrocyte branch(es) that orginate from the 

astrocyte soma. Intermediate processes are those that branch from the root processes and 

occasionaly extend to other intermediate processes. Finally, small, thin terminal 

processes extended from the soma, root processes, and intermediate processes, and they 

do not extend any further. Reflexive processes were also used to denote astrocyte 
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branches that formed loop-like structures. We then counted the number of granules 

within each ROI of the following astrocyte process types: soma (Fig. 7.6B), root 

processes (Fig. 7.6C), intermediate processes (Fig. 7.6D), terminal processes (Fig. 7.6E), 

and reflexive processes (Fig. 7.6F). Quantitative analysis of glycogen granules revealed a 

significant effect of astrocyte process type on granule density (Fig. 7.6G; F(5, 44) = 10.83; 

p < 0.0001; one-way ANOVA; see Table 7.2 for post-hoc analysis). Similar to synapses, 

glycogen granules were enriched within terminal and reflexive astrocytic processes (in 

addition to endfeet processes—not shown). Together, these data suggest that an 

accumulation of glycogen is observed in terminal astrocyte processes. 

Discussion 

 While the ultrastructure and connectivity of neurons has been highlighted in 

several seminal connectomics studies (Kasthuri et al., 2015; Mishchenko et al., 2010), 

our results provide significant insights into the structural complexity of astrocyte 

processes, the anatomical relationship between astrocytes and synapses in the mature 

mouse brain, and the location of intracellular particles (such as glycogen granules) within 

astrocytes. Taking advantage of an Aldh1l1-eGFP mouse for pre-identification of 

neighboring astrocytes in EM specimen preparation and SBF-SEM for preserving the 

nanoscopic details of astrocytic processes, this study provides the first ultrastructural 

view of the interactions between astrocytes and neurites in the adult mouse brain.  

Ultrastructural contacts of astrocytes with synapses 

 By tracing all axons from three dendrites, we were able to analyze astrocyte-

synapse association, reporting - for the first time within the adult mouse hippocampus -
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that ~86% of synapses are ensheathed by astrocytes. Notably, this percentage is higher 

than other studies that examined synapse coverage within the developing rat 

somatosensory cortex (68% coverage) (Kikuchi et al., 2020) and the mature rat stratum 

radiatum (57% and 62% coverage, respectively) (Ventura and Harris, 1999b; Witcher et 

al., 2007). Differences in brain region, developmental stage, and/or analysis methods 

likely contributed to the increase in astrocyte-ensheathed synapses that we observed. 

Further, our finding that a large majority of astrocytes contact the axon-spine interface 

(i.e. synapse), compared to post or pre-synaptic elements, is in agreement with these 

previous studies in both the developing (Kikuchi et al., 2020) and mature brain (Witcher 

et al., 2007).  

 Whereas most asymmetric synapses are excitatory, symmetric synapses are 

inhibitory (Peters and Palay, 1996). Interestingly, ~94% of all synapses reported in the 

P14 developing brain (Kikuchi et al., 2020) were asymmetric, a finding that we also 

observed in our study in the mature (P45) brain, suggesting that the instructive role of 

astrocytes in synaptogenesis likely occurs in the developing brain (Allen and Eroglu, 

2017). While our current study did not investigate the functional role of astrocytes in the 

regulation of synaptic transmission and plasticity, activation of calcium signaling within 

astrocytes leads to glutamate release (Bezzi et al., 1998; Pasti et al., 1997). In turn, 

astrocytic glutamate has been shown to act on several types of neuronal metabotropic 

glutamate receptors and NMDA and kainite receptors, which can augment the amplitude 

and/or frequency of evoked IPSCs and mEPSCs (Fellin et al., 2004; Fiacco and 

McCarthy, 2004; Kang et al., 1998b; Liu et al., 2004; Parri et al., 2001). Hence, the 
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extent to which astrocytic ensheathment of synapses influences the excitatory-inhibitory 

balance of neurons remains an interesting topic for further investigation. 

Glycogen granules are found throughout each astrocytic compartment 

 It is interesting to note that glycogen granule density was very high in astrocyte 

terminal processes. These results support a previous immunohistochemical study that 

examined the subcellular distribution of glycogen within hippocampal astrocytes (Oe et 

al., 2016). Notably, our observations are also in agreement with other reports that used 

3D electron microscopy to show preferential location of glycogen granules in astrocyte 

processes that surround synapses (Calì et al., 2016; Mohammed et al., 2018). These 

observations, coupled with the fact that glycogen serves as a major source of energy, lead 

one to speculate that the distribution pattern of glycogen (i.e. lower density in the 

astrocyte soma/root and higher density in the astrocyte terminal/reflexive processes) is 

reflective of the metabolic demand of nearby synapses. To this end, if astrocyte terminal 

and reflexive processes are more metabolically ‘active’ (given that they contact a greater 

density of synapses), glycogen would need to be abundant, which is consistent with our 

results. This hypothesis is also supported by studies showing the importance of glycogen 

metabolism in synaptic plasticity and memory formation (Descalzi et al., 2019; Gibbs et 

al., 2006; Newman et al., 2011; Suzuki et al., 2011) –both of which are processes that 

require a significant amount of energy.  

 The hypothesis mentioned above is also reinforced by analysis of synapse-

astroycte contacts throughout the astrocyte domain. Along these lines, we should briefly 

note that the enrichment of glycogen granules within astrocyte terminal and reflexive 
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processes is consistent with our data showing that the density of synapses that surround 

astrocytes is highest in astrocyte terminal and reflexive processes (Kiyoshi, 2019). With 

respect to the ultrastructural contacts of astrocytes with synapses, the current 

understanding of perisynaptic astrocyte processes (PAPs) is that astrocyte fine/terminal 

processes are closely associated with synapses—responding to synaptic activity, 

providing structural support, and clearing neurotransmitters from the synaptic cleft 

(Reichenbach et al., 2010). Hence, the fact that synapse-astrocyte contacts are increased 

in astrocyte terminal processes and that glycogen granules are enriched within these 

terminal processes leads one to surmise that perhaps terminal and reflexive processes 

need to provide more energy (compared to the soma, root, and intermediate astrocyte 

processes), since the greatest density of synapses are located within these regions.  

 Further, from an (ultra)structure-function perspective, this distribution (i.e. 

highest density of glycogen granules in terminal/reflexive processes) suggests that when 

neuronal activity is highest (during LTP for example), such activity leads to more 

complex functions (memory formation/retrieval). Given that lactate is derived from 

glycogen and can serve as a signaling molecule for such higher order processes 

(Margineanu et al., 2018; Yang et al., 2014), perhaps glycogen is not only serving as a 

subtrate for energy for these neurons, but that it is also useful in producing lactate which 

serves as a signaling effector for plasticity-related processes such as LTP. Clearly, our 

understanding of the extent to which the ultrastructural location of glycogen granules 

influences neuronal signaling is still in its infancy. 
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Figure 7.1 3D Reconstruction of neighboring astrocytes within the stratum radiatum of the 

hippocampus 

(A-C) 3-dimenstional view of three reconstructed astrocytes: purple, blue, and pink. Note that these three 

astrocytes were traced from an EM dataset before being reconstructed. (D-F) Combined reconstruction 

depicting the front, side, and back views of the three astrocytes. Each astrocyte is labeled in a different 

color to clearly demarcate individual astrocyte domains and cellular structures. Note that the blue 

astrocyte appears ‘smaller’ in size as only part of the cell was included in the EM stack. Note that the 

reconstructions from this figure are more completed versions of those depicted in ‘Kiyoshi, C. “Structure 

and Function of the Developing and Mature Astrocyte Syncytium in the Brain.” (2019; PhD Dissertation; 

The Ohio State University).’ 
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Figure 7.2 Ultrastructural view of a reconstructed neurite 

(A) Complete 3D reconstruction of one (out of three total) reconstructed dendrites. Several axons (white) 

are drawn for reference. (B1-B6) Magnified view of axonal contacts (white) with dendritic spines 

(orange). The orange dendritic spines that contact these axons represent thin, mushroom, stubby, cup, 

branched, and filopodia-like spine types, respectively. Note that these images are magnified from yellow 

boxed regions approximated in A.  
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Figure 7.3 An ultrastructural view of astrocyte-neurite association 

(A) Partial 3D reconstruction of one dendrite. An axon (white) is drawn for reference in order to depict the 

axon-dendritic spine interface (i.e. synapse). (B) 2D serial traces of the axon (white) and dendritic spine 

(orange) that form a synapse (synapse is depicted in A and in z-section 12). (C) 3D reconstruction of three 

dendrites (orange) and their associated axons (white) shown in a front view. (D) Front view of the three 

neighboring astrocytes and their association(s) with the three reconstructed neurites. Note that the 

reconstruction in panel ‘D’ is a more completed version of that depicted in ‘Kiyoshi, C. “Structure and 

Function of the Developing and Mature Astrocyte Syncytium in the Brain.” (2019; PhD Dissertation; The 

Ohio State University).’ 
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Figure 7.4 The majority of synapses are contacted by astrocytic processes 

(A1) 2D EM trace of an astrocyte process (pink) contacting the synaptic cleft. (A2) 3D reconstruction 

from A1. (B1) 2D EM traces of astrocyte process contacting either post-synaptic dendritic elements (left 

panel) or pre-synaptic elements (right panel). (B2) 3D reconstruction from B1. (C1) 2D EM trace of a 

synapse with no astrocyte contact. A 3D reconstruction is also depicted in C2. In all representative images, 

the astrocyte processes that contact the synapses are from one astrocyte (pink) and the synapses are from 

two fully reconstructed dendrites shown in Fig. 7.3. White spheres depict the approximate locations of 

synaptic vesicles observed from several serial 2D EM stacks. (D1) 2D EM traces depict an example of an 

asymmetric synapse (prominent post synaptic density—top panel) and a symmetric synapse (modest post 

synaptic density—bottom panel). Yellow arrows denote the post-synaptic density. (D2) Graphical 

representation of the percentage of asymmetric versus symmetric synapses (irrespective of astrocyte 

contact type) from all three traced dendrites. (E1) Graphical representation of the percentage of synapses 

(asymmetric or symmetric) that contact astrocyte processes at the synaptic cleft, on pre or post synaptic 

elements, or have no contact with astrocyte processes. Note that these data were pooled from the synapses 

(from all three reconstructed dendrites) that contacted astrocyte processes, and thus, each data point is 

representative of the percent coverage per dendrite. Data was analyzed by one-way ANOVA followed by 

post hoc tests; ****: p < 0.0001. (E2) Distribution of the percentage of asymmetric synapses that have 

astrocyte contact with the synaptic cleft, post, or pre synaptic elements, or no astrocyte contact. (E3) 

Distribution of the percentage of symmetric synapses that have astrocyte contact with the synaptic cleft, 

post or pre synaptic elements, or no astrocyte contact. 
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Synapse-Astrocyte Contact Comparison Adjusted P- Value Significance 

Asymmetric cleft vs. Symmetric cleft <0.0001 **** 

Asymmetric cleft vs. Asymmetric pre/post 0.0001 *** 

Asymmetric cleft vs. Symmetric pre/post <0.0001 **** 

Asymmetric cleft vs. Asymmetric free <0.0001 **** 

Asymmetric cleft vs. Symmetric free <0.0001 **** 

Symmetric cleft vs. Asymmetric pre/post 0.0024 ** 

Symmetric cleft vs. Symmetric pre/post 0.9980 ns 

Symmetric cleft vs. Asymmetric free 0.2710 ns 

Symmetric cleft vs. Symmetric free 0.9884 ns 

Asymmetric pre/post vs. Symmetric pre/post 0.0013 ** 

Asymmetric pre/post vs. Asymmetric free 0.1071 ns 

Asymmetric pre/post vs. Symmetric free 0.0009 *** 

Symmetric pre/post vs. Asymmetric free 0.1459 ns 

Symmetric pre/post vs. Symmetric free >0.9999 ns 

Asymmetric free vs. Symmetric free 0.1078 ns 

 

 

 

 

Table 7.1 Asymmetric and symmetric synapse-astrocyte contact information from all 920 analyzed 

synapses Tukey post-hoc test was conducted to determine statistically different synapse-astrocyte contacts (as 

a function of synapse type: i.e. asymmetric vs. symmetric). This data supports standard ANOVA analysis 

from Fig. 7.4. 
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Figure 7.5 Criterion for identification of astrocytic intracellular particles 

(A) Serial 2D EM images of an astrocyte intermediate process containing vesicle-like particles (green 

arrowheads), endoplasmic reticulum (yellow/orange arrowheads), and glycogen granules/clusters (blue 

arrowheads). (B) Classification of how each intracellular particle type was identified based on appearance, 

size, and morphology. Note that the color of the box corresponds to the color of the arrowhead in A. 
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Figure 7.6 Glycogen granules are enriched in astrocyte processes abutting synapses 

(A) 3D reconstruction of an astrocyte (pink) and glycogen granules (white spheres) located in the 

following astrocyte process types: soma (B), root (C), intermediate (D), terminal (E), and reflexive (F). 

Note that glycogen granules depicted in each box in A are magnified in B-E. All inset glycogen granule 

representative images were constructed from approximately the same volume of astrocyte. G) Graphical 

representation of the glycogen granule density per volume of astrocyte in all noted process types.****: p < 

0.0001; One-way ANOVA. 
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Glycogen Granule Density-Astrocyte 

Process Comparison 

Adjusted P- Value Significance 

Soma vs. Root process 0.8944 ns 

Soma vs. Intermediate process 0.0115 * 

Soma vs. Terminal process <0.0001 **** 

Soma vs. Reflexive process 0.0038 ** 

Soma vs. Endfeet process <0.0001 **** 

Root process vs. Intermediate process 0.1299 ns 

Root process vs. Terminal process 0.0009 *** 

Root process vs. Reflexive process 0.0528 ns 

Root process vs. Endfeet 0.0002 *** 

Intermediate process vs. Terminal process 0.4521 ns 

Intermediate process vs. Reflexive process 0.9986 ns 

Intermediate process vs. Endfeet 0.1198 ns 

Terminal process vs. Reflexive process 0.7026 ns 

Terminal process vs. Endfeet 0.9308 ns 

Reflexive process vs. Endfeet 0.2413 ns 

 

 

 

 

 

 

 

Table 7.2 Glycogen granule density in relation to astrocyte process type Tukey post-hoc test was 

conducted to determine statistically different glycogen granule densities across all astrocyte process types. 

This data supports standard ANOVA analysis from Fig. 7.6.  
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CHAPTER 8 

Conclusion and future perspectives 

Summary of findings 

 This dissertation focuses on both the cellular signaling and physiological 

mechanisms that govern complex processes such as circadian clock entrainment, 

cognition, and stress. More specifically, the research in this work addresses mechanisms 

that govern circadian clock timekeeping capacity, cognitive measures, and stress via 

ERK/MAPK effectors/regulators, microRNAs, and astrocytes. As summarized in greater 

detail below, the data presented here provide novel details which support the idea that the 

ERK/MAPK pathway is a critical modulator of clock entrainment. Further, it highlights 

new data suggesting that a miRNA locus is a key regulator of time-of-day dependent 

learning and anxiety-like behaviors, in addition to depicting how depression-like 

behaviors alter circadian clock timing and astrocyte morphology/physiology.  

 In the second chapter of this dissertation, we investigated the role of SynGAP 

within the suprachismatic nucleus of the hypothalamus. We found that SynGAP is highly 

expressed within this hypothalamic region and that its expression is also regulated in a 

circadian manner. Further, we found that SynGAP is induced by a light pulse during the 

nighttime domain. Our results also demonstrate that mice heterozygous for 

Syngap1display alterations in clock timekeeping and entrainment capacity. These results 

suggest that SynGAP may play a role in sleep, given that sleep is modulated by the 

circadian clock. To this end, data collected from a participant registry/survey also 
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suggests that individuals with Syngap1 gene mutations display alterations in sleep. Taken 

together, this data set proposes a novel role of SynGAP in the modulation of clock timing 

and it raises interesting implications with respect to other clock-dependent processes that 

may be affected by Syngap1 gene mutations. 

 In the third chapter, we studied how the small, non-coding microRNA-132 

couples the circadian clock to time-of-day dependent learning capacity. Indeed, we first 

demonstrated that hippocampal miR-132 expression displays a time-of-day difference—

with highest expression observed during the circadian night. Using a novel doxycycline-

dependent transgenic mouse line(s), we then constitutively expressed miR-132 within the 

forebrain (thus preventing it from oscillating). In this mouse line, we found that time-of-

day dependent measures of cognitive capacity were altered compared to WT (i.e. control) 

littermates, wherein miR-132 expression was not constitutive (i.e. it did oscillate). Given 

that miRNAs function via the targeting of mRNAs (through base complementation), we 

profiled the expression of two synaptic-plasticity related genes that were bona fide miR-

132 targets—finding that the time-of-day expression in these targets was damped within 

the consititively expressing miR-132 trasgenic mouse line. Altogether, these data reveal 

key that miR-132 may serve as an important conduit, linking the circadian clock to time-

of-day dependent cognition within the hippocampus (and perhaps other forebrain 

regions).  

 Turning to chapter four of this dissertation, we followed up on our miR-132 

studies, finding that the miR-132/212 locus also regulates anxiety-like behaviors. Along 

these lines, we first showed that both miR-132 and its ‘sister’ miRNA miR-212 are 
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induced by an acute stress paradigm in the hippocampus and amygdala. We also found 

that a chronic stress paradigm leads to miR-132 and miR-212 induction; however; this 

increase in expression was only observed in the amygdala. Furthermore, we found that 

our constitutively expressing miR-132 transgenic mouse line displayed an anxiety 

phenotype, and these anxiety-like behaviors could be mitigated by administering 

doxycycline (to reduce the level of transgenic miR-132). Notably, we also observed a 

heightened level of anxiety (albeit mild) in our miR-132/212 forebrain knockout mouse 

line—suggesting that tight regulation of miR-132 is necessary for the maintenance of 

baseline anxiety levels. Finally, we assessed the expression of two miR-132/212 target 

genes that have been implicated in the regulation of anxiety-like behavior, finding that 

these two targets display alterations in expression within the hippocampus and amygdala 

(compared to control, WT animals). As a whole, these data raise the prospect that the 

miR-132/212 locus may serve a modulator of anxiety-like behaviors. Along these lines, 

the data suggest that dysregulation of the locus (either deletion or over-expression), leads 

to the development of anxiety-like behaviors. 

 In the fifth chapter of this dissertation, we employed an Unpredictable Chronic 

Mild Stress (UCMS) paradigm—a rodent model of depression—in order to ascertain the 

effects of depression-like behavior on circadian timing within the forebrain. Using a 

Per1-Venus transgenic clock reporter line, we found that this six-week paradigm led to 

alterations in circadian clock gene expression within forebrain (i.e. non-SCN brain 

regions), but that it had little effect on Per1-Venus expression within the SCN. 

Furthermore, we noted that time-of-day dependent cognitive capacity was abrogated in 
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mice exposed to the six week stress paradigm. However, minimal effects on circadian 

timing and entrainment capacity (profiled using circadian wheel running activity) were 

noted in the stressed mice. Thus, this data suggests that circadian clock gene expression 

within mood circuits—but not within the master circadian clock—are most affected by 

chronic stress. 

 In chapter six, we employed this same six-week UCMS paradigm in an 

Aldh1l1-eGFP astrocyte reporter mouse line to profile the effects of chronic stress on 

astrocyte anatomy and physiology. We found that the chronic stress protocol led to a 

reduction in total process length in astrocytes within the PFC (and a trending decrease in 

astrocytes in the hippocampus). Further, we found that chronic stress led to a significant 

reduction in average surface surface area within hippocampal astrocytes (and a trending 

reduction within PFC astrocytes). Adding to this morphological analysis, we found that 

stress increased the interastrocyte distance between astrocytes in both the PFC and the 

hippocampus, though no change was observed in the density of both neurons and 

astrocytes. Finally, using an electrophysiological approach, we found that stress led to 

impairment in the strength of gap junction coupling within astrocytes in the hippocampus 

and PFC. Together, our data suggest that both individual and network-level astrocyte 

anatomy/physiology is altered in animals that display depression-like behaviors.  

 Finally, in chapter seven, serial blockface scanning electron microscopy was 

used to examine the ultrastructure of astrocyte-neurite contacts within the mouse 

hippocampus. By reconstructing three neighboring astrocytes and three complete 

dendrites (and their associated axons) within the stratum radiatum sub-region, we were 
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able to profile (in great detail), the ulrastucture of astrocyte-neurite association. We found 

that a majority of synapses are contacted by astrocyte processes. Furthermore, 

identification and analysis of intracellular particles within astrocytes revealed an 

enrichment of glycogen granules within astrocyte processes that abut synapses—raising 

interesting questions about the structure-function relationship between this source of 

energy and the many processes that these granules may help to fuel. Together, these data 

provide the first detailed perspective of the close interaction between astrocytes and 

neurites within the adult mouse hippocampus.  

Prospective studies for SynGAP regulation of circadian clock timing 

 In chapter 2 of this dissertation, we found that mice heterozygous for the 

Syngap1 gene displayed alterations in clock-gated locomotor behavior and circadian 

clock entrainment capacity. These results, coupled with the fact that individuals with 

mutations in the Syngap1 gene display a wide array of sleep disturbances (Jimenez-

Gomez et al., 2019; Prchalova et al., 2017; Vlaskamp et al., 2019), suggest that SynGAP 

may regulate several circadian-clock gated processes (perhaps via its regulation of the 

ERK/MAPK pathway).  

 Interestingly the Syngap1 heterozygous mice used in our study—which have 

~50% reduction in total protein levels (Clement et al., 2012) are a construct valid rodent 

model for humans with mutation in the Syngap1 gene (MRD5)(Kilinc et al., 2018). 

Notably, this mouse line was provided by the lab of Dr. Gavin Rumbaugh, and it can be 

bred to inducible Cre-ER mice (JAX stock #004682) to produce adult ‘reversal animals’ 

(Creson et al., 2019b). Such a breeding scheme allows for the re-expression of SynGAP 



284 

 

in an adult animal (upon the administration of tamoxifen), and can therefore provide 

critical insights related to the effects of SynGAP rescue on synaptic function, etc in a 

mature mouse (i.e. animals would still display haploinsufficieny during development, 

similar to what is observed in many older children with Syngap1 gene mutations). 

Interestingly, adult restoration of SynGAP protein (using this Syngap1 reversal mouse 

line/breeding scheme) was recently shown to improve both electrophysiological and 

behavioral measures of memory capacity and seizure activity (Creson et al., 2019b). 

Hence, while it is clear that neurodevelopment disorder risk genes (such as Syngap1) 

(Cheng et al., 2009b; Hamdan et al., 2009b; X. Zhu et al., 2014) play a prominent role in 

early life circuit-level imbalances that often trigger seizures and worsening cognitive 

phenotypes, this seminal study by Creson et al demonstrated that Syngap1 likely retains 

functionality (at least to some extent) into adulthood. To this end, many of its non-

developmental functions (such as its role in ERK/MAPK-dependent circadian clock 

entrainment—chapter 2) may contribute to the aberrant sleep phenotypes observed in 

MRD5 participants. Future studies aimed at using the Syngap1 reversal mice to examine 

whether the abnormal circadian phenotype(s) can be mitigated upon tamoxifen 

administration during adulthood are therefore of merit. If the circadian-gated locomotor 

and light entrainment phenotypes can be rescused (to any extent), this result could lead to 

exciting new areas of study aimed at improving circadian function via the use of gene 

therapy approaches that restore SynGAP protein levels in individuals with Syngap1 

haploinsufficiency. 

Prospective studies for circadian clock regulation of cognition and affect 
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 In chapter 3 of this dissertation, we showed that microRNA-132 couples the 

circadian clock to rhythms in learning and memory. Using the same mouse models (as in 

chapter 3), in chapter 4 we also demonstrated that the miR-132/212 locus is induced by 

stress, and that it regulates anxiety-like behaviors. These observations, coupled with our 

results showing that a mouse model of depression (UCMS) alters forebrain circadian 

clock gene expression and associated working and intermediate-term memory tasks 

(chapter 5), highlight the prominent role of circadian timing in brain plasticity. Indeed, 

the circadian clock may serve as an important modulator of cognitive and affect-related 

functionality. 

miR-132 and clock-gated cognition 

 With respect to the miR-132-dependent time-of-day regulation of cognitive 

capacity (Chapter 3), our study did not tease apart the precise mechanism by which miR-

132 imparts circadian control on cognitive measures. Indeed, while we did show that 

several synaptic-plasticity associated miR-132 targets were altered in mice with 

constitutive (i.e. non-circadian gated) miR-132 expression, we did not test cellular-level 

ramifications of this constitutive expression. Along these lines, given that miR-132 is 

known to be a potent modulator of dendritic spine density/morphology (Hansen et al., 

2010; Jasińska et al., 2016; Magill et al., 2010; Pathania et al., 2012), and that spine 

density/morphology has been shown to influence memory capacity (in certain 

circumstances and/or to a certain extent) (Mahmmoud et al., 2015; Moser et al., 1994), it 

would be interesting to test whether changes in spine density/morphology across the day 

(Ikeda et al., 2015; Jasinska et al., 2020, 2019) are miR-132 dependent. Indeed, data 
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showing whether time-of-day dependent changes in dendritic spine density/morphology 

are mitigated/altered in our constitutively-expressing miR-132 mouse line would provide 

a key link between miR-132 and circadian-dependent cognition.  

Forebrain circadian clock timing and chronic stress 

 Turning to our chronic stress study in Per1-Venus animals (Chapter 5), our 

experiments were limited to the examination of cellular-level circadian timing after a six 

week UCMS paradigm. Hence, we did not extend our work to study possible effects of 

therapeutics on clock timing. However, it is interesting to note that antidepressants such 

as ketamine have been shown to alleviate depressive-like symptoms within hours after 

administration (after the initital dissociative effects dissipate) (Berman et al., 2000; 

Zarate et al., 2006). These studies suggest that ketamine administration initiates a cascade 

of synaptic plasticity and cellular signaling processes that result in a rapid anti-depressant 

response (see(Duman et al., 2012) for review). Similarly, in animal models, acute 

ketamine administration leads to near-immediate behavioral effects, and in some cases, 

protracted effects that can last for days to weeks (Browne and Lucki, 2013). 

 Given our finding that the UCMS paradigm altered cellular (and behavioral 

level) clock timing/time-of-day cognition within mood circuits, one may posit that 

antidepressant treatments like ketamine (that are fast-acting) may function (at least in 

part) by rapidly resetting the circadian timing system. Such a mechanism (within 

forebrain limbic clock circuitry) may be similar to the rapid resetting process that occurs 

within the SCN after a change in the lighting cycle (such as a light pulse) (Best et al., 

1999; Shigeyoshi et al., 1997). Hence, ketamine (or other antidepressants) may function 
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within minutes to hours (via synaptic/cell signaling pathways) to reset forebrain clocks. 

Further, this rapid increase in glutamatergic transmission may, in turn, actuate other 

cellular signaling mechanisms to lead to clock resetting (perhaps allowing for the more 

protracted antidepressant effects of ketamine) (Browne and Lucki, 2013; Maeng et al., 

2008; Yilmaz et al., 2002; Zarate et al., 2006). 

 The ideas outlined above delineate a role of antidepressants in the resetting of 

cellular clocks within the brain. However, these experiments do not offer a complete, 

mechanistic portrayal of the downstream signaling effector pathways that may be 

involved in this ketamine-mediated clock resetting process. Indeed, one could ask 

whether the chronic stress-evoked forebrain clock deficits are ‘reset’ by ketamine in an 

mTOR or ERK dependent manner.  This idea is predicated by a noteworthy study 

showing that the ERK inhibitor U0126 blocks the ability of ketamine to stimulate the 

mTOR pathway and that rapamycin (an mTOR inhibitor) blocks the antidepressant 

behavior and molecular effects of ketamine (Li et al., 2011, 2010). Hence, could a similar 

idea hold true with respect to ketamine, cellular plasticity pathways (ERK, mTOR, 

CREB, miR-132), and clock resetting? Notably, these signaling pathways have all been 

shown to regulate the circadian clock (Cao et al., 2010; Cheng et al., 2007b, p. 200; Lee 

et al., 2010; K. Obrietan et al., 1998b; Ramanathan et al., 2018). Intriguingly, these same 

signaling effectors may also be necessary in mediating the antidepressant effects of 

ketamine. Given this, experiments that probe whether kinase inhibitor pretreatment 

(U0126, PD98059, rapamycin) blocks the clock resetting effects of ketamine would 

provide an unequivocal test of the functional significance of this feedback circuit wherein 
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ketamine administration leads to rapid activation of these signaling pathways that are 

required to boost core clock machinery and maintain cellular synchrony in depressed 

animals given antidepressants.  

 Should studies find that rapid-antidepressant treatment does, indeed, ‘reset’ the 

forebrain clock, follow-up experiments could then be performed to ask the questions: 

Does circadian clock dysregulation—which has been shown to coincide with synaptic 

plasticity alterations (Wardlaw et al., 2014)—influence the efficacy of ketamine and 

other fast-acting antidepressants? And if so, are the protracted effects of ketamine absent 

in animals with disrupted mesolimbic clock timing? Indeed, one could utilize forebrain-

specific circadian clock knockout mice to test whether the efficacy of ketamine’s 

antidepressant effects (short term and/or protracted) are altered during certain time(s) of 

the day. Such experiments would provide key mechanistic insights that may translate into 

the effects that antidepressants may have on depressed individuals with persistent 

circadian rhythm disturbances (shift workers, individuals with sleep disorders, etc). 

Further, all of the noted studies could prove beneficial to health care workers in deciding 

exactly when (i.e. what time of day) to administer antidepressants in individuals with 

Major Depressive Disorder. 

Prospective studies for astrocyte-neuron communication in health and disease 

 In chapter six of this dissertation, we showed that a six week chronic stress 

paradigm leads to changes in individual and network-level astrocyte anatomy, in addition 

to a decrease in gap junction coupling. These data, coupled with our data in chapter 

seven—showing that a majority of synapses are contacted by astrocyte processes (at least 
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within the hippocampus) raise interesting questions about the role of astrocyte-neuron 

interaction in both healthy and diseased states. 

 Along these lines, while our current study did not examine the underlying 

mechanism of this reduction in syncytial coupling, it would be of merit to discern 

whether spontaneous and/or evoked calcium signaling within astrocytes is altered by 

chronic stress. Indeed, though astrocytes are not electrically active, they do exhibit 

dynamic calcium activities in both their soma and processes, which can be used as a 

readout of their physiological state (Guerra-Gomes et al., 2018). Given that chronic stress 

paradigms have been shown to reduce hippocampal LTP (Pavlides et al., 2002), and that 

sensing of glutamate by astrocytes can induce increases in calcium activity, one may 

posit that astroytic calcium responses to neuronal simulation may be altered by chronic 

stress—a topic that we are currently investigating. Such studies could then be expanded 

upon by investigating whether restoration of calcium activity (specifically within 

astrocytes) may rescue (at least to some extent) depression-like behaviors and synaptic 

plasticity deficits in stressed mice. Indeed, harnessing the utility of novel transgenic 

mouse lines and/or viral vectors—such as astrocyte-specific Gq-coupled DREADD 

constructs—would likely be of great value when investigating how alterations in calcium 

signaling within astrocytes of stressed mice may affect neuronal signaling, antidepressant 

therapy efficacy, and depressive behavioral phenotypes. 

 Furthermore, given the close proximity of neurites to astrocytic processes 

(chapter 7), it would also be interesting to test whether astrocyte-neuron proximity is 

alatered in limbic regions (such as the hippocampus and PFC) after chronic stress. Such 
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an experiment could be conducted using SBF-SEM (similar to our study in Chapter 7) or 

with a novel neuronal-astrocyte proximity (viral-based) assay that utilizes Forster 

resonance energy transfer (FRET) (Octeau et al., 2018). Notably, a recent study published 

by Dr. Ben Deneen’s lab used this methodology to demonstrate that astrocytes deficient 

in the transcription factor nuclear factor I-A (NFIA) have defective communication with 

neurons (Huang et al., 2020). Similarly, viral-based neurotransmitter (i.e. glutamate and 

GABA) sensing fluorescent reporters (under the control of an astrocyte-specific Gfap or 

Aldh1l1 promoter) could also be used to image astrocyte activity in response to neuronal 

stimulation—providing additional insights into whether astrocyte-neuron communication 

might be altered by chronic stress (Huang et al., 2020). Together, these noted potential 

studies would provide mechanistic clarity as to how astrocyte-neuron interactions may be 

altered by chronic stress (and other neuropsychiatric/neurological diseases/disorders). 
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