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Abstract

Sustainability assessment has become one of the essential tools for process and

supply chain design problems to ensure the well-being of future generations. Sustain-

ability assessment methods such as life cycle assessment have been used to identify

opportunities for improvement of technologies and help the decision-making process.

However, environmental impacts may result in ecological overshoot and shift across

space, time, flows, and disciplines. To avoid unintended outcomes due to burden

shifting, sustainability assessment methods need to account for ecosystem services,

multiple spatial scales, temporal dynamics, multiple flows, and cross-disciplinary ef-

fects. This dissertation contributes to advance the methods for sustainability assess-

ment, sustainable process design, and sustainable supply chain design by considering

market constraints, climate change effects, and the nexus of multiple flows.

Decisions made by approaches that only consider the environmental domain could

result in unexpected outcomes due to burden shifting to economic and social domains.

For example, the conventional sustainability assessment approaches assume advanced

technologies can be adopted by the market due to technological advances. However,

the market does not always choose the “best” technology because of market effects,

such as market demand and economic resource availability. These unintended con-

sequences could occur through the entire supply chain at multiple spatial scales. In
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this dissertation, a novel multiscale technology choice modeling framework is intro-

duced to take account of market constraints as a consequential approach for designing

engineering processes and supply chain networks. The case study focuses on the in-

stallation of new green urea production systems in a watershed where there are limited

supplies of resources, such as water and land. This multiscale consequential frame-

work is useful for modeling the substitution effects of emerging technologies while

considering market constraints.

The consequences of climate change on industrial systems can be studied using

the multiscale consequential framework as well since climate change affects future re-

source availability. The impacts of climate change on the urea manufacturing systems

and potential adaptation strategies to maintain their productivity are discussed. To

make the manufacturing systems robust to climate change, the systems need to be de-

signed to be flexible to the increased risk of water scarcity and warmer temperatures.

A climate-resilient process design approach is explored to ensure the operability of

manufacturing processes by employing a flexibility analysis approach.

Addressing the challenge of climate change will also require the use of technologies

that treat CO2 as a valuable resource instead of a waste that is simply dumped into

the atmosphere or underground. Novel insights into the food-energy-water-ecosystem

nexus are discussed while examining the economic feasibility and environmental ben-

efits of CO2 conversion technologies. Various technological and agro-ecological al-

ternatives are considered to improve the sustainability of food-energy-water (FEW)

activities. Additionally, a modeling framework for spatially-explicit sustainability
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assessment is developed. In this framework, the spatially-explicit sustainability of re-

gional FEW systems can be examined while considering flows across multiple regions

at multiple spatial scales.

Other contributions of this dissertation include a carbon footprint analysis of

biomimetic carbon fixation technologies and understanding the effect of societal con-

sumption on the FEW nexus.
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Chapter 1: Introduction

Sustainability assessment is a tool to guide decision-making for improving the

sustainability of products, processes, and systems. Due to the multidisciplinary na-

ture of this challenge, scholars from diverse disciplines have endeavored to advance

sustainability assessment methods. Life cycle assessment (LCA) is one of the most

well-known and well-established sustainability assessment methods. Based on LCA,

numerous sustainability assessment modeling frameworks have been developed to

avoid unintended harm from solutions. To claim sustainability, six necessary but not

sufficient requirements for sustainability assessment methods have been proposed.9

These requirements can be used to evaluate the performance of modeling frameworks.

1. Consider the demand for ecosystem services (e.g., CO2 emissions). Requirement

1 is satisfied by most of the methods including conventional LCA.

2. Consider the supply of ecosystem services (e.g., carbon sequestration) to avoid

ecological overshoot. Only a few methods such as techno-ecological synergy

(TES)10 and specific case studies that consider ecosystem services meet Re-

quirement 2.

3. Consider temporal dynamics of activities. Requirement 3 involves dynamic

modeling of processes and systems.11
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4. Consider multiple spatial scales to avoid shifting of impacts across scales. Mul-

tiscale modeling methods such as hybrid LCA12 and process-to-planet (P2P)

frameworks13 address Requirement 4.

5. Consider multiple environmental flows to capture their interactions. Require-

ment 5 accounts for the interactions between multiple flows such as food, energy,

and water (FEW) nexus.14,15

6. Consider cross-disciplinary effects to avoid unexpected outcomes from other

disciplinary domains. Requirement 6 considers the consequences of economic,

social, and ecological domains on the environmental domain.16,17

In the area of chemical engineering, the sustainability of manufacturing and in-

dustrial processes also needs to be examined based on the sustainability assessment

criteria above. In this dissertation, novel sustainable process and supply chain design

approaches, whose main contributions are aimed to satisfy Requirement 6, and ad-

vanced sustainability assessment approaches that address Requirements 2, 4, and 5

are explored.

1.1 Motivation

1.1.1 Consequences of Economic Constraints on Technologi-
cal Systems

Conventional sustainable engineering approaches, such as sustainable process de-

sign and sustainable supply chain design, aim to develop production systems and

supply chain networks that have high efficiency, low cost, and low environmental im-

pacts. These approaches implicitly assume that the optimal solution can be fully

adopted by the market and society due to their environmental and economic benefits.
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However, the market does not always choose the “best” solution because the extent

to which technology is adopted depends on many non-technological factors such as

its effect on market prices, constraints on the availability of raw materials and other

resources, and human preferences. For instance, economic or ecological resources,

such as labor, capital, minerals, water, and land area, may not be enough to meet

the market demand for an advanced technology. Governmental regulations could hin-

der the adoption of a certain technology. Also, sub-optimal decisions could be made

by economic agents due to subjective preferences.18 In that case, the market selects

among multiple technologies to satisfy the demand and to avoid violating regulations.

Economic rebound may also occur if the more efficient new technology results in in-

creased total resource use when adopted in society. In this sense, there are some gaps

between engineering decisions based on technological advances and market decisions

based on the economy and human preferences.

Consequential modeling approaches, such as consequential LCA (CLCA), try to

capture the consequences of life cycle modeling decisions on the real-world economy

to fill those gaps.19,20 For example, many previous CLCA approaches investigate

the change in environmental impacts by employing marginal data which are about

temporal changes in most affected technologies.21,22 However, the consequences of

decisions that are attributed to the conventional (attributional) approach could be

incurred across the entire economy.23 More recent CLCA approaches utilize sophisti-

cated economic models, such as general or partial equilibrium models, to account for

consequences on broader economic systems.24–26 The equilibrium-based approaches

are useful for including market price changes as a consequence in the model, but not

suitable to assess consequences at a smaller scale because the product resolution in
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the equilibrium models is usually very low.18 Also, they do not take account of the

economic constraints addressed above and lack a multiscale framework.

The rectangular choice-of-technology (RCOT) model was developed to account for

market constraints and multiple technology uses in analyzing economic systems.27,28

In the RCOT model, when there are not enough market resources available to satisfy

the commodity demand using the “best” technology, the market employs a different

technology or multiple technologies simultaneously. In this sense, the RCOT ap-

proach can reflect market effects as a consequence in the model. However, none of

the previous studies apply the RCOT framework to multiscale models and to solve

engineering design problems.

1.1.2 Consequences of Climate Change on Technological Sys-
tems

Given the looming specter of climate change, it is essential that process systems

are designed to be resilient to such a future. Manufacturing and industrial processes

and their supply chains are major contributors to greenhouse gas (GHG) emissions,

and thus to climate change. Many systems also rely heavily on water resources, both

for generating steam and for cooling the process. However, water resources could

be affected by drought under future climate change due to the projected increase

in temperature and variability in precipitation. To combat climate change and its

impacts, there is a need for the implementation of technologies and policy changes that

reduce CO2 emissions. Also, designs of industrial processes and supply networks need

to be flexible in terms of projected climate change to maintain their productivity. The

impacts of climate change have mainly been investigated on the operability of power

plants29,30 and agricultural systems.31,32 However, studies on climate change impacts
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on chemical and manufacturing processes are still lacking. To ensure the operability

and productivity of chemical processes to changes in climate, the consequences of

climate change on such processes and supply chain networks need to be investigated.

To examine climate change impacts on process design and supply chain design

problems, various design constraints, such as projected water availability, water tem-

perature, and target CO2 mitigation level, can be considered. For example, if the

water temperature gets warmer due to climate change, the systems that use water

for cooling are likely to withdraw and consume more water to keep the same cooling

performance. If this is the case, the increased risk of water scarcity may be a critical

constraint for the design problems. Alternatively, equipment may need to be re-

designed to increase the heat transfer area or coefficients. This could incur a financial

cost. Also, future chemical processes may need to regulate their GHG emissions and

adopt greener supply chains. In this context, the consequences of climate change on

process and supply chain design need to be studied to ensure manufacturing systems

to be resilient and robust to climate change.

1.1.3 Sustainable Food-Energy-Water-Ecosystem Nexus Mod-
eling

In addressing the impacts of limited resources and climate change on technological

systems, it is also crucial to understand the interactions between multiple environ-

mental flows (Requirement 5). For instance, thermoelectric power plants generate

electricity while withdrawing large quantities of water from a watershed. Therefore,

increasing electricity generation could increase water stress and contribute to cli-

mate change. Also, farming practices that increase food production deteriorate water

quality due to nutrient runoff. To prevent shifting of environmental impacts across
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multiple flows, therefore, the FEW nexus needs to be understood in assessing the

sustainability of technological systems.

Also, since the supply of natural resources is limited, it is important to consider the

carrying capacity of ecosystems that support the activities of technological systems

(Requirement 2). For example, in addressing the environmental sustainability of a

power plant, the amount of water consumed by the power plant should be smaller than

the amount of renewable water available to the plant. Otherwise, the power plant will

likely fail at some point because water resources will become scarce. Similarly, farming

produces food but releases significant amounts of nutrient emissions to the watershed

where the supply of nutrient retention service is limited. To claim sustainability,

therefore, the interactions between FEW flows and ecosystem flows need to be studied.

Bakshi et al. developed the TES framework to account for the role of ecosystems in

assessing the sustainability of technological systems.10 In this framework, the demand

for ecosystem services imposed by human activities, which correspond to the emissions

and resource use, must not exceed the capacity of corresponding ecosystem services.

This condition needs to be satisfied to claim the environmental sustainability of any

activities.

From the life cycle perspective, the sustainability of FEW systems in a certain

region needs to be assessed while accounting for inter-regional flows across the region

to avoid shifting impacts outside the region. Also, technologies, economic activities,

environmental interventions, and the supply of ecosystem services are varied with re-

gions. Due to the regional heterogeneity, therefore, various multi-regional assessment

approaches have been developed. Multi-regional input-output (MRIO)33 and region-

alized LCA34 models evaluate regional sustainability by considering inter-regional

6



flows at the economy and value chain scales, respectively. Liu et al. developed a

framework for regionalized techno-ecological synergies in LCA (TES-LCA) that ac-

counts for regional ecosystem services at the value chain scale.35 Such regionalized

LCA-derived models need to account for multiple spatial scales using a hybrid model-

ing approach (Requirement 3). Therefore, there is a need for an integrated modeling

framework of multiscale and multi-regional sustainability assessment that accounts

for inter-regional flows and regional ecosystem services at multiple scales.

1.2 Objectives

Figure 1.1 represents the overview of the research topics in this dissertation. The

main objective is to develop novel modeling frameworks that advance approaches for

sustainability assessment and sustainable process and supply chain design. Along

with the motivation stated in Section 1.1, objectives for the research topics can be

classified into three sub-objectives. Each sub-objective focuses on Requirements for

sustainability assessment as follows:

1. Develop a consequential multiscale modeling framework that accounts for eco-

nomic constraints for sustainable process and supply chain design problems.

The focus is to address Requirements 4 and 6.

2. Develop a climate-resilient process and supply chain design framework to inves-

tigate the consequences of climate change on manufacturing systems. Require-

ment 3 is partially addressed by modeling the impacts of future climate change

on manufacturing systems.
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Figure 1.1: Overview of the research topics.

3. Develop a food-energy-water-ecosystem nexus modeling framework to assess the

sustainability of regional FEW systems. The focus is to address Requirements

2, 4, and 5.

1.3 Contributions

Research work in this dissertation contributes to the field of sustainable engineer-

ing by developing advanced quantitative approaches for sustainability assessment,

sustainable process design, and sustainable supply chain design problems. General
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computational frameworks are proposed to address not only the consequences of mar-

ket constraints and climate change on process and supply chain design but also the

nexus of food-energy-water-ecosystem. The proposed frameworks can be employed

for various applications. Specific contributions are as follows.

• A multiscale technology choice modeling framework is developed to perform a

consequential study in solving process and supply chain design problems. The

framework integrates process engineering, life cycle, and economy models. Also,

market constraints are considered as a consequential approach to avoid unin-

tended outcomes due to cross-disciplinary effects. Multiple technology options

can be considered at each spatial scale in the developed framework. For instance,

multiple process design models for competing technologies can be considered to

optimize multiple production systems at the equipment scale. The framework

is particularly useful to examine the adoption of emerging technologies in the

constrained market.

• A climate-resilient process and supply chain design framework is developed

to minimize the monetary loss due to climate disturbances and maintain the

operability of manufacturing systems under climate change. The developed

framework can account for the consequences of climate change on manufac-

turing systems design. Traditional process systems engineering methods that

address uncertain parameters (e.g., flexibility analysis) can be employed to de-

velop climate-resilient design solutions. Adaptation strategies for manufactur-

ing systems to climate change can be addressed as well by including mitigation

strategies as alternative options.
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• A food-energy-water-ecosystem nexus framework is developed to investigate the

absolute sustainability of regional FEW systems. The traditional FEW nexus

framework is extended to include waste and ecosystem flows to identify the

interactions between FEW systems and ecosystems. This allows us to explore

the opportunities for improvement of FEW systems not only from technological

aspects but also from agro-ecological aspects. Also, a general computational

framework for spatially-explicit absolute LCA is developed. This is a multiscale

and multi-regional FEW nexus modeling framework that integrates various ex-

isting LCA-derived models. The general framework can be employed for various

spatially-explicit case studies.

• Other contributions of this dissertation include a carbon footprint analysis of

biomimetic carbon fixation technologies and understanding the effect of soci-

etal consumption on the FEW nexus. Conventional sustainability assessment

methods such as process LCA (PLCA) and environmentally-extended input-

output (EEIO) analysis are employed to examine how the emerging carbon

fixation technologies could be improved to reduce the footprint and investigate

the correlation between household consumption behaviors and FEW impacts,

respectively.

1.4 Organization

Figure 1.2 summarizes research topics in this dissertation and spatial scales that

each topic addresses. The rest of the dissertation is organized as follows. Chapter

2 provides a brief background of existing sustainability assessment methods that the

research projects in this dissertation are based on. The existing methods described

10



in Chapter 2 include PLCA, EEIO analysis, MRIO, and integrated hybrid LCA.

In Chapters 3 and 4, EEIO and PLCA modeling approaches are applied to investi-

gate FEW footprints of household consumption and a carbon footprint of biomimetic

carbon fixation technologies with RubisCO immobilization, respectively. These two

projects employ the conventional sustainability assessment methods, and therefore,

they only satisfy Requirement 1. To address the research problems described in Sec-

tion 1.1, novel modeling approaches need to be developed. Chapter 5 introduces

a consequential multiscale modeling framework that considers the consequences of

economic constraints on SPD and SSCD. A case study is conducted for green urea

production systems in a watershed. In Chapter 6, the consequences of climate dis-

turbances on manufacturing systems are investigated, and climate-resilient process

design approaches are proposed. Chapter 7 explores sustainable watershed manage-

ment strategies with technological and agro-ecological options by investigating the

interactions between FEW systems and ecosystems. Chapter 8 describes a multiscale

and multi-regional modeling framework for spatially-explicit absolute sustainability

assessment to investigate the sustainability of regional FEW systems. Finally, Chap-

ter 9 summarizes the conclusions of the dissertation and describes potential future

work. In Appendices, two additional PLCA projects are described: life cycle CO2

emissions of the coal-to-liquids process and a carbon footprint of the solar panel

facility in the Columbus Zoo parking lot.
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Chapter 2: Background

This chapter describes various existing methods to account for the direct and

indirect input from human activities into nature. These methods include life cycle

assessment (LCA) and footprint analysis. The demand for ecosystem services can be

defined as emissions and resource use from human activities. These environmental

interventions can be quantified by various existing sustainability assessment meth-

ods. The mathematical formulation and characteristics of various LCA models are

described. Also, data sources and software programs to conduct LCA studies are

introduced.

2.1 Quantifying the Demand for Ecosystem Services

Sustainability assessment methods such as LCA and footprint analysis calculate

environmental impacts (e.g., greenhouse gas emissions and water consumption, etc.)

of products and processes. Those environmental impacts are referred to as the demand

for ecosystem services (Dk). Dk represents the demand for an ecosystem service k.

For instance, CO2 emissions from an industrial facility (DCO2) are demanded by a

forest ecosystem that provides a carbon sequestration service to the facility. Likewise,

water consumption from the facility is defined as the demand for a water provisioning

service (Dwater) from a watershed ecosystem. In this sense, the demand for ecosystem
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services means environmental impacts from processes and economic activities. Table

2.1 shows some examples of demands for ecosystem services and their corresponding

supplies of ecosystem services.10,36

In the sustainability assessment methods, environmental impacts of processes and

economic activities can be quantified by mathematical calculations that are addressed

in Section 2.2. Quantifying the demand for ecosystem services relies on the existing

methods of LCA and footprint analysis. The rest of this section describes approaches

to quantify the demand for ecosystem services by using the LCA method with an

example of electricity generation.

LCA has been developed for decades to quantify environmental impacts of prod-

ucts or processes throughout their life cycle that ranges from the extraction phase of

upstream resources (e.g., fossil resources) to the end-of-life phase (e.g., waste disposal

and recycling). Therefore, LCA is often called a cradle-to-grave analysis. Figure 2.1

shows the system boundary of an example LCA study: LCA of electricity generation.

The left-hand side corresponds to the extraction of upstream resources for electric-

ity generation, while the right-hand side corresponds to the downstream processes of

electricity.

Table 2.1: Examples of the demand and supply of ecosystem services.

Ecosystem
service (k)

Demand for ecosystem
service (Dk)

Supply of ecosystem
service (Sk)

Key ecosystem
contributor

Climate change regulation GHG emissions Carbon sequestration Forest, Grassland
Air quality regulation Air pollutant emissions Air pollutant removal Forest, Grassland

Nutrient retention Nutrient runoff Nutrient removal Wetland
Water quality regulation Water pollutant emissions Water pollutant removal Wetland

Water provisioning Freshwater consumption Freshwater supply Watershed
Fossil energy source provisioning Fossil resource consumption Fossil resource supply Geosystem

Soil retention Soil erosion Soil formation Soil
Pollination Pollinators needed Pollinators available Plant
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Figure 2.1: System boundary of an example LCA study on the comparison between
coal-fired electricity and NG-fired electricity. Bold boxes represent processes and
italics represent environmental intervention flows.

LCA has been standardized by ISO37 and follows four steps as shown below.

1. Goal and scope definition: In conducting an LCA study, the goal of LCA

study, a functional unit, and a system boundary need to be defined first. With

respect to the electricity example shown in Fig. 2.1, the goal is to compare life

cycle greenhouse gas emissions (i.e., global warming potential) of two product

systems for electricity: coal-fired electricity and NG-fired electricity. Many LCA

works are comparative studies between more than two product systems since

the results obtained from LCA represent relative indicators, not the absolute

ones. Therefore, one of the main purposes for conducting LCA studies is to

recommend practices that are less bad between the options. A functional unit
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needs to be defined properly to be common between the options for the goal.

In this example, the functional unit can be kilowatt-hour (kWh) of electricity.

Also, the system boundary is defined based on the goal of LCA study and data

availability. The system boundary needs to include upstream and downstream

processes of a product to avoid shifting of impacts across the life cycle because

each process in the life cycle has its own environmental impacts. If all options

in the study share the same downstream phases as shown in Fig. 2.1, the use

and end-of-life phases can be excluded from the analysis. Such an LCA study

is called a cradle-to-gate analysis.

2. Life cycle inventory analysis: In this step, every required life cycle inventory

(LCI) data is collected from a variety of data sources. Some typical LCI data

sources are introduced in Section 2.3. The type of data includes, but not limited

to the amounts of product inputs, main product, by-products, co-products,

resource use, and emissions.

3. Life cycle impact assessment: Life cycle resource use and emissions are cal-

culated based on the LCI data collected in the previous step. Life cycle impact

indicators, such as global warming and eutrophication potentials, are calculated

using life cycle impact assessment (LCIA) characterization factors. The result-

ing life cycle impacts can be normalized and aggregated using normalization

factors and weighting factors, respectively, depending on the goal that is de-

fined in the first step. The details for mathematical calculations are addressed

in Section 2.2.
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4. Interpretation of results: In the last step, LCIA results are interpreted to

make recommendations to reduce life cycle impacts. Hotspot inventories with

respect to life cycle impact indicators can be identified as well. This step helps

make decisions to change practices less bad to the environment.

2.2 Methods to Quantify the Direct and Indirect Demand

LCA can calculate direct and indirect environmental impacts (i.e., direct and in-

direct demands for ecosystem services) of products and processes. The direct demand

means on-site resource consumption and emissions from an immediate process that

produces the desired product. The indirect demand refers to the resource consump-

tion and emissions from upstream and downstream processes. For example, the direct

CO2 emissions of coal-fired electricity is the on-site CO2 emissions from the coal-fired

electricity generation. On the other hand, the indirect CO2 emissions for coal-fired

electricity include CO2 emissions from the upstream processes, such as coal mining

and transportation of coal. The sum of direct and indirect emissions corresponds to

the life cycle emission.

An LCA model consists of two equations: the product transaction equation and

the environmental intervention equation. The product transaction equation contains

data about the transaction of products between processes to produce the desired

amount of a final product (i.e., final demand of a product). The environmental

intervention equation calculates direct and indirect resource use and emissions for

the final demand. In terms of the electricity example in Fig. 2.1, the transaction

equation calculates how many coal and NG products are needed to produce 1 kWh of

electricity, which is the final demand in this example. Also, the intervention equation
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calculates the amounts of direct and indirect emissions and resource use to produce

1 kWh of electricity.

Depending on the goal and scope of LCA study, a different way of formulating

LCA models are required. For example, if it is expected that detailed LCI data are

easily available from LCI databases, process-based LCA model could be appropriate

since the model contains a lot of process details. If it is too demanding to collect nu-

merous LCI data along the life cycle, environmentally-extended input-output (EEIO)

model could be suitable because the model accounts for the entire economy. The

EEIO model covers the entire life cycle activities in return for the details of process

data. Table 2.2 compares the pros and cons of various LCA models. In the following

section, the mathematical formulation for those LCA models is introduced. Under-

bar (e.g., A) and overbar (e.g., A) notations in the mathematical formulation refer

to value chain process scale for the process-based LCA model and economy scale for

the EEIO model, respectively.

2.2.1 Process-based LCA

Process-based LCA model is based on process data in physical units (e.g., kg, m3,

and MJ). The product transaction equation of this model can be formulated using

physical process data as follows.

As = f ,

where A =


a11 a12 · · · a1n
a21 a22 · · · a2n
...

...
. . .

...
am1 am2 · · · amn

 = {aij} ∈ Rm×n, s =


s1
s2
...
sn

 , and f =


f
1

f
2
...
f
m

 .
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A matrix is called a technology matrix that contains data about product input and

output flows between processes. The rows (i = 1, 2, · · · ,m) and columns (j =

1, 2, · · · , n) of A matrix correspond to products and processes, respectively. In most

cases, the number of products is equal to the number of processes (i.e., m = n). s

and f represent a scaling vector for each process (j) and a final demand vector for

each product (i), respectively. s vector is determined by s = A−1f .

With respect to the electricity example, figure 2.2 shows partial LCI data that

are collected for the process-based LCA model. A matrices for coal electricity (Acoal)

Table 2.2: Pros and cons of various LCA models.

Pros Cons
Process-based LCA model

+ The model has a lot of process details.
+ Free LCI databases are available.

− Collecting LCI data is time-consuming work.
− Commercial LCI databases are expensive.
− It is technically impossible to cover the entire

life cycle network.
Environmentally-extended input-output (EEIO) model

+ The model covers the entire life cycle network
of a given region.

+ The United States model is available for free.

− The model is based on highly aggregated
economy sectors. (i.e., lack of details in data)

Multi-regional input-output (MRIO) model

+ Region-specific analysis can be performed.
− Regional data are expensive and challenging

to collect.
Integrated hybrid LCA model

+ The model not only covers the entire life cycle
network of a given region but also contains
a lot of process details.

− Upstream and downstream cutoff flows between
value chain process and economy scales need to
be identified.

− Price for every product needs to be known to
connect process data in physical units to economy
data in monetary units.
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and NG electricity (ANG) can be formulated as follows.

Acoal =


1 kWh

kWh
−0.039 kWh

kg
· · ·

−0.44
kg

kWh
1

kg
kg

· · ·
...

...
. . .

 ,

ANG =


1 kWh

kWh
−0.045 kWh

m3 · · ·
−0.30 m3

kWh
1 m3

m3 · · ·
...

...
. . .

 .
For instance, the first and second rows of Acoal matrix represent an electricity product

and a coal product, respectively. Also, the first and second columns of Acoal matrix

correspond to a coal-fired electricity generation process and a coal mining process,

respectively. Then, a11 in Acoal matrix refers to the amount of electricity generated

from the coal-fired electricity generation process. a11 has a positive value indicating

the electricity generation. Also, a21 shows the amount of coal product that is used

to produce the a11 amount of electricity. a21 has a negative value indicating the

consumption of coal for electricity generation. fcoal and fNG vectors are defined as

fcoal =
[
1, 0, · · · , 0

]T
and fNG =

[
1, 0, · · · , 0

]T
, respectively.

Also, the intervention equation of process-based LCA model is formulated as fol-

lows.

Bs = r,

where B =


b11 b12 · · · b1n
b21 b22 · · · b2n
...

...
. . .

...
bo1 bo2 · · · bon

 = {bkj} ∈ Ro×n, s =


s1
s2
...
sn

 , and r =


r1
r2
...
ro

 .
B matrix is referred to by the intervention matrix that includes data about each of

the resource use and emissions (k = 1, 2, · · · , o) for each process (j). r represents

life cycle interventions which are calculated by r = Bs = BA−1f . For the electricity
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Figure 2.2: Process-based LCA model for coal-fired and NG-fired electricity.

example, Bcoal and BNG matrices can be formulated as follows.

Bcoal =



0.99
kgCO2

kWh
0

kgCO2

kg
· · ·

0
kgCH4

kWh
0.004

kgCH4

kg
· · ·

0
kg coal
kWh

−1.24
kg coal

kg
· · ·

0 m3 NG
kWh

0 m3 NG
kg

· · ·
...

...
. . .


,

BNG =



0.58
kgCO2

kWh
0.052

kgCO2

m3 · · ·

0
kgCH4

kWh
0.004

kgCH4

m3 · · ·
0

kg coal
kWh

0
kg coal

kg
· · ·

0 m3 NG
kWh

−0.77 m3 NG
kg

· · ·
...

...
. . .


.

In these matrices, k = 1 and k = 2 correspond to CO2 emissions and CH4 emissions,

respectively. Therefore, b11 and b21 in Bcoal matrix indicate CO2 emissions and CH4
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emissions, respectively, of the coal-fired electricity generation process (j = 1). Also,

k = 3 and k = 4 correspond to coal and NG resource use, respectively. Since these

resource use flows are inputs to the processes, b32 in Bcoal matrix and b42 in BNG

matrix have negative signs.

To calculate life cycle impact indicators (i.e., midpoint indicators), LCIA charac-

terization factors are multiplied with life cycle interventions as follows.

Qr = h,

where Q =


q11 q12 · · · q1o
q21 q22 · · · q2o
...

...
. . .

...
qp1 qp2 · · · qpo

 = {qlk} ∈ Rp×o, r =


r1
r2
...
ro

 , and h =


h1
h2
...
hp

 .
Q matrix is the LCIA characterization factor matrix that contains characterization

factors for each intervention flow (k) to calculate midpoint indicators (l = 1, 2, · · · , p).

The midpoint indicators are calculated by h = Qr = QBA−1f . For the electricity

example, if l = 1 represents global warming potential (GWP), q11 and q12 correspond

to the characterization factors for CO2 emissions (k = 1) and CH4 emissions (k =

2), respectively, to calculate the GWP (h1). The GWP has a mass unit of CO2

equivalent (e.g., kgCO2eq). According to the LCIA characterization factors provided

by EPA,38 q11 = 1 kgCO2eq/kgCO2 and q11 = 25 kgCO2eq/kgCH4. Therefore, Q can

be formulated by

Q =

1
kgCO2eq
kgCO2

25
kgCO2eq
kgCH4

0
kgCO2eq
kg coal

0
kgCO2eq
m3 NG · · ·

...
...

...
...

. . .

 .
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Thus, the GWPs for coal-fired electricity generation and NG-fired electricity genera-

tion can be calculated as follows.

GWPcoal = hcoal1 = QBcoalAcoal
−1
f coal = 1.08 kgCO2eq

GWPNG = hNG1 = QBNGANG
−1
fNG = 0.68 kgCO2eq.

One of the strengths for performing the process-based LCA model is that the

model includes detailed process data. Therefore, sustainability assessment can be

performed on a variety of products and processes if process data along the life cycle are

easily available. Sources of LCI data for the process-based LCA model are introduced

in Section 2.3. The process-based LCA model, however, does not account for the

entire life cycle network since it is technically impossible to collect the tremendous

amounts of process data along the life cycle.

2.2.2 Environmentally-Extended Input-Output (EEIO)

EEIO model has been developed to account for the entire life cycle network within

the economy of a given region. The EEIO model is the environmentally-extended

version of economy input-output (IO) model. The IO model is based on commodity

transaction data between economy sectors in monetary units. Unlike the processes in

the process-based LCA model, economy sectors are highly aggregated. For example,

coal-fired electricity generation and NG-fired electricity generation are two different

technologies. In the IO model, however, all electricity generation technologies are

assigned to a single economy sector which is the electric power generation sector as

shown in Fig. 2.3. This sector can also be further aggregated into the utility sector

that includes a water supply system and a NG distribution system as well as the

electric power generation. In Fig. 2.3, ellipses, curved arrows, and angled arrows
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Figure 2.3: EEIO model for electricity generation. Both coal-fired and NG-fired
electricity generation technologies are assigned to an electric power generation sector
in the EEIO model.

represent economy sectors, commodity flows, and intervention flows, respectively.

The commodity transaction between sectors in the IO model is represented by direct

requirement (A) matrix which consists of coefficients about the direct requirement of

an input commodity to produce one dollar amount of output commodity. A matrix

can be obtained from make (V ) and use (U) matrices. V and U matrices contain data

about commodity outputs from each sector and commodity inputs to each sector,

respectively. For example, the aggregated electricity sector in the 2012 U.S. economy

supplies 327,938 million dollars of electricity commodity while using 14,900 million

dollars of coal mining commodity and 12,825 million dollars of oil and gas extraction

commodity. V andU matrices are combined into the direct requirement matrix (A)

using A = U(V
T

)−1. Thus, A has no unit.
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The transaction equation of the EEIO model is formulated as follows.

(I − A)x = f ,

where A =


a11 a12 · · · a1n′

a21 a22 · · · a2n′

...
...

. . .
...

am′1 am′2 · · · am′n′

 = {ai′j′} ∈ Rm′×n′
, x =


x1
x2
...
xn′

 , and f =


f 1

f 2
...

fm′

 .
i′’s (= 1, 2, · · · ,m′) and j′’s (= 1, 2, · · · , n′) refer to commodities and sectors. x vector

represents the total commodity output (i.e., economic throughput) from each sector,

j′. x vector is equal to the sum of Ax (the monetary value of every commodity

consumed by sectors to produce the final demand) and f (the monetary value of

final demand that is produced). That is, x = Ax + f . Given that f is known, x is

calculated by x = (I − A)−1f .

The EEIO model has been developed to conduct the LCA study based on the IO

model. Similarly to the process-based LCA, the intervention equation for the EEIO

model is formulated as follows.

Bx = r,

where B =


b11 b12 · · · b1n′

b21 b22 · · · b2n′

...
...

. . .
...

bo1 bo2 · · · bon′

 = {bkj′} ∈ Ro×n′
, x =


x1
x2
...
xn′

 , and r =


r1
r2
...
ro

 .
B matrix is the economy scale intervention matrix that represents emissions and

resource use (k = 1, 2, · · · , o) to produce one dollar amount of commodities from

each sector (j′). For instance, 6.09 kg of CO2 is emitted to produce $1.0 amount of

commodities from the electricity sector. If B matrix is unknown, it can be obtained

by B = Mx̂. M matrix represents total interventions from each sector (e.g., total

CO2 emissions from the electricity sector). r is calculated by r = B(I − A)−1f and

represents life cycle interventions for producing the economy scale final demand (f).
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Using the Q matrix, the life cycle impact indicators (h) are calculated by h =

Qr = QB(I −A)−1f . For example, the GWP for producing $1.0 of electricity in the

U.S. is calculated to be 6.48 kgCO2eq.

Although the EEIO model includes the entire economy of a given region as a

system boundary, the model is based on the aggregated economy sectors. For ex-

ample, the United States EEIO (USEEIO) model by U.S. EPA has been developed

for 388 economy sectors,39 while the United States LCI (USLCI) by NREL for the

process-based LCA model contains inventory data for more than 27,000 processes.40

Therefore, the EEIO model lacks details in data.

2.2.3 Multi-Regional Input-Output (MRIO)

Process-based LCA and EEIO models are based on average process and economy

data, respectively. For example, the USEEIO model represents U.S. average economic

activity data, respectively. Thus, those models do not distinguish an activity in one

place with the activity in other places. If analysis for multiple regions needs to be

performed, however, a multi-regional model that accounts for the regional hetero-

geneity must be developed. As shown in Fig. 2.4, for instance, region 1 requires more

inputs from the coal mining sector for the electric power generation sector than region

2. Also, the electric power generation sector in region 1 needs an inter-regional coal

input flow from the coal mining sector in region 2. Moreover, the electric power gen-

eration sector in region 1 has larger emissions but requires a smaller water resource

to generate electricity than region 2. In this case, the electric power generation in

region 1 has different commodity inputs and interventions from region 2. The impacts

from emissions and water use in region 1 could be different from the impacts from
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the same amounts of emissions and water use in region 2 because population density

and resource availability are not the same between the regions.34 In this context, the

multi-regional input-output (MRIO) model has been developed to address regional

heterogeneity.

The transaction equation for the MRIO model can be formulated as follows.

(I − AMR)xMR = fMR,

where AMR =


A

11
A

12 · · · A
1r

A
21

A
22 · · · A
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...
...
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A
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rr

 , xMR =


x1

x2

...
xr

 , and fMR =


f
1

f
2

...

f
r


A subscript MR refers to the multi-regional matrix. Superscripts, such as 1, 2, · · · , r,

represent each region. For example, diagonal elements ofAMR matrix (i.e., A
11
, A

22
, · · · , Arr)

represent direct requirement matrices for regions 1, 2, · · · , r, respectively. Non-diagonal

elements of AMR matrix correspond to inter-regional commodity flow matrices. For
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instance, A
12

is the matrix for commodity flows from region 1 to region 2. Similarly,

xMR and fMR vectors are, respectively, throughput and final demand vectors for each

region.

Also, the multi-regional intervention matrix can be formulated as follows.

BMRxMR = rMR,

where BMR =


B
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B
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B
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rr
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
x1

x2

...
xr

 , and rMR =


r1

r2

...
rr

 .

BMR is a multi-regional intervention matrix. Diagonal elements of BMR matrix cor-

respond to intervention matrices for each region (i.e., region 1, 2, · · · , r).

Lastly, the LCIA characterization factor can vary with regions. For example, if

region 1’s water resource is more scarce than region 2 as shown in Fig. 2.4, the

impacts from the same amount of water resource consumption are worse in region

1 than region 2. In such case, the characterization factor for water resource use in

region 1 needs to be larger than region 2.41 Accordingly, the resulting life cycle impact

indicators (hMR) vary with regions as shown below.

QMRrMR = hMR,

where QMR =


Q1 0 · · · 0
0 Q2 · · · 0
...

...
. . .

...
0 0 · · · Qr

 , rMR =
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r1

r2

...
rr

 , and hMR =


h
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...

h
r

 .

2.2.4 Integrated Hybrid LCA

As shown in Table 2.2, the process-based LCA model has the opposite charac-

teristics to the EEIO model with respect to the life cycle analysis boundary and the
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details in LCI data. Integrated hybrid LCA model has been developed to account

for the entire economic activities while employing detailed process data.12 The ex-

cluded activities from the process-based LCA model are included in the hybrid LCA

model by connecting corresponding economic activities from the EEIO model to the

process-based model. Figure 2.5 shows one example of the hybrid LCA model for

NG-fired electricity. In this example, a NG transportation process is excluded from

the process-based LCA model. The corresponding economy sector in the EEIO model

to the NG transportation process is pipeline transport sector. In the hybrid model,

the NG transportation process is substituted by the pipeline transport sector from the

EEIO model. In this sense, the hybrid LCA model accounts for the entire life cycle

network while keeping the details of process data. However, since the EEIO model

covers every economy activity, activities in the process-based model are overlapped by

the corresponding activities in the EEIO model. As shown in Fig. 2.5, processes for

NG-fired electricity generation and NG extraction & processing in the process-based

model are included in sectors for electric power generation and oil & gas extraction in

the EEIO model, respectively. To avoid double-counting of those activities, therefore,

the EEIO model needs to be disaggregated from the process-based model. In other

words, product transaction flows between processes and value chain scale intervention

flows from processes need to be removed from the corresponding economy commodity

transaction flows and economy scale intervention flows.

The disaggregation of direct requirement matrix (A) needs to be performed for

make (V ) and use (U) matrices. For the disaggregation of V and U matrices, value

chain scale technology matrix (A) first needs to be separated into value chain scale

make (V ) and use (U) matrices by A = V T − U . In general, positive and negative
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Figure 2.5: Integrated hybrid LCA model for NG-fired electricity.

elements in A matrix are assigned to V T and U matrices, respectively. Also, the

disaggregation of economy scale intervention matrix (B) needs to be performed for

economy scale total intervention matrix (M). Disaggregation procedures for V , U ,

and M matrices are as follows.13

1. Construct product-commodity (PF ) and process-sector (PP ) permutation ma-

trices by matching value chain scale products and processes with economy scale

commodities and sectors, respectively, as follows.

PF = {pFi′,i
} =

{
1 if value chain product i corresponds to the economy commodity i′

0 otherwise

PP = {pPj,j′
} =

{
1 if value chain process j corresponds to the economy sector j′

0 otherwise
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2. Construct a price vector (p) for every value chain scale product to convert the

physical amounts of products to the monetary amounts of commodities.

3. Perform the disaggregation of each economy scale matrix by the following equa-

tions.

V
∗

= V − (PP )TV p̂(PF )T

U
∗

= U − PF p̂UPP −XuPP − PF p̂Xd

M
∗

= M −BPP

The superscript asterisk sign indicates disaggregated economy scale matrices.

Xu and Xd matrices represent the matrices for upstream cutoff flows of economy

commodities to the value chain processes and downstream cutoff flows of value

chain products to the economy sectors, respectively. Xu and Xd matrices have

(i′ × j) and (i × j′) dimensions, respectively. Xu matrix has monetary units

while Xd has physical units.

The disaggregated direct requirement matrix (A
∗
) and economy scale intervention

matrix (B
∗
) are obtained by A

∗
= U

∗{V ∗T}−1 and B
∗

= M
∗
x̂∗, respectively.

Accordingly, the transaction equation for the integrated hybrid LCA model is

formulated as follows. [
I − A∗ −Xu

−Ad X

] [
s
s

]
=

[
y
y

]
.

x vector in the EEIO model can be represented by an economy scale scaling vector

(s). Xu matrix corresponds to the matrix for upstream cutoff flows from the EEIO

model to the process-based model. This upstream cutoff matrix represents econ-

omy commodity input flows to the processes. To construct Xu matrix, the physical

31



amounts of excluded product flows from the process-based model need to be known.

The monetary value of products also needs to be known since the EEIO model is

based on monetary units. For example, if 0.35 t·km of NG transportation is needed

to generate 1 kWh of electricity from the NG-fired electricity generation process as

shown in Fig. 2.5, the monetary amount of cutoff flow for the pipeline transportation

is obtained by multiplying 0.35 t·km with the price of NG transportation per t·km.

Accordingly, the economy scale commodity transaction equation in the hybrid model

is shown by (I − A∗)s = y + Xus. Xus represents the demand for upstream cutoff

commodities that are needed for value chain processes.

Also, Ad matrix corresponds to the matrix for downstream cutoff flows from the

process-based model to the EEIO model. The downstream flows of products from the

process-based model are included in this downstream cutoff matrix. If downstream

activities of the main product do not need to be included in the system boundary of

LCA study (i.e., if the study is a cradle-to-gate analysis), by-product and co-product

flows in the process-based model can be included in Ad. To construct Ad matrix,

economy sectors where downstream products are consumed need to be identified.

Then, the physical amounts of downstream cutoff flows need to be normalized by

economic throughput from those sectors. That is, Ad matrix is obtained by Ad = Xdx̂.

Accordingly, the product transaction equation in the hybrid model is represented by

Xs = y + Ads. Ads corresponds to the demand for downstream cutoff products that

are consumed by economy sectors.
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In the hybrid LCA model, life cycle interventions (r) and midpoint indicators (h)

are calculated by the following equations.

[
B
∗
B
] [s
s

]
= r and Qr = h.

Double notations on r and h vectors indicate multiple scales that are across economy

and value chain process scales.

2.3 Data Sources and Software for LCA Studies

In this section, we introduce various public and commercial sources of LCI data

and several software programs to perform the LCA study. LCI analysis, which is the

second step in conducting LCA, can be very time-consuming work. Table 2.3 shows

various LCI data sources. GREET (The Greenhouse Gases, Regulated Emissions,

and Energy Use in Transportation Model) is a public process-based LCA model for

U.S. transportation-related activities that include various types of power generation

technologies.42 However, its data are limited to transportation and energy-related

activities. NREL USLCI is a public U.S. LCI database for the process-based LCA

model.40 The USLCI database covers diverse activities and includes data on upstream

cutoff flows for the extension of the model to the hybrid model. Ecoinvent is a

commercial LCI database for the process-based model.43 The LCI data for various

regions (mostly Europe) are available in the Ecoinvent LCI database.

With respect to IO-based LCA models such as EEIO and MRIO models, EPA has

developed both EEIO and MRIO models for the U.S. The USEEIO model is a public

U.S. EEIO model.39 This model accounts for the entire U.S. economy in 2013 and

includes various environmental intervention data for every economy sector. US state-

level MRIO model is a public MRIO model for the 2012 U.S. economy.33 This model
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includes MRIO data for 51 states in the U.S. If a more detailed regional IO model is

needed, RIMS II and IMPLAN models are commercial U.S. regional IO models.45,46

Also, regional interventions data are available in various sources. CAIT Climate Data

Explorer has U.S. state-level GHG emissions data for aggregated economy sectors.48

National Emissions Inventory (NEI) from EPA has U.S. county-level air pollutant

emissions data.49 EnviroAtlas from EPA has U.S. watershed scale water use and

nutrient emissions data.50

Also, various LCA software programs that use the LCI data collected from Table

2.3 are available. Table 2.4 shows several LCA software programs. OpenLCA is

an open-source LCA software program. The LCI data obtained from the USLCI,

Ecoinvent, and USEEIO can be directly imported to OpenLCA. SimaPro and GaBi

are commercial LCA software programs. Both EIO-LCA (Economic Input-Output

Life Cycle Assessment) and Eco-LCA (Ecologically-based Life Cycle Assessment) are

Table 2.3: Various sources of life cycle inventory data.

Source of data Type of data Ref.
LCI database for the process-based LCA model
GREET U.S. transportation-related process-based LCA model 42

NREL U.S. LCI data for the process-based model 40

Ecoinvent Commercial global LCI data for the process-based model 43

LCI database for the EEIO and MRIO models
EPA 2013 U.S. EEIO model 39

EPA 2012 U.S. state-level MRIO model 33

BEA U.S. make and use tables for the IO model 44

BEA RIMS II Commercial U.S. regional IO models 45

IMPLAN Commercial U.S. regional IO models 46

EPA U.S. GHG emissions and sinks data for aggregated sectors 47

CAIT U.S. state-level GHG emissions data for aggregated sectors 48

EPA NEI U.S. county-level air pollutant emissions data for aggregated sectors 49

EPA EnviroAtlas U.S. watershed-level water use and nutrient emissions data for aggregated sectors 50
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web-based software programs for the U.S. EEIO model while the latter emphasizes

the impacts on the ecosystem.

In assessing sustainability, the demand for ecosystem services can be quantified

using various established LCA models. Depending on the goal and scope of sustain-

ability assessment study, the choice of models can vary. Besides the models introduced

in this section, there have been many advanced sustainability assessment methods

developed as well. Most models are based on the LCA approach and mathematical

formulation addressed in this section. Using those models, the demand for most pro-

visioning and regulating services can be quantified. However, it is still challenging

to quantify the demand for some ecosystem services, such as supporting and cultural

services, since such data are not readily available. Moreover, most LCA models do

not consider the supply of ecosystem services which also needs to be quantified in

assessing sustainability. Therefore, systematic approaches and database construction

to quantify the demand for ecosystem services are needed.

Table 2.4: Various LCA software programs.

Program Features Ref.
OpenLCA Open-source LCA software program 51

SimPro Commercial LCA software program 52

GaBi Commercial LCA software program 53

EIO-LCA Web-based program for the U.S. EEIO model 54

Eco-LCA Web-based program for the U.S. EEIO model with emphasis to ecological impacts 55
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Chapter 3: Food-Energy-Water Footprints of Households to

Explore Consumer Behavior

Households are one of the end-use consumers for many commodities. Each house-

hold has different demographic features and consumption behaviors. Little is known

about how consumption behaviors affect household environmental impacts. In this

study, we assess food-energy-water footprints (FEWprints) of individual households

in Columbus, Ohio, U.S.A. to investigate correlations of household FEWprints with

demographics and consumption behaviors. FEWprints include carbon, energy, wa-

ter, and land footprints. We collect household consumption data from grocery and

restaurant receipts, utility bills, and transportation mileage records of each household.

This data collection method provides high-quality household data and minimizes bias

from survey participants compared to the methods employed in other similar studies.

The collected consumption data are then categorized into food (meat, non-meat, and

restaurant), energy (electricity, NG, ground transportation, and air transportation),

and water consumption categories. The Kendall rank correlation coefficients are cal-

culated to obtain insights about FEWprints with respect to specific demographic

characteristics and consumption behaviors. For example, we identify gender differ-

ences in household consumption behaviors and FEWprints. Males tend to show larger
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electricity consumption than females, and thus, they are likely to have a higher car-

bon footprint. On the other hand, females consume more non-meat than males and

show a higher land footprint. We also investigate specific consumption trends that

could mitigate household FEWprints. For instance, when households spend more

on restaurant consumption than other commodities, they are likely to have lower

FEWprints.

3.1 Introduction

Sustainability of human activities relies on goods and services from ecological,

social, and economic systems. Social and economic activities rely on ecological bene-

fits provided by ecosystems.2 For example, freshwater is one of the ecosystem goods

that is crucial for social and economic activities. If social and economic systems are

managed by neglecting their influences on ecosystems, they may not be sustainable

neither socially, economically, nor environmentally.

As shown in Fig. 3.1, environmental sustainability has mainly been addressed

by calculating life cycle impact indicators. An economic dimension of environmental

sustainability has been studied using sophisticated economic models such as general

equilibrium and technology choice models.6,17,56 Those studies discussed the con-

sequences of price changes and market conditions on environmental sustainability.

On the other hand, a social dimension of environmental sustainability has not yet

been studied much. Although many studies focused on social indicators, such as

human health and social equity-related indicators, by employing social life cycle as-

sessment (SLCA) methodologies,57 those studies primarily discussed the impacts of

technological systems on social sustainability, not the impacts of social systems on
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Figure 3.1: Interactions between environmental, economic, and social dimensions for
environmental sustainability.2,3

environmental sustainability. If we do not account for social impacts on environmen-

tal sustainability, solutions from sustainability assessment may result in unexpected

outcomes that are attributed to the change in social systems (e.g., human behavior

change). The economic rebound effect or Jevons Paradox is one example of such an

effect. Therefore, there is a need for a study to understand the consequences of social

systems on environmental sustainability.

In this chapter, we focus on household consumption behaviors and their impacts on

environmental sustainability. Household consumption has traditionally been concep-

tualized as having smaller environmental impacts than other sectors, but household

consumption choices drive demand for products and services, and hence, all resources

are used to create and deliver those products and services. For example, in terms

of direct freshwater use in the United States (U.S.), only 1% of water withdrawals
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go directly to households.58 However, more than 20% of direct energy use is residen-

tial.59 Therefore, more than 50% of water withdrawals are attributed to creating food

and thermoelectric power that are consumed in households. The indirect impacts of

household consumption are likely significant, and household consumption behaviors

need to be investigated to reduce the total environmental impacts.

Households consume a variety of resources and commodities, including food, en-

ergy, and water. Hence, for comprehensive sustainability assessment, multiple indi-

cators need to be considered to avoid shifting of burdens to other indicators. For

instance, improving the energy efficiency of thermoelectric power plants may lead to

an increase in water footprints. Such interactions between multiple indicators can be

captured by taking account of the food, energy, and water (FEW) nexus for addressing

the impact of household consumption.

Table 3.1 summarizes existing studies on the impacts of household consumption.

Many such studies assessed indirect impacts on only one or a few impact indicators

(mostly carbon footprint), overlooking the multiple environmental impacts associated

with FEW consumption. Also, many studies did not capture the full picture of con-

sumption at the household level, focusing mainly on food and dietary consumption.

Moreover, most studies employed data obtained from public databases, such as the

Consumer Expenditure Surveys of the U.S. Bureau of Labor Statistics, resulting in

gross estimates of average household consumption. This approach does not assess

consumption at the individual household level but relies on averages, which creates a

broad picture of household consumption and its components that lacks important de-

tail. Some studies collected data from individual households through the self-report

survey to investigate actual patterns of consumption at the individual household
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level. However, they collected individual household consumption data by asking re-

spondents to report the mass of food consumed60 or by conducting an online survey,61

which may produce less accurate and low-quality data than observed measures (e.g.,

purchase data).62 Self-report and self-selection bias could be associated with such

self-report survey methods.61

In this work, we collect high-quality FEW consumption data at the individual

household level to investigate FEW footprints (FEWprints) of households in Colum-

bus, Ohio, U.S.A. The data are submitted by individual households and include food

receipts from grocery stores and restaurants; utility bills including electricity, natural

gas, and water; and transportation records by passenger vehicles and public trans-

portation systems. This data collection method is employed to minimize bias from

the survey participants compared to the other self-report survey methods.

Table 3.1: Studies on the environmental impacts of household consumption. †FEW:
food, energy, and water; CF: carbon footprint; EF: energy footprint; WF: water foot-
print; LF: land footprint; AP: Acidification potential; EP: eutrophication potential.
‡The sample size (N) represents the number of households who completed the survey.

References
Environmental
sustainability

indicators†

Household
consumption items

Household
demographics

Household
data sources‡

Tilman and Clark, 201463 CF Food N Multiple studies
Poore and Nemecek, 201864 CF, WF, LF, AP, EP Food N Multiple studies

Weber and Matthews, 200865 CF Multiple commodities Y Public data
Druckman and Jackson, 200966 CF Multiple commodities Y Public data

Jones and Kammen, 201167 CF Multiple commodities Y Public data
Long et al., 201968 CF Multiple commodities N Public data

Bozeman et al., 202069 CF, WF, LF Food Y Public data
Carlsson-Kanyama et al., 200370 EF Food Y Survey (N = 10)

Graham et al., 201361 CF Energy-related Y Survey (N = 2,168)
Kennedy et al., 201471 CF Energy-related Y Survey (N = 1,066)

Song et al., 201560 CF, WF, LF Food Y Survey (N = 12,850)
Wa’el A et al., 201772 FEW demand, waste FEW commodities Y Survey (N = 419)

Mackie and Wemhoff, 202073 CF Food N Survey (N = 4,826)
This study CF, EF, WF, LF FEW commodities Y Survey (N = 24)
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To calculate the household FEWprints, the U.S. Environmentally-Extended Input-

Output (USEEIO) model that accounts for the entire U.S. economy as the system

boundary is employed.39 FEWprints represent various environmental impact indica-

tors associated with FEW consumption. In this study, carbon, energy, water, and

land footprints (CF, EF, WF, and LF) at the household level are quantified.

Household consumption behaviors and their associated FEWprints could vary

across demographic characteristics. Also, to address a social dimension of environ-

mental sustainability, it is important to understand how social variables are correlated

to environmental indicators. Many environmental sustainability studies lack consid-

eration of social aspects. In this work, we investigate variation in FEW consumption

and FEWprints by demographic variables, such as household size; the number of

children, males and females; household income; house area (square footage); and

the number of vehicles in each household, offering a comparison to previous findings

of demographic differences in consumption based on public survey data. We also

investigate correlations between specific consumption behaviors (e.g., meat consump-

tion) and FEWprints. This can suggest potential behavior changes to reduce overall

household impacts and improve the sustainability of household activities.

This work is a comprehensive study that investigates the life cycle impacts of

household activities to address a social domain as well as the nexus of FEW systems.

This work could be extended to account for social (human behavior) consequences

of sustainability assessment by examining behavioral feedback from households. The

challenges and limitations of this work are also addressed.
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Figure 3.2: The scope of this work to investigate correlations between household
consumption behaviors, demographics, and FEW impacts.

3.2 Methods

Figure 3.2 shows the scope of this study. Household demographics and individual

households’ FEW consumption data are collected from households in Columbus, OH.

Life cycle FEW impacts, which include CF, EF, WF, and LF, at the individual

household level are calculated by employing the USEEIO model. Then, correlation

coefficients between household demographic variables, household FEW consumption

behaviors, and household FEWprints are investigated using a statistical approach

to get insights about the impacts of social systems on environmental sustainability.

Data for household demographics, consumption, and FEWprints are summarized in

Table 3.2.

42



3.2.1 Household Consumption Data Collection

The target population was single family households in the greater Columbus, OH

area. For households to be eligible for the study, they had to: (1) pay their own

electric/water/gas bills (i.e., home not master-metered); (2) agree to participate in

all study activities for 4 or 8 weeks; and (3) have a resident over the age of 18 agree

to enroll.

Recruitment Procedures

We used two approaches to recruit, including door-to-door canvassing and online

advertising. Trained research assistants conducted door-to-door canvassing in Spring

and Summer 2018. During the same time, online advertising took place by posting

ads on Craigslist, which instructed interested households to call or email the research

team, who fielded inquiries and assessed eligibility criteria via phone or email. For

those that met eligibility criteria, we scheduled times when the same trained research

Table 3.2: Data for household demographics, FEW consumption, FEW footprints in
this study.

HH
ID

Household Demographics Household FEW Consumption ($) Household FEW Footprints
HH
Size

#
Chld

#
Male

#
Female

HH
Income ($)

House
Area (ft2)

#
Vehicle

Meat Non-meat Rest. Elec. NG
Ground

Tp
Air
Tp

Water
Carbon

(kgCO2eq)
Energy
(GJ)

Water
(m3)

Land
(m2)

1 1 0 0 1 50,000 1550 1 62 79 56 54 74 25 0 27 1254 19 74 1516
2 2 0 1 1 343,000 2478 4 57 147 185 116 127 356 117 53 1747 28 126 970
3 2 0 0 2 33,000 250 1 113 133 85 33 61 87 0 28 1162 17 88 1874
4 4 2 1 3 190,000 1500 2 101 235 0 72 80 288 0 52 1829 29 145 1168
5 2 0 1 1 66,000 850 1 101 214 25 156 45 184 109 36 1894 25 137 1836
6 3 1 1 2 160,000 1300 1 283 315 432 54 45 135 0 65 1771 21 203 4635
7 1 0 1 0 62,649 980 1 105 231 295 77 44 111 0 32 1399 18 155 2062
8 4 2 3 1 175,000 3200 2 115 238 0 212 72 112 0 66 2544 32 191 1880
9 5 3 1 4 250,000 2300 2 189 687 287 109 65 194 0 56 2516 34 290 3043
10 2 0 1 1 140,000 1350 2 15 123 347 64 60 245 1,399 46 2744 54 102 1098
11 5 1 3 2 186,000 2147 1 146 124 36 61 57 25 1,926 36 3145 59 116 2666
12 5 3 1 4 117,000 1200 2 86 241 80 103 32 439 0 51 1485 22 134 2004
13 4 2 1 3 108,000 1700 2 170 352 204 84 73 349 0 68 2101 31 210 2438
14 1 0 1 0 21,313 720 2 55 155 88 61 43 92 0 23 1029 14 83 1246
15 1 0 0 1 0 1100 1 0 183 89 26 51 213 0 31 859 16 82 609
16 2 0 1 1 40,000 650 1 25 77 43 41 49 93 0 34 826 13 57 420
17 4 2 1 3 180,000 1600 2 86 259 374 74 63 321 99 48 1847 29 155 1837
18 2 0 1 1 55,000 1276 2 10 97 72 122 34 164 0 59 1209 16 109 447
19 4 3 2 2 43,000 1300 2 25 116 76 169 38 205 0 102 1647 21 127 545
20 3 1 2 1 255,000 1650 2 105 121 631 164 39 83 0 45 1839 22 159 1261
21 6 4 4 2 85,000 1175 1 226 588 217 133 37 180 0 113 2236 26 298 2849
22 2 0 1 1 50,000 1800 3 166 339 0 63 55 200 0 46 1539 22 189 1990
23 6 3 2 4 125,000 1300 2 127 331 0 91 72 118 0 64 1874 26 177 2049
24 2 0 1 1 88,000 1600 2 109 143 0 73 79 266 0 54 1689 27 111 1615
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assistants who canvassed would go to the interested household to meet with a house-

hold member to enroll them and provide study materials.

Remind Remind is a cloud-based service that allows real-time, anonymous two-way

communication via the Remind mobile application (app), text message, or email. The

research team used Remind to: (1) enroll participants in the study; (2) receive elec-

tronic copies of food receipts and utility bills; (3) send transportation diary prompts

and baseline demographic survey URLs; and (4) deliver submission reminders and

incentives. To enroll, participants entered a username of their choice, along with a

phone number or email, into the app on the research assistant’s phone, thus adding

themselves to the study’s “group”. Participants could opt to receive communications

and submit materials to the study team via the Remind app (participants could down-

load to their mobile phones if desired), text, and/or email. Participants could also

opt to complete study procedures using paper/pencil by mailing in study materials.

Measures

Households provided FEW consumption data for at least four weeks via submis-

sion of grocery receipts, restaurant receipts, and utility bills for electricity, gas, and

water usage. They completed weekly transportation diaries and a one-time baseline

survey to assess basic demographic information.

Baseline Survey An online baseline survey was hosted on Qualtrics and took

approximately 5-10 minutes to complete. We collected participants’ demographic

information including household size (the number of household members); the number
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of children, males, and females; household income; house area (in square feet); and

vehicle mileage and fuel efficiency.

Utility Bills Households submitted the most recent copies of their electric, water,

and gas utility bills on the day they were recruited. They were asked to submit a

second batch of utility bills by their last week of study involvement. For each utility

bill, undergraduate research assistants coded utility supplier, billing period, usage

(i.e., kWh and CCF), and cost. Total charges are divided by the number of days

included in the bills to represent four weeks of utility expenditures.

Food Receipts Households were asked to submit all grocery and restaurant receipts

received from every household member each week they participated in the study. For

each item on a grocery store receipt, undergraduate research assistants coded item

name, item quantity, item cost, and product category code using the North American

Industry Classification System (NAICS). For each restaurant receipt, research assis-

tants coded restaurant name, total receipt cost, and type of restaurant using NAICS

category codes (i.e., limited-service or full-service restaurants). Restaurant receipts

were not coded at an itemized level given the general lack of itemized information

and ambiguous names of dishes on these receipts.

Transportation Diaries Households completed a transportation diary (5 minutes)

weekly that assessed mileage of all household vehicles as well as the time and distance

by which each household member travelled using different modes of transportation

(e.g., bus, bike, airplane) over the prior week.
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To calculate environmental impacts, we used the USEEIO model. This required

transportation data to be in a monetary unit. The fuel economy of participants’

vehicles is investigated, and expenditures for passenger ground transportation are es-

timated using the 2013 retail gasoline price in Ohio.74 The 2013 price data is used

since the USEEIO model calculates the environmental impacts of commodities in

2013 U.S. dollars.39 For bus transportation, assuming the average passengers per bus

are 11.2 persons,75 bus transportation expenditures are estimated using the average

CNG bus fuel economy76 and the average CNG retail price.77 Also, expenditures for

air and rail transportation are estimated using the 2013 average passenger revenue

for air carrier service and commuter rail, respectively.78 As shown in Fig. 3.2, trans-

portation, electricity consumption, and natural gas consumption are categorized into

energy-related household consumption.

Participants

A total of 109 households agreed to participate in the study. Of these households,

37 completed at least the baseline survey and first submission of electric, water, and

natural gas utility bills. 24 households (made up of 73 total individuals) completed all

the study materials and submitted four weeks of FEW consumption data. Household

demographic information is summarized in Table 3.2.

Participant Compensation Participants were sent a $5 e-gift certificate link for

completing the baseline survey. E-gift certificate links were administered via Tango

Card, which allowed participants to select e-gift certificates from among dozens of re-

tailers, or donate to a range of charities. In addition to baseline survey compensation,

households were awarded “points” for each submission of a utility bill, food receipt,
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and transportation diary, with the amount of points each submission was worth in-

creasing over time to promote long-term participation. Each point corresponded to $1

in e-gift certificates, and ongoing point totals were shared with participants in their

weekly reminder messages. Participants were sent incentive links matching their point

totals at the end of the study; those who dropped out were also sent e-gift certificates

matching their point totals.

3.2.2 Environmental Sustainability Assessment

The USEEIO model is employed to calculate FEWprints of individual households’

FEW consumption.39 The model is based on the 2013 U.S. average economic transac-

tion and environmental data for 385 economy sectors, which include 43 food-related

sectors (11 farm foods, 29 manufactured foods, and 3 food service places), 3 utility

sectors (electricity, water, and natural gas), and 3 transportation sectors (passenger

ground, air, and rail).

For household food consumption, grocery food expenditures are categorized into

their relevant food-related economy sectors. If any grocery expenditures are ambigu-

ous to categorize into these sectors, they are categorized into “311990 all other food

manufacturing” sector. Restaurant expenditures are categorized into three sectors

of either “722211 full-service restaurants,” “722211 limited-service restaurants,” or

“722a00 all other food and drinking places.” In this study, the 43 food-related sectors

are further classified into 3 aggregated categories: meat, non-meat, and restaurant.

Meat and non-meat consumption represent food-at-home (FAH) consumption while

restaurant consumption corresponds to food-away-from-home (FAFH) consumption.
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The USEEIO model includes 43 food-related economy sectors: 11 types of farm

foods, 29 types of manufactured foods, and 3 types of food services and places.39 In

this study, they are further classified into 3 aggregated food categories as follows.

1. Meat category: 12 animal meat-related food sectors

• 112120 dairy cattle and milk production

• 1121a0 beef cattle ranching and farming, including feedlots and dual-

purpose ranching and farming

• 112300 poultry and egg production

• 112a00 animal production, except cattle and poultry and eggs

• 114000 fishing, hunting and trapping

• 311513 cheese manufacturing

• 311514 dry, condensed, and evaporated dairy product manufacturing

• 31151a fluid milk and butter manufacturing

• 311520 ice cream and frozen dessert manufacturing

• 311615 poultry processing

• 31161a animal (except poultry) slaughtering, rendering, and processing

• 311700 seafood product preparation and packaging

2. Non-meat category: 28 non-meat-related food sectors

• 1111a0 oilseed farming

• 1111b0 grain farming
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• 111200 vegetable and melon farming

• 111300 fruit and tree nut farming

• 111400 greenhouse, nursery, and floriculture production

• 111900 other crop farming

• 311111 dog and cat food manufacturing

• 311119 other animal food manufacturing

• 311210 flour milling and malt manufacturing

• 311221 wet corn milling

• 311225 fats and oils refining and blending

• 31122a soybean and other oilseed processing

• 311230 breakfast cereal manufacturing

• 311300 sugar and confectionery product manufacturing

• 311410 frozen food manufacturing

• 311420 fruit and vegetable canning, pickling, and drying

• 311810 bread and bakery product manufacturing

• 3118a0 cookie, cracker, pasta, and tortilla manufacturing

• 311910 snack food manufacturing

• 311920 coffee and tea manufacturing

• 311930 flavoring syrup and concentrate manufacturing

• 311940 seasoning and dressing manufacturing

• 311990 all other food manufacturing
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• 312110 soft drink and ice manufacturing

• 312120 breweries

• 312130 wineries

• 312140 distilleries

• 312200 tobacco product manufacturing

3. Restaurant category: 3 food services and drinking places sectors

• 722110 full-service restaurants

• 722211 limited-service restaurants

• 722a00 all other food and drinking places

Some food expenditures cannot be entirely either meat or non-meat. For example,

“311111 dog and cat food manufacturing” and “311990 all other food manufacturing”

sectors include both non-meat and meat foods. These sectors only account for 1.39–

1.50% of household impacts from food consumption. In this study, we assume these

sectors are classified into the non-meat category for the simplicity of analysis.

To account for supporting activities at grocery stores, such as labor and equip-

ment use, we assign total grocery expenditures into the “445000 food and beverage

stores” sector. This sector includes the U.S. average farming and food manufacturing

activities that are consumed in grocery stores as well as supporting activities in gro-

cery stores. In this study, farming and food manufacturing activities are taken into

account by the farming and food manufacturing sectors. To avoid double-counting

of these farming and food manufacturing activities, we exclude the impacts of farm-

ing and food manufacturing activities from the sector of food and beverage stores.
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Accordingly, the sector of food and beverage stores only includes grocery store sup-

porting activities. The impacts from this sector are then allocated between meat and

non-meat categories based on the proportion of meat and non-meat expenditures,

respectively.

Life cycle impacts for the consumption of the i-th category (hi) are calculated by

the USEEIO model using Equation 3.1.

hi = QB(I − A)−1fi, (3.1)

where I and A are identity matrix and direct requirement matrix, respectively. (I −

A)−1 is called the Leontief inverse and represents economic multipliers (coefficients)

for fi, a final demand vector for the i-th category. B is intervention matrix, and B(I−

A)−1 corresponds to life cycle intervention coefficients for fi. Q is life cycle impact

characterization factor matrix, and QB(I−A)−1 refers to life cycle impact coefficients

for fi. The life cycle impact coefficients used in this study are available online.79

Finally, hi represents life cycle impacts for fi. For instance, if i is meat category, fi

is meat consumption in a monetary unit, and hi corresponds to FEWprints for meat

consumption.

The USEEIO model is based on economic goods and services in the producer’s

price, which excludes trade margins by wholesalers and retailers. Household consump-

tion expenditures include those trade margins. In this study, we assume household

consumption expenditures to be the demand for goods and services in the producer’s

price to investigate household impacts using the USEEIO model. Therefore, the

household impacts in this work may slightly be overestimated.

Since the USEEIO model is based on the U.S. average economic activities, we

assume the U.S. average supply chains for household FEW consumption in Columbus,
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Ohio. To perform a region-specific sustainability assessment, a region-specific LCA

model and supply chain data to Columbus, Ohio is needed, which is not readily

available at this point.

3.2.3 Correlation Coefficient

To understand how social systems are correlated with environmental sustainabil-

ity, we investigate correlation coefficients between household demographic variables,

household FEW consumption (expenditures), and household FEWprints. In this

study, we do not have a large sample size due to challenges in collecting many house-

hold survey data. Therefore, Kendall’s rank correlation method is employed to calcu-

late correlation coefficients for the small sample (N = 24). The Kendall τ coefficient

between two variables x and y is calculated by Equation 3.2.

τ =
nc − nd

1
2
n(n− 1)

, (3.2)

where nc and nd represent the total number of concordant pairs and the total number

of discordant pairs, respectively. When xj < xk, if a pair of (xj, xk) and (yj, yk) agrees

both xj < xk and yj < yk, it is a concordant pair. Otherwise, it is a discordant pair.

Also, n is the sample size, which corresponds to the number of each variable x and

y. For example, if correlations between meat consumption (x) and carbon footprint

(y) of 24 households are calculated, all of the n, number of x, and number of y are

24. When τ is positive or negative, there is a positive or negative correlation between

x and y, respectively. If τ = 1 or 0, there is perfect correlation or no correlation,

respectively.
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When we investigate correlations between household FEW consumption and FEW-

prints, the consumption and FEWprint variables are normalized by the total con-

sumption of each household. This is because each household has a different scale of

consumption, and FEWprints depend primarily on the scale of consumption. This

makes it difficult to investigate the correlations between household consumption and

impacts. Therefore, normalized household consumption and normalized FEWprints

are calculated as follows:

HH consumption trendi =
fi

Σifi
, (3.3)

HH FEWprint intensities =
Σihi
Σifi

, (3.4)

where i is each category of FEW commodities (i.e., meat, non-meat, restaurant,

electricity, NG, ground transportation, air transportation, and water). A denominator

of both equations (Σifi) represents the total consumption of each household. The

normalized household consumption of the i-th commodity in Equation 3.3 corresponds

to the household consumption fraction of the i-th commodity over the total household

consumption. These consumption fractions can represent household consumption

trends with respect to the i-th commodity if we assume a fixed household budget. For

example, one household may have 20% of meat, 30% of non-meat, 30% of electricity,

10% of NG, and 10% of water consumption trends while another household may

show 10% of meat, 40% of non-meat, 20% of electricity, 20% of NG, and 10% of

water. These two households show different consumption trends from each other. A

numerator in Equation 3.4 (Σihi) corresponds to FEWprints of each household, and

the normalized FEWprints represent FEWprint intensities of each household. For

instance, carbon footprint intensity has a unit of CO2eq/$. We could obtain insights
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Figure 3.3: Direct FEW consumption (expenditures) of each individual household in
Columbus, Ohio, U.S.A.

about the FEW impacts with respect to specific consumption trends within the fixed

household budget by investigating the correlations between consumption behavior

trends and FEWprint intensities.

3.3 Results and Discussions

3.3.1 Household FEW Consumption and Footprints

Figure 3.3 shows direct FEW consumption (expenditures) of each household in

Columbus, Ohio. Each household shows different consumption patterns. For exam-

ple, some households (IDs 4, 5, 8, 22, 23, and 24) consume mainly non-meat food

commodities. Some households (IDs 4, 8, 22, 23, and 24) consume their foods at

restaurants less often compared to the other households.
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Figure 3.4: Household FEW footprints at the individual household level. Electricity
and NG consumption contributes significantly to both carbon and energy footprints.
Non-meat and meat consumption is dominant for water and land footprints, respec-
tively.

Figure 3.4 exhibits household FEWprints at the individual household level. The

impacts are calculated based on the household direct FEW consumption data using

the USEEIO model. Energy-related consumption (electricity and NG) is dominant

for carbon and energy footprints. Household electricity and NG consumption ac-

count for 36.1% and 26.6% of the total carbon footprint on average, respectively.

Also, 23.3% and 38.6% of the total energy footprint are attributed to electricity and

NG consumption, respectively. The entire food consumption of households only ac-

counts for 26.4% of the total carbon footprint and 17.8% of the total energy footprint.

The results imply that reducing electricity and NG consumption could be the most

effective consumption behavior change to mitigate carbon and energy footprints.

When any household members travel very long distances by airplane, air trans-

portation contributes significantly to the carbon and energy footprints as well. Among
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the participants, five households (IDs 2, 5, 10, 11, and 17) traveled by air, and only

two households (IDs 10 and 11) traveled more than 3,000 miles during the study

period. For those two households, air transportation activities are responsible for

52.2–62.7% and 60.0–74.7% of their carbon and energy footprints, respectively.

Household food consumption is the largest contributor to water and land foot-

prints. Specifically, non-meat consumption accounts for 42.6% of the water footprint

while meat consumption is responsible for 57.5% of the land footprint on average as

depicted in Fig. 3.4. According to the USEEIO model,39 a sector for sugarcane and

sugar beet farming (NAICS: 111900) has the highest water consumption intensity

(3.67 m3/$) among the food-related sectors, followed by sectors for fresh vegetable

farming (NAICS: 111200) and corn farming (NAICS: 1111b0). Also, sectors for cat-

tle ranches (NAICS: 1121a0) and packaged meat manufacturing (NAICS: 31161a)

show higher land-use intensities than other food sectors. Therefore, there is a trade-

off with respect to water and land footprints depending on whether household food

consumption leans toward meat or non-meat diets.

3.3.2 Correlation Between Variables

As mentioned above, every household has a different consumption pattern. Ac-

cordingly, they show different FEWprints. The differences are attributed to differ-

ences in household consumption patterns and demographic features. To understand

the relation between a social dimension (household behaviors) and an environmental

dimension (FEWprints), correlations between demographics, consumption patterns,

and FEWprints are investigated. In this section, we discuss the Kendall rank correla-

tion coefficients between variables of the demographics, consumption, and FEWprints.
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The detailed correlation results including bivariate scatter plots and correlation coef-

ficient values are included in Section 3.3.2.

Correlation Between Household Demographic Variables

Figure 3.5 shows the Kendall rank correlation coefficients (τ) between household

demographic variables. Overall, many demographic variables are positively correlated

with each other. For instance, household size exhibits strong positive correlations

with the number of children, males, and females. Household income, household area,

and the number of vehicles are also strongly positively correlated with each other.

However, both house area and the number of vehicles are not strongly correlated with

variables such as household size, the number of children, males, and females. This

indicates that larger households do not necessarily have larger house areas and more

vehicles.

Correlations Between Household Demographics and FEW Consumption

Figure 3.6a shows the Kendall rank correlation coefficients (τ) between household

demographics and household FEW consumption. Demographic variables such as

household size and the number of children, males, and females are positively correlated

with FAH (meat and non-meat) and utility consumption variables excluding NG

consumption. NG consumption is not significantly correlated with those demographic

variables since it does not rely on household size much. NG consumption is more

dependent on the house area because the primary use of NG is for the heating of the

house. In 2015, more than 70% of household heating systems in the U.S. Midwest

employ NG as a main fuel.80 Governmental survey data for households in the U.S.

Midwest also shows the same trends as the results indicated in this study.80
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Figure 3.5: Kendall rank correlation coefficients between household demographic vari-
ables. Larger and darker circles represent greater correlations.

The number of children is especially positively correlated with water consumption.

Also, the number of males in the household has a stronger association with electricity

and water consumption than females. On the other hand, the number of females

is more dependent on non-meat consumption than males. The results imply that

males tend to consume more electricity and water than females while females tend

to consume more non-meat than males. According to the previous studies, gender

differences in energy consumption vary across countries.81 In the U.S., the studies

showed that females have higher pro-environmental behaviors than males.82,83 Also,

the other studies that employed public survey data presented that females are likely

to consume more non-meat than males.84

Household income is positively correlated with many FEW consumption variables,

particularly with electricity consumption, which aligns with the governmental survey
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Figure 3.6: Kendall rank correlation coefficients between household demographics
and (a) household FEW consumption or (b) household FEW footprints. Larger and
darker circles represent greater correlations. Males tend to have higher carbon and
water footprints than females because males consume more electricity. Females tend
to have a higher land footprint than males because females consume more non-meat.

results.80 The number of vehicles is also positively correlated with ground transporta-

tion services.

Correlations Between Household Demographics and FEWprints

The Kendall rank correlation coefficients between household demographics and

their FEWprints are shown in Fig. 3.6b. Many correlation coefficients between de-

mographic variables and FEWprints are positive. The number of children is strongly

positively correlated with water footprint. Also, the number of males shows a stronger

positive correlation with carbon footprint than females. This is because males tend to

consume more electricity than females as discussed in the previous section. Electricity

consumption is the largest contributor to the carbon footprint for many households

as shown in Fig. 3.4. The number of females, on the other hand, exhibits a stronger
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positive correlation with land footprint than males. As discussed in the previous sec-

tion, females tend to consume more non-meat than males. Non-meat consumption is

the second largest contributor to the land footprint for the households in this study.

These results imply that males have a higher carbon footprint than females while

females have a larger land footprint than males.

Carbon and energy footprints are positively correlated with household income and

house area. As discussed in the previous section, households with larger house areas

tend to consume more NG for the heating of the house, and therefore, they have

higher carbon and energy footprints. The number of vehicles in each household does

not show strong correlations with any of the FEWprints. Figure 3.6a shows that

households who own more vehicles tend to use ground transportation services more

frequently. However, ground transportation services do not contribute much to any

of the FEWprints in this study as shown in Fig. 3.4.

Correlations Between Household FEW Consumption Trends and FEW-
print Intensities

In the previous sections, we investigated the dependence of household FEW con-

sumption behaviors and FEWprints on household demographics. To understand the

impacts of social behaviors on environmental sustainability, we also need to study

how household FEWprints are correlated with consumption behaviors. Figure 3.7a

exhibits the Kendall rank correlation coefficients between household FEW consump-

tion trends and FEWprint intensities. As described in Section 3.2.3, correlations

between household FEW consumption and FEWprints are difficult to investigate be-

cause FEWprints highly depend on the scale of household consumption. Therefore,
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Figure 3.7: Kendall rank correlation coefficients (a) between household FEW con-
sumption trends and household FEW footprint intensities and (b) between each
household FEW consumption trend. Larger and darker circles represent greater cor-
relations. When households spend more on restaurant consumption, lower carbon
and energy footprints are expected because they are likely to spend less on other
commodities at home.

household FEW consumption and FEWprints are normalized by total household con-

sumption to compare household consumption trends with FEWprint intensities.

With respect to meat and non-meat diets, when households tend to spend more

on meat, a higher land footprint is expected. This is because most meat items (e.g., a

sector for cattle ranches) require huge land areas. On the other hand, a slightly higher

water footprint is expected for households who spend more on non-meat. Non-meat

items are identified as the largest contributor to the water footprint as shown in Fig.

3.4. Carbon and energy footprints are not affected much by types of FAH diets (meat

or non-meat diets).

If households spend more on restaurants, they are likely to have lower carbon and

energy footprints. This could be because FAFH consumption has smaller FEWprint

61



intensities than FAH consumption. According to the previous study, the carbon foot-

print intensity (CO2eq/$) of FAFH consumption is only half of that of FAH consump-

tion.73 The study also compared the carbon footprint intensity of FAFH consumption

with that of FAH consumption in a unit of CO2eq/kcal. In that case, the intensity of

FAFH (1.26 gCO2eq/kcal) is slightly smaller than that of FAH (1.32 gCO2eq/kcal).

Also, restaurant consumption trend is negatively correlated with the consumption

trends of other FEW commodities as indicated in Fig. 3.7b. This implies that house-

holds spend less on other commodities when they spend more on restaurants. This

could be attributed to the fact that households with high FAFH consumption do not

cook their meals at home much. For instance, more FAFH consumption leads to fewer

NG consumption due to less NG use for FAH meal preparation. NG consumption is

one of the most significant contributors to the carbon and energy footprints. There-

fore, lower carbon and energy footprints are expected from more FAFH consumption.

Electricity and NG consumption trends show positive correlations with carbon and

energy footprint intensities. As shown in Fig. 3.4, electricity and NG are responsible

for 34.8% and 24.7% of the carbon footprint, respectively. They also account for

23.4% and 35.3% of the energy footprint, respectively. Therefore, households need to

spend less on electricity and NG to mitigate their carbon and energy footprints.

Ground transportation services are not likely to affect any FEWprints much since

they are not large contributors to the footprints. However, when households spend

more on air transportation, their carbon, water, and land footprint intensities become

lower. This is because more air travel is correlated with less consumption of other

FEW commodities as shown in Fig. 3.7b. This implies that households who traveled

by air consume fewer FEW commodities at home than other households with no air
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travel. In this study, we did not collect data for utility consumption outside the home

(e.g., utility consumption at hotels). If we account for more comprehensive household

FEW consumption data, we could obtain better insights about the air travel behavior

with respect to the impacts.

Also, households with larger water consumption are likely to show higher carbon,

energy, and water footprints. This is not because water consumption has large foot-

print intensities, but because water consumption trend is positively correlated with

electricity consumption trend as shown in Fig. 3.7b. In other words, households with

higher water consumption tend to consume more electricity. Electricity consumption

has huge carbon, energy, and water footprints as indicated in Fig. 3.4.

Detailed Correlation Results

Additional statistical results including bivariate scatter plots with a fitted line and

correlation coefficient values are shown in Figs. 3.8–3.10.

3.4 Conclusions

In this study, we assessed FEWprints at the individual household level by employ-

ing a realistic household data collection method. We collected grocery and restaurant

receipts, utility bills, and transportation mileage records to obtain individual house-

holds’ FEW consumption data. This data collection method could provide a better

picture of household consumption compared to the other studies, which employed

public databases or self-report survey methods. We also collected household demo-

graphic data and investigated the Kendall rank correlation coefficients between demo-

graphics, consumption behaviors, and FEWprints to understand how social systems

(human behaviors) could affect environmental sustainability.
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Figure 3.8: Bivariate scatter plots with a fitted line and the Kendall correlation
coefficients between household demographics and FEW consumption.
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Figure 3.9: Bivariate scatter plots with a fitted line and the Kendall correlation
coefficients between household demographics and FEWprints.
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Figure 3.10: Bivariate scatter plots with a fitted line and the Kendall correlation
coefficients between household FEW consumption trends and FEWprint intensities.
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Correlations between household demographics and their FEWprints were iden-

tified. With respect to gender differences in FEWprints, males tend to have higher

carbon and energy footprints than females since males consume more electricity, which

is one of the largest contributors to the carbon and energy footprints. On the other

hand, females are likely to have a higher land footprint because females show larger

non-meat consumption, which is one of the most dominant consumption activities

for the land footprint. High-income households with large house areas tend to have

higher carbon and energy footprints than low-income households with small house

areas. This is because high-income households tend to spend more on electricity, and

households with large house areas have large NG consumption.

To identify potential behavior changes to mitigate household FEWprints, cor-

relations between household consumption trends and FEWprints were investigated.

To lower household carbon and energy footprints, electricity and NG consumption

need to be reduced. Household electricity and NG use are the largest contributors

to the carbon and energy footprints unless households travel long distances through

the air. Males spend more on electricity than females, and thus, households with

many male members are likely to have a higher carbon footprint. Also, if households

spend more on restaurants (FAFH consumption), they tend to have lower carbon and

energy footprints. This is not only because FAFH consumption has smaller footprint

intensities than FAH consumption, but also because restaurant consumption reduces

the consumption of other FEW commodities at home.

Non-meat and meat consumption are the most dominant household consumption

activities for water and land footprints, respectively. Therefore, if households con-

sume more meat or non-meat, they have higher land or water footprints, respectively.
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Females consume more non-meat than males, and thus, households with many female

members tend to have a large land footprint. Also, households with long-distance air

travel have lower FEWprint intensities. Since air transportation contributes signifi-

cantly to the carbon and energy footprints, they are likely to have large total carbon

and energy footprints. However, they have lower total water and land footprints

because they do not spend much on the FEW commodities at home during travel.

This study investigated the life cycle impacts of household consumption activities

to address a social domain of environmental sustainability as well as the nexus of

FEW systems. We employed a data collection method that ensures high quality of

data and is less biased by participants’ self-selection and lack of awareness. However,

many challenges and limitations remain for such studies. First, collecting numer-

ous household data is very demanding work. In this study, 24 households and 73

household individuals completed the survey and submitted their consumption data.

However, the sample size is small, and variables in the sample do not always have

common distributions. Therefore, Kendall’s rank correlation method was employed

to investigate the correlations between variables. Moreover, the sample employed

in this study represents the upper-middle-class households in Columbus, Ohio. The

sample median income is two times higher than the median income in Columbus.

If the sample size is larger, we could account for more diverse households, and the

analysis could be much more robust and efficient.

Temporal variations in household consumption and footprints also need to be

studied. In this work, we only collected four weeks of complete household FEW

consumption data. However, household consumption varies with seasons. Thus, if

a longer period of consumption data is collected, seasonal variations in household
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FEWprints could be investigated. Additionally, there is a region-specific limitation.

Columbus is not a place with great public transportation systems. Hence, it is chal-

lenging to investigate the effects of using public transportation systems on household

FEWprints.

The USEEIO model employed in this study represents the entire U.S. economy

in 2013. However, the model is based on highly aggregated national economic data.

Thus, it does not account for product-specific and region-specific process and supply

chain data. For instance, corn and wheat may have different supply chains from

each other. In the USEEIO model, however, they are aggregated into a single grain

farming sector (NAICS: 1111b0) that connects to its national average supply chains.

If the product-specific and region-specific process and supply chain data are available,

a hybrid LCA model could be constructed to perform a more detailed sustainability

assessment study.12

Finally, this work could be extended to account for human behavioral consequences

on environmental sustainability by examining behavioral feedback from households.

In this study, we calculated FEWprints at the individual household level. The foot-

print results could be provided to each household, and its behavioral feedback could

be collected. Based on behavioral feedback, an additional footprint analysis could be

performed to investigate how household behavior changes could affect FEWprints.

A social consequential study is needed to account for the effects of changes in social

systems on environmental sustainability. However, long term follow-ups for such a

study will be challenging.
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Chapter 4: Carbon Footprint of Biomimetic Carbon Fixation

Technologies with RubisCO Immobilization and Adenosine

Triphosphate Regeneration

In the Calvin cycle of photosynthesis, ribulose-1,5-bisphosphate carboxylase/oxygenase

(RubisCO) catalyzes the conversion of ribulose 1,5-bisphosphate to 3-phosphoglyceric

acid (3-PGA) while incorporating atmospheric CO2 into an organic molecule. Thus,

RubisCO is nature’s CO2-sequestering enzyme that is present in chloroplasts. As an

effort to mitigate climate change, biomimetic carbon fixation technologies have been

developed through RubisCO immobilization into nanostructures to form nanostructure-

RubisCO complexes. The technologies mimic the plant cellular environment’s ability

to convert CO2 into higher-value products. In this work, a carbon footprint of 3-

PGA produced through carbon fixation by the complexes is investigated using the

LCA approach. Serine, an amino acid for pharmaceutical applications, is identified as

a potential product from 3-PGA. Hotspot processes in terms of the carbon footprint

are identified to suggest potential improvements for emerging technologies. Con-

ducting LCA for emerging technologies has many challenges. A sensitivity analysis is

performed for uncertain data, and the adenosine triphosphate (ATP) preparation pro-

cess for the 3-PGA production is identified as a hotspot inventory. We identify that
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the carbon footprint to produce 3-PGA can be significantly lowered by integrating

carbon fixation technologies with an electrochemical ATP regeneration technology.

4.1 Introduction

In the natural carbon cycle, inorganic CO2 in the atmosphere is converted to

organic hydrocarbons through photosynthesis. However, today’s enormous anthro-

pogenic CO2 emissions along with the increased energy demand make this natural

carbon pathway insufficient to close the carbon cycle. Therefore, various CO2 emis-

sions mitigation strategies are being studied to close this cycle.85

One of the strategies is to convert CO2 into high-value hydrocarbon products such

as formic acid, methane, and dimethyl carbonate through chemical conversion pro-

cesses. Numerous studies have examined the sustainability of such CO2 conversion

technologies.86 Many of these studies identified environmental effectiveness and tech-

nological challenges by conducting life cycle assessment (LCA) studies. Since CO2

is a stable molecule and requires a huge amount of energy for its activation, CO2

conversion processes are energy-intensive, and thus, they exhibit positive net CO2

emissions in many cases.

On the other hand, the carbon cycle of nature (photosynthesis and plant respi-

ration) is closed and attests to the great potential of CO2 conversion technologies.

In the natural carbon cycle, sunlight is a primary energy source for carbon fixation,

and it is completely sustainable. To mimic natural photosynthesis, researchers have

developed artificial photosynthesis technologies that capture and convert renewable

solar energy into high energy density fuels such as hydrogen.87,88 Renewable energy
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sources such as solar and wind power, whose emissions are minimal compared to emis-

sions from conventional fossil energy sources, have been considered to reduce the net

carbon footprint of CO2 conversion technologies as well.86 Alternatively, whole plants

can be grown and their biomass can be processed in biorefineries to generate energy

and other valuable products. Since biomass feedstock is prepared through natural

photosynthesis, those technologies generally have lower environmental impacts than

conventional petrochemical technologies.89

More recently, cell-free biomimetic technologies that imitate cellular carbon fixa-

tion have been developed.4 In the Calvin cycle of natural photosynthesis, as shown

in Fig. 4.1, cascade reactions to produce 3-phosphoglyceric acid (3-PGA) from

ribose-5-phosphate (R-5-P) are catalyzed by three enzymes: phosphoribosyl iso-

merase (PRI), phosphoribulokinase (PRK), and ribulose-1,5-bisphosphate carboxy-

lase/oxygenase (RubisCO). During these reactions, RubisCO, which is an enzyme

present in chloroplasts, catalyzes the conversion of ribulose 1,5-bisphosphate (RuBP)

to 3-PGA while incorporating atmospheric CO2 into the organic molecule.90 RubisCO

has been known as the most abundant enzyme in the world and accounts for most

of the biological carbon fixation on earth.91 The biomimetic carbon fixation tech-

nologies produce 3-PGA through CO2 fixation in cell-free systems.4 In these tech-

nologies, three-dimensional nanoscale structures such as nanotubes and nanofibers

are employed as support for enzymes to form CO2-fixing nanostructure-enzyme com-

plexes.92,93 The nanostructure-enzyme complexes are comprised of three enzymes

(PRI, PRK, and RubisCO) and a nanostructure that supports enzyme immobiliza-

tion. These complexes enhance the catalytic performance of enzymes for cascade

reactions.4
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Figure 4.1: Cascade reactions to produce 3-PGA from R-5-P in the Calvin cycle of
photosynthesis.

The cell-free in vitro systems have advantages over in vivo biological systems

(living cell systems). Higher product yields and lower environmental impacts are

expected from the cell-free systems because of their higher product specificity,94,95

and cell-free systems do not have to divert resources to other life processes. Also,

the CO2-fixing biomimetic technologies do not require CO2 capture and compression

processes as required by chemical CO2 conversion technologies. Moreover, compared

to biorefinery technologies such as biomass conversion, the cell-free biomimetic tech-

nologies avoid the extensive land use for biomass growth and do not impact food

production.

The LCA approach is employed to examine the environmental impacts of tech-

nologies and identify improvement opportunities. LCA accounts for the life cycle

of products which ranges from the extraction of upstream resources to the use and

disposal of products. In this sense, LCA is also called a cradle-to-grave analysis.

LCA estimates total environmental impacts (e.g., carbon footprint) of products by

calculating indirect impacts from the upstream and downstream processes as well as
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direct impacts. Hotspot inventories that show the highest contribution to the spe-

cific impacts could be identified through the LCA study. There are numerous LCA

studies on the environmental impacts of chemical CO2 conversion86 and biorefinery

technologies.89 However, the environmental effectiveness of cell-free biomimetic car-

bon fixation technologies remains unknown and the relevant life cycle inventory (LCI)

data to such technologies are not readily available from any existing LCI databases.

Therefore, challenges and limitations in conducting LCA for such emerging technolo-

gies exist and need to be addressed.

In this work, we investigate a carbon footprint of 3-PGA produced through biomimetic

carbon fixation by the nanostructure-enzyme complexes using the LCA approach. We

investigated two types of nanostructures for the complex as follows: Camptothecin

(CPT)-dipeptide nanotubes4,96 and fluorenylmethyloxycarbonyl (Fmoc) tetrapeptide

nanofibers. To examine if the CO2-fixing 3-PGA has benefits of reducing the foot-

print, another 3-PGA synthesis route that employs sugar (sucrose) as a carbon source

instead of CO2 is investigated as well.97 The carbon footprints of three 3-PGA syn-

thesis routes (CPT route, Fmoc route, and sugar route) are compared with each

other. To have the life cycle system boundary, the potential use of 3-PGA is investi-

gated, and the life cycle impacts are calculated. The LCA study identifies potential

opportunities for technological improvements to reduce the carbon footprint.

Enzymatic processes generally need the presence of coenzymes such as adenosine

triphosphate (ATP) and nicotinamide adenine dinucleotide (NAD+). The CO2-fixing

biomimetic technologies also require the use of ATP as the natural photosynthesis

in the Calvin cycle does. However, the preparation of these coenzymes is known to

be expensive for industrial applications, and therefore, their regeneration techniques
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have been developed for the economic implementation of enzymatic processes.98,99

Coenzyme regeneration could reduce wastes and improve the circularity of resources

in the enzymatic systems. In this study, we examine if the ATP preparation process is

environmentally favorable. Then, we investigate the potential impacts and benefits of

integrating an electrochemical ATP regeneration technology into biomimetic carbon

fixation systems.

4.2 Materials and Methods

4.2.1 Nanostructure-RubisCO Complexes

As shown in Fig. 4.1, RubisCO is nature’s CO2-sequestering enzyme which cat-

alyzes the conversion of RuBP to 3-PGA. To construct cell-free carbon fixation sys-

tems, Satagopan et al. have developed nanostructure-RubisCO complexes.4 The

complexes include three enzymes: PRI, RPK, and RubisCO. PRI and form I Ru-

bisCO are prepared from the bacterium Ralstonia eutropha as described in the re-

port.100,101 PRK is prepared from the cyanobacterium Synechococcus as described in

the report.102

Two types of nanostructures are prepared: CPT-dipeptide nanotubes4,96 and

Fmoc tetrapeptide nanofibers. The synthesis procedures for these nanostructures and

the nanostructure-RubisCO complexes are described in the report.4 The nanostructure-

RubisCO complexes consist of three enzymes and either CPT-dipeptide nanotubes

or Fmoc tetrapeptide nanofibers. Figure 4.2 exhibits an illustration of the complex

employing CPT-dipeptide nanotubes. The activity of RubisCO in the complexes has

been optimized to its near-native activity levels and the stoichiometric amount of

3-PGA can be produced through these processes.

76



Figure 4.2: An illustration of the nanostructure-RubisCO complex that consists of
CPT-dipeptide nanotubes and RubisCO.4 PRI and PRK enzymes are also mixed into
the complex.

4.2.2 Use Phase of 3-PGA

3-PGA is a CO2-fixed product through the cascade reactions from RuBP in the

Calvin cycle as shown in Fig. 4.1. In nature, the Calvin cycle converts 3-PGA to

regenerate R-5-P which is converted into ribulose-5-phosphate (Ru-5-P) then RuBP.

In the cell-free biomimetic carbon fixation systems, 3-PGA is synthesized by the

nanostructure-RubisCO complexes and can be used for industrial applications. Ac-

cording to the report,103 3-PGA can be a precursor to synthesize amino acids (serine,

cysteine, and glycine) as industrial products for pharmaceutical use. Since serine is a

precursor for producing cysteine and glycine, we identify serine as the potential use

of 3-PGA in this LCA study.

Serine can be synthesized from 3-PGA through the phosphorylated pathway of

serine biosynthesis as shown in Fig. 4.3.104,105 First, an enzyme 3-phosphoglycerate

dehydrogenase (PGDH; serA) catalyzes the oxidation of 3-PGA into 3-phospho-

hydroxypyruvate (3-PHP). NAD+/NADH is used as a coenzyme for this conversion.
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3-phosphoglyceric acid (3-PGA) 3-phospho-hydroxypyruvate (3-PHP)

3-phospho-serine (3-PS) L-serine

PGDH (serA) PSAT (serC)

PSP (serB)

NAD+ NADH

Figure 4.3: Serine biosynthesis from 3-PGA using enzymes serA, serC, and serB.

Then, 3-PHP is converted into 3-phospho-serine (3-PS) by using an enzyme phospho-

serine transaminase (PSAT; serC) and L-glutamate. Finally, 3-PS is hydrolyzed to

L-serine using an enzyme phosphoserine phosphatase (PSP; serB) and water.

In this work, the following three 3-PGA synthesis routes are investigated.

• CPT route: CPT-dipeptide nanotubes are used as nanostructure support for

RubisCO immobilization in the biomimetic CO2-fixing processes.

• Fmoc route: Fmoc tetrapeptide nanofibers are used as nanostructure support

for RubisCO immobilization in the biomimetic CO2-fixing processes.

• Sugar route: Sucrose is used as a carbon source instead of CO2.

3-PGA products from the above routes can be converted into L-serine. Addition-

ally, we examine the conventional L-serine synthesis route. Industrially, serine is

synthesized from glycine and methanol by microbial fermentation.106 The reaction

is catalyzed by serine hydroxymethyltransferase (SHMT). Worldwide L-serine pro-

duction in 2005 was 300 t.107 Carbon footprints of four serine synthesis routes are

investigated using the LCA approach.
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4.2.3 ATP Regeneration

In general, enzymatic processes are favorable due to their high selectivity and

low environmental impacts. However, many enzymatic reactions require the use of

coenzymes such as ATP and NAD+. The industrial use of coenzymes is impractical

because their preparation processes are expensive. Therefore, the regeneration of

coenzymes has been the limiting step for their economic utilization.98,99

In this study, an electrochemical ATP regeneration technology is considered as a

means of reusing coenzymes and reducing environmental impacts. A programmable

chemical actuator was created and programmed to control the inorganic phosphate

concentration at the electrode surface, condensing ADP to ATP in situ. Working

and counter electrodes (0.064 cm2) were prepared from Au wire (0.05 mm diame-

ter) and a 0.064 cm2 Ag/AgCl reference electrode was prepared with Ag wire (0.01

mm diameter). 253 µg of polypyrrole doped with sodium chloride (PPy(Cl)) was

electropolymerized on the working electrode, then programmed for phosphate selec-

tivity in 0.5 M Na3PO4. The integration of the ATP regeneration system with the

biomimetic CO2 fixation system means that the same reaction medium is employed

for the CO2 fixation by the nanostructure-RubisCO complexes and for the electro-

chemical ATP regeneration. The following stoichiometric reaction is assumed for ATP

regeneration from ADP and inorganic phosphate:

ADP + H3PO4 → ATP + H2O (∆Go = 30.5 kJ/mol.)

The PPy(PO4
3−) membrane is prepared through a two part electrochemical pro-

cess using 0.1 M pyrrole (Py) monomer, 0.1 M NaCl as a dopant, and 0.5 M Na3PO4

as an equilibration solution. First, the Py monomer and NaCl are oxidized at the
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working electrode, then the polymerization solution is exchanged for the equilibration

solution and cyclic voltammetry is performed to form ion-selective pathways in the

polymer. ADP is condensed to ATP when the polymer is oxidized, and the concen-

tration of inorganic phosphate is raised at the electrode surface. Polymerization of

PPy(Cl), programming of PO4
3− selectivity, and the operation of systems consume

2.92, 0.34, and 25.47 J of energy, respectively. The phosphate actuator has a lifetime

of 1,200 cycles before the polymer must be replaced or refreshed.

4.2.4 Life Cycle Assessment

LCA is a tool to assess the environmental impacts of products and processes by

accounting for their upstream and downstream life cycle activities. In this study,

an open-source LCA software (openLCA)51 is used to conduct the LCA study. The

LCA approach is documented in ISO 14040:2006 and consists of four phases37 that

are described in the context of the selected technology in the following subsections.

Goal and Scope Definition

The goal of the LCA study is to examine how effective biomimetic carbon fixation

technologies are to mitigate global warming and to identify how the technologies could

be further improved. The analysis boundary is a cradle-to-gate boundary (cradle-to-

use phase) which ranges from the raw material extraction to the use phase of 3-PGA.

When the same two products with different upstream technologies are investigated, a

cradle-to-gate analysis is performed since the downstream activities (use and disposal

phases) for the common product are identical to each other. L-Serine is identified as

the potential use of 3-PGA. Figure 4.4 shows four types of product systems inves-

tigated in this study. As described in Section 4.2.2, CPT and Fmoc routes are the
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L-serine synthesis routes from 3-PGA, which is prepared through carbon fixation by

nanostructure-RubisCO complexes. Sugar route is the L-serine synthesis route from

3-PGA, which is prepared using sucrose as a carbon source instead of CO2. The sugar

route is included in the study to compare the biomimetic carbon fixation technologies

to a non-CO2-fixing technology. Lastly, the conventional route to L-serine involves

the microbial fermentation of glycine and methanol. Accordingly, a function unit is

defined as 1 kg of L-serine.

Inventory Analysis

In this work, two existing LCI databases (U.S. LCI database and Ecoinvent) are

employed. The U.S. LCI database is prioritized when the desired inventory data is

available since the database is based on the U.S. Applying LCA to emerging tech-

nologies is challenging because many of their inventory data are difficult to find in

any LCI database due to their nascent nature.108 In such cases, any data that are not

available in existing databases are either estimated from laboratory experiments or

obtained from literature such as journal articles and patents. If industrial production

data is available, it is preferred. Such LCA studies of emerging technologies are likely

to have large uncertainty. To account for this uncertainty, a sensitivity analysis is

performed on unknown inventory data.

Some data are not available even from the literature. In such a case, the data

are estimated by simple fundamental models or ignored in the study. For example,

any catalyst inputs are ignored assuming their reusability and small quantity. The

manufacture of equipment and the transportation of materials are also excluded unless

such data are available from the LCI databases or literature. Moreover, if data for

the energy inputs are not provided, they are excluded. This implicitly assumes that
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Figure 4.4: Four routes to produce L-serine: (a) CPT route, (b) Fmoc route, (c)
sugar route, and (d) conventional route.

these processes occur around room temperature, which is true for most biological

processes. Furthermore, product yields are determined by stoichiometric calculation

if such data are unknown.
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Figure 4.5: Network diagram for the CPT route to produce L-serine.

Figure 4.5 shows a partial life cycle network diagram for the CPT route. The

network diagrams for the Fmoc, sugar, and conventional routes are shown in Figs

4.5–4.8. Sources of inventory data are indicated in different colors. The diagram

does not show the upstream network for the inventories available in the existing LCI

databases. The complexity of the diagram for the CPT route implies difficulties in

applying LCA to emerging technologies because their inventory data are difficult to

find in any LCI database.

83



③ Glucose⑥ K2HPO4 ⑦ KH2PO4

H3PO4KOH KCl

3-PGA

RuBP

Ru-5-P

R-5-P

CO2
Nanotube-

enzyme
complex

PRI,
RubisCO PRKFmoc Tetrapeptide

R. eutropha Synechococcus

The boundary of biomimetic carbon fixation technology
using Fmoc tetrapeptide-RubisCO complex

Fluorenemethanol

FluoreneEthyl formate

Coal tar
C2H5OH HCOOH

NaBH4

① NaH in mineral oil

Dibenzofuran,
Phenanthrene

B(OCH3)3

NaOCH3

NaH2 Mineral oil

Na2CO3

(C2H5)2O, CH2Cl2

CH3COOH, CH3OH

① NaH in mineral oil

② NaHCO3

⑭ Fmoc-Cl

Phosgene

CH2Cl2 HCl

Phosgene CO2

(CH3)3COH

Isobutylene

(CH3)3COK

KOH

Boc2O

Tetrahydrofuran,
C5H12, CCl4

C6H6

KCl

C6H14

Lysine.HCl

③ GlucoseCorn steep liquor

NH3,
NaOH

(NH4)2SO4,
H2SO4,
H3PO4,

HNO3

H-Lys(Boc)-OH

Tetrahydrofuran, EtOAc

NaOH
HCl

Fmoc-Lys(Boc)-OH

CH2Cl2, (C2H5)2O,
EtOAc, CH3CN

② NaHCO3

HCl

Mtt-Cl

Trityl chlorideCH3Cl

C6H6 CCl4

HCl, H2O

④ CH3COCl
HCl

HCl

CH2Cl2

H-Lys(Mtt)-OH

(CH3CO)2OHCl

CH3COOH

CF3COOH

HF ④ CH3COCl

HCl, HF

Piperidine

H2 Pyridine

CH2Cl2, (CH3)2NC(O)H

(C2H5)3SiH

SiH4C2H4

HClSi

SiCl4

Corn

CaO, NaCl, Cl

H2SO4, SO2,
Urea, NaOH,

C6H12

Na2CO3 CO2

Urea,
MgSO4,

CaCl2

NaCl

HCl

⑧ Peptone

Soybean

NaOH

⑤ Bicine

GlycineC2H4O

NH3 Chloroacetic acid

NH4Cl

H3PO4

⑩ ATP

ADP
⑤ Bicine

② NaHCO3

NaOH

HypoxanthinePOCl3 Tetraacetyl ribofuranoseNH3

⑪ Adenine

Formamide

NH3 CO

L-RiboseCH3COOH

D-RiboseH2

③ Glucose

Inventory data sources

U.S. LCI

ecoinvent

Literature

Toluene

C2H5OH

HClO4

Na3PO4 Adenosine

Xylene, CH3OH,
C2H5OH

CH2Cl2,
Naphtha

Dimethylaniline

H3PO4,
CH3COOH,
HCl

Aniline CH3OH

Methylaniline

Starch, NH4Cl

⑥ K2HPO4

⑦ KH2PO4

NH3

POCl3

CH3OH

CH3OH,
H2SO4

(CH3CO)2O,
Isopropanol

NaCl

⑧ Peptone
Ribitol

Corn steep liquor, C2H5OH

(NH4)2SO4

Sorbitol

⑫ MnSO4

⑥ K2HPO4

⑦ KH2PO4

③ Glucose

MnOH2SO4

MnCO3

HCl NaClO4

NaCl

C2H5OH

NaOH

⑤ Bicine
⑥ K2HPO4
⑦ KH2PO4
⑨ Tris
⑩ ATP

HCl, NaCl

KOH

② NaHCO3
⑨ Tris

HCl, NaCl

Fmoc-Lys(Mtt)-OH

Fmoc-OSu

Dioxane
Na2CO3
(C2H5)2O

⑬ (CH2CO)2NOH

Fmoc-Phe (C6H5CO)2O

C6H5CCl3 C6H5CO2H

TolueneChlorine

N2

HCl

HCl
C9H11NO2 ⑭ Fmoc-Cl

⑥ K2HPO4
⑦ KH2PO4
⑧ Peptone

③ Glucose (NH4)2SO4

CH2Cl2, (C2H5)2O,
C4H8O2, CH3CN

② NaHCO3

Yeast, MgSO4,
C6H5OH

NaCl, CaCO3,
CH3COOH, NH3

Yeast

Citric acid

HCl
CHCl3

② NaHCO3

NH2OH

H2SO4 HNO3

Succinic anhydride

Maleic anhydrideH2

γ-Butyrolactone γ-Butyrolactone

Aniline, H2 Phenol

Sucrose

⑦ KH2PO4

MgSO4,
(NH4)2CO3

⑭ Fmoc-Cl ⑬ (CH2CO)2NOH HN(C6H11)2

Use phase of 3-PGA to Serine

Figure 4.6: Network diagram for the Fmoc route to produce L-serine.
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Figure 4.7: Network diagram for the sugar route to produce L-serine.

The green dotted box represents the boundary of biomimetic carbon fixation tech-

nology using the CPT nanotube-RubisCO complex. We obtained the inventory data
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in the green dotted box from experimental data.4 The blue dotted box indicates the

use phase of 3-PGA to produce L-serine. The same use phase is included among

the CPT, Fmoc, and sucrose routes since the 3-PGA products from three routes are

identical. The vertical and horizontal input arrows represent reactants and solvent

use, respectively. The output arrows indicate products. When more than two prod-

ucts are produced, the main products are shown as the vertical output arrows, while

by-products are shown as the horizontal output arrows. Also, adenosine diphosphate

(ADP) from the conversion of Ru-5-P to RuBP and NADH from the conversion of

3-PGA to 3-PHP are considered to be waste since these are the cofactors that need

to be regenerated into ATP and NAD+, respectively. They also inhibit the reactions

using ATP and NAD+ when present in high amounts.

The LCA studies can specify inventories that contribute the most to the impacts

in the life cycle system boundary. In this LCA of emerging technologies, the oppor-

tunities for technological improvements need to be identified in the green dotted box

whose inventories are based on experiments, instead of commercialized processes. The

inventories outside the green dotted box are collected from literature and based on
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industrial processes. Therefore, either of the following opportunities can be identified

in the green dotted box:

• Improving the yield of product or discovering an alternative technology to pre-

pare a reactant, if any reactant inventory is identified as a hotspot inventory.

• Improving the efficiency of solvent use or replacing it with the alternative one

that has smaller impacts, if any solvent inventory is identified as a hotspot

inventory.

If we consider the integration of electrochemical ATP regeneration technology into

the carbon fixation technologies, the analysis boundary needs to include the ATP re-

generation process. In such a case, ADP from the cascade reactions is not a waste

anymore. Instead, ADP is recycled into ATP through regeneration. Figure 4.9 shows

the partial life cycle network diagram for the electrochemical ATP regeneration. The

purple dotted box indicates the boundary of ATP regeneration technology. The elec-

trochemical experiments are performed to collect the inventory data in the purple

dotted box. PPy(PO4
3−) membrane is prepared from the pyrrole monomer through

electrochemical polymerization. ATP is regenerated from ADP through the electro-

chemical procedure. ADP is provided from the biomimetic carbon fixation, and the

regenerated ATP is used in the carbon fixation process.

In many LCA studies on electrolysis in a membrane cell, electrodes and membranes

are excluded from the analysis since they are assumed to be reusable.109 However,

the membrane is included in this LCA study since it is known that the polypyrrole

membrane can be reused more than 1,200 times.
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Impact Assessment

A carbon footprint of four routes to produce serine is calculated. Life cycle in-

terventions are characterized using TRACI 2.1 life cycle impact assessment (LCIA)

method.110 If by-products and co-products are produced from a certain inventory A,

the impacts need to be allocated to the main product. The allocation needs to be

performed by either the displacement method or the partitioning method. The for-

mer method considers a conventional way of producing those by-products. Then, the

by-products are assumed to replace the conventional process. Therefore, the impacts

from the conventional process are avoided due to the by-products produced from the

inventory A. In the partitioning method, the impacts from the inventory A are parti-

tioned among the main product and by-products based on the ratio of mass, energy,

or monetary values. The displacement approach is preferred if conventional process

data are available from the LCI databases or literature.
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Interpretation

Hotspot inventories (i.e., the largest contributors to the carbon footprint) can be

identified through LCIA. Opportunities for technological improvements to reduce the

footprint can be discussed. In the following section, we compare the carbon footprint

of four serine synthesis routes. Also, we discuss how effectively the coenzyme regen-

eration technology can reduce the footprint of biomimetic CO2 fixation technologies.

4.3 Results and Discussions

4.3.1 LCA of Biomimetic Carbon Fixation Without ATP Re-
generation

A cradle-to-gate LCA study is performed on biomimetic carbon fixation technolo-

gies to investigate a carbon footprint of technologies. These emerging technologies

produce 3-PGA product through carbon fixation by nanostructure-RubisCO com-

plexes. In this LCA study, the following two types of nanostructures are investigated:

CPT-dipeptide nanotubes and tetrapeptide nanofibers.

In the sensitivity analysis, three cases (lower impact, base, and higher impact)

are considered for the ratio of unreacted reactants to be reused, the ratio of fugitive

volatile organic compound (VOC) emissions, the number of times of solvent reuse,

and the number of times the nanostructure-RubisCO complex is reused. Table 4.1

summarizes three cases considered via the sensitivity analysis. The lower impact case

represents a more environmentally beneficial case while the higher impact case refers

to the less beneficial case.

80–100% of unreacted reactants are considered to be reused. The unreacted ma-

terials that are not reused are assumed to be emitted to the air if they are in the gas
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phase at room temperature (e.g., ammonia and phosgene). VOC emissions are the

fugitive air emissions from the use of VOCs. They include fugitive emissions from sol-

vents, by-products, and unreacted reactants. 0.5–8% of VOCs are assumed to be lost

to the air as fugitive emissions. The VOCs can be classified into three categories based

on the boiling point range: VVOC (very VOC), VOC, and SVOC (semi-VOC).111,112

In this study, the organic compounds are VVOC, VOC, or SVOC, if their boiling

points range from the room temperature to 75◦C, from 75◦C to 250◦C, or from 250◦C

to 400◦C, respectively. Every solvent in this study is assumed to be reused 5–20 times

through the sensitivity analysis.113 Also, the nanostructure-RubisCO complexes can

be reused numerous times since they show enzymatic behavior. Based on input from

the technology developers, the number of times of reuse of this complex is considered

to be between 5,000 and 20,000.

Figure 4.10a exhibits the LCIA results of four serine synthesis routes for three

sensitivity analysis cases. A total carbon footprint to produce 1 kg of serine is shown

at the top of each bar. The carbon footprint for preparing 3-PGA is shown in green

bars. The contribution to the footprint from solvent use (NaHCO3, Tris, HCl) and

Table 4.1: Three cases considered via a sensitivity analysis.

Description Lower impact Base case Higher impact

Unreacted reactants to be reused (%) 100 90 80
Fugitive VVOC emissions (%) 2 4 8
Fugitive VOC emissions (%) 1 2 4

Fugitive SVOC emissions (%) 0.5 1 2
Solvents to be reused (times) 20 10 5
Complex to be reused (times) 20,000 10,000 5,000
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Figure 4.10: (a) Life cycle impact assessment results of four routes to produce ser-
ine. A total carbon footprint to produce 1 kg of serine is shown at the top of each
bar. Biomimetic CPT and Fmoc routes have lower footprints than the sugar route
but higher footprints than the conventional route. (b) Detailed LCIA results for
3-PGA production in three serine synthesis routes. ATP inventory shows the largest
contribution to the carbon footprint of biomimetic CPT and Fmoc routes.

the other reactant use (NAD+, L-glutamate) for the serine synthesis from 3-PGA is

plotted as well.

As shown in Fig. 4.10a, the conventional route exhibits the lowest carbon footprint

followed by the Fmoc, CPT, and sugar routes. The sensitivity analysis indicates the

results are robust since all sensitivity cases show the same relative results. For each

sensitivity case, the footprint from solvent use (NaHCO3, Tris, HCl) and reactant use

(NAD+, L-glutamate) is the same among three routes from 3-PGA (CPT, Fmoc, and

sugar routes). For instance, the footprint from the use of NAD+ is 96.7 kgCO2eq/kg-

serine for those three routes in the base case. This is because those routes share the

same use phase of 3-PGA. Also, the impacts of these three routes are very sensitive
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to the cases considered in the sensitivity analysis. The footprint from using NAD+

varies from 15.6–240.1 kgCO2eq/kg-serine depending on the sensitivity cases. This is

due to the nascent nature of technologies for preparing NAD+ as well as for converting

3-PGA to 3-PHP using NAD+. Since the technologies are not yet fully developed,

the inventory data are unavailable from the LCI databases and the impacts of the

technologies for industrial scale are uncertain.

In the conventional route, the most dominant inventory in the footprint is methanol

which accounts for 85.4–88.4% of the total footprint. Sensitivity analysis shows that

uncertainty in the carbon footprint from the conventional route is very small com-

pared to that from the other three routes. This is because, unlike emerging tech-

nologies, most of the inventory data for the conventional serine synthesis technology

are available from the LCI databases. This indicates that most technologies in the

conventional route have already been optimized for commercial scale. Therefore, the

impacts of the conventional route do not vary a lot with the sensitivity cases.

The biomimetic carbon fixation technologies in the CPT and Fmoc routes have

a lower carbon footprint than the non-CO2-fixing technology in the sugar route.

The CPT and Fmoc routes show 18.5–35.4% and 20.3–35.8% lower footprint than

the sugar route, respectively, depending on the sensitivity cases. However, both

biomimetic routes show a much higher footprint than the conventional route. These

biomimetic technologies are still in development and need to be further improved to

be effective in mitigating global warming. The opportunities for improvements can

be identified through the LCA study.
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Figure 4.10b compares three routes to produce serine from 3-PGA in more detail.

A carbon footprint of producing 3-PGA in the CPT, Fmoc, and sugar routes is cal-

culated. For the biomimetic carbon fixation technologies, ATP inventory dominates

the carbon footprint. 82.0–89.6% and 89.9–91.3% of the footprint to produce 3-PGA

are attributed to the ATP process in the CPT and Fmoc routes, respectively. ATP

is used for the phosphorylation of Ru-5-P to RuBP as part of the Calvin cycle. ATP

is converted to ADP by providing phosphate to the Ru-5-P molecule.

The Fmoc route has a lower footprint than the CPT route because the CPT-

dipeptide nanotubes have a higher footprint than the Fmoc tetrapeptide nanofibers.

To prepare CPT-dipeptide, CPT-succinic acid is used. The isolation of CPT is a

carbon-intensive process with low yield.114 Despite the fact that CPT nanotubes

have a high footprint, the CPT nanotube-RubisCO complex only accounts for 2.2–

13.1% of the footprint to produce 3-PGA. In case of the Fmoc nanofiber-RubisCO

complex, it accounts for 1.0–4.8% of the footprint to produce 3-PGA. This small

contribution to the footprint is attributed to the complexes’ reusability due to their

enzymatic behavior in the cascade reactions to produce 3-PGA.

In case of the sugar route, the main contribution to the footprint is the use of

carbon tetrachloride (CCl4), which is one of the major global warming substances.

CCl4 has a 100-year global warming potential of 1,730 kgCO2eq/kg-CCl4
115 and is

highly toxic. In recent years, its use and emissions have been in decline.116

For the base case of the CPT route, the production phase of 3-PGA and its use

phase for serine account for 27.4 and 72.6% of the total footprint, respectively, as

indicated in Fig. 4.11. The results identify the preparation of coenzymes such as

ATP and NAD+ as hotspot inventories with respect to the carbon footprint. In the
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Figure 4.11: Contribution to the total carbon footprint of the CPT route (base case)
from the production phase of 3-PGA and the use phase of 3-PGA for serine.

production phase, the ATP preparation process shows the highest contribution to the

footprint. In the use phase, the NAD+ preparation process contributes the most to

the footprint. Those coenzyme preparation processes have low production yields and

require the use of a variety of solvents. Coenzyme preparation has been known as

economically expensive.98,99 The LCA results imply that coenzyme preparation is

also environmentally unfavorable.

To improve the biomimetic carbon fixation technologies, the burden of preparing

ATP needs to be reduced. Considering that 3-PGA product yield from the cas-

cade reactions is already close to the stoichiometric level, an alternative pathway for

preparing ATP needs to be investigated to reduce the footprint of technologies.
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Figure 4.12: (a) Comparison of LCIA results among the CPT, Fmoc, and conven-
tional routes to produce serine. A carbon footprint of biomimetic CPT and Fmoc
routes is reduced by integrating ATP regeneration as shown in red-colored dotted
arrows. †CPT-R and Fmoc-R refer to the CPT and Fmoc routes, respectively, that
include ATP regeneration. (b) Detailed LCIA results for ATP-regenerated 3-PGA
production between the CPT and Fmoc routes. †ATP-R represents electrochemical
ATP regeneration inventory.

4.3.2 LCA of Biomimetic Carbon Fixation Integrating ATP
Regeneration

The LCA study in Section 4.3.1 identifies the coenzyme preparation processes

to be the main contributors to the carbon footprint of biomimetic carbon fixation

technologies. In this section, a carbon footprint of the carbon fixation processes

including ATP regeneration is investigated. Figure 4.12a compares the LCIA results

between the original systems and the ATP-regenerated systems for the CPT, Fmoc,

and conventional serine synthesis routes. A sensitivity analysis is performed for three

cases.

Even though ATP is regenerated from ADP, some portions of ATP still need to

be prepared from adenosine for the base and higher impact cases because the excess
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amount of ATP is required for the biomimetic carbon fixation technologies. In the

cascade reactions, one mole of ATP is required to produce two moles of 3-PGA. In the

experiments, however, 15 moles of ATP are added in producing 16 moles of 3-PGA.

Since the stoichiometric formation of 3-PGA is confirmed in the experiments,4 7 moles

of ATP can be considered to be unreacted. For the base and higher impact cases, 10

and 20% (0.7 and 1.4 moles) of unreacted materials, respectively, are assumed to be

emitted as waste. Hence, even if we consider the stoichiometric regeneration of ATP

from ADP, 0.7 and 1.4 moles of additional ATP need to be prepared from adenosine

for the base and higher impact cases, respectively.

As shown in Fig. 4.12a, a carbon footprint for producing serine is reduced by

21.7% for the CPT route and 21.9% for the Fmoc route in the base case. In the lower

impact case, the ATP-regenerated, CO2-fixing serine synthesis technologies (CPT-R

and Fmoc-R routes) show the most competitive footprint to the conventional ser-

ine synthesis technology (conventional route). However, the footprint of the carbon

fixation technologies is still higher than the conventional route for every sensitivity

case. The main contributor to the footprint of the carbon fixation technologies is the

use of NAD+ coenzyme for serine synthesis. This implies that the footprint could

potentially be decreased significantly if the NAD+ coenzyme is also regenerated from

NADH by employing another chemical actuator. Also, the power to run chemical ac-

tuators can be negligible if this comes from renewable sources. In this study, NAD+

regeneration is not considered due to a lack of experimental data. The ATP regen-

eration reduces the footprint of the ATP inventory by 97.6, 90.8, and 84.6% for the

lower impact, base, and higher impact cases, respectively. If we assume a similar

reduction in the footprint for the NAD+ regeneration, 13.3–40.0 kgCO2/kg-serine
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of the total footprint is expected for the Fmoc route. In the lower sensitivity case,

this footprint (13.3 kgCO2/kg-serine) is smaller than the conventional route (17.9

kgCO2/kg-serine).

The detailed LCIA results for ATP-regenerated 3-PGA production between the

CPT and Fmoc routes are shown in Fig. 4.12b. ATP regeneration reduces the foot-

print dramatically since it has a significantly smaller footprint compared to the ATP

preparation process from adenosine. Nanostructure-RubisCO complex inventories

are identified as new hotspot inventories in terms of the carbon footprint to further

improve the carbon fixation technologies. Most of the footprint for the complexes

comes from nanostructure supports. Fmoc nanofibers have a smaller footprint than

the CPT nanotubes. Other nanostructures as support for enzyme immobilization

could be investigated as well. For instance, cellulose nanofibers and chitin nanofibers

show high enzymatic activity and stability when they are incorporated with enzymes

into the nanostructure-enzyme complex.117,118 Also, cellulose and chitin are cheaper

resources compared to CPT and Fmoc. Further studies are needed for biomimetic

carbon fixation to find the most effective nanostructure candidate as support for

RubisCO immobilization.

4.4 Conclusions

This work describes the carbon footprint of biomimetic carbon fixation technolo-

gies that employ a RubisCO immobilization technique. RubisCO is immobilized

into either CPT-dipeptide nanotubes or Fmoc tetrapeptide nanofibers to form the

nanostructure-RubisCO complexes. The complexes catalyze cascade reactions from

R-5-P to 3-PGA while fixing CO2 into the organic 3-PGA molecule. 3-PGA then can
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be used to synthesize L-serine, an amino acid for pharmaceutical use. The footprint

of the technologies was compared with a non-CO2-fixing technology and the con-

ventional serine synthesis technology. The non-CO−2-fixing technology uses sugar

as a carbon source instead of CO2 to produce 3-PGA. The conventional technology

synthesizes L-serine from methanol and glycine, not from 3-PGA.

A sensitivity analysis was performed to account for uncertainty in the inventory

data for emerging technologies. The biomimetic carbon fixation technologies showed

a lower carbon footprint than the non-CO2-fixing technology. However, their foot-

print was much higher than conventional technology. The LCA study identified the

preparation processes of coenzymes such as ATP and NAD+ as hotspot inventories

in terms of the carbon footprint. ATP is used in the cascade reactions to produce

3-PGA while NAD+ is used to produce serine from 3-PGA.

To reduce the footprint of the carbon fixation technologies, integrated systems of

electrochemical ATP regeneration and biomimetic carbon fixation were considered.

We performed LCA for the integrated systems. The carbon footprint of emerging

technologies to produce serine was decreased by 17.7–38.3% with the regeneration of

ATP from ADP. We identified that the carbon footprint of the emerging technologies

could potentially be lower than the conventional technology if NAD+ could be regen-

erated from NADH in a similar manner to the ATP regeneration. The LCIA results

for the biomimetic carbon fixation technologies indicated that coenzymes need to be

regenerated in order to lower the footprint below that of the conventional process. To

further improve the technologies, other types of nanostructures could be examined as

support for RubisCO immobilization to see if they lead to better LCIA results.
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The analysis boundary of this LCA study was cradle-to-gate (cradle-to-use phase).

The nanostructure-RubisCO complexes are assumed to be reusable 5,000–20,000

times. For a more complete LCA study, the disposal phase could be included to

account for the impacts of waste treatment. Therefore, we need to investigate how

the downstream processes of the complexes affect the overall carbon footprint. Cur-

rently, such experimental data are not available. In addition, impacts besides carbon

footprint should also be considered.

Given the nascent nature of technologies, many challenges remain in conducting

LCA for emerging technologies. Early-stage experimental data will not represent

commercialized data since inventory data could highly depend on the production scale.

In this study, we performed a sensitivity analysis to account for those uncertain data

gaps. However, it is important to perform a robust LCA study using more realistic

and data that is closer to the use of mature technologies at an industrial scale.
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Chapter 5: Toward a Framework for Multiscale

Consequential Sustainable Process Design: Including the

Effects of Economy and Resource Constraints

This chapter is adapted from the following paper: Lee, K., Ghosh, T., and Bak-

shi, B.R., “Toward Multiscale Consequential Sustainable Process Design: Including

the Effects of Economy and Resource Constraints with Application to Green Urea

Production in a Watershed.” Chemical Engineering Science 207, 725–743, 2019.6

Decisions made by approaches that only consider the environmental domain could

result in unexpected outcomes due to burdens shifting to economic and social do-

mains. These consequences could occur through the entire supply chain at multiple

spatial scales. In this work, the process-to-planet (P2P) multiscale modeling frame-

work is integrated with the rectangular choice-of-technology (RCOT) consequential

approach. The resulting RCOT-P2P multiscale technology choice modeling frame-

work takes account of market effects, such as economic resource constraints, as a

consequential approach for designing engineering systems and their supply chain net-

works. The integrated modeling framework can represent different stakeholders’ in-

terests by considering engineering, environmental, and economic dimensions. The
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case study focuses on installation of a new green urea production system in a water-

shed where there are limited supplies of resources, such as water and land area. We

identify how the adoption of new technologies could change and be limited by market

constraints, as the urea demand increases. This multiscale consequential framework

is useful for modeling substitution effects of emerging technologies while considering

market effects.

5.1 Introduction

Existing life cycle approaches for sustainable process design (SPD) aim to develop

production systems that have high efficiency, low cost, and low environmental im-

pacts. An implicit assumption in these approaches is that the optimal solution is

fully adopted by the market and society such that their environmental and economic

benefits are completely realized. Conventional approaches are based on the attri-

butional framework that shows the impacts of technologies and their life cycles on

the unconstrained and unchanging economy. In practice, the extent to which a new

technology is adopted depends on many non-technological factors such as its effect

on market prices, constraints on the availability of raw materials and other resources,

and human preferences. Ignoring such factors can result in suboptimal designs and

decisions that may result in unintended harm. For example, most of the existing SPD

literature like that in119–122 aims to design engineering processes based on optimizing

the trade-off between life cycle environmental and monetary objectives. The process-

to-planet (P2P) multiscale modeling framework has been developed to account for the

impacts of SPD on economy scale systems by integrating environmentally-extended

input-output (EEIO) model.13 The P2P approach seeks “sustainable” solutions in
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designing engineering models in terms of multiple objectives, maximizing profits and

minimizing impacts, while considering impacts at all scales.123,124 The EEIO model

has also been employed to capture the impacts of technologies on the global macroe-

conomic scale.125 These approaches are also attributional in nature and ignore the

consequences of introducing a new technology into the economy and their environ-

mental impacts.

In the real world, however, the market does not always choose the “best” technol-

ogy, and advanced technologies may not be adopted as much as industry may like or

assume because of market constraints. For example, the production of a key feedstock

or the capital investment for an advanced technology may not be enough to meet the

market demand. Other economic or environmental resources, such as labor, water,

minerals, and land area, along with competing alternatives may limit the use of the

technology as well. Governmental regulations could also hinder in the adoption of

a certain technology. In that case, the market selects among multiple technologies

to satisfy the demand and to avoid violating regulations. Moreover, some economic

agents may choose sub-optimal decisions for their subjective preferences.18 Economic

rebound may also occur if the more efficient new technology results in increased total

resource use when adopted in society. In this sense, there are some gaps between

engineering decisions based on technological advances and market decisions based on

the economy and human preferences.

Consequential modeling approaches, such as consequential life cycle assessment

(CLCA), try to capture the consequences of life cycle modeling decisions on the real

world economy to fill those gaps.19,20 For example, the CLCA modeling approach

investigates the change in environmental impacts as a consequence of changes in the
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production that is attributed to results from the ALCA approach. Many previous

CLCA models are based on marginal data which are about temporal changes in most

affected technologies.21,22 However, the consequences of attributional approaches

could be incurred across the entire economy.23 More recent CLCA approaches utilize

models of the economy, such as general or partial equilibrium models, to account

for consequences on broader economic systems.24–26 For process design, the use of

economic models has been very limited. Voll et al. integrated market dynamics in

designing wood-derived biofuel processes by considering the wood market and its price

development using a partial equilibrium model.126 The equilibrium model has also

been applied in designing algal renewable diesel production systems while considering

the consequences of design on the life cycle impacts.127 These approaches are useful

for including market price changes as a consequence in the model, but not suitable

to assess consequences at a smaller scale because the sectoral or product resolution

in the equilibrium models are usually very low.18 Also, they do not take account of

market constraints, such as economic resource constraints, addressed above, and lack

a multiscale framework.

The rectangular choice-of-technology (RCOT) model has been developed to ac-

count for market constraints and multiple technology uses as a consequence of deci-

sions in analyzing economic systems.27,28 In the RCOT model, multiple technology

options are represented as additional columns in the rectangular shaped commodity

transaction matrix. Multiple technologies are chosen when the required amounts of

economic resources (also known as economy factors) to satisfy the commodity demand

are constrained by their maximum available amounts in the market. For instance,

when the demand for an advanced technology is small, the market would only choose
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the “best” technology option. However, if the demand is large enough to encounter

limits on economy factors for the advanced technology, the market needs to choose a

different technology or multiple technologies at the same time because the advanced

technology cannot be fully operated to meet the demand. In this sense, the RCOT

approach can reflect market effects as a consequence in the model. Also, since the

RCOT approach considers multiple technology options and networks of economic ac-

tivities, this approach can also be employed for supply chain management and design.

Another strength of the RCOT approach is that it could be applied to any spatial

scale. One example is the Technology Choice Model (TCM) which applies the RCOT

approach at the value chain scale to the process-based LCA model.18 However, none

of the previous studies apply the RCOT framework to multiscale models and to

solve engineering design problems. Moreover, the importance of multiscale supply

chain modeling and optimization studies has been emphasized to increase the overall

profit of systems across spatial scales.128 Therefore, there is a need for consequential

modeling approaches that account for multiple spatial scales.

The importance of considering multiple spatial scales and market effects has been

particularly highlighted in assessing environmental sustainability.9 To avoid unin-

tended harm of solutions for claiming sustainability, sustainability assessment meth-

ods must consider the following six necessary, but not sufficient requirements:

1. Consider the demand of ecosystem services (e.g., CO2 emissions)

2. Consider the supply of ecosystem services (e.g., CO2 sequestration by vegeta-

tion) to avoid ecological overshoot

3. Consider multiple spatial scales to avoid shifting of impacts across scales
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4. Consider cross-disciplinary effects to avoid unexpected outcomes from other

disciplinary domains

5. Consider temporal dynamics

6. Consider multiple environmental flows to capture their interactions

Most current sustainability assessment methods, such as conventional LCA approaches,

account for Requirements 1 and partially 3. Requirement 2 is taken into consideration

by the Techno-Ecological Synergy framework.10,35,129,130 In this work, we will mainly

address Requirements 3 and 4 by expanding the spatial system boundary to the plan-

etary scale and by considering market effects and interactions between technological,

environmental and economic domains.

To construct the consequential modeling framework that accounts for multiple

spatial scales, the RCOT framework is integrated with the P2P multiscale modeling

framework.13,123,124 The integrated RCOT-P2P framework accounts for the market

effects and economic resource availability in designing process engineering models.

The RCOT-P2P framework gives the flexibility to design process engineering models

not only with respect to profits and environmental impacts but also with respect to

market conditions and market consequences. The rest of this chapter is organized as

follows. In Section 5.2, the background of previous modeling approaches is described.

In Section 5.3, we introduce the RCOT-P2P modeling framework in detail. In Section

5.4, the RCOT-P2P framework is applied in designing green urea production systems

in the Muskingum River Watershed in Ohio. The recent trend of deglobalization131

and the potential need for hydrogen storage in ammonia and urea132,133 are considered
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for this case study. Finally, in Section 5.5, we discuss the potential usefulness of

RCOT-P2P framework and future research directions.

5.2 Background

Sustainability is a research area that needs to cut across disciplinary boundaries.

To avoid shifting of impacts across disciplinary boundaries, as described in Require-

ment 4 in the previous section, these disciplines need to connect with each other.

One of the well-known approaches that shows how sustainability is a comprehensive

subject is a triple bottom line approach.134,135 The triple bottom lines represent

economic (e.g., gross profit and market effects), social (e.g., health indicators and hu-

man behaviors), and environmental (e.g., pollution and resource depletion) factors.

In this approach, those factors need to be accounted for in addressing sustainability.

Due to the highly interdisciplinary nature of this subject, therefore, it is crucial to

understand the background from different disciplines.

Each discipline often considers different stakeholders and objectives. For instance,

engineers have mainly focused on improving the physical efficiency of devices and

plant profits within a relatively small system boundary (e.g., a manufacturing site

or its supply chain). On the other hand, industrial ecologists have put their efforts

into reducing environmental interventions and protecting natural ecosystems. Also,

economists have considered a large system boundary, such as the entire economy

of a given region. For sustainability research, none of the perspectives should be

overlooked not only because every discipline and its associated stakeholder engage

in the decision-making process, but also because decisions from each discipline could

interact with the decisions of other disciplines. As mentioned in Section 5.1, one
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of the requirements for the sustainability assessment methods is to consider multi-

disciplinary domains and recognize interactions between them.9

In this section, we provide a brief history and background of how existing ap-

proaches from various disciplines have been developed and how they satisfy the

requirements for sustainability assessment methods. The existing approaches in-

clude sustainable process design (SPD), life cycle assessment (LCA), process-to-planet

(P2P) multiscale modeling framework, and rectangular choice-of-technology (RCOT)

model. Figure 5.1 shows the development flow of each approach and Table 5.1 sum-

marizes how each approach satisfies the requirements for sustainability assessment

methods. Two of the six requirements (considering temporal dynamics and consid-

ering multiple flows) are excluded from the table since these requirements mostly

depend on the scope of study regardless of the approaches selected.

5.2.1 Sustainable Process Design

Traditional process design and supply chain management (SCM) approaches have

been studied for decades to enhance productivity by maximizing profits and efficien-

cies of processes.136 The main purpose of process design and SCM is to design process

systems and their associated supply chain networks by determining process operat-

ing conditions and the quantity and location of supply chain components over the

network.

To address an environmental dimension to improve the sustainability of process

systems throughout the supply chain, sustainable process design (SPD)137,138 and

sustainable supply chain management (SSCM)139 approaches have been developed.
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Figure 5.1: Relation between approaches from three disciplines to evaluate sustain-
ability.

These approaches consider environmental impacts from the processes and each sup-

ply chain entity by employing LCA-based environmental impact indicators. Many

studies consider environmental indicators, such as carbon footprint or other univari-

ate life cycle impact indicators, and profits as a productivity indicator, then identify

“sustainable” designs by solving multi-objective optimization problems. However,

studies that address an economic dimension in process design still lack an integrated

modeling framework that combines engineering, environmental, and economic dimen-

sions. Such a framework needs to be developed to account for market circumstances

in designing process systems and supply chain networks.

Since the SPD and SSCM approaches utilize LCA data, the scope of these ap-

proaches is analogous to LCA, but this scope is often limited to the activities that
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are immediately related to overall profits.140 Therefore, many SPD and SSCM ap-

proaches are economically driven and more related to the field of process systems

engineering and operations research than to sustainability science and engineering.

Table 5.1: Characteristics of modeling approaches. 1Eq: Equipment scale, VC: Value chain
scale, E: Economy scale.

Approach
Goal

of the model
Objective for

decision-marking
Requirements for Sustainability Assessment Methods

Demand of
ecosystem

Supply of
ecosystem

Spatial scale1 Cross-disciplinary
effects

Process design
& supply chain
management
(SCM)

Design of
process systems
and supply chains
(network, quantity,
and location, etc.)

Max profits - - Eq & VC -

Sustainable
process design
(SPD)
& sustainable
SCM (SSCM)

Design of
process systems
and supply chains
with sustainability
goals

Max profits
Min impacts

Considered - Eq & VC -

Process-based
life cycle
assessment
(P-LCA)

Sustainability
assessment

Min impacts Considered - VC
Marginal consequences
considered (CLCA)

Environmentally-
extended
input output
LCA (EEIO-LCA)

Sustainability
assessment

Min impacts Considered - E
Marginal consequences
considered (CLCA)

Hybrid LCA
Sustainability
assessment

Min impacts Considered - VC & E
Marginal consequences
considered (CLCA)

Process-to-
planet (P2P)

Design of
process systems
with sustainability
assessment

Max profits
Min impacts

Considered - Eq, VC, & E -

Retangular
choice-of-
technology
(RCOT)

Design of
supply chains
with factor cost
assessment

Min factor costs Considered
Resource
availability
considered

E
Market effects
considered

Technology
choice model
(TCM)

Design of
supply chains
with factor cost
assessment

Min factor costs Considered
Resource
availability
considered

VC
Market effects
considered

RCOT-P2P

Design of
process systems
and supply chains
with sustainability
and factor cost
assessments

Max profits
Min impacts
Min factor costs

Considered
Resource
availability
considered

Eq, VC, & E
Market effects
considered
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5.2.2 Life Cycle Assessment

LCA approaches are environmentally driven and aim to identify hot-spots in terms

of environmental impacts by comparing how two or more product systems differ from

each other. Nobel prize-winning economist, W. Leontief has developed the economic

input-output (IO) model (also called the Leontief quantity model).141 This model

quantifies the transactions of commodities between economy sectors and accounts for

the economy scale. The system boundary of the IO model could be at sub-national,

national or global scales. The quantified commodity transaction is represented by the

direct requirements matrix (A) in Table 5.2. The commodity transaction in terms of

the economy scale commodity demand (y) is expressed as (I − A) x = y. x refers

to the throughput from economy sectors. The environmentally-extended IO (EEIO)

model has also been developed for sustainability assessment by adding environmental

intervention information to the IO model.142,143 Since the EEIO model represents the

entire economy of a given region, it is also a top-down LCA approach. The interven-

tion data for each economic activity is represented by the economy scale interventions

matrix (B) in Table 5.2. The environmental interventions (g) are calculated from

B x = g. Details about A and B matrices, and the mathematical formulation are

described in Section 5.3.2. With trade-offs of “completeness” of system boundary

in the EEIO models, this model usually lacks data at a fine resolution because it is

practically impossible to have all detailed economic transaction data with fine reso-

lution for the entire economy. On the other hand, the process-based LCA (P-LCA)

approach has opposite characteristics. The P-LCA model is based on detailed process

input and output data that are represented by the technology matrix (X) and value

chain scale interventions matrix (B) as shown in Table 5.2, but omits some activities
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whose impacts are assumed insignificant. This approach is called the bottom-up LCA

approach.

The hybrid LCA approach is the integrated LCA model that connects excluded

activities from the P-LCA model with the EEIO LCA model.12 In the integrated

hybrid LCA model, the cutoff flows between the P-LCA and EEIO LCA models (Xu

and Ad in Table 5.2) are identified and the EEIO model is disaggregated from the

P-LCA model to avoid double-counting of processes of the P-LCA model. Further

details about disaggregation are provided in Section 5.3.2.

Many LCA approaches provide retrospective information using average data, and

thus, these are attributional LCA (ALCA) approaches. On the other hand, the conse-

quential LCA (CLCA) approach considers the consequences of a decision by including

impacts from other domains.19,20 Many CLCA approaches try to identify marginal

technologies that cause changes in impacts.21,22 Recently, partial and general equilib-

rium models are combined with the LCA models to include economic consequences

(e.g., the elasticity of price) endogenously in the model.24–26 As mentioned in Section

Table 5.2: Mathematical formulation of LCA-derived modeling approaches. Underbar
and overbar notations refer to the value chain scale and the economy scale, respec-
tively. The notation without bar represents the equipment scale. The double bar
notation refers to multiple scales.

Model Transaction equation Environmental intervention equation
P-LCA X s = y B s = g

EEIO (I − A) x = y B x = g

Hybrid LCA

[
I − A∗ −Xu

−Ad X

] [
s
s

]
=

[
y
y

] [
B
∗
B
] [s
s

]
= g

P2P

I − A∗({z}) −Xu({z}) −XE
u ({z})

−Ad({z}) X∗({z}) −XV
u ({z})

−AEd ({z}) −XV
d ({z}) X({z})

ss
s

 =

yy
y

 [
B
∗
({z}) B∗({z}) B({z})

] ss
s

 = g
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5.1, however, equilibrium models are based on aggregated data with low sectoral or

product resolution and do not consider economic resource constraints as a consequence

of decisions.

5.2.3 Process-to-Planet Multiscale Modeling Framework

In accordance with the multiscale concept of the hybrid LCA approach, the

process-to-planet (P2P) modeling framework has been developed to account for multi-

ple spatial scales from the detailed engineering model to the planetary system.13,123,124

The P2P multiscale modeling framework is based on an integrated model of conven-

tional sustainable process design (SPD) and hybrid LCA. It includes the equipment

scale engineering model that has been addressed by the traditional process design

approach, the value chain scale process-based LCA model by connecting feedstock

inputs of the equipment scale model to upstream value chain scale processes, and the

economy scale EEIO LCA model to account for the comprehensive planetary system

boundary. Therefore, the P2P model can design engineering systems while assessing

sustainability for the entire economy of a given region. The P2P approach meets

Requirement 3 of sustainability assessment methods more completely by accounting

for multiple spatial scales to avoid shifting of impacts across these scales. It can also

provide better designs due to the use of integrated multiscale models, as illustrated

in.123,124 However, it is an attributional modeling approach since it does not consider

any consequences from economic or social domains. Thus, designs obtained from the

current P2P model are also assumed to fully replace an alternative technology. How-

ever, the framework is general enough and may be extended toward consequential

modeling, as is done in this work.
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5.2.4 Rectangular Choice-of-Technology Modeling Framework

The RCOT modeling framework has been developed to account for market ef-

fects as a consequence from the economic domain.27,28 The RCOT approach has the

following three distinct features.

1. Multiple technology choices: In the traditional economy scale IO model, the

transaction matrix (A) that contains commodity exchanges between economy

sectors is the square matrix as shown below. That is, the number of com-

modities (i) is equal to the number of sectors (j). In the RCOT model, the

transaction matrix becomes rectangular with additional columns (A
′
). The ad-

ditional third column as shown below ({a′12, a′22, a′32, · · ·, a′i2}) represents an

additional technology that produces the same commodity as the second column

technology ({a12, a22, a32, · · ·, ai2}) but has a different input structure.

A =


a11 a12 a13 · · · a1j
a21 a22 a23 · · · a2j
a31 a32 a33 · · · a3j
...

...
...

. . .
...

ai1 ai2 ai3 · · · aij

 −→ A
′
=


a11 a12 a′12 a13 · · · a1j
a21 a22 a′22 a23 · · · a2j
a31 a32 a′32 a33 · · · a3j
...

...
...

...
. . .

...
ai1 ai2 a′i2 ai3 · · · aij

 .

2. Market effect consideration: The RCOT approach introduces economy factor

flows in the model. Economy factors could be any kind of economic resources

that are used by activities. The factors include labor, capital, water, minerals,

land, etc. The available amounts of these economy factors depend on geo-

graphic location and market conditions. In the RCOT model, market effects

are accounted for in a way that economy factor consumption from each activity

(F x = c) is calculated and constrained by their maximum available amounts
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(cmax). F is the economy factor requirement matrix, which contains informa-

tion about the required amounts of economy factors normalized by each sector’s

throughput (x). F matrix has a unit of economy factor per dollar (e.g., labor

cost/$ and gallons of water/$). From the economy factor equation above, total

economy factor consumption (c) is calculated. It includes the direct and indirect

consumption of each economy factor. By constraining the available amounts of

economic factors in the market (c ≤ cmax), multiple technologies can be chosen

simultaneously to satisfy the market demand if the cheapest technology option

is not able to meet the demand due to the market constraints.

3. Total factor cost assessment: Total factor costs associated with the final demand

are calculated using Z = κ̂F x. κ is the unit price of each economy factor.

Minimizing total factor costs (Z) corresponds to the functional objective of the

RCOT approach. Therefore, the RCOT model can design supply chain networks

to minimize total factor costs.

The RCOT approach is a consequential approach that considers market con-

straints in choosing the use of multiple technologies. Since the RCOT approach

is based on the IO model, however, the approach is only for the economy scale. The

RCOT framework has also been applied to the P-LCA model at the value chain

scale.18 Many case studies based on the RCOT framework have focused on the choice

of competing technologies across multiple regions by considering region-specific mar-

ket constraints.18,144–146 However, none of the previous studies apply the RCOT

framework to multiscale models and solve engineering design problems.
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5.3 RCOT-P2P: Multiscale Technology Choice Modeling Frame-
work

In this section, we will introduce the RCOT-P2P multiscale technology choice

modeling framework. As shown in Fig 5.1 and Table 5.1, the RCOT-P2P framework

integrates P2P, TCM, and RCOT frameworks. This framework enables the design of

engineering models with assessing the sustainability of systems while accounting for

the entire economy of a given region. At the same time, it designs the supply chain

network of process systems for the entire economy and assesses total costs for the

economy factor consumption. Therefore, the RCOT-P2P framework contains three

distinct categories of decision variables: Engineering, environmental, and economic.

Engineering decision variables are from the engineering model, such as profits and

net present value (NPV). Environmental decision variables refer to the environmental

interventions calculated across all spatial scales. Life cycle impact assessment indi-

cators, such as total greenhouse gas emissions, correspond to this category. Lastly,

economic decision variables correspond to the total economy factor costs consumed

to produce the required amounts of final demands.

5.3.1 Model and Data Collection

The RCOT-P2P framework needs to be formulated to encompass those decision

variables, and thus, it requires various types of data. First, depending on the goal of

the study, specific engineering models at the equipment scale are needed. The model

could contain detailed nonlinear and complex equations based on mass and energy

balance relations. The model only covers the relatively small scale of the engineering
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system boundary by including direct inputs (e.g., feedstock and energy flows) and

direct outputs (e.g., product, waste, and emission flows).

To include life cycle upstream and downstream activities, the engineering model

needs to be connected with LCA models. Figure 5.2 exhibits one example of how the

engineering model could be connected with LCA models. The P-LCA model contains

value chain scale processes that are connected to the inputs and outputs from the

engineering model, while the EEIO model includes the transactions of commodities

at the entire scale. The P-LCA model consists of multiple process inventory data.

Each inventory contains process input and output data that include product flows

between processes and environmental intervention flows from processes. Those physi-

cally quantified inventory data can be obtained from existing life cycle inventory (LCI)

database, such as the U.S. Life Cycle Inventory Database (USLCI),40 ecoinvent,43 etc.

Although the P-LCA model accounts for many life cycle activities, it omits some

processes whose impacts are not considered to be significant enough. Also, the existing

LCI database often does not have inventory data for some products. For instance,

the USLCI database identifies unavailable inventory data as “CUTOFF flows.” Thus,

the P-LCA model does not reflect the entire economy. Excluded activities from

the P-LCA model need to be brought from the EEIO model that reflects the entire

economy. The EEIO model consists of two types of data: economy input-output data

and environmental intervention data. The input-output data represent monetary

transactions between economy sectors in the entire economy of a given region. The

number of economy sectors could be varied a lot depending on how much data are

aggregated in the database. The U.S. BEA has input-output data for the entire

US economy.44 The environmental intervention data could be found from multiple
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Environmental Interventions
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Process
Design

Process 1

Process 2

Process 3

Process 4

Process 5

Equipment scale modelValue chain scale modelEconomy scale model

Environmental intervention flow
Product/commodity flowCutoff flows (𝑿𝒖 and 𝑨𝒅)

Process LCA

Economy factor flow

Economy Factors
(Labor, capital, water, mineral, and land, etc.)

Figure 5.2: Model structure of the RCOT-P2P framework.

sources. For example, the U.S. national greenhouse gas (GHG) emissions and air

emissions data are available from government sources.47,49 Also, the USEEIO model

compiles various intervention data from multiple sources for the year 2013.39

The RCOT-P2P framework introduces economy factor flows in the model. There-

fore, economy factor requirement data need to be collected for every activity in the

model. For instance, the U.S. BEA input-output database provides labor costs that

are required for each sector to produce commodities.44 The USEEIO model has data

about economic resource uses, such as land, water, minerals, and energy uses.39 Also,

to reflect market constraints to the model as a consequential approach, the maximum
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available amounts of economy factors in a given region need to be identified. For ex-

ample, the land area and water supply for farming activities are not infinite resources

in a certain region.

All data in the U.S. BEA input-output database are coded with the North Amer-

ican Industry Classification System (NAICS).147 Thus, when collecting U.S. economy

scale data, such as GHG emissions and labor costs, all data should be classified in

the NAICS code.

5.3.2 Mathematical Formulation

Transaction and Intervention Equations

The RCOT-P2P modeling framework is formulated in a fully-quantitative way like

most of the LCA-derived methods. One of the compelling strengths in the LCA ap-

proach is that each process and activity from multiple spatial scales can be expressed

in matrix notation as an integrated model.12,13 Table 5.2 shows transaction equations

and environmental intervention equations for each of the LCA-derived approach. Un-

derbar and overbar notations refer to the value chain scale and the economy scale,

respectively. The notation without bar represents the equipment scale. The double

bar (underbar and overbar) notation refers to multiple scales.

In the P-LCA model as shown in Table 5.2, X is called the technology matrix

that contains the physical transaction data of products between value chain scale

processes. y is a final demand vector in physical units at the value chain scale and s

is a scaling vector of each value chain scale process to meet the final demand. Thus,

the physical balance of value chain scale products can be formulated as X s = y.

In the EEIO model, on the other hand, A represents the commodity-by-commodity

direct requirements matrix, which contains data about the direct requirement of
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each input commodity to produce each output commodity. x is the total mone-

tary throughput from each economy sector. It is equal to the sum of final commodity

demands (y) and other commodity consumption (A x) for producing the final de-

mand. Thus, x is calculated as x = Ax+y and the monetary balance at the economy

scale is formulated as (I − A) x = y, as shown in Fig. 5.2 and Table 5.2. x can be

interpreted as the scaling vector of each economy sector in a monetary unit (s), and

thus, x and s are interchangeable.

The hybrid LCA approach combines the P-LCA model at the value chain scale

with the EEIO model at the economy scale.12 The hybrid LCA approach accounts

for the national/planetary system boundary of the EEIO model while employing the

details of data from the P-LCA model. In such an integrated LCA model, matrices

at different scales are connected with each other via upstream and downstream cutoff

flows. The upstream cutoff matrix (Xu) represents the flows from the economy scale to

the value chain scale processes. The upstream cutoff flow corresponds to the product

flow whose process inventory data are missing from the P-LCA model. On the other

hand, the downstream cutoff matrix (Ad), which is normalized by the total monetary

throughput of each economy sector (Ad = Xdx̂
−1

), represents the flows from the value

chain scale to the economy scale sectors. Ad is the normalized downstream cutoff

matrix and Xd is the original downstream cutoff matrix. B and B matrices are the

environmental intervention matrices that contain data about direct interventions from

each value chain process and each economy sector, respectively. In the hybrid LCA

model, the scaling vectors at each value chain and economy scale (s, s) are determined

through the transaction equation, as shown in Table 5.2. The total environmental
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interventions (g), which include direct and indirect impacts at the value chain and

economy scales, are calculated through the environmental intervention equation.

An asterisk mark on economy scale matrices (A
∗

and B
∗
) indicates disaggregated

economy scale matrices that remove overlaps between economy and value chain scale

models to avoid double counting. The disaggregation of economy scale matrices is

necessary for the integration of different scale models because activities at the smaller

scales (including product transactions and interventions) are included in the broader

system boundary of the economy scale model. Since the commodity-by-commodity

direct requirements matrix at the economy scale (A) has no unit while the technology

matrix at the value chain scale (X) has physical units, the disaggregation needs to

be carried out from the economy scale make (V ) and use (U) matrices whose data

for the U.S. are available online.44 The A matrix can be obtained from the V and U

matrices using148

A = U(V
T

)−1. (5.1)

The V matrix represents the production of commodities from each economy sector,

while U matrix represents the use of commodities in each sector. The technology

matrix at the value chain scale (X) can also be divided into the value chain scale

make (V ) and use (U) matrices using X = V T − U . Accordingly, the economy

scale commodity transaction matrices are disaggregated from the value chain product

transaction matrices as follows:13

V
∗

=V − (PP )T p̂V (PF )T

U
∗

=U − (PF p̂UPP + PF p̂Xd +XuPP ).
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The second term of the right-hand side of above equations corresponds to the overlaps

between the economy and value chain scales. p̂ is a diagonalized price vector for value

chain scale products to convert their physical units to the monetary unit. PP and

PF are permutation matrices to assign value chain processes to the corresponding

economy sectors and to relate value chain products to the corresponding economy

commodities, respectively. The elements in PP (n, j) are 1 if value chain process n

can be included in the economy sector j. Also, the elements in PF (i,m) are 1 if value

chain product m can belong to the economy commodity i. The other elements in both

PP and PF are all 0. Xd and Xu are, respectively, the downstream and upstream

cutoff flow matrix between the value chain scale and the economy scale. From the

disaggregated U
∗

and V
∗

matrices, the disaggregated A
∗

matrix is obtained using

A
∗

= U
∗
(V
∗T

)−1.

Likewise, the economy scale interventions matrix (B) needs to be disaggregated

from the value chain scale interventions matrix (B). Since B has a unit of intervention

per dollar while B has a unit of intervention, the economy scale total interventions

matrix (R), which has a unit of intervention, needs to be disaggregated from B using13

R
∗

= R−BPP , where R = Bx̂.

Accordingly, the disaggregated B
∗

matrix is calculated from B
∗

= R
∗
x̂∗
−1

. x∗ is

the total throughput from disaggregated economy sectors. In other words, x∗(j) =∑
i V
∗
(j, i), where i’s are commodities and j’s are sectors.

The P2P multiscale modeling framework is an extended version of the hybrid

LCA framework.13,123,124 It includes the detailed equipment scale engineering model,

which is intended to solve process design problems. Process design variables ({z})

in the equipment scale model are spread out to the larger scale models through the
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disaggregation of the larger scale models as follows:13

V
∗
({z}) = V − (PP )T p̂V (PF )T − (PE

P )T p̂V ({z})(PE
F )T

U
∗
({z}) = U − (PF p̂UPP + PF p̂Xd +XuPP )− (PE

F p̂U({z})PE
P + PE

F p̂X
E
d ({z}) +XE

u ({z})PE
P )

R
∗
({z}) = R−BPP −B({z})PE

P .

The third term in the right-hand side of each equation corresponds to the overlaps

between the economy and equipment scales. The disaggregated direct requirements

matrix (A
∗
) and disaggregated interventions matrix at the economy scale (B

∗
) are

obtained from A
∗

= U
∗
(V
∗T

)−1 and B
∗

= R
∗
x̂∗
−1

, respectively.

When there are overlaps between value chain and equipment scales, the value

chain scale matrices also need to be disaggregated from the equipment scale matrices

using13

V ∗({z}) = V − (P V
P )T p̂V ({z})(P V

F )T

U∗({z}) = U − (P V
F p̂U({z})P V

P + P V
F p̂X

V
d ({z}) +XV

u ({z})P V
P )

B∗({z}) = B −B({z})P V
P .

The disaggregated technology matrix at the value chain scale, X∗({z}), is calculated

from X∗({z}) = V ∗({z})T − U∗({z}). The detailed procedures for disaggregating

the economy scale and value chain scale matrices are described in previous work.13

The P2P transaction and intervention equations are represented as shown in Table

5.2. Notations for the P2P transaction and intervention equations can be simplified

as X
∗
({z}) s = y and B

∗
({z}) s = g, respectively. Through these equations, the

P2P approach can solve the process design problems at the equipment scale while

accounting for activities at the value chain and economy scales.
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Economy Factor Equation

The RCOT-P2P framework in this work is an extension of the aforementioned

LCA-derived approaches to account for the economic consequence of the previous

approaches. Unlike other approaches, the RCOT-P2P framework requires a third

equation, which is the economy factor equation:

[
F
∗
({z}) F ∗({z}) F ({z})

] ss
s

 = c or F
∗
({z}) s = c. (5.2)

In the same manner as the disaggregation of economy scale matrices from the

P2P approach (A
∗
({z}) and B

∗
({z})), economy factor requirement matrices at the

larger scales (e.g., F ) need to be disaggregated from the smaller scales (e.g., F and

F ) to remove the overlaps between multiple spatial scales. When disaggregating the

economy scale F matrix, the total economy factor requirement matrix at the economy

scale (Q) is used instead of F . This is because the economy scale F matrix has a

different unit from the value chain scale F matrix and equipment scale F matrix.

While the economy scale F matrix has a unit of economy factor per dollar (e.g.,

gallons of water/$), the value chain scale F matrix and equipment scale F matrix

have a unit of economy factor (e.g., gallons of water). To disaggregate the economy

scale F matrix, therefore, the F matrix needs to be converted to the total economy

factor requirement matrix (Q), which has a unit of economy factor (e.g., gallons

of water). The Q matrix contains information about the total direct economy factor

consumption from each economy sector. The disaggregation of Q matrix is performed

using

Q
∗
({z}) = Q− FPP − F ({z})PE

P , where Q = Fx̂.
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The second and third terms of the right-hand side of equation represent the overlaps

of economy scale with value chain scale and equipment scale, respectively. After the

disaggregation of the Q matrix, the disaggregated total economy factor requirement

matrix (Q
∗
({z})) is normalized by the throughput from disaggregated sectors (x∗)

to obtain the disaggregated economy factor requirement matrix (F
∗
({z})), as shown

below.

F
∗
({z}) = Q

∗
({z})x̂∗−1.

If there are overlaps between value chain and equipment scales, the value chain

economy factor requirement matrix (F ) is also disaggregated from the equipment

scale economy factor requirement matrix (F ({z})), as shown below.

F ∗({z}) = F − F ({z})P V
P .

As mentioned in Section 5.3.2, the disaggregated matrices from the equipment scale

(e.g., F
∗
({z}) and F ∗({z})) contain equipment scale design variables.

Rectangular Shape of Matrices

The RCOT framework considers multiple technologies that produce the same

product. To account for multiple technology options, additional columns that rep-

resent multiple technologies are added to the original square shape of economy scale

matrices. Each technology (each column) has a different input structure, consumes

different amounts of economy factors, and emits different amounts of emissions. The

attributional approach only selects the “best” technology among the technology op-

tions. In the RCOT consequential approach, however, the “best” technology may not

be able to meet its demand if the economy factors required for the “best” technology
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are not sufficient. In that case, the RCOT model chooses multiple technologies si-

multaneously to satisfy the demand because the economy factor constraints limit the

extend to which the “best” technology may be used.27,28

In the hybrid LCA and P2P approaches, the square shaped economy scale make

(V ) and use (U) matrices are combined to provide the square shaped commodity-

by-commodity direct requirements matrix (A) using Equation 5.1. Both, rows and

columns in the A matrix represent the commodity, not the sector or technology. This

may cause a problem when applying the RCOT approach to the P2P framework

because the A matrix will always be of square shape from Equation 5.1, despite

the rectangular shape of V and U matrices. Therefore, the square shape of the

commodity-by-commodity direct requirements matrix (A) needs to be a rectangular

shape by dividing one column into two or more columns. The resulting columns

that are divided from one column refer to the same commodity produced by different

technologies.

When dividing one column into multiple columns, we need to utilize knowledge

about multiple technologies that have different input structures, economy factor re-

quirements, and emissions. Each cell (aij) in the A matrix represents the coefficient

about the direct requirement of an input commodity (i) to produce one dollar amount

of the output commodity (j). If there are two technologies (j1 and j2) that produce

the same commodity j, each cell (aij) in the column j can be divided into two cells

(aij1 and aij2). Otherwise, the coefficient aij in the column j treats both technologies

(j1 and j2) as single technology. The divided cells (aij1 and aij2) are obtained as
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shown below.

aij1 = aij ×
uij1/xj1

uij1/xj1 + uij2/xj2
and aij2 = aij ×

uij2/xj2
uij1/xj1 + uij2/xj2

,

where aij = aij1 + aij2 .

(5.3)

uij1 and uij2 are components in the rectangular shaped U matrix. As shown in Fig.

5.3, they correspond to the use of commodity i in two technologies j1 and j2, respec-

tively, and represent different input structures between the two technologies. Also,

xj1 and xj2 correspond to the throughput (total production) from each technology.

Therefore, uij1/xj1 and uij2/xj2 represent the use of commodity i per unit of produc-

tion from technologies j1 and j2, respectively. By taking the ratio of these values as

a multiplier to the original coefficient (aij) as shown in Equation 5.3, new coefficients

for each technology (aij1 and aij2) are calculated. The values in Equation 5.3, such

as different commodity input structures (uij1 and uij2) and different throughputs (xj1

and xj2), need to be identified from knowledge about the two technologies or from

other data sources.

The resulting A
′

matrix has a rectangular shape, and therefore, the square shape

of the identity matrix (I) in the economy scale transaction equation also needs to

be rectangular. The following equation shows the rectangular shaped identity matrix

(I ′) when the second column of the original identity matrix (I) is divided into two

columns.

I =


1 0 0 · · · 0
0 1 0 · · · 0
0 0 1 · · · 0
...

...
...

. . .
...

0 0 0 · · · 1

 −→ I ′ =


1 0 0 0 · · · 0
0 1 1 0 · · · 0
0 0 0 1 · · · 0
...

...
...

...
. . .

...
0 0 0 0 · · · 1

 .

Similarly, environmental interventions (k) and economy factor requirements (l) to

produce the commodity j also need to be distributed into two technologies (j1 and j2),
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Figure 5.3: Commodity inputs (uij1 and uij2), direct economy factor requirements
(qlj1 and qlj2), direct interventions (rkj1 and rkj2), and throughput (xj1 and xj2) from
two technologies (j1 and j2) that produce the same commodity j, (a) when two
technologies are treated as single technology and (b) when each flow is distributed
into two technologies.

as shown in Fig. 5.3. While the commodity-by-commodity direct requirements matrix

(A) represents the coefficient of input commodity requirement for output commodity,

environmental interventions matrix (B) and economy factor requirement matrix (F )

refer to the intensities of interventions and economy factor requirements from each

sector. That is, each cell (bkj and f lj) in the B and F matrices represents the

intensities and is calculated from bkj = rkj/xj and f lj = qlj/xj, respectively. rkj

corresponds to the total direct interventions k from sector j. qlj refers to the total

direct economy factor requirements l from sector j. Therefore, the interventions (bkj1

and bkj2) and economy factor requirements (f lj1 and f lj2) divided for two technologies

(j1 and j2) are calculated as shown below.

bkj1 = rkj1/xj1 , bkj2 = rkj2/xj2 , f lj1 = qlj1/xj1 , and f lj2 = qlj2/xj2 ,

where qlj = qlj1 + qlj2 , rkj = rkj1 + rkj2 , and xj = xj1 + xj2 .
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The information about different interventions (rkj1 and rkj2) and different economy

factor requirements (qlj1 and qlj2) needs to be known or obtained from various data

sources.39,40,42–44,47,49

Economy Factor Constraint

The total economy factor consumption (c) to produce required final demands

is calculated by using Equation 5.2. To account for economic consequences in the

model, we need to investigate market constraints with respect to economy factors

and compare them with c. That is, the amounts of economy factors consumed (c)

must not exceed the maximum amounts of economy factors available in the market

(cmax) as shown below.

c ≤ cmax.

If the amounts of those factors are not constrained in the market, it means we implic-

itly assume the supply of economic resources are infinite, and we may make wrong

decisions based on the unrealistic assumption. In the real-world market, the amounts

of those factors always need to be constrained. For example, the land used for farming

activities could be limited in a certain region because the total available land area is

finite and the farming activities need to compete with other activities in using the

limited land area. The supply of labor and capital resources could also be constrained

depending on market conditions.

For the value chain and equipment scale activities, the process operating capacity

could also be constrained depending on the level of technological development or the

preference of stakeholders. For instance, the operating capacity of a certain value

chain scale process could be limited if the process is under development. Since the
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operation of processes is affected by economy factors (e.g., labor, capital, land, min-

erals, and water resources), the operating capacity of the value chain and equipment

scale processes could be an aggregated economy factor. Kätelhön et al. also consider

the operating capacity of value chain scale processes as one of the economy factors.18

Environmental Intervention Constraint

Like constraints on economic factors, there may also be constraints on environ-

mental flows. For instance, if a certain region has experienced a serious eutrophication

problem, policymakers may want to enact an environmental regulation on nutrient

releases that can cause eutrophication. In that case, the maximum allowed emissions

are constrained. The amounts of environmental interventions (g) can be constrained

by the maximum allowed interventions (gmax) as shown below.

g ≤ gmax.

These intervention constraints could also ensure that the region stays within its eco-

logical carrying capacity.

Optimization Formulation

As described at the beginning of Section 5.3, the RCOT-P2P modeling framework

contains three categories of decision variables. Therefore, the RCOT-P2P model could

have three kinds of functional objectives. The first objective shown as Equation 5.4

in the optimization problem formulation is the conventional engineering objective

that maximizes NPV or profits of the engineering model. The engineering model

constraints (Equation 5.9) are included to ensure mass and energy balance relations

in each unit operation. The second objective (Equation 5.5) is the environmental

objective that minimizes environmental interventions across multiple spatial scales.
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This objective has been considered in conventional sustainability assessment meth-

ods, such as SSCM, SPD, and P2P approaches. The environmental intervention

constraints (Equation 5.10) could be included in the model to address environmental

regulations, as described in Section 5.3.2. The third objective (Equation 5.6) is the

economic objective that minimizes total factor costs across spatial scales. The to-

tal factor costs are calculated by multiplying the total economy factor consumption

(F
∗
({z}) s = c) with the unit price of each economy factor (κ). For example, the unit

price of land use (κland) has a unit of $/(land area). As described in Section 5.3.2,

the total economy factor consumption (c) needs to be constrained by the maximum

available amounts of economy factors (Equation 5.11) to avoid making unrealistic as-

sumptions, such as an infinite supply of economic resources in the market. The overall

optimization formulation of the RCOT-P2P framework can be written as follows:

Maximize Zeng = NPV ({z}) (5.4)

Minimize Zenv = B
∗
({z}) s (5.5)

Minimize Zecon = κ̂F
∗
({z}) s (5.6)

subject to X
∗
({z}) s = y (5.7)

s ≥ 0 (5.8)

H({z}) ≥ 0 (5.9)

B
∗
({z}) s ≤ gmax (5.10)

F
∗
({z}) s ≤ cmax. (5.11)
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5.4 Case Study: Urea Production Systems

In this section, we demonstrate the RCOT-P2P multiscale technology choice mod-

eling framework by applying it to design a urea manufacturing process and its supply

chain in a specific watershed with various economic and environmental constraints.

We examine how decisions from a conventional SPD approach can be misleading,

particularly when the production rate increases, and how the RCOT-P2P framework

is able to address this shortcoming. This case study is particularly useful for emerg-

ing technologies because business owners usually set up a relatively small pilot scale

plant first, then expand the production capacity of the plant as the demand for new

technologies increases.

5.4.1 Model Description

The case study is for designing the urea production system and its supply chain

network. Urea is a nitrogen fertilizer source for farming activities and is used in the

chemical industry as a raw material. Urea contains 46% nitrogen which is the highest

nitrogen content among all solid fertilizers. Urea can also be employed as a hydrogen

and ammonia storage medium since urea is non-toxic, has a large solubility in water,

and a large weight percentage of hydrogen.132,133 Efficient and safe hydrogen storage

technology is one of the biggest challenges in utilizing hydrogen as an alternative fuel.

In 2016, the US nitrogen balance between production and consumption was −5 Tg of

nitrogen and N demand is expected to grow by 1.3% annually.8 In accordance with

the recent deglobalization trend,131 we suppose that domestic urea production needs

to be increased.

131



In this case study, a new urea production facility and its immediate resource pro-

duction facilities are installed in the Muskingum River Watershed (MRW) (hydrologic

unit code: 05040004149). The MRW is located in Ohio, U.S., as shown in Fig. 5.4.

In the MRW, approximately 13 million m2 of the land area remains barren.150 Here,

we assume 400, 000 m2 of the barren land is owned by a business owner who wants to

build new urea production system in this region. Also, the MRW has limited resource

supplies. Available renewable water supply in the MRW is 42×106 m3/y.41 Available

natural gas supplies from conventional and shale wells are 72 and 621 million m3/y,

respectively. Only some portions of the remaining water supply may need to be al-

located to the urea facilities due to water rights. In the western U.S., for example,

most of the water resources are owned by government agencies to regulate water use,

and approximately 90% of the water supply is allocated to farming activities.151 In

Ohio, water use is regulated by the doctrine of riparian water rights and water rights

are associated with riparian land ownership.152 Therefore, it is reasonable to assume

that new urea production facilities can utilize partially available resources that are

allocated to urea production. The allocation for those resources will be subjective

depending on stakeholders’ preferences and decisions. In this case study, we assume

that approximately 5% of the remaining water supply or 2.2× 106 m3/y is allocated

to the new urea production facilities. Despite the assumed allocation ratio, it allows

us to demonstrate the RCOT-P2P framework effectively. The details for calculating

the amounts of available resource supplies are described in Section 5.4.1.

Urea is produced from ammonia and carbon dioxide. Conventionally, the am-

monia is manufactured through the steam reforming of NG and the carbon dioxide
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Figure 5.4: Muskingum River Watershed in Ohio, USA

is prepared by CO2 capture from the ammonia manufacturing process through mo-

noethanolamine (MEA) scrubbing. The urea production facility also requires elec-

tricity and natural gas inputs for compressors and flash separators, respectively. The

main sources for electricity generation in the MRW are coal and NG.

Urea synthesis is a CO2 conversion process. In this case study, we suppose the

corporation wants to design the urea production systems to have less greenhouse gas

emissions. Therefore, we consider employing an emerging “sustainable” ammonia

production technology that uses water as a hydrogen source via electrolysis. Also,

several renewable sources for power generation (e.g., wind power and solar power) are

considered as additional technology options to produce electricity. Accordingly, the

following technology options are available for consideration solely or simultaneously.
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• NH3 supply options

1. Conventional NH3 via steam reforming of natural gas: The conventional

NH3 production technology uses NG as a hydrogen source and emits more

CO2 (2.06 kgCO2eq/kgNH3).
42

2. “Sustainable” NH3 via electrolysis of water: The emerging NH3 production

technology requires more electricity and water inputs to provide hydrogen

through the electrolysis of water. But, this technology has less CO2 emis-

sions (0.021 kgCO2eq/kgNH3).
42

• Electricity supply options

1. Fossil fuel electricity: The existing thermoelectric power generation tech-

nology requires water for the cooling of turbines and has relatively large

CO2 emissions (0.21 kgCO2eq/MJ of electricity)153 since it utilizes fossil

fuel resources.

2. Solar photovoltaic electricity: The solar power generation technology re-

quires some water to clean the surface of solar panels. Also, it requires a

large land area to install solar panels since the potential solar energy in

the MRW is 4445 MJ/m2.50 However, it emits less CO2 from its life cycle

(0.013 kgCO2eq/MJ of electricity).43

3. Wind electricity: The water requirement for wind power generation tech-

nology is very low. Also, it has the lowest life cycle CO2 emissions (0.003

kgCO2eq/MJ of electricity)43 than other power generation options. How-

ever, it requires a huge land area to install wind turbines because the
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Figure 5.5: Model structure for the urea production systems in the Muskingum River
Watershed, Ohio, USA.

potential wind energy in the MRW is 1580 MJ/m2.50 The MRW region is

not a promising location for generating wind electricity.

• Natural gas supply options:

1. NG from conventional well: Natural gas is extracted using the traditional

way through drilling and pumping operations.

2. NG from shale well: Natural gas is extracted from shale well via hydraulic

fracturing which requires large quantities of water.

The model structure for this case study and the technology options are shown in Fig.

5.5.
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As shown in this figure, the nonlinear urea engineering model at the equipment

scale is developed based on the process flow diagram from the reports154–156 and mass

and energy balance relations at each unit operation.157–159 Table 5.3 summarizes key

energy balance relations for each unit operation in the urea engineering model. The

urea model is simplified to avoid computational difficulties in solving a complex engi-

neering model. Adiabatic conditions are assumed for compressors, expansion valves,

a mixer, and a heat exchanger. An isothermal urea synthesis reactor is assumed.

The reactor temperature is constrained in the range of 170–220 ◦C, while fixing the

reactor pressure at 180 bar.160 Also, ideal flash separators based on Raoult’s law are

assumed.

Value chain scale process data are collected from several life cycle inventory (LCI)

databases.42,43 For instance, 1.44 MJ of energy per 1 kg of CO2 is required for the

CO2 capture process using MEA. For the existing thermoelectric power generation,

its process data is obtained from the local data source,153 instead of using the na-

tional average LCI data. The land use for renewable power generation technologies

is estimated from the potential solar and wind energy data for the MRW region.50

Table 5.3: Key energy balance relations for each unit operation.

Unit operation Key energy balance relation

Compressor Tout = Tin (Pout/Pin)(γ−1)/γ

Pump Tout = Tin, Pout > Pin
Mixer ∆H = 0
Heat exchanger ∆Hcold = ∆Hhot

Reactor ConvCO2 = −0.287 + 1.09 · exp[−2 · {(T − 466)/190}2]
Separator ξi = αi/k ξk/(1 + (αi/k − 1) ξk) for each component i
Expansion valve Pout < Pin, Pout · Fout =

∑
i Pvap,i,out · fci,out
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The LCI data used in this case study do not give any information about the interac-

tion with the economy scale (e.g., upstream cutoff flows from the economy scale and

downstream cutoff flows to the economy scale). In other words, we do not know the

amounts of products or commodities that need to be brought from the economy scale

to the value chain or equipment scales. Therefore, we do not consider the economy

scale model for this particular case study. More details about data collection and

mathematical formulation are described in Section 5.4.1.

In the case study, we only consider land, water, and natural gas resources as

economy factors. We assume that other economy factor requirements, such as labor

and capital, are similar between different technology options, and thus, they do not

affect the choice of technologies. This assumption avoids the need for obtaining

labor and capital costs for specific value chain processes, such as “sustainable” NH3

production via electrolysis of water. Also, the maximum available amounts of labor

and capital costs, which mainly depend on the financial situation of the corporation,

are unknown. Therefore, we investigate the consequences of land, water, and natural

gas resources on process design and supply chain design.

Economy Factor Constraints in the Muskingum River Watershed

To demonstrate the RCOT-P2P multiscale technology choice modeling framework,

new green urea production systems are assumed to be installed in the Muskingum

River Watershed (MRW) in Ohio. In this case study, four kinds of economy factors are

considered as follows: land area, water supply, natural gas supply from conventional

wells, and natural gas supply from shale wells. To account for market conditions

in the MRW, the maximum available amounts of economy factors are calculated as

follows.

137



1. Maximum available land area: In the MRW, the barren land area is approx-

imately 13 million m2.150 Since the corporation that wants to build the new

production systems usually owns their area, we assume that the corporation in

this case study owns only 400 thousand m2 of the barren land area in the MRW.

This land area is defined as the maximum available land area for the new urea

production systems.

2. Maximum available water supply: To calculate the renewable water supply

in the MRW, the Available WAter REmaining (AWARE) model,41 which is

based on the Water Global Assessment and Prognosis (WaterGAP) hydrology

model,161 is used. The WaterGAP hydrology model considers the water cycle

to calculate the amount of available water. The AWARE model gives how much

renewable water is available in the Ohio region (hydrologic unit code: 05149).

The amount of renewable water in the MRW (hydrologic unit code: 05040004)

is estimated by taking the ratio of the MRW area to the Ohio region area. The

existing water consumption in the MRW is also investigated from multiple data

sources.42,50,153,162 Finally, the maximum available water supply in the MRW

is calculated by subtracting the existing water consumption (2.46× 107 m3/y)

from the renewable water supply (6.68 × 107 m3/y). As described previously,

approximately 5% of the maximum available water supply (2.2 × 106 m3/y) is

assumed to be available for the new urea production systems.

3. Maximum available NG supply from conventional and shale wells: The remain-

ing amount of NG in reserves in the MRW cannot be defined as the available

NG supply because NG is a limited fossil resource and significant amounts of
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CO2 emissions are associated with the burning of NG (1.86 kgCO2/m3 of NG

burning).163 Ideally, to prevent ecological overshoot from using nonrenewable

fossil resources, only the renewable portion of resources (i.e. the formation of

fossil resources) needs to be considered as their renewable supplies. However,

the rate of NG formation is significantly smaller than the rate of NG produc-

tion. Therefore, the carbon budget that allows 2◦C of global warming above

pre-industrial temperatures is considered in defining the maximum available NG

supply in this case study.

According to the Intergovernmental Panel of Climate Change (IPCC) report,

the rise in global temperature must be limited to 2◦C above pre-industrial lev-

els in order to avoid disastrous consequences of climate change.164 (In 2018,

the IPCC has also prepared a special report on the impacts of 1.5◦C warming

above pre-industrial levels.) The IPCC has calculated the carbon budget that

represents the amounts of global CO2 emissions for keeping the warming under

2◦C. The global budget is estimated to be one trillion tonnes of carbon and the

remaining budget in 2011 in terms of greenhouse gas (GHG) emissions is 275

billion tonnes of carbon. Since 22 % of total GHG emissions come from the

NG use,165 61 billion tonnes of carbon can be allocated to the use of NG as

the remaining budget at the global scale. By taking the ratio of NG consump-

tion in the MRW (2.615 × 109 m3 of NG/y in 2014)153,163 to the global NG

consumption,166 approximately 466 thousand tonnes of carbon per year can be

allocated to the NG use in the MRW. (The carbon budget is assumed to be

burned for 100 years.) This corresponds to 9.23× 108 m3 of NG per year. The

amounts of NG in conventional and shale proved reserves in Ohio are 2.29×1010
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and 1.81 × 1011 m3 of NG, respectively, in 2014.167,168 By multiplying the ra-

tio between conventional and shale proved reserves with the total allowed NG

use in MRW (9.23 × 108 m3 of NG/y), thus, 1.04 × 108 and 8.22 × 108 m3 of

NG per annum can be allowed to be used from conventional and shale wells,

respectively. In 2014, 3.2× 107 and 2.01× 108 m3 of NG is produced from con-

ventional and shale wells, respectively.169,170 To stay within the budget for 100

years, therefore, additional 7.2× 107 and 6.21× 108 m3 of NG can be exploited

annually from the conventional and shale wells, respectively.

Data Collection and Mathematical Formulation

Table 5.4 shows value chain scale technology (X), intervention (B), and economy

factor requirement (F ) matrices and a unit price vector of economy factors (κ). Value

chain scale process data for ammonia, carbon dioxide, electricity, and natural gas

products are obtained from life cycle inventory databases, such as GREET42 and

ecoinvent,43 or estimated using regional data sources.50,153 A unit price of land is also

investigated using the U.S. farm real estate value in 2017.171

Prices of NG economy factors from conventional and shale wells are assumed to be

0 because we assume there is no monetary value associated with NG economy factors

themselves. In general, we do not pay for natural resources themselves but pay for

technological and economical inputs to utilize them. Governments may charge rights

to extract them in forms of taxes or royalties. In this study, we do not account for

the price of NG economy factors due to data availability.

Economy factor flows are different from product flows. NG economy factors do not

correspond to either extracted NG products or processed NG products. Therefore,

the market price of NG products cannot be considered for the price of NG economy

140



factors. In the RCOT framework, the unit producer price of products (p) can be

determined by the Leontief price, or dual, model as shown in the following equation.27

p = (I − AT )−1F Tκ,

where superscript T represents the transposed matrix. In this equation, the unit

producer price of products is equal to the monetary sum of economy factors that are

needed for the products. For example, if the production process for NG products

needs an electricity input and various economy factors such as labor, capital, water,

land, and mineral resources, the unit price of NG products can be determined by the

Table 5.4: Value chain scale matrices and a unit price vector of economy factors for
the case study.

Value chain scale technology matrix (X)
Conv. NH3

process [kg]42
Sust. NH3

porcess [kg]42
CO2 capture
process [kg]43

Fossil power
process [MJ]153

Solar power
process [MJ]

Wind power
process [MJ]

Conv. NG
process [m3]42

Shale NG
process [m3]42

MEA
process [kg]43

NH3

product [kg]
1 1 0 0 0 0 0 0 0.788

CO2

product [kg]
0 0 1 0 0 0 0 0 0

Electricity
product [MJ]

0.47 26.158 1.44 1 1 1 0.0392 0.0388 1.199

NG
product [m3]

1 0 0.0762 0.0295 0 0 1 1 0.0531

MEA
product [kg]

0 0 0.013 0 0 0 0 0 1

Value chain scale interventions matrix (B)
Conv. NH3

process [kg]42
Sust. NH3

porcess [kg]42
CO2 capture
process [kg]43

Fossil power
process [MJ]153

Solar power
process [MJ]43

Wind power
process [MJ]43

Conv. NG
process [m3]42

Shale NG
process [m3]42

MEA
process [kg]43

GHG emissions
[kgCO2eq]

2.06 0.0208 0.461 0.21 0.0131 0.00313 0.297 0.297 1.918

Value chain scale economy factor requirement matrix (F )
Conv. NH3

process [kg]
Sust. NH3

porcess [kg]
CO2 capture
process [kg]

Fossil power
process [MJ]

Solar power
process [MJ]

Wind power
process [MJ]

Conv. NG
process [m3]

Shale NG
process [m3]

MEA
process [kg]

Land use [m2a] 0.0011243 0.0011243 0.0011243 0.00001443 0.00022550 0.00063350 0.0002543 0.0002543 0.0011243

Regional
water use [m3]

0.001142 0.003842 0.0343 0.000221153 0.00012642 0.0000010542 0.00023442 0.00043542 0.024843

Conv. NG
use [m3]

0 0 0 0 0 0 1 0 0

Shale NG
use [m3]

0 0 0 0 0 0 0 1 0

Unit price vector of economy factors (κ)
Unit price [$]

Land use [m2a] 0.761171

Regional
water use [m3]

0.779

Conv. NG
use [m3]

0

Shale NG
use [m3]

0
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monetary sum of every economy factor needed for the NG production process and

the electricity generation. Therefore, the price of NG economy factors is considered

as a fraction of the market price of NG products. If we set the price of NG economy

factors to the market price, we will double count some fractions of the price, which

are attributed to the use of other economy factors (land, water, labor, and capital)

and the use of upstream commodities such as electricity. In this study, we do not

consider economy factors such as labor, capital, and minerals since such data for the

processes considered in this case study are not available. Also, we assume the unit

price of NG economy factors to be 0. If we have more detailed data, the quality of

the case study could be improved.

Urea engineering model at the equipment scale is developed using the General

Algebraic Modeling System (GAMS). The GAMS code for urea engineering model is

available upon request.

The RCOT-P2P model for the case study is formulated as shown below.[
X −XV

u ({z})
0 X({z})

] [
s
s

]
=

[
0
y

]
(5.12)

[
B B({z})

] [s
s

]
= g (5.13)

[
F F ({z})

] [s
s

]
= c (5.14)

X({z}) is the equipment scale urea engineering model. X({z}) is represented by a

urea product output flow from the urea model.

XV
u is the upstream cutoff flow matrix from the value chain scale to the equipment

scale. NH3, CO2, electricity, and NG cutoff flows from the value chain scale are
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included in XV
u as follows.

XV
u ({z}) =


NH3 feed to the urea model
CO2 feed to the urea model

Electricity inputs to compressors in the urea model
NG inputs to heaters in the urea model

0


15% of heat loss is assumed for the NG combustion heaters. Also, the last row that

represents the MEA input to the equipment scale model is 0. The XV
u matrix connects

value chain scale flows to equipment scale processes.

B({z}) and F ({z}) matrices are the interventions matrix and the economy factor

requirement matrix at the equipment scale, respectively, and are formulated as below.

B({z}) =
[
CO2 emissions from Separator 2 in the urea model

]
+
[
CO2 emissions from NG combustion heaters in the urea model

]
F ({z}) =

[
Water inputs required for coolers in the urea model

Land area required for the urea model

]
In the F ({z}) matrix, land use data for the urea manufacturing process from the life

cycle inventory database43 is used to estimate the required land area in this study.

In this case study, there are no downstream cutoff flows from the equipment scale

to the value chain scale. Also, the urea engineering model at the equipment scale

does not belong to any value chain activities in this case study. Therefore, value

chain scale matrices do not contain equipment scale design variables ({z}) because

the value chain scale matrices do not need to be disaggregated from the equipment

scale.

Scaling vectors (s and s) in terms of the final demand (y) are determined using

Equation 5.7 and life cycle intervention (g) and economy factor consumption (c) are

calculated from Equations 5.13 and 5.14.
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5.4.2 Optimization Formulation

As discussed in Section 5.3.2, the RCOT-P2P model can have three distinct deci-

sion objectives depending on the disciplines and stakeholders’ interests. In this case

study, we investigate two cases where total CO2 emissions are minimized and where

total factor costs are minimized.

The RCOT-P2P model for the urea production systems is constructed using the

General Algebraic Modeling System (GAMS) to optimize engineering design variables

at the equipment scale and technology choice variables at the value chain scale. The

nonlinear programming (NLP) problem for this case study is formulated as follows:

Minimize Zenv = BCO2
({z}) s (5.15)

Minimize Zecon = κ̂F ({z}) s (5.16)

subject to X({z}) s = y (Annual urea production) (5.17)

s ≥ 0 (5.18)

H({z}) ≥ 0 (5.19)

F land({z}) s = cland ≤ 4× 105 m2 of land (5.20)

Fwater({z}) s = cwater ≤ 2.2× 106 m3 of water/y (5.21)

F convNG({z}) s = cconvNG ≤ 7.2× 107 m3 of NG/y (5.22)

F shaleNG({z}) s = cshaleNG ≤ 6.21× 108 m3 of NG/y. (5.23)

Objective functions 5.15 and 5.16 correspond to the environmental objective (case

1) and the economic objective (case 2), respectively. Equation 5.17 makes sure that

the designated amount of final demand is produced from the systems. Constraint

5.18 avoids having negative unit sizes for activities in the systems. Constraint 5.19
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represents the urea engineering model at the equipment scale by conserving energy

and mass balance in the urea engineering model. Constraints 5.20–5.23 correspond

to the economy factor (market) constraints. The final demand (y) in this case study

is the annual urea production. The resulting GAMS model contains 377 variables,

and the CONOPT solver is used to solve the nonlinear problems. In the following

two cases, we investigate how technologies could be adopted in the MRW to minimize

total CO2 emissions (case 1) or to minimize total factor costs (case 2) as the urea

production capacity increases.

5.4.3 Case 1. Environmental Objective

Figure 5.6 shows the results of the design problem for the environmental objective

of minimizing the life cycle greenhouse gas emissions. The results exhibit how tech-

nology choices change as the urea production capacity increases and how total CO2

emissions and total economy factor consumption (e.g., water and land use) changes

accordingly. Conventional or attributional LCA determines that green urea produc-

tion systems have 77.9% less CO2 emission than the conventional urea production

systems that employ conventional technologies. This result is shown by the black

dashed line in Fig. 5.6. As discussed in Section 5.1, this result implicitly assumes

that the improved efficiency of sustainable urea technologies will be available at larger

scales of production as well.

A red dashed CO2 emission line is calculated from the RCOT-P2P approach,

which is the consequential modeling approach. Process scales of each technology in

use are shown as the stacked area chart. Even though four kinds of economy factors

(water, land, conventional NG, and shale NG) are included in the model, only water
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Figure 5.6: Changes in technology choices, total CO2 emissions, and total water
and land use as the urea production capacity increases. The design objective is to
minimize total CO2 emissions.

and land use are shown in Fig. 5.6 because both conventional and shale NG resources

are plentiful in the MRW. Constraints 5.22 and 5.23 are never activated in this case

study.

Unlike the result of the conventional attributional P2P approach, which identifies

only one phase (“sustainable” NH3, wind energy, and shale NG technologies) at all

scales of production, the RCOT-P2P framework identifies five distinct phases due to

the activation of various constraints. This is shown in Fig. 5.6.
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1. Nascent phase (Annual urea production: 0 ∼ 28 thousand tons/y): When the

urea production is small, only the “best” technologies are chosen to minimize

total CO2 emissions. As described in the previous section, “sustainable” NH3

technology through the electrolysis of water, wind power technology, and shale

NG technology have lower CO2 emissions than each competing technology. In

this phase, all economy factors in the MRW are plentiful for the technologies

chosen to produce urea. This is the phase where the attributional approach is

correct as both attributional and consequential CO2 emission lines completely

overlap. Since the attributional approach does not consider market constraints,

this approach always leads to the results from this phase regardless of how much

urea is produced.

2. Growth phase (Annual urea production: 28 ∼ 52 thousand tons/y): As the

urea production capacity increases, more electricity is required mostly for the

“sustainable” NH3 production technology that has the huge electricity require-

ment for the electrolysis of water. Also, land use reaches its maximum limit

since the increased wind power generation requires an extensive land area that

is not available in this phase. As a result, the solar power generation tech-

nology, which requires less land area in the MRW, needs to be used together

with the wind power generation to produce the increased amount of urea in

this phase. Accordingly, total CO2 emissions from the RCOT-P2P approach

is slightly increased compared to the CO2 emissions from the attributional ap-

proach because the solar power generation has higher CO2 emissions than the

wind power generation.
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3. Mature phase (Annual urea production: 52 ∼ 91 thousand tons/y): In this

phase, the land area constraint takes effect for the solar power generation as

well. Therefore, conventional steam reforming NH3 technology that does not

require much electricity needs to be employed simultaneously with the “sus-

tainable” NH3 technology to reduce the overall electricity consumption. As the

urea demand increases, the “sustainable” NH3 technology is completely replaced

by the conventional steam reforming technology to minimize the electricity de-

mand. Also, more NG is consumed for the steam reforming process. As a result,

the red-dotted CO2 emission line for the RCOT-P2P approach diverges notice-

ably from the black-dotted line for the attributional approach because of the

high emissions from the steam reforming and the increased NG demand. This

indicates that the benefit in minimizing CO2 emissions from the attributional

approach is a huge overestimate.

4. Overload phase (Annual urea production: 91 ∼ 98 thousand tons/y): If the

urea production in the MRW continues to increase, fossil power generation tech-

nology starts being used instead of solar power generation due to the land area

constraint. NG consumption is also increased because additional NG needs to

be used for fossil power generation. Total water use in this phase approaches

the maximum available amount of water supply since the fossil power genera-

tion technology requires a substantial amount of water. Accordingly, the NG

production technology changes from shale NG to conventional NG because of

less water use for the conventional NG technology. Since fossil power generation

technology emits significant amounts of CO2, total CO2 emissions determined

by the RCOT-P2P approach increase more steeply.
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5. Infeasible phase (Annual urea production: more than 98 thousand tons/y): In

this watershed, the urea production rate cannot exceed 98 thousand tons/y since

the water supply and land area become unavailable for any technology option

in this case study. In practice, the typical capacity of a urea production facility

could be much bigger than 98 thousand tons/y. For example, a urea production

facility owned by Dakota Gasification Company can produce 400 thousand tons

of urea per annum.172 Engro Fertilizers Limited has a urea production facility

with an annual capacity of 1.3 million tons.173 The attributional approach would

not encounter this infeasible phase because it assumes unconstrained adoption

of technologies regardless of market conditions, which can result in incorrect

decisions.

As described above, the RCOT-P2P model can address how technology would be

adopted as the production capacity increases, by reflecting market constraints in the

watershed.

Design of the urea process is also affected by market constraints. One of the most

affected unit operations is compressor 2 shown in Fig. 5.5. This unit operation is

to compress an NH3 recycling gas stream flow from separator 1 to increase the flow

pressure to the reactor pressure, 180 bar. The optimized electricity requirement for

compressor 2 to minimize life cycle CO2 emissions is 167.9 kJ/kg of urea when less

than 28 thousand tons/y of urea production is required. In the growth, mature, and

overload phases where more than 28 thousand tons/y of urea need to be produced,

however, the optimized electricity requirement is decreased to 151.3, 115.6, and 88.9

kJ/1 kg of urea, respectively. This is because the fossil power generation technology

that has much higher CO2 emissions needs to be used to produce electricity in these
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phases due to the land use constraint. To reduce the emissions from fossil power

generation, compressor 2 needs to be operated using less electricity. In this sense,

the RCOT-P2P approach enables flexible process designs based on accounting for

changing market conditions and constraints.

5.4.4 Case 2. Economic Objective

Using the same market constraints 5.20–5.23 in the MRW, total factor costs to

produce urea are minimized for the economic decision objective 5.16. As shown in

Fig. 5.7, only conventional NH3 production, fossil power generation, and conventional

NG technologies are chosen regardless of how much urea needs to be produced. This

is because, unlike case 1, the land and water supply constraints are not activated for

the technologies selected in case 2, even though the infeasible phase is identified to

be the same as case 1 due to these constraints. Accordingly, the difference between

attributional and consequential approaches is not identified in case 2. This is one

example of how decisions could change depending on the functional objective and

stakeholders’ interests.

According to the results in case 2, selected technologies have cheaper cost struc-

tures than other competing technologies. Even though some economy factors, such as

capital and labor costs, are not considered in this case study, these results are aligned

with other reports about the production costs of technologies. Hydrogen production

from the electrolysis of water is reported to be about two times more expensive than

steam reforming.174,175 Fossil power generation is also reported to be cheaper than

the costs of solar and wind power generation technologies according to the 2013 re-

port that projected the generation costs in the U.S. for 2018.176 Further projection
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Figure 5.7: Changes in technology choices, total CO2 emissions, and total water and
land use as the urea production capacity increases. The functional objective is to
minimize total factor costs.

from a more recent report shows those renewable sources of power generation costs

will be much cheaper in 2022.177 In the U.S., the production cost of shale gas is

lower than that of conventional NG.178 The opposite result is obtained from this case

study since we only include water use, land use, and NG use from conventional and

shale wells as economy factors. In this case study, the conventional NG technology is

identified as a cheaper option because differences between shale NG and conventional

NG technologies are negligible in this study except for the larger water use for the

shale NG technology.
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5.4.5 Multi-Objective Optimization

To identify the design space with respect to multiple objectives, the multi-objective

optimization problem is solved using the epsilon-constraint method for engineering

and environmental objectives. The multi-objective optimization problem is formu-

lated as follows:

Maximize Zeng = Profit({z}) (5.24)

Minimize Zenv = BCO2
({z}) s (5.25)

subject to X({z}) s = y (Annual urea production)

s ≥ 0

H({z}) ≥ 0

F land({z}) s = cland ≤ 4× 105 m2 of land

Fwater({z}) s = cwater ≤ 2.2× 106 m3 of water/y

F convNG({z}) s = cconvNG ≤ 7.2× 107 m3 of NG/y

F shaleNG({z}) s = cshaleNG ≤ 6.21× 108 m3 of NG/y.

Objective functions 5.24 and 5.25 refer to the engineering objective that maximizes

a urea plant profit and the environmental objective that minimize life cycle CO2

emissions, respectively. As shown in Fig. 5.8, Pareto fronts and technology options

selected are identified for different urea production capacities. As discussed in Sec-

tion 5.4.3, when the urea production capacity is small, only “best” technologies are

chosen. The attributional approach can identify only this design space regardless of

the production capacity. In the RCOT-P2P consequential approach, however, the

feasible design space is reduced as urea production increases because secondary and
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Figure 5.8: Changes in the feasible design space with respect to engineering and
environmental objectives as the urea production capacity increases. The technology
mix chosen for producing different amounts of urea is shown as rectangular boxes.

tertiary technologies that have higher CO2 emissions need to be adopted to meet the

demand.
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5.5 Discussion and Conclusions

The RCOT-P2P multiscale technology choice model integrates models of engineer-

ing processes, life cycle, and the economy. It accounts for the interactions between en-

gineering, environmental, and economic domains, while considering the consequences

of including new technologies along with economic, environmental, and societal con-

straints. This consequential multiscale modeling framework advances the method to

assess the sustainability of systems in two ways. First, the RCOT-P2P framework

combines the benefits from P2P and RCOT approaches, and therefore, it accounts

for multiple spatial scales from the equipment to the planetary scale in designing

the engineering model and supply chain networks at the same time. To prevent

the environmental impacts from shifting outside the system boundary, the consid-

eration of multiple spatial scales is essential.9 Second, the RCOT-P2P framework

is a consequential multiscale modeling approach. The case study in this chapter ex-

hibits the importance of employing the consequential approach by considering market

constraints to avoid unexpected outcomes from the attributional approach. Unlike

other consequential approaches, the RCOT-P2P framework can account for conse-

quences on multiple spatial scales by considering economy factor constraints that are

region-specific. Accordingly, the RCOT-P2P model can be formulated as a general

mathematical programming problem, which is very comprehensive in the sense that

it accounts for multiple spatial scales that range from the equipment scale to the

economy scale in designing processes and supply chains while considering the effects

of market constraints across multiple scales. In particular, the framework could be

beneficial for modeling the consequences of employing emerging technologies that

need to substitute conventional alternatives. The RCOT-P2P model can model the
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gradual adoption of emerging technologies in a region and how the adoption affects

the entire supply chain across multiple scales.

The RCOT-P2P framework is highly flexible for addressing various types of prob-

lems. Since the framework can model decision objectives from three distinct disci-

plines, it can be employed to represent different stakeholders’ interests. The frame-

work can be applied to any complex equipment scale models although computational

difficulties in solving such detailed models can be challenging. Also, the framework

is capable of designing multiscale supply chain networks. Depending on the data

availability and the characteristics of the problem, supply chain options (technology

options) could be at the equipment scale, the value chain scale, and/or the economy

scale. Moreover, since a variety of economy factors can be included in the RCOT-P2P

model, the framework can be used for various purposes. Although we do not consider

monetary economy factors in the case study of this chapter, many different forms

of monetary factors (e.g., capital, labor, and tax, etc.) could be included as market

constraints. The framework could also be useful for regional modeling of specific

areas. Since each region has specific regional characteristics, such as different water

accessibility, the framework can be used to solve spatial optimization problems for

multiple regions by accounting for consequences at a regional scale. Additionally, the

framework can be used to address regional environmental regulations.

Although the RCOT-P2P framework has the above strengths, there are several

key points that need to be addressed further. First, the role of ecosystem services

needs to be included. Even though the RCOT-P2P framework considers the supply

of ecosystem goods, such as water supply and mineral supply, it does not take ac-

count of ecosystem services, such as CO2 sequestration and air pollutant removal by
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vegetation. To claim absolute sustainability of systems and to avoid ecological over-

shoots, the supply of surrounding ecosystem services must be quantified and balanced

with the corresponding demands for those services (e.g., CO2 emissions and air pol-

lutant emissions).9 Recently, Techno-Ecological Synergies in Life Cycle Assessment

(TES-LCA) computational framework has been developed to account for the supply

of ecosystem goods and services in conducting the LCA,35,129 which has also been

used for sustainable supply chain design with the P2P framework.179 The consequen-

tial approach also needs to account for the consequence of decisions on ecosystems

along with effects on economic systems.

Most consequential approaches including this work address the consequences on

the economic domain. As described in Section 5.2, however, social consequences also

need to be studied. The RCOT-P2P framework could include the macro level of

human behaviors, such as job creation and wages, because these social factors could

also be one of the economy factors. However, accounting for social consequences is

still at a very early stage.

The consequential approach also needs to consider the elasticity of commodity

price because the price is determined by the market. The current RCOT-P2P frame-

work does not account for the price elasticity and assumes prices to be fixed. In

this work, the change in technology choices as the urea production increases with the

engineering decision objective, which is about maximizing plant profits, is not shown

because the price of products or commodities is fixed regardless of which technol-

ogy is selected. Therefore, the profits of urea production at the equipment scale are

not affected by technology choices at the value chain scale when profits are maxi-

mized. In the real-world market, however, the price of commodities does change due
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to technology choices because the most expensive technology in use determines the

price.27 The consequential approach based on the equilibrium model can capture such

price elasticity.24–26 However, its sectoral data resolution is often poor, and thus it

is not appropriate for small-scale regional models.18 The price elasticity could also

be accounted for from the duality of Leontief’s quantity and price models.27,180,181 If

the RCOT-P2P framework could include the dual price model, it would improve the

modeling performance of economic consequences.

In the urea case study, optimal technologies are selected to be employed in the

Muskingum River Watershed for each optimization objective. The RCOT-P2P frame-

work can also be applied to larger systems that consist of multiple regions. In such a

large-scale analysis, the distribution of technologies could be modeled by considering

region-specific market constraints and transportation of products between regions.
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Notation

Symbol Description
P-LCA model
X Technology matrix at the value chain scale
s Scaling vector of processes at the value chain scale
y Final demand vector of products at the value chain scale
B Interventions matrix at the value chain scale
g Total interventions at the value chain scale

EEIO model
I Identity matrix
A Commodity-by-commodity direct requirements matrix at the economy scale
x Throughput vector of sectors at the economy scale (analogous to s)
s Scaling vector of sectors at the economy scale
y Final demand vector of commodities at the economy scale
B Interventions matrix at the economy scale
g Total interventions vector at the economy scale

Hybrid LCA model

A
∗

Disaggregated A matrix at the economy scale
Xu Upstream cutoff flow matrix from the economy scale to the value chain scale
Ad Normalized downstream cutoff flow matrix from the value chain scale to the economy scale

B
∗

Disaggregated B matrix at the economy scale
g Total interventions vector at multiple spatial scales

V Make matrix at the economy scale
U Use matrix at the economy scale
V Make matrix at the value chain scale
U Use matrix at the value chain scale

V
∗

Disaggregated V matrix at the economy scale

U
∗

Disaggregated U matrix at the economy scale
PP Value chain scale permutation matrix relating value chain processes to economy sectors
PF Value chain scale permutation matrix relating value chain products to economy commodities
p Unit price vector of value chain products
Xd Downstream cutoff flow matrix from the value chain scale to the economy scale
R Total interventions matrix at the economy scale

R
∗

Disaggregated R matrix at the economy scale
x∗ Throughput vector of disaggregated sectors at the economy scale

Process design model
{z} Design variables at the equipment scale
H({z}) Engineering model external to X({z})
X({z}) Technology matrix at the equipment scale
s Scaling vector of processes at the equipment scale
y Final demand vector of products at the equipment scale
B({z}) Interventions matrix at the equipment scale
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Symbol Description
P2P model
XE
u ({z}) Upstream cutoff flow matrix from the economy scale to the equipment scale

XV
u ({z}) Upstream cutoff flow matrix from the value chain scale to the equipment scale

AEd ({z}) Normalized downstream cutoff flow matrix from the equipment scale to the economy scale
XV
d ({z}) Downstream cutoff flow matrix from the equipment scale to the value chain scale

X∗({z}) Disaggregated X matrix at the value chain scale
B∗({z}) Disaggregated B matrix at the value chain scale
V ({z}) Make matrix at the equipment scale
U({z}) Use matrix at the equipment scale
PE
P Equipment scale permutation matrix relating equipment processes to economy sectors
PE
F Equipment scale permutation matrix relating equipment products to economy commodities
p Unit price vector of equipment products
XE
d ({z}) Downstream cutoff flow matrix from the equipment scale to the economy scale

V ∗({z}) Disaggregated V matrix at the value chain scale
U∗({z}) Disaggregated U matrix at the value chain scale
P V
P Equipment scale permutation matrix relating equipment processes to value chain processes
P V
F Equipment scale permutation matrix relating equipment products to value chain products
X({z}) Transaction matrix at multiple spatial scales

X
∗
({z}) Disaggregated X({z}) matrix at multiple spatial scales

s Scaling vector at multiple spatial scales
y Final demand vector at multiple spatial scales

B({z}) Interventions matrix at multiple spatial scales

B
∗
({z}) Disaggregated B({z}) matrix at multiple spatial scales

RCOT model

A
′

Rectangular shaped direct requirements matrix at the economy scale
F Economy factor requirement matrix at the economy scale
c Total economy factor consumption vector at the economy scale
cmax Maximum available economy factor vector
κ Unit price vector of economy factors

RCOT-P2P model

F
∗
({z}) Disaggregated F matrix at the economy scale

Q Total economy factor requirement matrix at the economy scale

Q
∗
({z}) Disaggregated Q matrix at the economy scale

F Economy factor requirement matrix at the value chain scale
F ∗({z}) Disaggregated F matrix at the value chain scale
F ({z}) Economy factor requirement matrix at the equipment scale
F ({z}) Economy factor requirement matrix at multiple spatial scales

F
∗
({z}) Disaggregated F ({z}) matrix at multiple spatial scales

c Total economy factor consumption vector at multiple spatial scales

aij
Coefficient about the direct requirement of an input commodity i
to produce one dollar amount of the output commodity j

uij Use of commodity i in technology (sector) j
xj Throughput from technology (sector) j
I ′ Rectangular shaped identity matrix

bkj Intensity of intervention k from technology (sector) j
rkj Total direct intervention k from technology (sector) j

f lj Intensity of economy factor consumption l from technology (sector) j
qlj Total direct economy factor consumption l from technology (sector) j
gmax Maximum allowed interventions vector
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Symbol Description
Case study: Urea engineering model at the equipment scale
γ Heat capacity ratio
XCO2 Conversion yield of CO2

Pvap,i Vapor pressure of component i
F Total mass flow rate
fci Mass flow rate of component i
ai Activity of component i
ξi Overhead split fraction of component i
αi/k Relative volatility of component i with respect to component k
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Chapter 6: Climate-Resilient Process Design Using a

Flexibility Analysis Approach

6.1 Introduction

Climate change is happening gradually. The impacts of this change can be fatal to

current and future generations in various ways. We have seen the increased fluctuation

of precipitation and temperature, which induces more frequent natural disasters, such

as flooding, drought, severe storms, and even hurricanes. These are the direct impacts

of climate change primarily related to the water cycle, which is one of the supporting

services from ecosystems.182 The change in supporting ecosystem services will affect

not only other ecosystem services (i.e., provisioning, regulating, and cultural services)

that rely on the supporting services but also economic and societal activities that rely

on various ecosystem services.183

Numerous studies indicated that the knock-on (indirect) impacts of climate change

on ecosystems184,185 and the overall economy186,187 are significant as well. Shaw et al.

(2011) investigated the impacts of climate change on ecosystems in California, U.S.185

Many ecosystem services are likely to be affected by climate change, including the

change in water supply, habitat for biodiversity, forest ecosystems due to the increased

frequency and intensity of the fire, and the production of crops and livestock due to
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the changing patterns of precipitation. They predicted that the supply and value of

ecosystem services are likely to decrease under future greenhouse gas (GHG) emissions

trajectories.

Since all economic activities rely on those ecosystem services, their decline could

result in a decrease in economic outputs. Martinich and Crimmins (2019) investi-

gated how climate change will affect multiple economy sectors (e.g, human health,

infrastructure, and agriculture) of the U.S.187 The study estimated that the overall

economic damages range in the hundreds of billions of dollars annually by 2100 un-

der a high GHG emissions scenario. However, mitigation strategies under a low GHG

emissions scenario will result in substantial economic benefits. Also, the Stern Review

claimed that the damages from climate change are likely to be large, and therefore,

immediate action for reducing GHG emissions is urgent.186,188

The climate change impacts will vary with mitigation strategies decided by pol-

icymakers. Therefore, various adaptation strategies to climate change have been

investigated to enable proper action. For instance, van Vliet et al. (2016)30 exam-

ined the vulnerability of the world’s current energy systems to climate change (water

availability and temperature), considering the continuing increase in energy demands

along with the growing population. Then, they investigated adaptation options (in-

creased plant efficiency and alternative options for fuel and cooling) for sustaining

water-energy security.

It is critical that we need to investigate both vulnerability (climate change im-

pacts) and adaptation (alternative options) of technological systems to climate change.

Currently, most work has been conducted on agricultural and energy sectors. How-

ever, studies on manufacturing systems for climate change are still lacking. Some
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analytic work exists regarding the impacts of climate change on manufacturing sys-

tems. Mac Dowell et al. (2017)189 investigated the effectiveness of CO2 capture and

chemical conversion technologies in the context of climate change. They estimated

that CO2 chemical conversion can account for only 1% of the mitigation challenge.

Other works investigated the vulnerability of U.S. manufacturing systems to water

scarcity.190,191 Walker et al. (2013) conducted detailed engineering modeling work

with respect to the impacts of water scarcity on industrial boiler systems.192 How-

ever, they did not consider climate change scenarios and solve design problems. To

the best of our knowledge, no work has been reported that solved detailed engineering

design problems in the context of climate change.

Traditional engineering approaches rely on the assumption of stationarity, which

means the natural systems fluctuate within an unchanging variability.193 However,

this assumption is not valid anymore since we are experiencing the increasing variabil-

ity in climate and its impacts. Therefore, designing flexible and resilient manufactur-

ing process systems to climate change is necessary to make them adapt to uncertain

climate disturbances and changes in ecosystems and economic markets. Additional

costs will be involved with adaptation strategies by showing trade-offs with the ben-

efits of avoiding climate change impacts. In this chapter, we address climate-resilient

process design (CRPD) problems using a flexibility analysis (FA) approach.

The main motivation for FA is to guarantee the operability (the capability of feasi-

ble operation) of manufacturing processes under uncertain changes and disturbances

at the design stage of processes.194 FA is suitable for exploring CRPD since future

climate projections are uncertain. Numerous global climate models (also known as

general circulation models or GCMs) have been developed to project future climate
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data. Based on these data, future ecosystem provisioning services, such as water sup-

ply, can be simulated using hydrological modeling or ecosystem modeling tools.184,195

For example, water is an important resource for manufacturing systems since it is

used for cooling and steam-heating processes. Therefore, the projected climate and

simulated water supply data can be considered as uncertain parameters for the FA

study to ensure the operability of processes under climate change.

In this chapter, we will explore CRPD approaches using the FA approach. A case

study is performed for a simple heat exchanger network (HEN) system. Given that

the indirect impacts of climate change could also affect entire manufacturing systems

and supply chain networks, CRPD solutions need to account for any changes in supply

chains that are attributed to climate change. Therefore, we will conduct another case

study for the urea manufacturing systems that include multiple supply chain options

for electricity generation and ammonia production. We will discuss how the processes

and supply chains need to be designed to maintain productivity and avoid damages

under climate change scenarios.

6.2 Methods

6.2.1 Representative Concentration Pathway Scenarios

Representative concentration pathway (RCP) scenarios, which are adopted by the

Fifth Assessment Report of the Intergovernmental Panel on Climate Change (IPCC

AR5), show future GHG concentration trajectories.5 According to IPCC AR5, the

rise in global temperature must be limited to 2 ◦C above pre-industrial levels (1850–

1900) in order to avoid disastrous consequences of climate change.164 For the decade

2006–2015, we have already reached to 0.87 ◦C above pre-industrial levels.196 In 2018,
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IPCC issued the Special Report on the impacts of 1.5 ◦C above pre-industrial levels

in response to the Paris Agreement that we should pursue efforts to hold the increase

in global average temperature well below 2 ◦C above pre-industrial levels and limit

the increase to 1.5 ◦C.196

RCP scenarios are labeled after a possible range of radiative forcing values in watts

per square meter by 2100 as shown in Fig. 6.1a. RCP 8.5 is a high emissions scenario

with no mitigation.197 This shows the continuous increase in CO2 concentrations that

reach more than 900 ppm in 2100 as shown in Fig. 6.1b and result in approximately 4

◦C warming in 2100 above pre-industrial levels. The global coal industry will continue

to grow in this scenario. Considering that other types of fuel, such as solar,177 are

increasingly cheaper than coal today, RCP 8.5 represents not a business-as-usual case,

but the worst case.

On the other hand, RCP 4.5 exhibits a suppressed increase in CO2 concentrations

due to mitigation strategies applied in the future. This scenario will lead to approx-

imately 2 ◦C warming above pre-industrial levels by 2100. As shown in Fig. 6.1c.

CO2 emissions in this scenario need to be decreased by around 2045 and mitigated to

the stable level by around 2080 to achieve the stable radiative forcing level in 2100.198

RCP 4.5 represents one of the intermediate cases.

In addition, RCP 1.9 represents a scenario for 1.5 ◦C warming above pre-industrial

levels by 2100. In this work, we only consider RCP 4.5 and 8.5 scenarios since climate

modeling data for RCP 1.9 are not yet available from the USGS Geo Data Portal

(GDP) database.199
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Figure 6.1: Trajectories of (a) radiative forcing, (b) atmospheric CO2 concentrations,
and (c) CO2 emissions for RCP 8.5 and 4.5 scenarios.5

6.2.2 Climate and Hydrological Modeling

To estimate future climate change based on the RCP scenarios, various GCMs

have been developed. Since uncertain future climate data are projected from GCMs,

multiple GCMs are generally employed for the studies that investigate the impacts

of climate change. In this study, we employ five GCMs (CCSM4, GFDL-CM3,
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HadGEM2-AO, MIROC5, and MPI-ESM-LR) from the USGS GDP database to ac-

count for variance between the models.199 Those models are from the Coupled Model

Intercomparison Project Phase 5 (CMIP5) archive. CMIP5 is a standard experimen-

tal protocol for various climate model studies. The GCMs employed in this work are

statistically downscaled at a 1/16th degree spatial resolution using LOCA (Localized

Constructed Analogs) statistical downscaling technique.200 The downscaled GCMs

estimate future daily minimum/maximum temperature and precipitation in a selected

region.

Climate disturbances affect the supply of various ecosystem services184,185 as men-

tioned in Section 6.1. Based on the climate data projected from GCMs, hydrological

modeling or ecosystem modeling tools can be used to simulate the change in ecosys-

tem services.184,195 For example, to account for future water scarcity risk, the Soil

and Water Assessment Tool (SWAT) model can be employed to simulate total water

yield in a selected region using future climate data obtained from the GCMs.201,202

Water temperature is also an important factor that affects manufacturing processes

since they rely heavily on water resources, both for generating steam and cooling the

process. Average daily water temperature (◦C) is estimated from the average daily

air temperature (◦C) based on a linear regression method by Equation 6.1.203

Twater = 5.0 + 0.75Tair, (6.1)

where Twater and Tair represent average daily water temperature and average daily air

temperature, respectively. Equation 6.1 assumes that the lag time between air and

water temperatures is less than 1 day.201
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6.2.3 Flexibility Analysis

FA has mainly been developed by scholars in the field of process systems engi-

neering.7,194,204–207 To ensure the operability of industrial processes under uncertain

changes and disturbances, the processes need to be designed to be flexible to uncer-

tain disturbances. The FA approach considers potential disturbances as uncertain

parameters but not as fixed values.

Two approaches have been developed for FA: flexibility test problem and flexibility

index problem. The former examines if a given design is flexible over a specified range

of unknown parameters by adjusting control variables. The given design refers to the

fixed structure and equipment size. On the other hand, the flexibility index problem

aims to maximize the flexibility of a specified design with respect to the unknown

parameters. In this chapter, we focus on the flexibility index problem since the test

problem is nothing but an examination tool to check if the system is flexible or not.

The operability of industrial processes under disturbances needs to be guaranteed

at the design stage of processes to avoid unexpected outcomes by such disturbances.

Given that future climate data are uncertain, the flexibility of processes with respect

to the changing climate can be investigated using the FA approach. The flexibil-

ity index (F ) was developed to quantitatively measure how much flexibility can be

achieved in a given design (d) for the unknown parameters (θ).194 The flexibility

index problem can be formulated as follows.

1. Define uncertain parameters (θ).

The unknown parameters could include physical properties such as inlet tem-

peratures, pressures, flow rates, and concentrations; and economic properties

such as price of resources and demand of products.
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2. Define a nominal value (θN) and an expected deviation of uncertain parameters

(∆θ+ and ∆θ−).

The range of unknown parameters (T ) is defined as follows:

T (δ) = {θ : θN − δ∆θ− ≤ θ ≤ θN + δ∆θ+}, (6.2)

where θN and δ indicate a nominal value of the unknown parameters and a non-

negative scalar variable, respectively. ∆θ+ and ∆θ− are an expected deviation

of uncertain parameters. While conventional process design approaches only

consider the nominal value, FA considers the range of uncertain parameters

(T (δ)), which is a function of δ.

The nominal value and expected deviation need to be known based on knowledge

or historical data. For example, if the uncertain parameter is the temperature

of input water from the environment, θN can be the average water temperature

for a certain time period (e.g., the last decades). Also, ∆θ− and ∆θ+ can be

the historical deviation of water temperature. Then, δ∆θ− and δ∆θ+ represent

the deviation of unknown parameters.

3. Calculate the flexibility index (F ) for a given design (d).

F is calculated by solving the following optimization problem:

F = max δ

s.t. χ(d) = max
θ∈T

ψ(d, θ)

ψ(d, θ) = min
z

max
j∈J

fj(d, z, θ) ≤ 0

T (δ) = {θ : θN − δ∆θ− ≤ θ ≤ θN + δ∆θ+}, δ ≥ 0,

(6.3)

where χ(d) and ψ(d, θ) refer to the flexibility function and the feasibility func-

tion for a given design d, respectively. χ(d) ≤ 0 is a constraint for the feasible
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operation over the range of θ (i.e., T (δ)). fj is the j-th inequality equation (con-

straint) in the model, and J is the index set for the inequalities. z represents

control variables in the model. Maximized δ (= F ) in Equation 6.3 repre-

sents the maximized range of unknown parameters (i.e., T (F )) that ensure the

feasible operation. That is, the flexibility of a given design can be calculated

by maximizing the range of unknown parameters. F = 1.0 represents that a

selected design d is most flexible to the expected variation of uncertain param-

eters. F < 1.0 and F > 1.0 indicate that a design d is less and more flexible to

the expected deviation, respectively.

Equation 6.3 can be converted to the following mixed-integer optimization

problem by considering the Karush–Kuhn–Tucker conditions of the function

ψ(d, θ):7,194

F = min
δ,λj ,sj ,yj

δ

s.t. fj(d, z, θ) + sj = 0, j ∈ J∑
j∈J

λj = 1

∑
j∈J

λj
∂fj(d, z, θ)

∂z
= 0

sj ≤ U(1− yj)

λj ≤ yj∑
j∈J

yj = nz + 1

θ ≤ θN + δ∆θ+

δ, λj, sj ≥ 0, yj ∈ {0, 1},

(6.4)
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where sj and λj refer to the slack and Lagrange multipliers for the constraints

fj, respectively. U and yj are a valid upper bound for sj and the binary variables

for sj and λj. If sj = 0 and λj ≤ 1, yj = 1. Also, if 0 ≤ sj ≤ U and λj = 0,

yj = 0. nz is the dimensionality of the control variables (z) in the model. The

details of Equation 6.4 are available from the previous studies.7,194

4. Calculate F for alternative designs (d′).

Step 3 can be repeated for different design conditions (e.g., different equipment

size). Also, by including a cost minimization function and solving a multi-

objective optimization problem, a trade-off between flexibility and cost could

be identified. Also, optimal designs with desired flexibility and cost could be

identified.

6.2.4 Multiscale Consequential Process Design Model

Many studies on the impacts of climate change on energy systems considered

adaptation technologies to climate change, such as water-efficient cooling and renew-

able power generation technologies.30,208 Also, climate change could affect activities

in supply chains. Therefore, multiple supply chain options need to be taken into

account to examine how supply chains need to be adapted to climate change.

Multiscale consequential process design model6 has been developed to conduct

process and supply chain design studies while considering resource constraints and

multiple technology options. The process-to-planet (P2P) multiscale process design

model13 is integrated with the rectangular choice-of-technology (RCOT) model27 to

construct the RCOT-P2P model, which is the multiscale consequential process design

model.
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The P2P multiscale model can solve process design problems at the equipment

scale while accounting for activities at the value chain and economy scales as shown

in Fig. 6.2. The P2P model is formulated by Equations 6.5 and 6.6.13

X
∗
({z}) s = y or

I − A∗({z}) −Xu({z}) −XE
u ({z})

−Ad({z}) X∗({z}) −XV
u ({z})

−AEd ({z}) −XV
d ({z}) X({z})

ss
s

 =

yy
y

 , (6.5)

B
∗
({z}) s = g or

[
B
∗
({z}) B∗({z}) B({z})

] ss
s

 = g. (6.6)

Underbar and overbar notations refer to the value chain scale and the economy scale,

respectively. The notation without bar represents the equipment scale. The double

bar (underbar and overbar) notation refers to multiple scales.

• The commodity transaction equation (Equation 6.5) represents the physical

and monetary balance of commodities to produce the demanded amounts of

products, which are defined by a vector of final demands (y). X
∗
({z}) matrix

represents the transactions of commodities between processes across multiple

scales. I − A
∗
({z}) matrix correspond to the commodity transaction matrix

at the economy scale. I and A are identity and direct requirement matrices,

respectively. X∗({z}) correspond to the product transaction matrix at the value

chain scale. X∗({z}) is also referred to by the technology matrix. X({z}) is the

engineering model at the equipment scale. Non-diagonal elements in X
∗
({z})

matrix are upstream and downstream cutoff flows across multiple scales, which

are indicated by subscripts u and d, respectively. For instance, XV
u ({z}) and

AEd ({z}) represent matrices of upstream cutoff flows from the value chain to

the equipment scales and downstream cutoff flows from the equipment to the

economy scales, respectively. Equation 6.5 determines the scale of each process,
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Figure 6.2: RCOT-P2P multiscale consequential process design model structure.6

which is defined by a vector of scaling factors (s), to produce the demanded

amounts of products (y). The details about P2P model formulation are available

from the previous studies.13,123

• The intervention equation (Equation 6.6) determines life cycle environmental

impacts (g) by scaling the direct intervention from each process (B
∗
({z})) with

the scaling vector (s), which is determined by Equation 6.5.

An asterisk mark on several matrices (e.g., A
∗

and B
∗
) in Equations 6.5 and 6.6

indicates the larger scale matrices are disaggregated from smaller scales to remove

overlaps between the matrices. The disaggregation of larger-scale matrices is nec-

essary for the integration of multiple scale models because activities at the smaller
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scales are included in the larger scale models. The details about disaggregation pro-

cedures are available from the previous studies.13,123 Through the disaggregation,

process design variables ({z}) in the equipment scale model are spread out to the

larger-scale models. Through Equations 6.5 and 6.6, the P2P model solves process

design problems at the equipment scale while accounting for activities at the value

chain and economy scales.

On the other hand, the RCOT model is a consequential technology choice model

based on the environmentally-extended input-output (EEIO) model.27,28 RCOT ac-

counts for market resource constraints and multiple technology options at the econ-

omy scale to investigate the consequences of resource availability in the market on the

adoption of technologies. The RCOT framework is integrated with the P2P frame-

work to construct a consequential process design model that accounts for multiple

spatial scales.6 The integrated RCOT-P2P framework accounts for market effects

and economic resource availability in designing the engineering model while consider-

ing value chain and economy scale activities. Moreover, since the RCOT model can

select technologies from multiple technology options as a consequence of economic

resource constraints, the RCOT-P2P framework solves not only engineering design

problems at the equipment scale but also supply chain design problems at the value

chain and economy scales.

The RCOT-P2P model has the same equations for commodity transactions (Equa-

tion 6.5) and interventions (Equation 6.6) as the P2P model. Also, as shown in Fig.

6.2, the RCOT-P2P model accounts for economic resource constraints by Equation
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6.7.

F
∗
({z}) s = c or

[
F
∗
({z}) F ∗({z}) F ({z})

] ss
s

 = c, (6.7)

c ≤ cmax. (6.8)

• The economy factor (economic resource) equation (Equation 6.7) calculates the

total economic resource consumption (c) to produce the demanded amounts of

products (y) using the economic resource requirement data for each activity

at multiple scales (F
∗
({z})). A vector of scaling factors (s) is determined by

Equation 6.5. For example, total consumption of labor, capital, land, mineral,

and water resources can be calculated with respect to y by Equation 6.7.

• As shown in Equation 6.8, the calculated total economic resource consumption

(c) needs to be smaller than the available amount of economic resources (cmax).

If there are not enough resources available for the best technology option, the

RCOT-P2P model selects the secondary and tertiary technology options simul-

taneously with the best option.

The details about RCOT-P2P model formulation are available in the previous study.6

6.2.5 Climate-Resilient Process Design Approach

To design manufacturing systems to be robust and flexible to climate change, mul-

tiple models need to be employed since climate change affects not only temperatures

and precipitation but also the supply of various ecosystem services. In this work, we

explore CRPD approaches by employing various GCMs, a hydrological model (SWAT

model), and manufacturing models (FA model and RCOT-P2P model).
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Figure 6.3: A systematic modeling approach for designing climate-resilient processes
and supply chains.

Figure 6.3 exhibits a systematic modeling approach to obtain CRPD solutions by

employing various models. RCP scenarios give CO2 emissions trajectories, and statis-

tically downscaled GCMs project daily climate data (temperatures and precipitation)

in a selected region up to 2100 for each RCP scenario. Some GCMs give climate data

up to 2099. Based on the projected climate data, the SWAT model simulates the

supply of ecosystem services such as water yield and solar radiation in the region.

In this work, we assume wind speed is not affected by climate change because the

WXGEN weather generator in the SWAT model calculates wind speed based on a

random number.201

The manufacturing engineering model solves CRPD problems with climate change

constraints that are defined by the other models. For example, the GHG emission

trajectory of RCP scenarios determines CO2 emission mitigation targets (e.g., the per-

centage reduction in CO2 emissions) for manufacturing systems. Mitigation strategies

will be needed to satisfy the mitigation levels. Also, water temperature is one of the

climate change constraints. As described in Section 6.2.2, water temperature can be

estimated from air temperature using Equation 6.1.203 Water yield and solar radi-

ation simulated from the SWAT model will affect decisions for the manufacturing
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process and supply chain design as well. Those climate change constraints can be

considered for the manufacturing engineering model to obtain CRPD solutions. The

FA approach in Section 6.2.3 can be employed by identifying climate change con-

straints as uncertain parameters. Also, the RCOT-P2P model in Section 6.2.4 can

be constructed with the climate change constraints to account for the consequences

of climate change on process and supply chain design.

6.3 Results and Discussion

In this work, we explore CRPD solutions by investigating the consequences of

climate change on manufacturing processes and supply chains. Two case studies are

conducted for a simple HEN system and urea manufacturing systems in the Musk-

ingum River Watershed (MRW) in Ohio, the United States using the FA approach and

the RCOT-P2P model, respectively. All codes for the case studies can be available

upon request. Land use of the MRW is shown in Fig. 5.4.

6.3.1 General Circulation Models and SWAT Hydrological
Model

Figure 6.4 shows historical and projected climate data in the MRW up to 2099 for

both RCP 4.5 (mitigated) and 8.5 (non-mitigated) scenarios. The projected data are

obtained from five different GCMs (CCSM4, GFDL-CM3, HadGEM2-AO, MIROC5,

and MPI-ESM-LR). The projected average, minimum, and maximum values are plot-

ted in Fig. 6.4. The annual average temperatures are increased for both RCP 4.5

and 8.5 scenarios. The increase for RCP 8.5 (4 ◦C warming scenario) is much larger

than that for RCP 4.5 (2 ◦C warming scenario).
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Figure 6.4: Historical and projected climate data in the MRW up to 2099. The
projected average, minimum, and maximum values from the five GCMs are plotted
with respect to annual average temperatures for (a) RCP 4.5 and (b) RCP 8.5, and
annual average precipitation for (c) RCP 4.5 and (d) RCP 8.5.

With respect to the annual average precipitation results, the increasing standard

deviations of the annual average precipitation over the years are observed for both

RCP scenarios as shown in Fig. 6.5a. RCP 8.5 shows a larger increase in the standard

deviations than RCP 4.5. Also, Figure 6.6 exhibits box plots of daily precipitation in

the MRW for both RCP scenarios. The chance of heavy rainfall (outliers in the plots)

tends to increase over time. These results support that the assumption of stationarity
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Figure 6.5: Standard deviation of (a) annual average precipitation and (b) annual
water yield in the MRW for each 30-year period from 1980–2099. Standard deviations
of projected data are calculated for multiple data from five GCMs. Historical data
represents years 1980–2009. Early-, mid-, and late-century represent years 2010–2039,
2040–2069, and 2070–2099, respectively.

is not valid anymore.193 Therefore, we need to address CRPD approaches to account

for the effect of climate change on design solutions.

Based on the projected climate data from GCMs, the SWAT model calculates

water yield in the MRW. Ambient CO2 concentrations are adjusted for every 30 years

from 330 ppm to 660 ppm in the SWAT model to account for the effect of changing

atmospheric CO2 concentrations over the years.209 Atmospheric CO2 concentrations

in the early-century (2010–2039), mid-century (2040–2069), and late-century (2070–

2099) for RCP 4.5 scenario are fixed to 420, 490, and 530 ppm, respectively, by

calculating the average concentrations for each time period. Also, atmospheric CO2

concentrations in the early-, mid-, and late-century for RCP 8.5 scenario are fixed to

430, 580, and 660 ppm. The late-century CO2 concentrations for RCP 8.5 are 800
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Figure 6.6: Box plots of daily precipitation in the MRW for RCP (a) 4.5 and (b) 8.5
scenarios.

ppm but are considered to be 660 ppm. This is because the SWAT model simulation

is based on the CO2 concentrations up to 660 ppm.209

Figure 6.7 shows the simulated annual water yield for RCP 4.5 and 8.5 scenarios.

Both results show large variations in the future annual water yield results since five

different GCMs are employed to estimate future climate. The daily variation is likely

to be much larger. In both RCP scenarios, these variations are intensified over time

due to the increased variability in precipitation. As shown in Fig. 6.5b, RCP 8.5

scenario shows larger standard deviations in water yield than RCP 4.5 scenario in the

mid and late centuries.
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Figure 6.7: Historical and projected annual water yield in the MRW up to 2099
simulated from the SWAT model for (a) RCP 4.5 and (b) 8.5 scenarios.

6.3.2 Case Study 1. Heat Exchanger Network

One of the most famous examples for FA is a simple HEN problem as shown in

Fig. 6.8.7,194,205,206 This HEN system consists of three heat exchanger units (H1-

C1, H2-C1, and H2-C2) and one cooler unit (H1-W). H1 and H2 are hot process

streams, and C1 and C2 are cold process streams. T1, T2, · · ·, and T8 correspond

to the temperatures of streams across the HEN system. Qc is the heat load of the

cooler unit. In this case study, we modify the HEN model from the previous study7 to

examine the consequences of climate change on design solutions for the HEN system.

We define the temperature of cooling water from the environment (Tenv,wat) as an

uncertain parameter, θ. Future climate change will affect the water temperature.

We explore CRPD solutions for the HEN system in the MRW by investigating the

consequences of the change in water temperature.
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Figure 6.8: Heat exchanger network system.7

Flexibility Analysis Model Construction

A flexibility index problem for the HEN example can be formulated as follows.

The range of uncertain parameters (T (δ)) is defined by Equation 6.9

T (δ) = {θ : θ ≤ θN + δ∆θ+}, θ = Tenv,wat, (6.9)

where a nominal value (θN) and an expected deviation of the uncertain parameter

(∆θ+) are obtained from the historical weather data in the past 30 years (1980–2009).

In this work, only the positive deviation of water temperature is considered because

water is used for cooling in the HEN system of this case study. Equation 6.1 is used

to calculate water temperature from the air temperature data shown in Fig. 6.4. The

average water temperature during the past 30 years was 12.74 ◦C. Also, the historical
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monthly maximum water temperature was 26.86 ◦C. This indicates that the positive

deviation of water temperature during the past 30 years was +14.12 ◦C. Conventional

engineering approaches that are based on the assumption of stationarity consider the

historical range of water temperature.

Then, the flexibility index (F ) problem is formulated by Equation 6.10.

F = max δ

s.t. χ(d) ≤ 0

T (δ) = {θ : θ ≤ 285.89 + 14.12δ}, θ = Tenv,wat,

δ ≥ 0.

(6.10)

Also, the inequality constraints for the HEN system (f1, · · · , f5) are shown in Equa-

tions 6.11–6.15.7

f1 = −0.67Qc + T3 − 350 ≤ 0, (6.11)

f2 = −T5 − 0.75T1 + 0.5Qc − T3 + 1388.5 ≤ 0, (6.12)

f3 = −T5 − 1.5T1 +Qc − 2T3 + 2044 ≤ 0, (6.13)

f4 = −T5 − 1.5T1 +Qc − 2T3 − 2T8 + 2830 ≤ 0, (6.14)

f5 = T5 + 1.5T1 −Qc + 2T3 + 3T8 − 3153 ≤ 0, (6.15)

where T1, T3, T5, and T8 are fixed to 620, 388, 583, and 313 K, respectively, to

investigate the flexibility of HEN system only for the unknown water temperature.

Also, the outlet temperature of cooling water (Tout,wat) needs to be maintained below

45 ◦C to avoid excessive fouling. An additional inequality constraint (f6) is needed

for the temperature of cooling water as shown in Equation 6.16.

f6 =
Qc

FW cp
+ Tenv,wat − 318 ≤ 0, (6.16)
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where FW and cp are the flow rate of cooling water and specific heat per unit mass

at constant pressure, respectively. Also, Qc = FW cp(Tout,wat − Tenv,wat).

The annual cost for HEN system is calculated using Equation 9 in the previous

study.210 This cost includes the utility cost, the fixed charges, and the area cost for

heat exchangers and a cooler.

As described in Section 6.2.3, Equation 6.10 can be formulated as a mixed-integer

optimization problem. To investigate a trade-off between flexibility (Z1) and cost

(Z2), a mixed-integer multi-objective optimization problem is formulated as shown in

Equation 6.17.

Z1 = min
δ,λj ,sj ,yj

δ (= F )

Z2 = minCost

s.t. fj(d, z, θ) + sj = 0, j = 1, 2, · · · , 6
6∑
j=1

λj = 1

6∑
j=1

λj
∂fj(d, z, θ)

∂z
= 0

sj ≤ 170(1− yj)

λj ≤ yj
6∑
j=1

yj = 2

θ ≤ 285.89 + 14.12δ, θ = Tenv,wat,

δ, λj, sj ≥ 0, yj ∈ {0, 1}.

(6.17)

In this case study, the minimized upper bound for sj is 170 to avoid infeasible solu-

tions. The dimensionality of control variable (the flow rate of cooling water, FW ) is

one (i.e., nz = 1).
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Consequences of Climate Change on the HEN System

Figure 6.9 shows the flexibility index (F ) and cost for the HEN system. A trade-

off between F and cost is identified. When the HEN system design is based on

the historical climate data, F is equal to 1.00 since the system is most flexible to

the expected (historical) variation of water temperature (shown as an orange-dotted

vertical line in Fig. 6.9). However, the HEN system needs to have larger flexibility to

maintain its operability in the future years due to the increasing variability of water

temperature. As shown in Fig. 6.9a, when we assume the average climate trajectory,

which is represented by the average temperatures projected from the five GCMs (Fig.

6.4), F of the HEN system needs to be 1.03 and 1.19 in 2099 for RCP 4.5 and

8.5 scenarios, respectively. This is because the HEN system needs to tolerate warmer

water temperatures for its feasible operation. According to the average climate results

projected from the five GCMs, annual average water temperatures can get warmer

than the historical trend by 0.47 ◦C and 2.67 ◦C for RCP 4.5 and 8.5 scenarios,

respectively. When we assume the worst climate trajectory, which is represented by

the warmest temperatures projected from the five GCMs, much larger flexibility is

required for the HEN system since the system needs to operate under warmer water

temperatures, as shown in Fig. 6.9b. Due to the trade-off identified between F and

cost, more expenses are required to have the HEN system with larger flexibility.

Figure 6.10 exhibits the number of operation failure days per year up to 2099 for

HEN system design (F = 1.00) based on the historical weather data in the past 30

years (1980–2009). As shown in Fig. 6.10a, when the average climate trajectory is

assumed, the HEN system from the conventional design approach (F = 1) will fail

to operate only for 10 days up to 2099 for RCP 4.5 scenario. However, the system
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Figure 6.9: A trade-off between flexibility and cost for HEN system when (a) the
average and (b) worst climate trajectories are assumed for the year 2099.

will fail to operate for 26 days on average every year in the late-century (2070–2099)

for the RCP 8.5 scenario. If we assume the worst climate trajectory, the number of

failure days per year for operating the HEN system will be increased significantly for

both RCP scenarios, as shown in Fig. 6.10b. In the late-century, the HEN system

will fail to operate for 54 days and 102 days on average every year due to the warmer

water temperatures than the historical trend. To maintain the operability of the HEN

system, it needs to be designed to be flexible to the warmer water temperatures. As

indicated in Fig. 6.9, more expenses will be required for the more flexible HEN system

design.

Pros and Cons of Employing the Flexibility Analysis Approach for Climate-
Resilient Process Design Problems

The following is a list of pros and cons of employing the FA approach for CRPD

studies.

Pros:
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Figure 6.10: The number of failure days in each year for HEN system design based on
the historical weather data, when (a) the average and (b) worst climate trajectories
are assumed.

• FA methodology has been established for decades to address flexible process

design problems. Therefore, applying the FA approach for CRPD problems

could be readily acceptable and applicable to engineering disciplines.

• Since FA is based on the mathematical engineering model, it can be integrated

with other mathematical models such as supply chain models and economic

models. Thus, the flexibility of processes can be examined while accounting

for supply chain networks and the planetary boundary. Considering that cli-

mate change could have indirect impacts on many sectors,187 incorporating a

broad system boundary in the model could be valuable. However, the increased

computational challenges will be a trade-off.

• Various methodological developments are available for the FA approach.194

Some of them could be useful to address the shortcomings described below.
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Cons:

• FA addresses the capability of feasible operation in the steady-state. On the

other hand, climate change disturbances are dynamic uncertain parameters. FA

does not address the dynamic capability to recover from disturbances in a fast

and smooth manner. In other words, it does not account for how resilient the

processes are to disturbances.

→ The dynamic flexibility index (DF ) problem can potentially address the

dynamic capability issue.211 DF represents the maximized flexibility of pro-

cesses to the worst trajectory of the uncertain parameters that can be tolerated

throughout a selected time horizon while maintaining the feasibility of processes.

• FA identifies climate change disturbances as uncertain parameters for process

design problems. However, it does not account for uncertainties in future cli-

mate change impacts. As pointed out by many studies,193,212,213 climate change

research essentially involves plenty of uncertainties due to the nature of future

prediction. Uncertainties could stem from the GHG emissions trajectories of

different RCP scenarios, the downscaling of GCMs to specific regions, the re-

sponse from ecosystems to climate change, and the knock-on effect of climate

change on economic and societal systems.

→ Some methodological developments in the FA approach may be useful to

address this shortcoming. One work incorporated nonlinear confidence inter-

vals of the uncertain parameters in the FA model.214 Other works introduced a

joint probability distribution function for the range of uncertain parameters to

address the stochastic flexibility of processes.215,216
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6.3.3 Case Study 2. Urea Manufacturing Systems

The HEN system in Section 6.3.2 is partial units in the entire manufacturing plant.

As discussed previously, climate change could affect the entire manufacturing systems

and supply chains. For instance, alternative technologies such as renewable power

generation may need to be adopted to adapt to climate change. In the following case

study, we investigate how climate change could affect urea manufacturing processes

and supply chain networks in the MRW, by employing the RCOT-P2P multiscale

consequential process design model.6

Specifically, we examine the effectiveness of technologies that help reduce CO2

emissions from producing urea to mitigate and adapt to climate change. For example,

as shown in Fig. 6.11, green urea production systems could employ water instead of

NG as feedstock to provide hydrogen to urea since the electrolysis of water usually has

smaller carbon footprints than the conventional steam reforming of methane. Other

technology options to mitigate CO2 emissions include the use of renewable energy

sources (solar and wind power) instead of fossil fuels (coal and NG), which are the

conventional fuel sources for power generation in the MRW.

In this case study, we account for more comprehensive climate change constraints

than the previous case study, which only considers the effect of water temperature.

As described in Section 6.2.2, the SWAT model can simulate regional water yield and

solar radiation based on the climate data projected from GCMs. The water yield

results simulated from the SWAT model for the MRW are shown in Fig. 6.7. As

shown in Fig. 6.3, other climate change constraints in this case study include water

temperatures projected from GCMs, and CO2 emission mitigation targets, which are

defined by each RCP scenario.
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Figure 6.11: Model structure for the urea production systems in the MRW. Alterna-
tive technology options are considered as CO2 emission mitigation strategies.

According to the report,8 the U.S. nitrogen fertilizer balance was −5 TgN in 2014

but is expected to increase. Also, the global nitrogen fertilizer demand is expected to

grow by 1.3% annually, which is driven by population and income growth. In this case

study, we assume that urea manufacturing systems are installed in the MRW. The

urea production capacity in the MRW is estimated by allocating the U.S. negative

nitrogen fertilizer balance (−5 TgN/y) based on the proportion of nitrogen fertilizer

consumption in the MRW over the U.S. consumption. Then, we estimate future urea

demand in the MRW with the annual increase rate of global nitrogen fertilizer demand

(1.3%/y), as shown in Fig. 6.12. We assume that the urea production capacity in

the MRW needs to be increased every 30 years (2040, 2070, and 2100) to meet the

increased future demand.
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Figure 6.12: Annual urea demand in the MRW estimated with the annual increase
rate of global nitrogen fertilizer demand (1.3%/y).8

RCOT-P2P Model Construction

Since we investigate the impacts of future resource constraints on process and

supply chain design, the RCOT-P2P model in Section 6.2.4 can be employed to ac-

count for the consequences of climate change. We can investigate how manufacturing

processes and their supply networks could be affected by future changes in climate

and how they could adapt to maintain their productivity.

In this case study, we only consider the worst case where the water availability

is the lowest and the water temperature is the warmest on an annual basis. Accord-

ingly, the urea RCOT-P2P model is formulated to maximize the urea plant profits
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(Profits({z}})) as follows:

Z = maxProfits({z}}), (6.18)

s.t. X({z}) s = y, (6.19)

H({z}) ≥ 0, (6.20)

Tenv,wat = Projected water temperature, (6.21)

Fwat({z}) s = cwat ≤ cmaxwat , (6.22)

Esolar = Simulated solar radiation, (6.23)

BCO2({z}) s = gCO2 ≤ gmaxCO2
, (6.24)

where X is the commodity transaction matrix between processes across scales. s

and y are a scaling vector for processes and a final demand vector, respectively.

Constraint 6.19 ensures that the systems produce the demanded amount of urea.

As described earlier, the urea demand is expected to increase by 1.3% annually.

Constraint 6.20 represents urea engineering model constraints based on mass and

energy balance relations. The details about the RCOT-P2P model formulation for

the urea manufacturing systems are available in Section 5.4.1.

In this case study, water is not only used for the heater and cooler units in the urea

engineering model but also used for power plants in the MRW. The change in water

temperatures due to climate change will affect the amount of water consumption

in those units and power plants. Therefore, to account for those effects of climate

change on the urea manufacturing systems, the urea RCOT-P2P model is modified

using Equation 6.16 and equations in the previous study.29

Constraints 6.22–6.24 refer to the climate change constraints, which are summa-

rized in Table 6.1. Constraint 6.22 is a constraint for water temperatures projected
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from GCMs. Fwat in Constraint 6.21 is a matrix of the water resource requirement

for each process. Total water consumption (cwat) needs to be smaller than the avail-

able amount of water supply in the MRW (cmaxwat ), which is simulated from the SWAT

model. In this work, only some portions of the available water supply in the MRW

are allocated to the urea manufacturing systems due to water rights.6 Water use is

regulated by the doctrine of riparian water rights in Ohio.152 The allocation of water

supply is performed based on the proportion of U.S. fertilizer manufacturing sector

economy outputs to the total U.S. economy outputs.

Constraint 6.23 is a constraint for solar radiation in the MRW (Esolar), which is

calculated through the WXGEN weather generator in the SWAT model.217 BCO2 in

Constraint 6.24 is a matrix of CO2 emissions from each process. Total CO2 emissions

from producing urea in the MRW (gCO2) need to be reduced to satisfy the emission

mitigation levels (gmaxCO2
), which are determined by the GHG emission trajectory of

RCP scenarios.

Table 6.1: Climate change constraints considered in the case study for the urea man-
ufacturing systems. The worst climate trajectory is considered on an annual basis.
RCP 8.5 scenario does not consider emission mitigation strategies. †This represents
the percentage of CO2 emission levels for each RCP scenario compared to the emission
level in 2014.

Climate Change Constraints
RCP 4.5 RCP 8.5

Early Mid Late Early Mid Late

Water Temperature (◦C) 18.3 19.5 19.0 18.2 20.4 21.9
Water Availability (1,000 m3/y) 247.3 240.9 168.4 180.0 171.1 158.2

Solar Radiation (GJ/m2/y) 4.54 4.58 4.66 4.62 4.69 4.67
Emission Mitigation Targets (%)† 125.4 81.9 38.5 N/A N/A N/A
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Consequences of Climate Change on the Urea Manufacturing Systems

Figure 6.13 shows the annual profits of the urea manufacturing plant when the

profits are maximized for each RCP scenario. When no climate change impacts, such

as scarce water availability and warmer water temperatures, are considered (black

dotted lines in Fig. 6.13), the plant profits are expected to increase because the

production capacity of the urea plant is increased to meet the future urea demand

shown in Fig. 6.12. However, when we consider the impacts of climate change on the

urea manufacturing systems, the urea plant profits cannot be increased as compared

to the previous case, if the conventional technologies (fossil power generation and

steam methane reforming) keep being employed in the future (red solid lines in Fig.

6.13). This is because the urea plant in the MRW cannot produce the desired amount

of urea due to the increased risk of water scarcity and warm water temperatures. In

case of the RCP 4.5 scenario (Fig. 6.13a), the plant profits are expected to decrease in

2070 and 2100 since the urea manufacturing systems cannot meet the GHG emission

mitigation levels (Constraint 6.24) with the conventional technologies.

For the GHG emission trajectory defined by the RCP 4.5 scenario, CO2 emis-

sions need to be regulated, and thus, mitigation strategies are needed for the urea

manufacturing systems. In this work, we consider renewable power generation tech-

nologies (solar and wind power) and water electrolysis technology as alternatives to

fossil power generation and steam methane reforming, respectively, to mitigate the

emissions. With mitigation technologies (a blue solid line in Fig. 6.13a), the manu-

facturing plant can produce more urea. However, the plant cannot manufacture the

demanded amount of urea in 2100 due to the other climate change constraints such

as scarce water availability.
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Figure 6.13: Climate change impacts on the urea manufacturing plant when the urea
plant profits are maximized for (a) RCP 4.5 and (b) RCP 8.5 scenarios. The RCP
8.5 scenario does not consider emission mitigation strategies.

Figure 6.14 exhibits how mitigation strategies for the urea manufacturing systems

need to be adopted for the RCP 4.5 scenario. The proportion of each technology in

use and the intensity of life cycle CO2 emissions are shown in stacked pie charts and

a line chart, respectively. In 2040, solar power technology needs to replace a third

of the conventional fossil power plants to mitigate the total emissions. In 2070, the

conventional power plants are entirely replaced by solar power plants, and electrolysis

technology needs to be employed with the conventional steam reforming technology.

Also, wind power technology is needed to reduce the total water consumption in 2100.

This is because wind power plants require less water than solar power plants, which

need some water to clean the panels.218 However, the results in Fig. 6.13a indicate

that more advanced adaptation technologies and strategies to climate change are still

needed to maintain urea plant productivity in 2100. Considering the IPCC Special

195



2010 2040 2070 2100
0.0

1.2

2.4Intensity of
CO2 Emissions

(kg CO2 eq
 / kg Urea)

Year

2014 2040 2070 2100

Steam Reforming Electrolysis
Solar Power Wind PowerFossil Power

Figure 6.14: The adaptation of supply chains for urea manufacturing to climate
change for the RCP 4.5 scenario. The proportion of each technology in use and the
intensity of life cycle CO2 emissions are shown in stacked pie charts and a line chart,
respectively. CO2 emissions from the manufacturing systems are mitigated to satisfy
the emission mitigation levels, which are defined by the RCP 4.5 scenario.

Report emphasized the warming should be limited to 1.5 ◦C, such strategies are indeed

needed.196

6.4 Conclusions

Climate change could have significant impacts on industrial processes and supply

chains, which are traditionally based on the historical weather data while considering

the assumption of stationarity.193 In this work, we explored modeling approaches

for designing climate-resilient processes and supply chains and demonstrated them

for a heat exchanger network (HEN) system and urea manufacturing systems in the

Muskingum River Watershed (MRW) in Ohio, the United States.

196



Representative concentration pathway (RCP) scenarios define greenhouse gas (GHG)

emissions trajectories up to 2100.5 Various general circulation models (GCMs) have

been developed to project future climate data in a selected region for each RCP sce-

nario.199 In this work, five GCMs were employed to investigate the impacts of climate

change on manufacturing systems in the MRW for RCP 4.5 (low emission) and 8.5

(high emission) scenarios. The soil and water assessment tool (SWAT) model was

used to simulate future water yield and solar radiation in the MRW using climate

data projected from the five GCMs.

To investigate the consequences of climate change on manufacturing systems, a

flexibility analysis (FA) approach was employed.194 FA calculates the flexibility index

(F ) that measures how much flexibility can be achieved for the specified design to

the expected variation in uncertain parameters. Since climate data projected from

GCMs are uncertain, the FA approach can be employed to investigate climate-resilient

process design (CRPD) solutions.

A case study was performed for the HEN system to examine CRPD solutions

employing the FA approach. We considered water temperature as an uncertain pa-

rameter and identified that higher expenses are needed to have a more flexible HEN

system design. Under future climate change, higher flexibility is required for the

HEN system to be adapted to climate disturbances (the increased variation in water

temperatures). In this case study, we only considered a single uncertain climate pa-

rameter (water temperature). When multiple uncertain climate change parameters

are considered, the rectangular or hyper-rectangular feasible space with respect to

the range of each uncertain parameter could be determined.
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FA methodologies have been established for decades to address flexible process

design problems. FA has been employed to identify the operational flexibility of a

process network for multiple chemicals,205,206 a unit commitment problem for electric

power systems,206 and power distribution networks.207 Although FA has not been

applied to investigate the flexibility of manufacturing systems to the climate change

impacts, many research opportunities exist to explore CRPD approaches using FA as

demonstrated in this work.

Climate change affects not only the HEN system but also entire manufacturing

systems including supply chains, ecosystems, and even economic and societal sys-

tems. To account for the more comprehensive impacts of climate change on the

manufacturing systems, we conducted another case study for the urea manufacturing

systems in the MRW. A multiscale consequential process design model for the urea

manufacturing systems6 was employed with various climate change constraints: water

temperatures, water availability, solar radiation, and CO2 emission mitigation levels.

We identified that the urea plant will not be able to produce the desired amount

of urea due to climate change constraints. Adaptation strategies to climate change,

such as employing water-efficient technologies and emission mitigation technologies,

will be needed for the urea manufacturing systems to maintain productivity.

The FA approach could be applied for the urea manufacturing systems to explore

CRPD solutions while accounting for the impacts of climate change on supply chains.

Also, the FA approach could be integrated with sophisticated economic models such as

general equilibrium models56 to obtain CRPD solutions while considering the change

in economic systems. For example, the market price of commodities and resources

(e.g., water price219) will be affected by climate change. Carbon tax and renewable
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energy tax credits could be introduced to mitigate climate change. Manufacturing

processes and supply chains need to be adapted to such market changes because the

optimal design solutions need to create maximum profits. Economic and environmen-

tal trade-offs of such designs versus conventional designs that ignore climate change

could be discussed.

Also, the impacts of climate change on ecosystem services need to be studied in

more detail. In this work, we investigated the change in water provisioning service due

to climate change. However, climate change will affect the supply of other ecosystem

services as well.184,185 Considering such ecological consequences of climate change

on manufacturing processes could enable us to seek CRPD solutions from different

perspectives. For instance, CRPD solutions could include reforestation of barren

lands to enhance the supply of carbon sequestration service by forests.

The CRPD approach in this work considers climate change constraints, but it does

not address dynamics and uncertainties in climate change scenarios and impacts. To

obtain more robust CRPD solutions, dynamics and uncertainties in climate models

and manufacturing systems need to be accounted for. For example, multi-period op-

timization for certain time periods (e.g., 30 years) could be conducted. Real options

analysis approach could be incorporated into the CRPD approach to determine the

optimal design solutions for each time period to minimize the net cost for every possi-

ble climate change scenario.220–222 Additionally, adaptive pathway analysis approach

could be utilized to determine tipping points for each technology option by calculating

the temporal distribution of each option that satisfies performance constraints.223,224

The combined modeling framework could enable us to conduct CRPD studies for

manufacturing systems while seeking robust adaptation strategies.
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Chapter 7: Techno-Ecologically Synergistic Design Enhances

the Nexus of Food-Energy-Water in a Watershed

To avoid unintended shifting of environmental impacts across flows, the assessment

of multiple sustainability indicators is required. A concept of the food-energy-water

(FEW) nexus accounts for the interactions of FEW flows between various FEW-

related activities. In this work, we include waste and ecosystem flows into the tradi-

tional FEW nexus approach. The ecologically synergistic FEW nexus approach takes

into account more complex interactions between FEW systems and ecosystems than

those in the traditional approach. This allows us to evaluate absolute sustainabil-

ity of FEW-related activities, not just to minimize impacts but to prevent ecolog-

ical overshoot. The FEW-related activities in this work range from energy-related

(mining, power generation, cooling of power plants) and food-related (tillage) activ-

ities to waste utilization (CO2 conversion to hydrocarbons) and ecological activities

(forests and wetlands). The case study is performed to explore sustainable man-

agement strategies for those activities in the Muskingum River Watershed in Ohio,

the U.S. Various technological and agro-ecological alternatives are considered as the

management strategies. The environmental effectiveness and economical feasibility of

alternatives in improving the overall watershed sustainability are investigated while

recognizing trade-offs between multiple sustainability indicators. The results indicate
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that internalizing the external benefits of ecosystem services into the market could

affect solutions toward sustainability. Also, we identify that common watershed re-

sources (e.g., available lands) need to be distributed properly among the FEW-related

activities to improve multiple sustainability indicators simultaneously. The solution

could give ‘win-win’ outcomes in terms of multiple indicators by generating the syn-

ergy between alternatives. The ecologically synergistic FEW nexus could give better

insights on managing watersheds to help the decision-making process.

7.1 Introduction

The nexus of food-energy-water (FEW) needs to be accounted for in assessing the

sustainability of human activities to avoid unintended harm across multiple flows.9

For instance, maximizing the electricity generation of fossil power plants will in-

crease water consumption and emissions that are positively correlated with power

generation. To achieve the sustainability of power generation, those environmental

interventions should be minimized in generating electricity. Agriculture also requires

the use of water and energy, and releases nutrient emissions in producing food prod-

ucts. It also shows similar trade-offs between improving crop yield versus reducing

environmental interventions. In this sense, FEW flows interact with each other within

multiple activities. These interactions are represented by the nexus of FEW and must

be captured and well understood in assessing sustainability.225

In addition to the consideration of the FEW nexus, ecological carrying capacity

should be considered not only because the supply of ecosystem services is finite but

also because ecosystem flows interact with FEW flows.15 The Common International

Classification of Ecosystem Services (CICES) provides a hierarchical classification
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of various ecosystem services, and categorizes them as provisioning, regulating, and

cultural services.182 In the context of the FEW nexus, food production is related

to biotic ecosystem provisioning services. Water is an abiotic ecosystem provision-

ing service. Fossil resources such as coal and natural gas are provided through the

geological formation over a very long period. Some work defines such fossil provision-

ing services as geosystem provisioning services.226 Ecosystems also provide various

regulating services (e.g., climate regulation, air and water quality regulation, and

nutrient retention services) that treat anthropogenic emissions. To be sustainable

with regards to each ecosystem service, human interventions must be smaller than

the available (renewable) amount of ecosystem services. Therefore, the supply of

ecosystem services needs to be accounted for and quantified to claim sustainability.10

If a study omits ecosystem services from the study scope, its conclusions could lead

to unintended ecological overshoot. For example, the resulting minimized CO2 emis-

sions from the study could be still much larger than the supply of its corresponding

ecosystem service (i.e., carbon sequestration service from forest ecosystems). Also,

the suggested solution (e.g., deforesting area to install solar panels) may deteriorate

the supply of ecosystem services, which is likely to result in more severe ecological

overshoot. In this work, we address an ecologically synergistic FEW nexus framework

that accounts for the flows of various ecosystem services.

There are several existing studies that account for the supply of ecosystem ser-

vices in addition to the FEW nexus. However, many studies either only considered

water provisioning service227–229 and aquatic ecosystems230 or did not perform quan-

titative work.229–231 Each ecosystem service interacts with other types of ecosystem

services. For example, wetland ecosystems provide freshwater provisioning service but
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affect climate regulation service as well since wetland ecosystems release methane gas.

Therefore, other ecosystem services such as climate regulation and nutrient retention

services also need to be considered to grasp complex interactions between ecosystems

and FEW systems in a holistic way.

Hanes et al. (2018) addressed local FEW nexus in a quantitative manner while

accounting for the supply of various ecosystem services.15 They considered local

biomass conversion processes and several land-use options including farming, solar

panels, and wind turbines. However, the study did not address thermoelectric energy

industries which are dominant activities in terms of power generation and most of

the environmental interventions. To promote sustainable FEW nexus, interactions

between numerous nexus components need to be considered. In addition, to gain

insight into absolute sustainability of the activities, the analysis needs to consider the

serviceshed of relevant ecosystem services.232 Their study also did not consider the

serviceshed for various ecosystem services.

The watershed (drainage basin) scale is particularly suitable for addressing the

FEW nexus since water is one of the primary resources for the food and energy

sectors. Also, well-established hydrologic watershed modeling tools such as the Soil

and Water Assessment Tool (SWAT) can be employed to conduct in-depth FEW

nexus studies. The SWAT model is based on drainage scale water stream data, land-

use land-cover data, point source data, and data for regional agricultural practices.

It can be used to simulate changes in hydrologic and agricultural flows in a watershed

for various alternative scenarios.202

In a watershed, common resources such as water and other ecosystem services

are exploited for multiple human activities. For the sustainable management of the

203



watershed, therefore, the watershed resources must be distributed sustainably among

multilateral stakeholders including energy industries and farmers.233 In other words,

watershed needs to be managed to enhance net gain for the watershed FEW systems

in sustaining human communities while staying within ecological limits. Holistic

thinking and strategies are needed to implement such plans to provide mutual benefits

to all stakeholders.

To improve the sustainability of watersheds, various potential strategies can be

considered. With respect to the energy industries, different fuel options, power gen-

eration technologies, cooling technologies, and waste utilization technologies can be

considered as alternatives to improve the sustainability of power generation. For in-

stance, traditional coal-fired steam turbine (CST) power plants are shutting down

and replaced by natural gas-fired combined cycle (NGCC) plants, although there are

concerns about the impacts of increasing shale gas development.234,235 Renewable

energy sources such as solar and wind power are emerging as solutions for sustainable

power generation. Also, cooling technologies for power plants have been converted to

water-efficient technologies such as recirculating cooling and dry cooling. Moreover,

to mitigate CO2 emissions, industries are striving to develop and implement potential

CO2 conversion technologies which will also be likely to require a substantial amount

of energy and water. These technological alternatives can be characterized by the

Clean Power Plant (CPP) strategy, which aims to contribute to sustainable develop-

ment by reducing environmental impacts such as greenhouse gas (GHG) emissions and

water consumption while meeting the societal demand for affordable electric power.

Apart from the above technological strategies, agro-ecological alternatives can be

considered as well to improve watershed sustainability. Agricultural industries could
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consider different farming practice options such as converting intensive tillage to no-

till practice. Land-use change options could be considered as ecological strategies

since ecosystem flows are sensitive to land-use and land-cover change. For example,

the available barren land area can be reforested to enhance various forest ecosystem

services that include climate regulation and air quality regulation services. Wetlands

can be constructed on the barren land area to improve ecosystem services such as

water quality regulation and freshwater provisioning.

In this chapter, we will introduce an ecologically synergistic FEW nexus modeling

framework that accounts for various ecosystem and waste flows as well as FEW flows.

The framework enables us to understand the interactions between FEW systems and

ecosystems. Then, we will discuss the effectiveness and feasibility of various strategies

from different domains (technological, agricultural, and ecological) for sustainable

watershed management. Multiple objectives including environmental and monetary

indicators need to be considered to address the nexus of FEW systems and ecosystems.

From the perspective of watershed management, solutions should improve multiple

indicators to be beneficial for multilateral stakeholders. The case study is performed

for the Muskingum River Watershed (MRW) in Ohio, the United States. This work

considers various FEW-related activities in the MRW and explores their alternatives

to discover the most sustainable solutions. Accounting for ecosystem services in

the FEW nexus could identify additional opportunities toward sustainability. The

chapter is organized as follows. In Section 7.2, we describe various watershed activities

that include FEW systems (agricultural and energy industries) and ecosystems. In

Section 7.3.1, the ecologically synergistic FEW nexus is introduced. In Section 7.3.2,
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the modeling framework is employed to conduct a case study for the sustainable

management of the MRW.

7.2 Methods

To address the FEW nexus, a holistic modeling approach is needed due to the

complex interactions of FEW flows between activities. Figure 7.1 summarizes such

interactions between multiple activities in the FEW systems and ecosystems, includ-

ing alternative activities considered in this study. Extensive data need to be collected

from numerous databases for such holistic work. Data sources used in this work are

described in Section 7.2.7. In this section, we describe the characteristics of various

activities in the FEW systems and ecosystems.

Table 7.1 shows a hierarchical classification of technological and agro-ecological

alternatives. The table also exhibits qualitative ranks among the alternatives in

each category. For example, solar energy is the best alternative in the fuel category

with respect to net CO2 emissions. These ranks summarize the characteristics of

alternatives described in this section.

7.2.1 Mining of Fuel Sources

Coal was a fuel source used the most for electricity generation. In the late 1980s,

coal accounted for 56% of fuel sources for the U.S. energy sector.236 However, the

mining and use of coal results in huge environmental and health impacts. Coal was

responsible for 85% of CO2 emissions for the U.S. energy sector in the late 1980s236

and its GHG emission intensity is more than two times larger than NG.237 Also, air

pollutants from the combustion of coal cause a lot of health problems.238 Therefore,
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Figure 7.1: Interactions of FEW flows at the ecologically synergistic FEW nexus in
this study.

coal has been replaced in many cases by other energy sources such as NG and renew-

able sources. In 2018, coal accounted for only 32% of fuel sources for the U.S. energy

sector.

In contrast to coal, the extraction and use of NG has continued to increase and it

accounts for 29% of fuel sources for the 2018 U.S. energy sector.236 NG accounted for

only 10% in the late 1980s. The recent development of shale gas has accelerated NG

exploitation. While NG is conventionally extracted by vertical and directional drilling,

shale gas is extracted by horizontal drilling and hydraulic fracturing (fracking). For

the past five years in the U.S., while the production of conventional NG is reduced by
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41%, the production of NG from shale wells has doubled.239 However, the hydraulic

fracturing process uses a large amount of water.240 Water resources may also be

contaminated by the fracking process due to wastewater from shale wells.234,235

Fossil fuel resources are transported from the mining sites to the power plants.

Coal is transported by diesel-fueled trucks and trains, and thus, its transportation

causes GHG and air pollutant emissions. On the other hand, NG is transported

through pipelines at high pressure. The leakage of gas from the pipeline transporta-

tion results in environmental impacts.

7.2.2 Thermoelectric Power Generation

Since the industrial revolution, fossil resources have been the major power sources.

In 2018, thermoelectric power plants account for 61% of electricity in the U.S.236

Table 7.1: The qualitative rank between alternatives in each category. The smaller
rank indicates better results. 1 CO2: Net CO2 emissions, Nut.: Net nutrient runoff,
Water: Net water consumption, Water(T): Thermal water pollution, Energy: Net
electricity generation, Food: Food productivity, Cost: Monetary cost.

Systems
Nexus

elements
Alternative
categories

Alternatives
Indicator rank1

CO2 Nut. Water Water(T) Energy Food Cost

Technological

Energy

Fuel

Coal 5 - 5 - 5 - 5
Conv NG 3 - 3 - 3 - 4
Shale NG 3 - 4 - 3 - 2

Solar 1 - 1 - 1 - 3
Wind 2 - 2 - 2 - 1

Cooling
OT - - 2 3 1 - 1
RE - - 3 2 2 - 2
Dry - - 1 1 3 - 3

Waste
CO2

conversion

No conversion 4 - 2 - 1 - 1
Methane 3 - 3 - 4 - 3
Syngas 2 - 3 - 3 - 3

Formic acid 1 - 1 - 2 - 2

Agro-ecological
Food Tillage practices

No-till 1 1 1 - - 4 1
Conser. tillage 2 2 2 - - 3 2
Reduc. tillage 3 3 3 - - 2 3
Intens. tillage 4 4 4 - - 1 4

Ecosystem Land use
Reforestation 1 2 2 - - - 1

Wetland 2 1 1 - - - 2
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However, thermoelectric power generation is also one of the largest contributors to a

variety of environmental impacts. In the U.S., thermoelectric activities accounted for

41% of water withdrawals in 2015.58 They were also responsible for 27% of the 2017

U.S. GHG emissions,47 67% of the 2014 U.S. SO2 emissions, and 12% of the 2014 U.S.

NOX emissions.49

Those impacts from power generation depend not only on the type of fuel but

also on cooling technologies. In 2018, 34% and 59% of power plants in the U.S.

were operating with once-through (OT) and recirculating (RE) cooling technologies,

respectively.153 Both technologies are wet cooling methods. The OT technology with-

draws a large amount of water for cooling and discharges most of it to the watershed

at a higher temperature. Thus, the OT technology causes thermal water pollution

which affects water quality such as the amount of dissolved oxygen content in the

water body. Due to the ecological impacts of OT technology, it has been replaced

with other cooling technologies. The RE technology withdraws only a small portion

of water and recirculates it. However, due to the evaporation from the cooling tower,

the RE technology shows larger water consumption than the OT technology. Also,

RE technology is more energy-intensive and expensive than OT technology. Loew et

al. (2016) reported that the net generation efficiency is decreased by 0.3–1% and the

average cost is increased by 0.12–0.27 cents/kWh if the OT technology is converted

to the RE technology in the fossil power plants in Texas, U.S.241

Dry cooling technology has no use of water since it uses air instead of water for

cooling. Approximately 6% of power plants in the U.S. were operating with the dry

cooling technology in 2018.153 However, its energy generation efficiency is smaller

and its cost is higher than wet cooling technologies. It was reported that the net
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plant efficiency is reduced by 1–4% and the average cost is increased by 0.60–0.63

cents/kWh when the RE technology in the Texas power plants is retrofitted to the

dry cooling technology.241 Also, the low energy generation efficiency results in the

increased emissions for generating electricity since more fuel resources need to be

consumed.

7.2.3 Renewable Power Generation

To reduce the impacts of utilizing fossil fuels, renewable energy sources such as

solar and wind power are considered as alternative power generation technologies. In

2018, 1.5% and 6.5% of electricity were generated from solar and wind resources in

the U.S., respectively,236 and these shares are expected to increase. Renewable tech-

nologies require less water and have fewer emissions than the thermoelectric power

generation technologies described in Section 7.2.2. For solar power generation, con-

centrated solar power (CSP) technology needs a similar amount of water as the ther-

moelectric technologies to generate electricity since the CSP technology requires the

cooling of solar panels and steam turbines. In 2018, CSP accounted for only 6%

of solar power generation in the U.S.153 The rest of 94% utilize photovoltaic (PV)

technology. Unlike the CSP technology, PV technology does not require the use of

much water for generating electricity and it needs only a small amount of water for

cleaning the surface of solar panels.242 Wind power generation technology does not

need any water as well. Moreover, solar and wind power generation technologies do

not have direct air and water emissions. In addition, since the renewable technologies

replace conventional thermoelectric technologies, displacement credits can be given

to renewable technologies. That is, upstream life cycle emissions associated with
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the thermoelectric generation technologies can be avoided by employing renewable

technologies.

Although renewable generation technologies have many strengths in terms of en-

vironmental impacts compared to thermoelectric technologies, they also have some

shortcomings. One of the biggest challenges is the intermittency of power sources.

The available amount of solar and wind power depends on location and time with

uncertainties. Therefore, technologies need to be employed with energy storage sys-

tems. Also, solar and wind power technologies require a large land area. The renew-

able generation technologies may compete with other activities for the limited land

area. Farming activities for food production and ecological activities (e.g., forests and

wetlands) for providing ecosystem services require a huge land area as well.

For renewable generation technologies to be economically feasible, they need to be

cheaper than thermoelectric generation technologies. When we do not consider any

monetary credits for utilizing renewable power sources, the levelized costs of electricity

(LCOE) for newly entering conventional NGCC, solar PV, and onshore wind power

plants in 2023 are estimated to be 42.8, 48.8, and 42.8 $/MWh, respectively.243 If

federal tax credits are considered for renewable power sources, the LCOE for solar PV

and onshore wind power plants are reported to be 37.6 and 36.6 $/MWh, respectively,

which are cheaper than the conventional NGCC plants. Therefore, renewable power

generation technologies can be economically feasible if tax incentives are considered.

7.2.4 CO2 Conversion

To reduce environmental impacts from human activities, waste materials can be

utilized by recycling them or converting them to other valuable products. In this
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chapter, we focus on CO2 utilization strategies. To mitigate global warming, various

CO2 utilization pathways and technologies have been studied.85,244 As one of the

pathways, CO2 can be captured from stationary point sources such as fossil power

plants through pre- and post-combustion technologies or from the air by direct air

capture technology.245 The captured CO2 can be converted to various hydrocarbon

products such as methane, synthetic gas, formic acid, urea, and methanol, which can

be used for many industrial uses.

As shown in Fig. 7.2, however, these carbon capture and conversion technolo-

gies are energy-intensive. The capture process using 15–20% of monoethanolamine

(MEA) solution requires 0.4 kWh for 1 kg of CO2.
109 The captured CO2 needs to

be compressed to a high pressure, which requires the use of electricity as well. Also,

many CO2 conversion processes are highly energy-intensive. For example, CO2 can

be converted to methane through Sabatier reaction as shown in Eq. 7.1.

CO2 + 4H2 → CH4 + 2H2O (∆RH
o
298 = −165kJ/mol). (7.1)

If we consider that hydrogen is provided from water through electrolysis technology,

the electrolysis process requires energy as follows:

H2O→ H2 + 1/2O2 (∆RH
o
298 = 286kJ/mol). (7.2)
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As a result, the overall conversion process from the captured CO2 to methane is

described by Eq. 7.3:

2H2O + CO2 → CH4 + 2O2 (∆RH
o
298 = 979kJ/mol). (7.3)

CO2 can also be used to produce carbon monoxide through the reverse water-gas shift

reaction and formic acid (FA) through the hydrogenation of CO2 as shown in Eqs.

7.4 and 7.5, respectively.

CO2 + H2 → CO + H2O (∆RH
o
298 = 41kJ/mol). (7.4)

CO2 + H2 → HCOOH (∆RH
o
298 = −31.5kJ/mol). (7.5)

CO2-converted carbon monoxide from Eq. 7.4 can be combined with hydrogen from

Eq. 7.2 to produce syngas.

Since these conversion processes need to utilize the electrolysis of water shown

in Eq. 7.2, the conversion processes are not only energy-intensive but also water-

intensive. Moreover, the carbon capture process requires additional water for cool-

ing.246 If electricity for the CO2 capture and conversion processes is provided from

conventional thermoelectric power plants, total energy and water consumption in-

cluding the upstream processes will be significantly large. Therefore, renewable power

generation technologies that have smaller emissions and resource consumption need

to be considered for providing electricity to the conversion processes,247 as shown in

Fig. 7.2.

The CO2 capture and conversion processes are also economically expensive. For

instance, Pérez-Fortes et al. (2016) estimated that the production cost for CO2-

converted FA is more than 3 times the cost of conventional FA through methyl formate

hydrolysis process, primarily because of the large resource and utility consumption
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for the conversion processes.248 Also, Agarwal et al. (2011) discussed that negative

net present value for the CO2-converted FA is estimated over 10 years due to the

high capital equipment investment cost.249 They claimed that the profitability for

the CO2 conversion processes can be improved by technological development.

The CO2-converted products will replace the products from conventional pro-

cesses. For example, CO2-converted methane can displace NG from the fossil fuel

extraction process. CO2-converted CO can be used as synthesis gas by combining

with hydrogen. Syngas is produced conventionally through the gasification of coal or

the steam reforming of NG.250 In this chapter, steam reforming of NG is identified

as the conventional syngas production process since the production of NG has in-

creased significantly due to the shale gas boom. As shown in Fig. 7.2, environmental

impacts and costs for the conventional processes can be avoided and considered as

displacement credits to the CO2 conversion technologies.

Song (2006) estimated the worldwide potential market of CO2 utilization for chem-

ical conversion to be less than 1 × 1012 kgC/y, since converting this much CO2 will

satisfy the global demand for all hydrocarbon chemicals.244 Also, they estimated the

global liquid fuel production to be 2.1 × 1012 kgC/y. Given that global CO2 emis-

sions from the combustion of fossil fuels in 2016 are 8.8× 1012 kgC,47 therefore, it is

important to consider the market demand for CO2-converted products. With respect

to FA, for example, its global production capacity in 2009 was 7.2 × 108 kg.251 Sto-

ichiometrically, this corresponds to only 1.9 × 108 kg C if FA is produced from the

hydrogenation of CO2. The cost reduction of conversion technologies could expand

their potential uses and lead to an increase in market size for the CO2 conversion.

214



Unlike other activities described in this section, CO2 conversion technologies have

not been fully commercialized yet. Therefore, it is challenging to obtain reliable data

for the conversion processes. Experimental data are available from numerous sources.

However, they are based on different process configurations such as different catalyst

use, conversion ratio, temperature, and pressure. For instance, while one study was

performed by employing 120 bar of CO2 pressure for converting CO2 to FA,252 others

employed 30 bar.253–255 Due to these difficulties, we assume 30 bar of CO2 pressure

for CO2 conversion reactions for the simplicity of analysis in this work.

7.2.5 Agricultural Activities

Interventions from farming activities depend on weather conditions. If a region

suffers from water shortage due to low precipitation, a large amount of water needs

to be used for irrigation. Accordingly, water may need to be allocated to the agri-

cultural activities instead of other water-intensive activities such as thermoelectric

activities. In such a case, technologies that do not require much water (e.g., dry

cooling technology) could be preferred to minimize water consumption. If the other

region experiences frequent heavy rainfall, the amount of nutrient runoff from farm

fields is increased.

Those interventions also vary with farming practices such as tillage, crop rotation,

buffer strips, and crop covers. These practices affect food productivity, water nutrient

emissions, soil erosion, and even ecosystem services such as carbon sequestration

and soil retention services. For example, tillage practices are performed to improve

crop productivity. They are categorized into three practices: intensive, reduced, and

conservation tillage. Intensive tillage (also called conventional tillage) has high soil
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mixing efficiency (uniformity) and leaves less than 15% of crop residues on the soil.

Therefore, it requires large amounts of fertilizers to enhance crop yield. Accordingly,

it shows an increased risk of soil erosion and eutrophication due to nutrient runoff.

The reduced and conservation tillage practices have 15–30% of crop residues and more

than 30% of crop residues on the soil, respectively, and thus, they show smaller soil

erosion and nutrient runoff than intensive tillage. On the other hand, no-till practice

shows the least risk of soil erosion and nutrient runoff, although it is likely to reduce

crop yield. However, the long-term crop yield could be increased due to improved

soil fertility. Also, soil carbon sequestration can be enhanced by employing no-till

practice instead of tillage practices. For example, a study in Wooster, Ohio, the U.S.

shows that the no-till practice can sequester 83 g C/m2/y more than conventional

tillage.256 Moreover, no-till practice is cheaper than tillage practices since it requires

less labor and machinery. Weersink et al. (1992) investigated costs of no-till and

various tillage practices, and estimated the average cost of no-till practice to be 7.7%

cheaper than the intensive tillage.257

7.2.6 Ecosystem Services

Ecosystem services are the basis for the above activities.183 To avoid ecological

overshoot, the supply of ecosystem services must be considered because the inter-

ventions could outweigh their corresponding ecosystem services. Techno-Ecological

Synergy (TES) modeling framework has been developed to account for the supply

of ecosystem services in the modeling work.10 This TES framework calculates TES

sustainability indices (Vk) for each ecosystem flow (k) by Eq. 7.6:

Vk =
Sk −Dk

Dk

, (7.6)
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where Vk ≥ −1. Sk and Dk are the supply and demand for ecosystem services,

respectively, for the k-th ecosystem service. In terms of CO2 flow, for instance, SCO2

and DCO2 correspond to carbon sequestration service by vegetation and soil, and CO2

emissions from human activities. Vk must be positive to avoid ecological overshoot

and claim absolute sustainability in the selected region for that ecosystem service.

In calculating Vk metrics, the selection of analysis boundary is important since the

scale of beneficiaries (serviceshed) for each ecosystem service depends on its charac-

teristics.232 For example, the serviceshed for CO2 flow is defined as global, while the

serviceshed for freshwater flow is the watershed. Also, if Dk represents interventions

from a specific activity, Sk needs to be allocated to that activity because ecosystem

services are beneficial to every activity in the serviceshed.129 For the holistic modeling

work where multiple activities are considered, Dk can be the intervention from every

activity in a region. In such a case, Sk needs to represent the whole supply in the

region and Vk can be calculated for all activities in the region.

In this chapter, we focus on three types of ecosystem services: freshwater provi-

sioning, climate regulation, and nutrient retention services. The water provisioning

service corresponds to the renewable amount of freshwater. This considers various

factors in the water cycle such as precipitation, evapotranspiration, infiltration, and

surface/subsurface runoff. Several tools are available to estimate the water provision-

ing service. For example, the SWAT model calculates water yield to streamflow in a

watershed.195 Water Global Assessment and Prognosis (WaterGAP) hydrology model

has been developed to calculate the amount of available water on a global scale while

accounting for factors in the water cycle.258 Available Water Remaining (AWARE)
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model, which is based on the WaterGAP model, can also be used to calculate the

amount of available water.41

Ecosystem flows are sensitive to land-use and land-cover. For the water provision-

ing service, wetlands improve the supply of freshwater by removing water contami-

nants and excessive nutrients from wastewater. i-Tree Hydro can simulate the effect

of land-use change on water provisioning service.259 Wetlands provide the nutrient

retention service as well. Kadlec (2008, 2016) investigated how much nitrogen and

phosphorus could be removed by constructed wetlands.260,261 With respect to cli-

mate regulation service, wetlands sequester CO2 but release CH4 whose contribution

to global warming is 25 times greater than CO2 emissions. Whiting and Chanton

(2001) studied the impacts of wetlands on global warming.262 They identified that

the overall effects of wetlands on climate change vary with geographic location and

time horizon.

Forests affect various ecosystem services as well. Forest ecosystems provide climate

regulation, air quality regulation, and biomass provisioning services. Regional data

can be obtained from various i-Tree tools such as i-Tree County Benefits and i-Tree

Landscape.150 Reforestation strategy (land-use change from barren lands to forests)

could enhance those ecosystem services. However, reforestation could decrease water

provisioning service. Filoso et al. (2017) reviewed the impacts of reforestation on

water yield.263 They concluded that water yield is reduced in the short term and

recovered in the long term due to the improved soil infiltration.

The ecological strategies to improve the supply of ecosystem services could be

economically cheap solutions. For example, the USDA’s report estimated tree es-

tablishment costs for Ohio, the U.S. to be around $500/ha.264 The capital costs
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for constructed wetlands were estimated to be $69,000/ha for large wetlands and

$132,000/ha for small wetlands.261 Also, those ecological strategies do not require

many operation and maintenance (O&M) expenses. Non-commercial reforestation

only requires $10/ha/y of O&M cost,265 and large and small constructed wetlands

require $3,620/ha/y and $770/ha/y of O&M costs, respectively.261

The supply of ecosystem services could be monetized to internalize the benefits

of ecosystem services in the economic market. Internalized monetary benefits of

ecosystem services are referred to as external cost and public cost. The monetary

valuation of ecosystem services varies with the location since each region has a differ-

ent population, weather, land-use and land-cover, and tree species. Collecting such

region-specific data for the valuation of ecosystem services could be time-consuming

and expensive. Therefore, the benefit transfer method can be used to monetized re-

gional ecosystem services.266,267 According to this method, the monetary value (e.g.,

$/ha) for the benefits of ecosystem services in a study region can be estimated from

the value that has been investigated already for the other region that has similar

regional characteristics as the study region. In this study, the value for the bene-

fits of ecosystem services is obtained from the Environmental Valuation Reference

Inventory.268

7.2.7 Data Sources

In this work, a case study for the ecologically synergistic FEW modeling framework

is conducted. Table 7.2 summarizes various data sources used in the case study.

Monetary and environmental data for activities and alternatives vary with regions.

In this study, regional data for the MRW are used if such regional data are available.
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Some regional data such as cost are hard to obtain. In such a case, national data

from online sources and literature reports are used.

Table 7.2: Data sources for activities, environmental interventions, and ecosystem
services in the Muskingum River Watershed. If the spatial resolution of data is larger
than HUC8 scale, the data is allocated to the HUC8 scale based on the ratio of
population or area.

Activities Data Types Data Sources Spatial Resolution

Thermoelectric

GHG emissions EPA eGRID269 Facility
Air pollutants EPA NEI49 County
Water pollutants EPA NPDES270 Facility
Thermal water pollution EIA-923153 Facility
Water withdrawal EIA-923153 Facility
Water consumption EIA-923153 Facility
Natural gas consumption EIA-923153 Facility
Electricity consumption EIA-923153 Facility
Electricity generation EIA-923153 Facility
Cost Multiple sources178,241,243 -

Mining

GHG emissions GREET42 U.S. average
Air pollutants EPA NEI49 County
Water pollutants NETL271,272 Appalachia average
Water withdrawal USGS162 Ohio
Water consumption GREET42 U.S. average
Natural gas consumption EIA163 Ohio
Electricity consumption USLCI40 U.S. average

Agricultural &
Other Activities

(Residential, Commercial,
Industrial, Transportation,

Wastewater treatment)

GHG emissions
EPA GHGRP269

EPA NEI49
Facility
County

Air pollutants EPA NEI49 County

Water pollutants
(Agricultural) SWAT202

(Other activities) EPA273

HUC8
HUC4

Water withdrawal EnviroAtlas50 HUC8
Water consumption USGS162 Ohio
Natural gas consumption EIA163 Ohio
Electricity consumption EIA274 Ohio
Food production SWAT202 HUC8
Tillage cost Weersink et al. (1992)257 -

Supply of
Ecosystem Services

Carbon sequestration
(Vegetation) i-Tree Landscape150

(Soil) West and Post (2002)256
HUC8
-

Air quality regulation i-Tree Landscape150 HUC8
Water quality regulation Kadlec (2016),261 Kadlec (2018)260 -
Water provisioning SWAT202 HUC8
External benefits EVRI268 -

Alternatives
Renewable power GREET,42 EIA243 -
CO2 conversion Multiple sources40,109,243,248,275 -
Land-use change Multiple sources259,264,265 -
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7.3 Results and Discussion

7.3.1 FEW Nexus Modeling Framework

Figure 7.3a shows a schematic diagram for a traditional FEW nexus framework.276

Energy and water resources are required to produce food. Water is needed for generat-

ing energy. Energy is needed for water supply systems. However, energy requirements

for the food and water systems are relatively small compared to other activities such

as residential, commercial, and industrial activities. It seems that the interactions

between FEW flows are not very strong. Moreover, the framework does not account

for the role of ecosystem services, which needs to be considered as described in Section

7.2.6. Therefore, the solution suggested from this framework could result in ecological

overshoot.

In this chapter, we develop an ecologically synergistic FEW nexus modeling frame-

work. As shown in Fig. 7.3b, ecosystem and waste flows are included as additional

components for the FEW nexus. Ecosystems provide freshwater (i.e., water pro-

visioning service) that can be used for energy and food systems. Ecosystems also

provide climate regulation, air and water quality regulation, and nutrient retention

services for various emissions from the energy and food systems. If the emissions

and water consumption exceed the corresponding ecosystem services, there will be

ecological overshoot. Sustained ecological overshoot will result in resource depletion

and ecosystem degradation, so to be sustainable for human activities, there should be

no overshoot over a selected time period. In this work, we consider the time period

to be one year. The food systems also influence ecosystem flows such as water provi-

sioning and climate regulation services, as described in Section 7.2.5. The ecologically

synergistic FEW nexus framework shows stronger interactions between FEW flows
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Figure 7.3: (a) Traditional FEW nexus framework. (b) Ecologically synergistic
FEW nexus framework. Orange, yellow, blue, green, and gray-colored arrows rep-
resent food, energy, water, ecosystem, waste flows, respectively. Technological and
agroeoclogical options that affect FEW flows and ecosystem flows are shown in red
italics.

than the original framework by considering the interactions of FEW systems with

ecosystems.

Changes in FEW systems and ecosystems (shown in red italics in Fig. 7.3b) will

affect the amount and intensity of each flow. As described throughout Section 7.2,

technological options such as the type of fossil fuels and mining activities, cooling

technologies, power generation technologies (thermoelectric and renewable technolo-

gies), and CO2 conversion technologies will change the amount of water consumption

and emissions in generating electricity. The change in farming practices to produce

crops will affect the supply of ecosystem services as well as the amount of water
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consumption and emissions. Also, land-use change options such as reforestation and

wetland construction will affect the supply of various ecosystem services. These FEW

and ecosystem service flows interact with each other as shown in Figs. 7.1 and 7.3b.

In the following section, we will discuss how those technological and agro-ecological

options will affect multiple flows in the FEW nexus by applying the framework to a

case study.

7.3.2 Sustainable Watershed Management Strategies

The case study is performed for the Muskingum River Watershed (MRW) in Ohio,

the U.S. Figure 7.4 exhibits a land-use land-cover map for the MRW. The map shows

the watershed boundary where the 8-digits of hydrologic unit code (HUC) is 05000405.

The Muskingum River in the MRW flows into the Ohio River, which flows into the

Mississippi River and eventually drains into the Gulf of Mexico. Water nutrient

emissions from the MRW also flow into those downstream rivers.

In 2014, the MRW had five operating thermoelectric power plants. The year 2014

is selected for the case study since some data are not available for the years after

2014 at this point. The Conesville Power Plant is a coal-fired steam turbine (CST)

power plant equipped with recirculating cooling systems. This coal power plant is still

operating. On the other hand, the Muskingum River Power Plant which was a CST

plant with once-through cooling systems was shut down in 2015 due to environmental

impacts from its operation. Since the analysis in this case study is for the year 2014,

we include the Muskingum River Power Plant in the analysis to maintain consistency

of the data. The other three power plants in the MRW (Dresden Energy, Waterford,

and Dynegy Washington) are NGCC power plants with recirculating cooling systems.
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Figure 7.4: Land-use land-cover map for the Muskingum River Watershed (MRW).
The MRW is located in the southern east of Ohio, the U.S. ( : location of thermo-
electric power plants.)

In 2014, 48% of electricity was generated from the CST plants, and the rest 52% was

from the NGCC plants.153

For renewable energy production, the U.S. EPA’s EnviroAtlas shows that solar

and wind energy potentials per unit area in the MRW are 1.23 and 0.44 MWh/m2/y.50

However, there were no such facilities in this region in 2014. Also, there were no CO2

conversion facilities.

As shown in Fig. 7.4, the MRW had 3.76 × 108 m2 of farmland (9.24% of land-

use in the MRW). Production of corn and soybean was 2.2 × 105 t/y and 7.2 × 104

t/y, respectively. 57.0% of tillage practices in the MRW were no-till practice, while

22.29%, 20.0%, and 0.11% of the practices were conservation, reduced, and intensive

tillage practices, respectively. Wetlands and forests accounted for 0.14% and 57.45%

of land-use, respectively. The MRW also had 1.30× 107 m2 of barren land (0.32% of

land-use).
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The case study is conducted as follows. First, we investigate the environmental

impacts of activities and benefits of ecosystem services in the MRW for the year

2014 (defined as a base case). The TES sustainability metrics are calculated for CO2

emissions, air pollutant emissions, N & P runoff, and water consumption. Then, we

explore alternative management strategies that are shown in Fig. 7.1 to understand

their effect on sustainability of the MRW in the context of the FEW nexus. Two

categories of alternative strategies are considered: technological and agro-ecological.

The technological strategy is the Clean Power Plant (CPP) which aims to minimize

environmental impacts from generating electricity. The CPP also needs to ensure

affordable power supply and be cost-effective. In this study, alternative fossil fuels

for generating electricity, alternative cooling technologies used by power plants, re-

newable power generation technologies, and potential CO2 conversion technologies

are considered as parts of the CPP strategy. The agro-ecological strategy includes

different types of tillage and land-use change such as restoring barren lands to other

ecological land cover types. The environmental effectiveness and economic feasibility

of various technological and agro-ecological alternatives are examined.

Multiple objectives need to be considered to perform the FEW nexus study to

account for various interactions between FEW flows and ecosystem flows. The radar

plots in this case study (Figs. 7.8–7.12) have seven axes: three TES indices (VCO2 , VN ,

and Vwater), marginal net electricity generation, marginal corn production, marginal

profits, and marginal external benefits. The marginal values are based on comparison

with the base case. Net electricity generation corresponds to the aggregated electric-

ity generation minus aggregated consumption by activities in the MRW. Thus, the
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marginal net electricity generation (MNEG) is calculated by Eq. 7.7:

MNEG = (
n∑
i

EGi − EC)− (
n∑
i

EGbase,i − ECbase), (7.7)

where i = 1, 2, · · · , n correspond to power plants. EGi and EC represent electricity

generation (the output of the generator) from each power plant i and aggregated

electricity consumption in the MRW, respectively. EC includes parasitic loads to

generate electricity from the power plants. A subscript base means base case values.

Similarly, the marginal corn production (MCP) is calculated by Eq. 7.8:

MCP =
n′∑
i′

CPi′ −
n′∑
i′

CPbase,i′ , (7.8)

where i′ = 1, 2, · · · , n′ correspond to farms. CPi′ is the amount of corn production

from each farm i′.

With respect to two monetary objectives, the marginal profits refer to the change

in profits for plant operators by employing alternative options. The marginal profits

(MP) are calculated by Eq. 7.9:

MP =
m∑
j

(pj × Prodj − Costj)−
m∑
j

(pj × Prodbase,j − Costbase,j), (7.9)

where j = 1, 2, · · · ,m correspond to products, and pj represents unit price of products

j. The market price of products is assumed to be fixed over alternative options in this

study. Prodj and Costj correspond to the physical amount of production for products

j and the monetary cost for the production, respectively. In case of electricity, Prodelec

is equal to (
∑n

i EGi − EC) in Eq. 7.7. On the other hand, the marginal external

benefits mean the change in external benefits to society from reducing environmental

damages. The marginal external benefits (MEB) are calculated by Eq. 7.10:

MEB =
l∑
k

{ck × (Sk −Dk)} −
l∑
k

{ck × (Sbase,k −Dbase,k)}, (7.10)
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where k = 1, 2, · · · , l correspond ecosystem flows. ck represents the unit external cost

for society to absorb environmental damages. ck in this work is obtained from the

benefit transfer method.266,267 If the external costs and benefits are internalized in

the market, the marginal change in total profits is equal to MP + MEB.

Monetary and environmental data for activities and alternatives vary with regions.

In this study, regional data for the MRW are used if such regional data are available.

Some regional data such as cost are hard to obtain. In such a case, national data

from online sources and literature reports are used. Data sources used for the case

study are identified in Section 7.2.7.

Base Case Results

Figure 7.5 shows environmental impacts from various activities and the supply

of ecosystem services in the MRW. GHG emissions, air pollutant emissions, water

nutrient runoff, and water use from each activity are plotted in Fig. 7.5 (a), (b),

(c), and (d), respectively. The background concentrations of those emissions (e.g.,

nutrient runoff from the upstream to the MRW) are not included.

Most environmental interventions are mainly attributed to thermoelectric activi-

ties except for PM10, CO, N, and P flows. Transportation activities and agricultural

activities are the main contributors to the PM10 and CO air emissions, and N and

P water emissions, respectively. These results in the MRW match the U.S. national

average.47,49,58

In the MRW, 8.4 × 104 TJ/y of electricity is generated from five thermoelectric

power plants. A CST plant with OT cooling systems (Muskingum River Power Plant)

and a CST plant with RE cooling systems (Conesville Power Plant) produce 14% and

34% of electricity, respectively. The rest 52% is produced from NGCC plants with RE
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Figure 7.5: Environmental impacts from human activities and the supply of their
corresponding ecosystem services for the base case. (a) GHG emissions, (b) air pol-
lutant emissions, (c) water nutrient runoff, and (d) water use. All the environmen-
tal impacts except for water consumption exceed the supply of their corresponding
ecosystem services.

cooling systems. Figure 7.6 exhibits the intensity of various environmental impacts for

three types of power plants in the MRW. All values are normalized by total electricity

generated in the MRW (TJelec). Compared to the CST plants, NGCC plants show

smaller intensities for every impact category. In comparison between OT and RE

cooling technologies, CST with RE shows higher CO2 and NOX emissions than CST

with OT (Fig. 7.6 (a) and (b)). This is because the RE systems have lower power

generation efficiency than the OT systems. With respect to SO2 emissions, however,

CST with RE shows much lower emissions than CST with OT because of the flue gas

desulfurization (FGD) systems in the CST plant with RE (Conesville Power Plant)
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Figure 7.6: Intensity of environmental impacts for a CST plant with OT (Muskingum
River Power Plant), a CST plant with RE (Conesville Power Plant), and NGCC plants
with RE cooling systems (Dresden Energy, Waterford, and Dynegy Washington Power
Plants) in the MRW. (a) GHG emissions, (b) air pollutant emissions, (c) water use,
and (d) thermal water emissions.

(Fig. 7.6 (b)). The CST plant wit OT (Muskingum River Power Plant) did not equip

the FGD systems in 2014 and was one of the largest SO2 emitters in the nation.153

Also, CST with OT withdraws more water than CST with RE, while the amount

of water consumption is higher for the RE systems than the OT systems due to the

evaporation from the cooling tower (Fig. 7.6 (c)). However, the OT systems result

in huge thermal water pollution due to the cooling water discharge to the watershed,

which leads to damages in the watershed ecosystems.

The TES sustainability metrics (Vk’s) are calculated for each intervention (k) in

the MRW as described in Section 7.2.6. In terms of water use, the amount of water

consumption is considered as the demand for water provisioning service. As shown in

Fig. 7.7, every Vk index except for Vwater is close to negative one (-1). This indicates

unsustainable conditions of activities in the MRW in terms of those intervention flows.

The positive Vwater value indicates that this region does not suffer from the water

shortage. Therefore, the MRW could be managed by employing alternative strategies
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Figure 7.7: TES sustainability metrics are calculated for environmental interventions
in the MRW. Activities in the MRW are only sustainable with respect to water
consumption.

that are water-intensive to improve the sustainability of the MRW. Alternatives could

be considered for thermoelectric and agricultural activities since most interventions

are attributed to those activities as shown in Fig. 7.5. Also, land-use change options

could be considered to enhance the supply of ecosystem services.

Clean Power Plant Strategy

Thermoelectric power generation is a huge contributor to most of the environ-

mental impacts. In this study, the replacement of coal by NG, water-efficient cooling,

renewable power sources, and conversion of CO2 to hydrocarbons are considered as

alternatives for the CPP strategy. For the comparison, 8.4 × 104 TJ/y of annual

electricity generation is fixed regardless of alternative options adopted. Among var-

ious environmental indicators, we only focus on CO2 emissions, N runoff, and water

consumption indicators. Many air pollution indicators (e.g., NOX and SO2) and P

indicator are similar to CO2 and N indicators, respectively, as shown in Fig. 7.5.
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Figure 7.8: Sustainability indicators for (a) different fuel options for generating elec-
tricity and (b) different cooling technology options for generating electricity. These
indicators are defined such that larger values indicate greater sustainability. Note
that the scale of Vwater axis is different in each plot. Shale NGCC with RE and shale
NGCC with dry cooling are desirable for water-affluent and water-scarce regions,
respectively. 1Marginal values are based on comparison with the base case.

Therefore, the indicators for air pollutants and P runoff are excluded from further

analysis.

Replacement of Coal by NG for Power Generation As shown in Fig. 7.6,

coal is a dirty fuel in every way. Therefore, NG could be employed for a fossil power

source instead of coal to improve the sustainability of power generation. Figure 7.8a

compares various sustainability indicators among coal, conventional NG, and shale

NG as fossil power sources. We assume that only one type of fuel is employed for

every thermoelectric power plant in the MRW.

By employing NG instead of coal for generating electricity, most indicators except

for the corn production indicator can be improved. Using coal is environmentally
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inferior to using NG. Economically, coal is much more expensive than shale NG.

Comparison between conventional NG and shale NG options shows no significant dif-

ferences in environmental indicators because mining activities account for relatively

small portions of the overall environmental interventions as shown in Fig. 7.5. Frack-

ing for extracting shale gas has been known as having higher water consumption240

and releasing more water pollutants.234,235 The study on the NG extraction in Ap-

palachian where the MRW is a part of it reported that nitrogen emissions to water

from shale gas extraction are approximately 300 times larger than those from conven-

tional NG extraction.272 However, the results in this study show that the increased

interventions for the shale gas option are relatively insignificant from the perspective

of holistic, watershed-scale sustainability. Rather, exploiting shale gas makes sense

because it is more cost-effective than the conventional NG178 as indicated in Fig. 7.8a.

Water-Efficient Cooling Figure 7.6 exhibits that the OT cooling systems have

massive thermal water emissions due to the huge amount of water discharged to

the watershed at the warmer temperature, although they are energy efficient and

economically cheaper than other cooling technologies. We compare three cooling

systems (OT, RE, and dry cooling) by assuming that all five fossil power plants in

the MRW adopt the same type of cooling systems. As shown in Fig. 7.8b, dry cooling

systems can be very effective for improving the TES water sustainability indicator

(Vwater) since they do not require the use of water for cooling. However, dry cooling

is more energy-intensive and more economically expensive than wet cooling options.

For water-scarce regions that have a negative Vwater value, the dry cooling technology
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could be a good alternative to improve water sustainability. However, for the water-

affluent regions such as the MRW, it makes more sense to employ recirculating cooling

systems since the dry cooling systems are expensive.

Renewable Power Generation Increasing the use of renewable power sources is

one of the primary alternatives for the CPP strategy to minimize the interventions

from power generation. The power density of solar PV energy is known to be 20

W/m2, which is two times higher than that of wind energy (10 W/m2).277 Considering

solar and wind energy potentials in the MRW, 0.8 and 2.3 m2 of land area are required

on an average for solar and wind power generation to generate 1.0 MWh of electricity,

respectively.50 If we assume that the barren land area (1.30 × 107 m2) in the MRW

can be utilized for those renewable power generation, 58 and 21 TJ/y of electricity

can be generated from solar and wind power sources, respectively. These correspond

to approximately 90% and 32% of total electricity generated from the fossil power

plants in the MRW, respectively.

The previous results in Fig. 7.8 show that the shale NGCC plants with recirculat-

ing systems are preferred for the MRW in both environmental and economic aspects.

Figure 7.9a exhibits sustainability indicators for adopting solar PV and wind power

plants to the available barren lands to replace 90% and 32% of electricity produced

from the shale NGCC plants with recirculating systems. Both solar PV and wind

power plants have similar intervention intensities (e.g., kg CO2 emissions per MJ of

electricity generation) which are very small compared to the fossil power plants. How-

ever, since solar power has a higher energy potential per area than wind power, larger

environmental benefits (higher VCO2 and Vwater indicator values) can be obtained with
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Figure 7.9: Sustainability indicators for (a) adopting renewable power plants (solar
PV or wind power) to 1.30 × 107 m2 of barren lands to replace shale NGCC power
plants with recirculating systems and (b) employing CO2 conversion technologies in
addition to the solar PV option from (a). Note that the scale of Vwater, MP, and
MEB axes is different in each plot. Environmental indicators can be improved by
employing solar PV plants and converting CO2 into FA, although CO2 conversion is
costly. Internalizing eternal benefits could yield positive profits. 1The no conversion
option from (b) is the same as the solar PV option from (a).

the solar power option. Renewable power plants do not require an electricity input

in generating electricity, while fossil power plants have some parasitic energy losses

(e.g., NGCC plants with recirculating systems in the MRW require 0.02 J of electric-

ity to generate 1 J of electricity153). Thus, renewable options show higher marginal

net electricity generation values than fossil options.

With respect to the monetary aspects, the solar PV option is less profitable than

the other options since it has a higher LCOE. However, if we consider the environ-

mental external cost, the monetary benefits of avoiding environmental damages for

the solar PV option outweigh its lower profits. This implies that internalizing external

benefits could change decisions from the monetary point of view. If we only consider
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the profits for private sectors, employing the wind power option makes sense due

to its lower LCOE. On the other hand, if the external benefits are internalized, the

solar power option should be favored to maximize total profits (i.e., the sum of MP

and MEB). In this case, sticking to using shale NGCC plants is the most expensive

option because of its lower external benefits than the renewable options. The U.S.

EIA report also estimates that the LCOE for solar PV and wind power technologies

can be cheaper than the NGCC technology if federal tax credits to promote the use

of renewable technologies are included.243

CO2 Conversion CO2 conversion technologies are promising alternatives to miti-

gate global warming by converting CO2 into valuable hydrocarbon products. In this

case study, we assume that CO2 emissions from shale NGCC power plants in the

MRW are captured through MEA absorption, compressed to 30 bar, and converted

to methane, syngas, and formic acid (FA) as shown in Fig. 7.2. Hydrogen for hy-

drocarbon products is assumed to be provided from water through the electrolysis

process. Electricity needed for the capture, compression, electrolysis, and conversion

processes is assumed to be provided from the solar PV power plants which are deemed

to be the most plausible from the previous results. 500,000 t/y of CO2 conversion

is assumed for the three conversion options. Also, we assume that newly-developed

CO2-converted methane, syngas, and FA products in the MRW displace NG, syngas,

and FA that are produced using conventional technologies, respectively.

Figure 7.9b shows sustainability indicators for a no CO2 conversion option and

three conversion options. The no CO2 conversion option shows the same results as the
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solar PV option in Fig. 7.9a. The detailed results of CO2 emissions, water consump-

tion, electricity consumption, and production costs are shown in Table 7.3. Overall,

the FA option shows the most promising results among the conversion options. The

VCO2 indicator for the FA option is the highest due to its higher CO2 credits from

displacing the conventional FA manufacturing process (methyl formate hydrolysis).

All conversion options are water-intensive processes not only because the CO2 capture

process requires a substantial amount of water246 but also because water is used to

provide hydrogen to hydrocarbons. However, due to the large displacement credits

from the conventional process, the FA option exhibits an increase in the Vwater indica-

tor. Also, the FA option is the least energy-intensive CO2 conversion option because

of its lower energy requirement for the CO2 conversion process compared to other

options.249 Accordingly, the FA option is more lucrative than the other conversion

options. This is not only because the FA conversion option is less energy-intensive,

but also because the monetary displacement credits from the conventional FA process

are large. In other words, Prodelec in Eq. 7.9 for the FA option is larger than the

other options. Also, Costformic acid in Eq. 7.9 for the FA option is smaller than the

other options because of the higher displacement credits.

Due to the limited demand for CO2 converted products, the production scale of

CO2 conversion is limited. For example, 500,000 t/y of CO2 conversion to FA corre-

sponds to 75% of the global production capacity for FA in 2013 (697 thousand t).251

It is less likely to be able to utilize CO2 to produce FA in the MRW. However, market

conditions have been changing over the years. According to the more recent market

report,278 the global production in 2016 was 1,015 thousand t and was expected to

increase to 1,217 thousand t by 2022. In case of the methane and syngas options,
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they are rarely constrained given the extensive uses of NG and syngas in the market.

However, their CO2-converted products are less profitable than CO2-converted FA.

The expensive production cost for conversion processes is another constraint to

employ the conversion technologies. Figure 7.10 compares marginal profits and marginal

external benefits among three conversion options with the varied CO2 conversion

scale. Due to the expensive cost and high energy requirement for CO2 conversion

processes, all the options become less profitable as more CO2 is converted. When

there is no CO2 conversion, the marginal profits are positive because the solar PV

power plants adopted with shale NGCC power plants with recirculating systems are

economically beneficial than the base case, which has two coal power plants without

any renewable power plant.

Table 7.3: The detailed results for CO2 conversion options about CO2 emissions,
water consumption, electricity consumption, and production costs. 1CO2 conversion
includes the electrolysis of water and the compression of CO2 to 30 bar. Stoichiometric
conversion processes are assumed. 2Displacement credits are shown as negative values.

CO2

emissions
[Thousand t/y]

Water
consumption

[Million m3/y]

Electricity
consumption

[Thousand TJ/y]

Production
costs

[Billion $/y]
Methane

CO2 capture 396.82 4.33 0.76 0.03
CO2 conversion1 -500.00 0.41 11.33 0.96
Displacement credits2 -82.97 -0.12 -0.04 -0.04
Total -186.15 4.62 12.05 0.96

Syngas
CO2 capture 396.82 4.33 0.76 0.03
CO2 conversion1 -500.00 0.41 10.42 1.04
Displacement credits2 -830.93 -0.41 -0.47 -0.09
Total -934.12 4.33 10.71 0.98

Formic acid (FA)
CO2 capture 396.82 4.33 0.76 0.03
CO2 conversion1 -500.00 0.20 3.10 0.90
Displacement credits2 -1295.71 -5.82 -0.42 -0.28
Total -1398.90 -1.29 3.44 0.65
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Figure 7.10: Marginal profits and marginal external benefits for CO2 conversion op-
tions along with the different scale of CO2 conversion. Due to the expensive cost of
conversion technologies, profits are decreased substantially, and external benefits are
increased slightly as the scale of conversion becomes larger. Marginal change in total
profits can be positive when 500 thousand tCO2 is converted to formic acid.

The marginal profits become negative when 200, 200, and 300 thousand t/y of

CO2 are converted to methane, syngas, and FA, respectively. That is, plant operators

will have monetary losses compared to the base case profits when the above amounts

of CO2 are converted. However, if we internalize external benefits from mitigating

environmental damages, CO2 conversion technologies can be more economically com-

petitive. The external benefits are slightly increased as more CO2 is converted, and

marginal change in total profits (MP + MEB) can be positive for 300, 300, and 500

thousand t/y of CO2 conversion to methane, syngas, and FA, respectively. These

results show that the internalization of the external benefits could promote the use
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of advanced technologies that mitigate environmental damages but are economically

expensive.

Most CO2 conversion technologies are still in the research and development stage.

As depicted in Section 7.2.4, therefore, it is difficult and challenging to compare dif-

ferent CO2 conversion options whose processes have not been optimized yet. Due to

this reason, stoichiometric conversion reactions are assumed in this study. The com-

mercialized conversion processes are likely to have more emissions and resource use.

Accordingly, their sustainability indicators will drop to some extent. Nonetheless,

we could obtain some important insights into how much the conversion technologies

would be effective and which options would make more sense to employ than others.

Technological Solution Overall, the CPP strategy can be a very effective solution

for improving the VCO2 indicator and mitigating climate change. In this study, the

technological solution includes the replacement of coal by shale gas for generating

electricity, recirculating cooling, the adoption of solar power plants in the available

lands, and 500,000 t/y of CO2 conversion to FA. The results for the technological

solution are shown in Fig. 7.9b as the FA option. VCO2 for the solution is -0.58 which

is improved from -0.91 for the base case. The solution can also improve the Vwater

indicator significantly (from 50 to 121). VN indicator, however, does not change much

for technological alternatives. This is because N runoff is mainly attributed to the

agricultural activity as shown in Fig. 7.5. The solution shows trade-offs between

environmental objectives (Vk indicators) and an economic objective (MP indicator).

However, if the external benefits are included in the market, the solution can result

in an increase in total profits.
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Depending on the regional characteristics, such as the availability of resources,

climate, and market conditions, different technological alternatives may be preferred.

For example, if a region has scarce water resources, dry cooling should be prioritized

than the other expensive and water-intensive technological alternatives such as CO2

conversion. Wind power could show more benefits than solar power depending on

regional climate conditions. Also, effective CO2 conversion options and scales could

vary with those regional conditions.

Agro-Ecological Strategy

Unlike technological alternatives that only affect to reduce environmental impacts,

agro-ecological alternatives such as alternative farming practices and ecological land-

use change could enhance the supply of ecosystem services as well. According to the

TES sustainability metrics shown in Eq. 7.6, increasing the ecosystem supply (Sk)

helps improve the sustainability of human activities. In this section, we discuss the

sustainability of agro-ecological alternatives that include various tillage options and

land-use change options.

Tillage Practices Figure 7.11a shows sustainability indicators for adopting four

different tillage practices: no-till, conservation tillage, reduced tillage, and intensive

tillage. Overall, the indicators do not vary drastically with tillage options. No-till

practice improves the VN indicator by reducing nutrient runoff from the farming

activity. The no-till practice also improves the VCO2 indicator by enhancing soil

carbon sequestration. However, the scale of changes in these indicators is not large.

The no-till practice reduces corn production by 0.5% compared to intensive tillage

practice. Accordingly, marginal profits for the no-till option are slightly smaller than
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Figure 7.11: Sustainability indicators for (a) employing different tillage practices and
(b) adopting different land-use change options in addition to the no-till practice.
Note that the scale of VN axis is different in each plot. VN indicator can be improved
by implementing no-till practice and constructing wetlands.

the other tillage options due to the decreased productivity even though the no-till

practice is cheaper than the tillage practices. Thus, trade-offs between environmen-

tal objectives (VCO2 , VN) and an economic objective (marginal profits) are observed.

That is, fewer nutrient releases from the no-till lead to monetary loss. The nutrient

trading scheme could result in a ’win-win’ solution by resolving the trade-offs.279 Ac-

cording to the scheme, other economic entities whose emissions are more expensive to

abate than farming could pay farmers for credits to implement agricultural practices

that result in lower food production but fewer nutrient emissions. This could yield

both economic and environmental benefits.

Land-Use Change The barren land area could potentially be used for various

useful ways. The area could be reforested to provide additional forest ecosystem
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services, such as carbon sequestration service. Wetlands could be constructed in the

area to increase nutrient retention service. These are ecological ways of utilizing the

available land area to enhance the supply of ecosystem services.

Figure 7.11b exhibits ecological land-use change options for 1.30× 107 m2 of the

barren land area in the MRW. Ecological options provide additional ecosystem ser-

vices such as carbon sequestration service from the reforestation option and freshwater

provisioning/nutrient retention services from the wetland option. The reforestation

and wetland options improve VCO2 and Vwater indicators to a small extent, although

these options are not as effective as technological options. As depicted in the previous

section, technological alternatives, such as installing solar PV plants, are much more

effective to improve VCO2 and Vwater indicators.

Section 7.3.2 shows that most technological alternatives do not improve the VN

indicator effectively. This nutrient runoff indicator can be addressed by ecological

land-use change. Reforestation helps to improve the VN indicator since additional

tree cover helps reduce nutrient runoff through soil infiltration. The construction

of additional wetlands is the most effective land-use change option to enhance the

nutrient runoff indicator among any options in this study. Although the VN index of

the wetland option is still very negative, the index is increased to -0.975 from -0.993 of

the base case. The negative index means the nutrient emissions in the MRW exceed

the supply of nutrient retention services from the wetlands in the MRW. The excess

nutrient emissions will flow into the downstream of the Muskingum River and cause

eutrophication.
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Synergistic Solution

Watershed should be managed to bring mutual benefits to multilateral stakehold-

ers by improving multiple sustainability indicators. However, watershed resources

such as the available land area are limited so that they need to be distributed prop-

erly to improve the overall sustainability of watershed activities. Agro-ecological

alternatives focus on improving nutrient runoff indicators by both reducing nutrient

emissions (no-till practice) and enhancing the supply of nutrient retention service

(wetland construction). On the other hand, technological alternatives are effective to

reduce air emissions and water consumption and could be economically feasible if the

external benefits are internalized in the market. The solution that only concentrates

on technological alternatives will overlook the damages of nutrient releases which

should not be disregarded from the solution. In the context of sustainable watershed

management, the opportunities for improving sustainability (i.e., the available land

area, specifically) need to be shared between technological and agro-ecological alter-

natives. For instance, renewable power plants such as solar PV and wind power plants

reduce environmental impacts such as GHG emissions and water consumption by dis-

placing conventional fossil power plants but require a substantial land area. These

land-intensive technological options compete with ecological options in the limited

land area.

In 2019, Florida Power & Light Co. announced that they have a plan to fill in

wetlands to install solar power plants at Kennedy Space Center in Florida, the U.S.280

However, such action could aggravate water quality and cause eutrophication by elim-

inating valuable ecosystem services of wetlands. The most plausible sustainable so-

lution could be the combination of solar PV and wetland options by distributing the
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land area optimally into the two alternatives. Also, the solar PV panels could be

installed in the wetlands and/or farmlands to maximize the synergy between techno-

logical systems and agro-ecological systems. In such a case, we need to examine if

the installation of solar panels causes any disturbance on the wetland and farmland

ecosystems.281 Recently, there have been studies on agrivoltaic systems where solar

panels are placed in croplands.281–283 The studies identified that the agrivoltaic sys-

tems could be very attractive to shade-tolerant crops, such as lettuce. In the MRW,

however, most of the farmlands are used for growing corn and soybeans which are not

shade resistant crops. In this study, therefore, we consider integrated systems of solar

PV panels and wetlands. Some wetland plants, such as sedges, are shade-tolerant or

partially shade-tolerant. Currently, there is a lack of studies regarding how the solar

PV panel installation would affect wetland ecosystems. Barron-Gafford et al. found

that shading by the PV panels could not only improve the productivity of vegetation

but also alleviate the heat stress of the panels due to latent heat fluxes between the

panels and vegetation.281 But, the shading may have negative impacts on the perfor-

mance of wetlands. In this work, we assume that the performance of wetlands and

PV panels is maintained in the integrated systems.

Figure 7.12 compares sustainability indicators between the base case, technolog-

ical solution, agro-ecological solution, and synergistic solution. The technological

solution refers to the solution from the CPP strategy in Section 7.3.2, which includes

shale NGCC power plants with recirculating cooling systems, solar PV plants for the

available land area, and 500,000 t/y of CO2 conversion to FA. The technological so-

lution is very effective to improve VCO2 and Vwater indicators, and thus, it gives large

external benefits. This solution corresponds to the technology-focused solution since
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Figure 7.12: Sustainability indicators for the base case, technological solution, agro-
ecological solution, and synergistic solution. The available land area is utilized for
employing solar PV plants in the technological solution and for constructing wetlands
in the agro-ecological solution. The synergistic solution utilizes the land area for both
solar PV plants and wetlands to generate synergy between technological and agro-
ecological systems.

the available land area is allocated to the solar PV power plants. The agro-ecological

solution includes the implementation of no-till practice and the construction of wet-

lands in the available land area. This solution can improve a nutrient runoff indicator

significantly.

The synergistic solution indicates an integrated solution that combines technolog-

ical and agro-ecological alternatives. In the synergistic solution, solar PV plants and

constructed wetlands coexist in the available land area. Solar PV plants replace con-

ventional fossil power plants while wetlands provide an additional nutrient retention

service that any technological alternatives fail to improve. That is, the solution in-

cludes agro-ecological alternatives (no-till practice and constructed wetlands) as well

as various technological alternatives (shale NGCC power plants with recirculating
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cooling, solar PV plants, and 500,000 t/y of CO2 conversion to FA.) The integrated

solution generates synergy between technological and agro-ecological alternatives in

improving multiple sustainability indicators including a VN indicator compared to

the base case. Two trade-offs between objectives are shown in the solution. No-till

practice improves environmental indicators but lowers crop productivity. VCO2 in-

dicator can be enhanced by converting CO2 to FA, but the conversion technologies

are expensive. As discussed in Section 7.3.2, however, the marginal change in total

profits (MP + MEB) can be positive if the external benefits of ecosystem services are

internalized in the market.

7.4 Conclusions

The FEW nexus must be considered for sustainability assessment to avoid unin-

tended shifting of impacts across multiple flows by capturing the interactions between

FEW flows. In this study, the modeling framework for FEW nexus is extended to

include ecosystem and waste flows. Ecosystems provide various beneficial services

to FEW systems. Watershed ecosystems provide freshwater which is one of the key

resources for energy and food systems. Waste flows such as GHG emissions and nutri-

ent releases from the FEW systems are handled by forest and wetland ecosystems to

suppress ecological overshoot. In this sense, the ecologically synergistic FEW nexus

modeling framework needs to be utilized in assessing the sustainability of holistic

systems to capture the complex interactions between FEW systems and ecosystems.

As opposed to the traditional FEW nexus, the ecologically synergistic FEW nexus

framework could determine absolute sustainability metrics by calculating TES indi-

cators. The TES indicators measure the absolute extent of ecological overshoot. The
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considerations of ecosystem services in the FEW nexus model could result in dif-

ferent solutions and decisions. While the traditional FEW nexus model can only

identify opportunities for reducing environmental impacts, the ecologically synergis-

tic FEW nexus model can identify opportunities for improving ecosystem services

as well. Moreover, the ecologically synergistic FEW nexus model can estimate the

external benefits of ecosystem services and lead to different conclusions if the benefits

are internalized in the market. Depending on the case, this may allow a ‘win-win’

solution for both economical and environmental indicators.

In this work, we focus on watershed-scale FEW systems since water is a primary

component in the FEW nexus. Both the energy and food industries largely rely on the

sustainable supply of water. To manage watersheds sustainably, common watershed

resources such as water supply, available lands, and other ecosystem services must be

distributed properly among multilateral stakeholders to enhance overall watershed

functions.233 In this context, sustainable watershed management strategies should

not focus on one indicator but multiple ones including climate change, air quality,

water quality, water quantity, food production, and monetary profits. In this work, we

focus on CO2, N nutrient, water quantity, corn production, and monetary indicators.

As a case study, various technological and agro-ecological alternatives in the

MRW are discussed using the ecologically synergistic FEW nexus modeling frame-

work. Technological alternatives are defined as the CPP strategy which includes

diverse alternatives such as NGCC power generation, water-efficient cooling tech-

nologies, renewable power generation, and potential CO2 conversion technologies.

Agro-ecological alternatives refer to different tillage farming practices and ecological

land-use change options for the available land area. The holistic assessment employing
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the ecologically synergistic FEW nexus framework enables us to identify the environ-

mental effectiveness and economical feasibility of those alternatives by understanding

the interactions between FEW systems and ecosystems.

Among the options in the CPP strategy, it is identified that converting CST plants

to NGCC power plants is essential in improving every sustainability indicator. As-

suming that all power plants in the MRW are converted to the shale NGCC plants,

employing dry cooling systems is the most effective option in improving water quan-

tity indicator. However, dry cooling systems are very expensive and energy-intensive.

Therefore, in regions such as the MRW where water scarcity is not an issue, the recir-

culating cooling option makes more sense. Renewable power generation technologies

such as wind turbines and solar PV panels can displace fossil fuel power plants. While

installing wind turbines in the available land area results in larger monetary profits

than the other power generation options, solar PV panels could be a more profitable

alternative if the external benefits of mitigating impacts are internalized. Also, the

solar PV option is superior to the wind option in improving net electricity generation

and CO2 indicators since solar power can displace more capacity of fossil fuel power

generation due to its higher energy potential in the MRW. These results might be

varied depending on regional solar radiation and wind speed conditions. In addition,

for the best CO2 indicator, CO2 emissions can be captured and converted to formic

acid even though CO2 conversion processes are highly energy-intensive and expensive.

The internalization of external benefits could result in positive profits for a techno-

logical solution that includes employing NGCC with recirculating cooling, installing

solar PV plants for the available land area, and converting CO2 into formic acid,

while effectively mitigating CO2 emissions and water consumption.

248



Unlike technological alternatives, agro-ecological alternatives could enhance sus-

tainability indicators by increasing the supply of ecosystem services. For the best

nutrient indicator, the available land area should be allocated to construct wetlands,

which provide nutrient retention service. This ecological land-use option competes

with technological land-use options, such as installing solar PV panels. The solar PV

option is very effective in improving various sustainability indicators except for the nu-

trient indicator, which can be enhanced primarily by the wetland option. Therefore,

the available land area should be distributed between the two land-use alternatives.

The best solution could be employing the integrated systems of solar PV panels and

wetlands. The synergy between technological and agro-ecological systems could be

produced from this solution in improving multiple sustainability indicators. Further

research is needed to investigate the impacts of solar panels on wetland ecosystems,

and vice versa.

The ecologically synergistic FEW nexus takes account of FEW systems and their

interactions with ecosystems. Data collection is a challenging task in such holistic

work. In this work, stoichiometric CO2 conversion processes are assumed since their

commercialized process data are not yet available. The robustness of results needs

to be evaluated through the sensitivity analysis of uncertain data. Also, activities

in the FEW systems and ecosystems vary by season and region. For example, re-

newable power sources depend on season and weather. Energy storage systems that

are not considered in this work may be required for such intermittent renewable

power technologies. Thus, seasonal and spatial analyses could be performed to get

insights on the seasonal and spatial variations in the FEW nexus. The impacts of

climate change on the nexus could also be considered to ensure FEW nexus security
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under climate change scenarios. Moreover, a multi-spatial scale FEW nexus model

could be constructed to account for different serviceshed scales of ecosystem services.

Additionally, nutrient trading between economic entities in the watershed could be

considered to examine if it can generate both economic and environmental benefits.

For more robust economic analysis, market conditions (e.g., investment budget and

labor) and market behavior (e.g., price elasticity) could be accounted for in the FEW

nexus modeling work.17 Use of sophisticated economic models such as the rectangular

choice-of-technology model6 and general equilibrium model56,126,284 may be needed.
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Chapter 8: Computational Framework for Spatially-Explicit

Absolute Life Cycle Assessment Based on a Multi-Regional

Hybrid Approach

8.1 Introduction

Methodologies for life cycle assessment (LCA) have been developed in various

ways to give more reliable sustainability assessment results to decision-makers. For

example, a hybrid LCA approach has been developed to represent a more complete

life cycle analysis boundary while utilizing detailed inventory data.12 This approach

integrates a process-based LCA (PLCA) model, which is based on detailed process

inventory data, with an environmentally-extended input-output (EEIO) model, which

accounts for the entire economic activities in a selected region.

Another example of the recent development in LCA methodologies is multi-regional

modeling approaches. The conventional LCA models such as PLCA and EEIO

are generally national scale models, which are based on national average inventory

data.39,40 These average inventory data ignore region-specific inventory characteris-

tics, such as technologies adopted in a specific region and interventions from those

region-specific technologies, by averaging them into a single inventory data. How-

ever, such conventional approaches may give inaccurate results to decision-makers,
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especially when the study focuses on specific regions or technologies. To account for

spatially heterogeneous inventory data, multi-regional modeling approaches have been

developed for each of the PLCA34 and EEIO33 models. The multi-regional models

consist of region-specific intra-regional transaction matrices, inter-regional transac-

tion matrices, and region-specific intervention matrices.

More recently, the PLCA model that accounts for the benefits of ecosystem ser-

vices has been developed.129 The supply of ecosystem services needs to be considered

for sustainability assessment (e.g., LCA) to calculate absolute sustainability indica-

tors. Otherwise, the solution may cause ecological overshoot that results in resource

depletion and ecosystem degradation. The previous study developed a computa-

tional framework for techno-ecological synergy in LCA (TES-LCA).129 This modeling

framework quantifies both interventions and the supply of ecosystem services to cal-

culate absolute sustainability indicators. Also, a regionalized TES-LCA model was

developed to assess region-specific absolute sustainability indicators.35 The regional-

ized TES-LCA model is needed to get accurate insights into the regional benefits of

ecosystem services. While some ecosystem services (e.g., climate regulation service)

have a global serviceshed scale, other ecosystem services (e.g., air quality regulation)

have a regional serviceshed scale. For such ecosystem services, region-specific abso-

lute sustainability indicators need to be calculated using the regionalized TES-LCA

model.

In this work, we explore a general computational framework for spatially-explicit

absolute LCA (SEA-LCA) by utilizing approaches for regionalized PLCA,34 multi-

regional EEIO,33 and TES-LCA35,129 models. SEA-LCA model can represent the
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planetary boundary while utilizing detailed local process data, region-specific eco-

nomic data, and inter-regional supply chain data in calculating spatially-explicit ab-

solute sustainability indicators at each serviceshed scale. For such a comprehensive

model, data availability is one of the limiting factors because it is challenging to col-

lect extensive region-specific inventory data. Also, many data sources are often based

on different spatial scales (e.g., county scale vs. national scale data). To minimize

such time-consuming data collection tasks and utilize various data sources, a hybrid

modeling approach that integrates existing databases and models is essential.

There are many previous studies that attempted to integrate models using a hybrid

modeling approach to perform a spatially-explicit sustainability assessment. Gibon

et al. (2015) integrated PLCA model with global scale multi-regional input-output

(MRIO) model to investigate the life cycle environmental impacts of concentrating

solar power technology in nine world regions.285 They employed the ecoinvent PLCA

inventory database and EXIOBASE/GTAP MRIO inventory database. They also

utilized future energy industry and emission scenarios to assess the impacts of tech-

nology in 2050. Agez et al. (2020) constructed a hybrid LCA inventory database using

data from the entire ecoinvent PLCA and EXIOBASE MRIO inventory databases.286

Multiscale input-output models for China were also developed by employing data

from Chinese MRIO and global WIOD (World Input Output Database) inventory

databases to analyze CO2 emission flows in China.287,288

Those studies constructed multiscale and multi-regional models by employing mul-

tiple databases and models that represent different spatial scales. However, they did

not propose a general modeling framework that could utilize data at any spatial scale,

which could range from local process scale to regional, national, and global economy
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scales. Depending on the study, the availability of inventory data varies. Therefore, a

general modeling framework is needed to conduct any specialized case studies. More-

over, none of the multiscale and multi-regional modeling work considered the supply

of ecosystem services and addressed absolute sustainability indicators.

This work proposes a general modeling framework for SEA-LCA study. The SEA-

LCA model in this work could assess the absolute sustainability of activities at various

scales (e.g., local, state-level, national, and global scales). Sustainability indicators

at different scales are useful in addressing various stakeholder’s interests and ser-

viceshed scales of ecosystem services. A case study is performed on county-level corn

and soybean production in the Great Lakes (GL) region in the United States. We

demonstrate how local process models can be connected to various scales’ economic

models. We discuss how sensitive to spatial scales the LCA indicators are and why a

spatially-explicit assessment needs to be performed to investigate the sustainability

of activities in a specific region.

8.2 Background

To develop a general modeling framework for SEA-LCA, approaches for hybrid

LCA, multi-regional LCA, and TES-LCA are utilized. Table 8.1 summarizes charac-

teristics of existing sustainability assessment approaches and SEA-LCA approach. In

this section, we briefly describe each approach.

8.2.1 Hybrid LCA

Hybrid LCA integrates PLCA model with EEIO model.12 PLCA model is based

on the detailed process data for each type of technologies. For example, PLCA model

generally distinguishes coal-fired power generation from NG-fired power generation.

254



However, PLCA model does not represent the whole life cycle network since it is

practically impossible to collect detailed process data for every life cycle inventory.

Therefore, PLCA model only focuses on the “important” processes, which in turn

could result in inaccurate results. PLCA model could cause shifting of environmental

impacts outside its analysis boundary.

EEIO model, on the other hand, accounts for the entire economic activities in a

selected region. However, the inventory data of EEIO model is highly aggregated,

which makes it challenging to conduct sustainability analysis for specific processes or

technologies. For instance, EEIO model often considers all kinds of power generation

technologies as a single electricity generation sector.

Figure 8.1a shows a hybrid LCA model structure. Hybrid LCA approach has

been developed to account for the complete life cycle boundary of EEIO model while

maintaining the detailed process inventory data of PLCA model. In hybrid LCA

model, transaction and intervention matrices are formulated as shown in Equations

Table 8.1: Characteristics of existing sustainability assessment approaches and SEA-
LCA approach. Spatial scales, level of regional information, whether the approaches
account for ecosystem services, and available models for each approach are shown.
1VC: value chain process scale, Econ: economy scale.

Approaches Scales 1 Region Ecosystems Available models
PLCA VC Single Not included GREET,42 USLCI,40 ecoinvent43

EEIO Econ Single Not included USEEIO39

Hybrid LCA12 VC + Econ Single Not included -
Regionalized PLCA34 VC Multiple Not included -
Multi-regional EEIO Econ Multiple Not included US state-level MRIO,33 EXIOBASE289

TES-LCA129 VC Single Included -
Regionalized TES-LCA35 VC Multiple Included -

SEA-LCA (this work) VC + Econ Multiple Included -
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8.1 and 8.2, respectively.

X =

[
X −Ad
−Xu I − A∗

]
, (8.1)

D =
[
D D

∗]
, (8.2)

where X and A represent value chain scale technology and economy scale direct

requirement matrices, respectively. The asterisk sign in A
∗

means that the matrix

is disaggregated from the models at smaller scales than it to avoid double-counting

of overlapped activities between models. In general, A includes activities of X since

EEIO model accounts for the entire economic activities. Therefore, A needs to be

disaggregated from X to represent A
∗

(disaggregated A), as shown in Fig. 8.1a.

Underbar and overbar notations refer to value chain and economy scales, respectively.

Ad and Xu represent downstream and upstream cutoff flows between value chain and

economy scales, respectively. Also, D and D correspond to the intervention matrices

at value chain and economy scales, respectively. D needs to be disaggregated from

D to be D
∗

as well. X and D are transaction and intervention matrices at multiple

spatial scales, respectively.

Transaction and intervention equations of hybrid model are formulated by Equa-

tions 8.3 and 8.4.

X m = f, (8.3)

D m = r, (8.4)

where m and f represent vectors of scaling factors and final demands at multiple

scales, respectively. r is life cycle interventions that are calculated from the hybrid

model. m is determined by Equation 8.3. Then, r is calculated by Equation 8.4.
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Figure 8.1: Model structures of (a) hybrid LCA, (b) regionalized PLCA, and (c)
regionalized TES-LCA models.

8.2.2 Multi-Regional LCA

Multi-regional models are needed to conduct a spatially-explicit sustainability

assessment since activities and interventions are different by region. For instance, ac-

tivities in one region may have different commodity inputs, technological efficiencies,

supply chains, and emission coefficients from the other regions. Different demograph-

ics by region also require region-specific impact characterization factors.34

Multi-regional EEIO model33 and regionalized PLCA model34 have been devel-

oped. Figure 8.1b exhibits a regionalized PLCA model structure. To account for

regional heterogeneity of inventory data, multi-regional transaction and intervention

matrices for regionalized PLCA model are formulated by Equations 8.5 and 8.6.

XMR =


X11 X12 · · · X1r

X21 X22 · · · X2r
...

...
. . .

...
Xr1 Xr2 · · · Xrr

 , (8.5)

DMR =
[
D1 D2 · · · Dr

]
, (8.6)
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where a subscript MR indicates that the matrix represents multiple regions. Sub-

scripts 1, 2, · · · , r represent each region. Diagonal matrices such as X11, X22, · · · , Xrr

are intra-regional transaction matrices at each region. Non-diagonal matrices corre-

spond to inter-regional transaction matrices between regions.

Accordingly, life cycle interventions are calculated by Equations 8.7 and 8.8.

XMR mMR = f
MR

, (8.7)

DMR mMR = rMR, (8.8)

where mMR and f
MR

refer to vectors of multi-regional scaling factors and multi-

regional final demands, respectively. Also, rMR indicates life cycle interventions cal-

culated for each region.

8.2.3 Techno-Ecological Synergy in LCA

Another effort to advance the LCA methodology is to include the supply of ecosys-

tem services in the PLCA model. Techno-ecological synergy in LCA (TES-LCA)

model129 and its regionalized model35 have been developed to account for ecosystem

services in calculating absolute sustainability indicators at the value chain scale. The

TES-LCA modeling approach can be applied to EEIO model as well by quantifying

the supply of ecosystem services at the economy scale.

Figure 8.1c represents a model structure of regionalized TES-LCA. Regional ecosys-

tem services need to be quantified in addition to the regional environmental impacts.

TES-LCA model can be formulated by Equation 8.9.[
X C
D S

] [
m
me

]
=

[
f

f
e

]
, (8.9)
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where C and S represent management and ecosystem matrices, respectively. The

management matrix includes inputs flows from technological systems to the ecosys-

tems. The ecosystem matrix includes the supply of ecosystem services (e.g., climate

regulation service). It has the opposite sign to D matrix. In other words, the supply

of climate regulation service is represented by negative values in S matrix because

GHG emissions in D matrix are represented by positive values. me and f
e

refer to

an ecosystem scaling vector and an ecosystem final demand vector, respectively.

In TES-LCA, absolute sustainability indicators are calculated by Equations 8.10

and 8.11.

X m+ C me = f, (8.10)

D m+ S me = f
e
. (8.11)

Assuming that X, C, D, and S matrices are known, f
e

can be calculated by specifying

me to be 1, when the absolute sustainability of certain products needs to be calculated.

The calculated f
e

values correspond to the net intervention values (e.g., net carbon

footprint and net water footprint). If we fix me to be 1, it means that S matrix

represents the total supply of ecosystem services in a selected region, not coefficient

values.

According to the techno-ecological synergy (TES) framework,10 the absolute sus-

tainability index (Vk) for k-th flow can be quantified by Equation 8.12.

Vk =
Sk −Dk

Dk

, (8.12)

where Sk and Dk are the supply and demand for ecosystem services for k-th flow,

respectively. The positive and negative Vk index values indicate absolutely sustainable

and unsustainable conditions of activities in a specific spatial scale, respectively.
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In TES-LCA, Vk metrics for k-th flow can be calculated by Equation 8.13.

Vk =
−Sk me −Dk m

Dk m
. (8.13)

A negative sign is needed for Sk me term since S has the opposite sign to D in TES-

LCA model. For example, the supply of carbon sequestration service is represented

by a positive value in Equation 8.12, but a negative value in Equation 8.13.

One additional aspect that needs to be addressed in TES-LCA is that ecosystem

services need to be allocated to specific activities. In Equation 8.11, the demand for

ecosystem services (D m) corresponds to the environment interventions with respect

to specific activities in a selected region. It does not represent the entire interventions

from every activity in a region. Therefore, the supply of ecosystem services (Sk me)

also needs to be the supply with respect to specific activities. Since ecosystem ser-

vices present their benefits to every human activity, the supply of ecosystem services

in a selected region needs to be allocated to the specific activities. Allocation can

be performed based on the proportional values of demand for ecosystem services,

population, and land areas, etc. as shown in Equation 8.14.

S̃ = S ◦W, (8.14)

whereW represents a matrix of weighting factors that allocate the supply of ecosystem

services to specific activities. S̃ indicates the allocated supply of ecosystem services

based on W . For instance, a total quantity of carbon sequestration service from the

ecosystems in a certain region (SCO2
) can be allocated to fossil power plants in the

region based on the ratio of GHG emissions from the power plants to the total GHG

emissions in the region. In this case, W can be defined by Equation 8.15.

W =
DCO2,PP

ΣiDCO2,i

, i = 1, 2, · · · , n. (8.15)

260



A numerator in Equation 8.15 (DCO2,PP
) corresponds to the GHG emissions from

the power plants (PP ), while a denominator (ΣiDCO2,i
) represents the total GHG

emissions from every activity (i’s) in the region.

Liu et al. (2019) also developed a regionalized TES-LCA model, which is formu-

lated by Equation 8.16.35[
XMR CMR

DMR SMR

] [
mMR

me,M

]
=

[
f
MR

f
e,M

]
, (8.16)

where a subscript MR represents multi-regional matrices and vectors. TES absolute

sustainability indices (Vk) for k-th flow can be calculated for each region.

8.3 Spatially-Explicit Absolute Life Cycle Assessment

In this section, we will describe a modeling framework for SEA-LCA. To conduct

a spatially-explicit sustainability assessment study, region-specific data and multi-

regional models are needed. Also, to utilize detailed process data while representing

the complete life cycle system boundary, a hybrid modeling approach is necessary.

In this work, we integrate the existing sustainability assessment modeling approaches

including PLCA, EEIO, MRIO, hybrid LCA, and TES-LCA to develop the SEA-LCA

model. The integration of multiple models enables LCA practitioners to conduct LCA

studies for various purposes. Also, SEA-LCA is a general computational model that

is applicable to diverse case studies.
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8.3.1 Transaction Matrix

Equation 8.17 exhibits transaction matrix for SEA-LCA model (XM).

XM =
(1) XL (2) − Ad,LR (3) − Ad,LN (4) − Ad,LG

(5) −Xu,RL (6) IR − A
∗
R (7) − A∗d,RN (8) − A∗d,RG

(9) −Xu,NL (10) − A∗u,NR (11) IN − A
∗
N (12) − A∗d,NG

(13) −Xu,GL (14) − A∗u,GR (15) − A∗u,GN (16) IG − A
∗
G

 , (8.17)

where subscripts L, R, N , and G represent local, regional, national, and global scales,

respectively. Matrices and vectors with a subscript M are the multiscale and multi-

regional matrices and vectors for SEA-LCA model, respectively. Diagonal elements

in the matrix (elements 1, 6, 11, and 16) correspond to local scale technology, re-

gional scale commodity transaction, national scale commodity transaction, and global

scale transaction matrices, respectively. Non-diagonal elements represent cutoff flows

across spatial scales. For example, element 2 (Ad,LR) represents downstream cutoff

flows of local scale products to the regional scale sectors. Also, element 5 (Xu,RL)

represents upstream cutoff flows of regional scale commodities to the local scale pro-

cesses. Depending on the scope of study and the availability of data, the model

could include some portions of elements in XM . For example, a hybrid LCA model

that integrates PLCA and USEEIO models includes elements 1, 3, 9, and 11. The

integrated model of PLCA and global MRIO includes elements 1, 4, 13, and 16. Fig-

ure 8.2 shows a model structure of SEA-LCA model. Any scale models could be

multi-regional models if multi-regional inventory data are available. Each element in

Equation 8.17 is shown in italics in Fig. 8.2.

When the detailed process data are available, technology matrix (element 1) can

be included in the transaction matrix. This could be national average process data,

county-level average process data, or facility-level process data depending on the
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Figure 8.2: Model structure of SEA-LCA model. Any scale models could be multi-
regional models if multi-regional inventory data are available. Each element in Equa-
tions 8.17, 8.35, and 8.40 is shown in italics. Management matrix is ignored from the
figure by assuming that ecosystem management flows are negligible.

study scope and data availability. If multiple regions are considered, this technology

matrix could be a multi-regional technology matrix.34 Here, we define the scale of

process data to be local. If any local process data are not easily available at fine

scales, EEIO data can be employed to represent the complete life cycle boundary. In

the literature, different scales of EEIO models are available. U.S. EPA has published

the U.S. state-level multi-regional EEIO model33 (element 6) and the national scale

USEEIO model39 (element 11). Also, global MRIO models (element 16), such as

EXIOBASE,289 are available.
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Elements 2, 3, and 4 correspond to downstream cutoff flows of local scale products

to the regional, national, and global economy sectors, respectively. These downstream

cutoff matrices include the physical amount of local scale products that is normalized

by the throughput of corresponding economy sectors. Elements 5, 9, and 13 represent

upstream cutoff flows of regional, national, and global economy commodities to the

local scale processes in a monetary unit, respectively.

When different scales of EEIO models are integrated, downstream and upstream

cutoff flows are considered as inter-regional flows between multiple regions. For in-

stance, when elements 11 and 16 correspond to the USEEIO model and global scale

multi-regional EEIO model, respectively, elements 12 and 15 represent flows between

the U.S. and global economy. Since the global scale EEIO model includes com-

modity transaction data in the USEEIO model, the global scale model needs to be

disaggregated from the USEEIO model. Then, the disaggregated global scale EEIO

model (element 16) does not have any overlaps with the USEEIO model (element 11).

In other words, the disaggregated global scale EEIO model accounts for commodity

transactions between countries except for the United States. In this context, elements

7, 8, 10, 12, 14, and 15 refer to the inter-regional flows between regions as well.

Disaggregation of larger scale matrices from the smaller scale matrices

When multiscale models are formulated, large scale models should be disaggre-

gated from smaller scale models to remove overlaps between models. For example,

global scale EEIO model (element 16) includes commodity transactions in the national

scale EEIO model (element 11). To avoid double-counting of commodity transaction

data in the national scale model, the global scale EEIO model needs to be disaggre-

gated from the national scale EEIO model. The disaggregation of global scale direct
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requirement matrix (AG) can be performed using global and national scale make (V G,

V N) and use (UG, UN) matrices as shown in Equations 8.18 and 8.19.

V
∗
G =V G − (P P,NG)TV N(P F,GN)T − (P P,NG)TV d,NG − V u,GN(P F,GN)T , (8.18)

U
∗
G =UG − P F,GNUNP P,NG − P F,GNUd,NG − Uu,GNP P,NG. (8.19)

P P,NG and P F,GN are permutation matrices to permute national scale sector infor-

mation to the global scale sector information and permute global scale commodity

information to the national scale commodity information, respectively. If the global

scale multi-regional EEIO model is disaggregated from the national scale EEIO model

(e.g., USEEIO39), V N in Equation 8.18 represents production flows within the coun-

try of the national scale EEIO model. V d,NG and V u,GN correspond to the export

(from national to global) and import (from global to national) production flows, re-

spectively. The information of V N , V d,NG, and V u,GN needs to be removed from V G

matrix to avoid double-counting of those production data.

Also, the national scale direct requirement matrix can be disaggregated from the

regional scale direct requirement matrix by Equations 8.20 and 8.21.

V
∗
N =V N − (P P,RN)TV R(P F,NR)T − (P P,RN)TV d,RN − V u,NR(P F,NR)T , (8.20)

U
∗
N =UN − P F,NRURP P,RN − P F,NRUd,RN − Uu,NRP P,RN . (8.21)

The disaggregation of regional scale direct requirement matrix from the local scale

technology matrix can be performed by Equations 8.22 and 8.23.

V
∗
R =V R − (P P,LR)TV L p̂(P F,RL)T , (8.22)

U
∗
R =UR − P F,RL p̂ULP P,LR − P F,RL p̂Xd,LR −Xu,RLP P,LR. (8.23)

p̂ is a price vector for local scale products to convert the physical information of lo-

cal scale model to the monetary information. Xd,LR includes the information about
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downstream cutoff flows of local scale products to the regional scale economy sectors

in physical units. The detailed procedures about the disaggregation of direct require-

ment matrix from the technology matrix are described in the previous studies.6,13

Disaggregated matrices are shown as the matrices with the asterisk sign.

Larger scale cutoff matrices also need to be disaggregated from the smaller scale

cutoff matrices when overlaps of cutoff flows between different scale matrices ex-

ist. Equations 8.24 and 8.25 perform the disaggregation of national–regional scale

consumption cutoff matrices (Ud,RN and Uu,NR) from the national–local scale con-

sumption cutoff matrices (Xd,LN and Xu,NL).

U
∗
d,RN = Ud,RN − P F,RL p̂Xd,LN , (8.24)

U
∗
u,NR = Uu,NR −Xu,NLP P,LR, (8.25)

Also, Equations 8.26 and 8.27 perform the disaggregation of global–regional scale con-

sumption cutoff matrices (Ud,RG and Uu,GR) from the global–local scale consumption

cutoff matrices (Xd,LG and Xu,GL).

U
∗
d,RG = Ud,RG − P F,RL p̂Xd,LG, (8.26)

U
∗
u,GR = Uu,GR −Xu,GLP P,LR, (8.27)

The national–regional and global–regional scale production cutoff matrices (V d,RN ,

V u,NR, V d,RG, and V u,GR) do not need to be disaggregated from the national-local and

global–local scale production cutoff matrices, respectively, since the product/commodity

cutoff flows across local scale technology matrix (elements 2, 3, 4, 5, 9, and 13 in

Equation 8.17) are represented only by consumption cutoff flows.
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The disaggregation of global–national scale production (V d,NG and V u,GN) and

consumption (Ud,NG and Uu,GN) cutoff matrices from the global–regional scale pro-

duction (V d,RG and V u,GR) and consumption cutoff matrices (Ud,RG and Uu,GR) is

performed by Equations 8.28–8.29 and 8.30–8.31, respectively.

V
∗
d,NG = V d,NG − (P P,RN)TV d,RG, (8.28)

V
∗
u,GN = V u,GN − V u,GR(P F,NR)T , (8.29)

U
∗
d,NG = Ud,NG − P F,NRUd,RG, (8.30)

U
∗
u,GN = Uu,GN − Uu,GRP P,RN . (8.31)

Finally, the disaggregated make and use matrices at regional, national, and global

scales from Equations 8.18–8.23 and the disaggregated production and consumption

cutoff matrices from Equations 8.24–8.31 are converted to the multiscale direct re-

quirement matrix by Equation 8.32. U
∗
R U

∗
d,RN U

∗
d,RG

U
∗
u,NR U

∗
N U

∗
d,NG

U
∗
u,GR U

∗
u,GN U

∗
G



 V

∗
R V d,RN V d,RG

V u,NR V
∗
N V

∗
d,NG

V u,GR V
∗
u,GN V

∗
G

T

−1

=

 (8.23) (8.24) (8.26)
(8.25) (8.21) (8.30)
(8.27) (8.31) (8.19)



 (8.22) V d,RN V d,RG

V u,NR (8.20) (8.28)

V u,GR (8.29) (8.18)

T

−1

=

 A
∗
R A

∗
d,RN A

∗
d,RG

A
∗
u,NR A

∗
N A

∗
d,NG

A
∗
u,GR A

∗
u,GN A

∗
G

 .

(8.32)
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The multiscale direct requirement matrix is converted to the elements in Equation

8.17 as follows:

I −

 A
∗
R A

∗
d,RN A

∗
d,RG

A
∗
u,NR A

∗
N A

∗
d,NG

A
∗
u,GR A

∗
u,GN A

∗
G


=

 (6) IR − A
∗
R (7) − A∗d,RN (8) − A∗d,RG

(10) − A∗u,NR (11) IN − A
∗
N (12) − A∗d,NG

(14) − A∗u,GR (15) − A∗u,GN (16) IG − A
∗
G

 .
(8.33)

8.3.2 Management Matrix

Equation 8.34 shows management matrix for SEA-LCA model (CM).

CM =


CL Cd,LR Cd,LN Cd,LG

Cu,RL C
∗
R C

∗
d,RN C

∗
d,RG

Cu,NL C
∗
u,NR C

∗
N C

∗
d,NG

Cu,GL C
∗
u,GR C

∗
u,GN C

∗
G

 . (8.34)

This matrix contains information about product flows from technological processes

and commodity flows from economy sectors to the ecological modules. Technological

and economic inputs to the ecosystems are generally negligible. Also, such data are

relatively hard to obtain. In the previous studies,35,129 therefore, it was assumed

that management matrix has zero values. When any technological or economic data

for ecosystem management are identified, the management matrix includes negative

values for such data. Also, if there is any overlap between management matrices at

different scales, larger scale matrices need to be disaggregated from the smaller scale

matrices (e.g., C
∗
R, C

∗
N , and C

∗
G).

Non-diagonal elements in the CM matrix correspond to the downstream and up-

stream management cutoff matrices between different spatial scales. Downstream

management cutoff matrices (Cd) could be non-zero and negative if products/commodities

at smaller scales are used for the management of ecosystems at larger scales. Also,
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if commodities at larger scales are used for the management of ecosystems at smaller

scales, upstream management cutoff matrices (Cu) include negative values.

8.3.3 Intervention Matrix

Equation 8.35 shows intervention matrix for SEA-LCA model (DM).

DM =


(17) DL 0 0 0

0 (18) D
∗
R 0 0

0 0 (19) D
∗
N 0

0 0 0 (20) D
∗
G

 . (8.35)

For the intervention matrix, non-diagonal elements are all zeros. That is, there are no

intervention cutoff flows between different scales because interventions are embedded

in each of the processes and economy sectors. For example, CO2 emissions and water

consumption for fossil power plants in a certain region at a certain scale are only

attributed to the power plants in that region at that scale.

Also, the disaggregation of larger scale intervention matrices from the smaller scale

matrices need to be performed to avoid double-counting of smaller scale interventions.

Equations 8.36–8.38 show the disaggregation of regional, national, and global scale

total intervention matrices (MR, MN , and MG) from the smaller scale matrices.

M
∗
R = MR −DLP P,LR, (8.36)

M
∗
N = MN −MRP P,RN , (8.37)

M
∗
G = MG −MNP P,NG. (8.38)
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The disaggregated total intervention matrices then need to be normalized by the

throughput of economy sectors as shown in Equation 8.39. M
∗
R 0 0

0 M
∗
N 0

0 0 M
∗
G

 x∗R 0 0
0 x∗N 0
0 0 x∗G

−1

=

 (18) D
∗
R 0 0

0 (19) D
∗
N 0

0 0 (20) D
∗
G

 ,
(8.39)

where x∗R, x∗N , and x∗G are the throughput of regional, national, and global economy

sectors that are disaggregated from the smaller scale models, respectively.

8.3.4 Ecosystem Matrix

Equation 8.40 shows ecosystem matrix for SEA-LCA model (SM).

SM =


(21) SL 0 0 0

0 (22) S
∗
R 0 0

0 0 (23) S
∗
N 0

0 0 0 (24) S
∗
G

 . (8.40)

Same as the intervention matrix, non-diagonal elements in ecosystem matrix are all

zeros because ecosystem services are embedded in specific ecosystem modules (e.g.,

forest and wetland modules) that are located in a certain region at a certain scale.

Some may argue that the benefits of ecosystem services are not limited to the region

and scale where ecosystem modules are located. The effective scale of ecosystem

services is determined by identifying the scale of serviceshed.232 This will be addressed

in Section 8.3.5.

Also, the total supply of ecosystem services in a certain region must be allocated

to specific technological processes and economy sectors in the model as described in

Section 8.2.3. The allocation of ecosystem services can be performed based on the

ratio of the interventions from processes and sectors. For instance, if CO2 emissions
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of fossil power plants in a certain region are 40% of the total CO2 emissions in that

region, 40% of carbon sequestration service in the region can be allocated to the fossil

power plants.

The disaggregation of larger scale ecosystem matrices from the smaller scale ma-

trices needs to be performed to remove overlaps between different scales by Equations

8.41–8.43.

S
∗
R = SR − SLPE,LR, (8.41)

S
∗
N = SN − SRPE,RN , (8.42)

S
∗
G = SG − SNPE,NG, (8.43)

where PE,LR, PE,RN , and PE,NG matrices are the permutation matrices that permute

local, regional, and national scale ecosystem module information to the regional,

national, and global scale ecosystem module information, respectively.

8.3.5 SEA-LCA Model Formulation

SEA-LCA model can be formulated as shown in Equation 8.44.[
XM CM

DM SM

] [
mM

me,M

]
=

[
(8.17) (8.34)
(8.35) (8.40)

] [
mM

me,M

]
=

[
f
M

f
e,M

]
. (8.44)

mM and f
M

are vectors of multiscale and multi-regional scaling factors and final

demands, respectively. me,M and f
e,M

represent vectors of multiscale and multi-

regional ecosystem scaling factors and ecosystem final demands, respectively.
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TES absolute sustainability indicators (Vk) for k-th flow are calculated by Equa-

tions 8.45–8.47.

XMmM + CMme,M = f
M
, (8.45)

DMmM + SMme,M = f
e,m
, (8.46)

Vk =
−f

e,M,k

DM,kmM

, (8.47)

where f
e,M,k

and DM,k are the ecosystem final demand vector and intervention matrix

for k-th flow in SEA-LCA model.

The scale of serviceshed depends on the type of ecosystem flows. For example,

the serviceshed scale of climate regulation service is global, while that of air quality

regulation service is regional. Therefore, TES absolute sustainability indicators also

need to be calculated for each serviceshed scale (i = L,R,N,G) as shown in Equations

8.48–8.49.

1. Global scale serviceshed (e.g., climate regulation)

VG,k =

∑G
i f e,i,k∑G
i D

∗
i,kmi

, (8.48)

where
G∑
i

f
e,i,k

= f e,G,k + f e,N,k + f e,R,k + f
e,L,k

=(D
∗
G,kmG + S

∗
G,kme,G) + (D

∗
N,kmN + S

∗
N,kme,N)

+ (D
∗
R,kmR + S

∗
R,kme,R) + (DL,kmL + SL,kme,L).

2. Regional scale serviceshed (e.g., air quality regulation)

VR,k =

∑R
i f e,i,k∑R
i D

∗
i,kmi

, (8.49)

where
R∑
i

f
e,i,k

= f e,R,k + f
e,L,k

=(D
∗
R,kmR + S

∗
R,kme,R) + (DL,kmL + SL,kme,L).
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The vectors of ecosystem scaling factors (me) can be 1 by definition to calculate f
e
.

If me = 1, SM represents the total supply of ecosystem services in the selected region.

In this case, we need to allocate the total supply of ecosystem services to specific

processes and economy sectors by using weighing factors as shown in Equation 8.14.

If the allocation of ecosystem services is performed based on the proportional values

of corresponding demand for ecosystem services, weighting factors can be defined as

shown in Equation 8.15.

Special Case of Multiscale Model Integration

Smaller scale models generally have more detailed data than larger scale models

as shown in Fig. 8.3a. For example, PLCA model contains detailed process-level

data, while EEIO model is based on the aggregated economy sector data. In rare

cases, larger scale models contain more detailed data than the smaller scale models

as shown in Figs. 8.3b and 8.3c. For example, U.S. EPA has released the USEEIO

model that is based on 385 economy sectors.39 U.S. EPA, however, has also developed

the state-level multi-regional EEIO model that is based on 15 sectors for each state.

These two EEIO models could potentially be integrated to utilize regional scale EEIO

data with high-detailed national scale EEIO data. Since there are overlaps between

two EEIO models, disaggregation procedures that are described previously need to

be performed. However, in this case, the disaggregation should not be performed in

the same way.

If a larger scale model has higher details (e.g., corn and soybean sectors) than the

smaller scale model, the smaller scale low-detailed data (e.g., aggregated agricultural

sector) need to be allocated between the corresponding high-detailed data at the
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Soy*Corn*
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SoyCorn

Agricultural
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Figure 8.3: (a) Disaggregation of a larger scale agricultural sector from smaller scale
corn and soybean sectors. (b, c) Disaggregation of larger scale corn and soybean
sectors from a smaller scale agricultural sector (b) without and (c) with the allocation
of smaller scale data. To avoid the excessive disaggregation of larger scale high-
detailed data, the smaller scale low-detailed data needs to be allocated into each
larger scale data.

larger scale. Otherwise, the larger scale model is disaggregated excessively as shown

in Fig. 8.3b.

The allocation of low-detailed data needs to be performed whenever the low-

detailed industry or commodity information is permuted to high-detailed industry or

commodity information by using permutation matrices (PP and PF ). For instance,

let us consider a case where a national scale high-detailed 5×5 V
N

matrix needs to be
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Figure 8.4: The allocation of regional scale low-detailed data into the national scale
high-detailed data is needed when the regional scale data is permuted to the national
scale date.

disaggregated from the regional scale low-detailed 2× 2 V
R

matrix as shown in Fig.

8.4. Then, we need to permute the regional scale low-detailed sector and commodity

information into the high-detailed sector and commodity information at the national

scale. When smaller scale low-detailed industry information is permuted into larger

scale high-detailed industry information, the allocation of low-detailed agricultural

data (A) into corn, soybeans, and wheat sectors can be performed as follows.

Agricultural → Corn sector: A× a+ b+ c

a+ b+ · · ·+ i
,

Agricultural → Soybean sector: A× d+ e+ f

a+ b+ · · ·+ i
,

Agricultural → Wheat sector: A× g + h+ i

a+ b+ · · ·+ i
.

The fractional parts (e.g., a+b+c
a+b+···+i) correspond to the weighting factors for regional

scale data permuted using P P,RN . The excessive disaggregation of national scale data

can be avoided through the allocation of regional data using the weighting factors.

275



More generally, the weighting factors (WV R
) for industry-permuted regional scale

V R matrix can be formulated by Equation 8.50.

WV R
=

V NP F,NR

(P P,RN)TP P,RNV NP F,NR

. (8.50)

The numerator term represents the national scale industry outputs from high-detailed

sectors with respect to each low-detailed commodity (e.g., a+ b+ c in Fig. 8.4). The

denominator term corresponds to the national scale aggregated industry outputs from

aggregated sectors with respect to each low-detailed commodity (e.g., a+ b+ · · ·+ i

in Fig. 8.4).

After permuting the regional scale sector information of V R matrix into the na-

tional scale information, the regional scale commodity information of V R matrix also

needs to be permuted into the national scale information. The additional allocation

is needed using another set of weighting factors to avoid the excessive disaggregation

of V N . For the case shown in Fig. 8.4, the additional allocation can be performed as

follows.

Agricultural → Corn commodity:

(
A× a+ b+ c

a+ b+ · · ·+ i

)
× a

a+ b+ c
,

Agricultural → Soybean commodity:

(
A× a+ b+ c

a+ b+ · · ·+ i

)
× b

a+ b+ c
,

Agricultural → Wheat commodity:

(
A× a+ b+ c

a+ b+ · · ·+ i

)
× c

a+ b+ c
.

The last fractional parts (e.g., a
a+b+c

) correspond to the weighting factors (W ′
V R

)

for the additional allocation of regional scale data permuted using P F,NR. These

weighting factors can be formulated by Equation 8.51.

W ′
V R

=
V N

V NP F,NR(P F,NR)T
. (8.51)
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W ′
V R

can also be used for national–regional scale upstream cutoff matrix (V u,NR)

when its regional scale commodity information is permuted into national scale com-

modity information. Also, weighting factors (W ′′
V R

) for national–regional scale down-

stream cutoff matrix (V d,RN) when its regional scale industry information is permuted

into national scale industry information are shown in Equation 8.52.

W ′′
V R

=
V N

(P P,RN)TP P,RNV N

. (8.52)

The weighting factors for UR and MR matrices when their regional scale industry

or commodity information is permuted into national scale information can also be

formulated in a similar way by Equations 8.53–8.55 and 8.56, respectively.

WUR
=

UN(P P,RN)T

P F,NR(P F,NR)TUN(P P,RN)T
, (8.53)

W ′
UR

=
UN

UN(P P,RN)TP P,RN

, (8.54)

W ′′
UR

=
UN

P F,NR(P F,NR)TUN

, (8.55)

WMR
=

MN

MN(P P,RN)TP P,RN

. (8.56)

Accordingly, if the USEEIO model (385 sectors) needs to be disaggregated from

the U.S. state-level multi-regional EEIO mdoel (15 sectors for 51 regions), Equations

8.20, 8.21, and 8.37 need to be modified using weighting factors (WV R
, W ′

V R
, W ′′

V R
,

WUR
, W ′

UR
, W ′′

UR
, and WMR

) as follows.

V
∗
N =V N − [{WV R

◦ ((P P,RN)TV R)}(P F,NR)T ] ◦W ′
V R

−W ′′
V R
◦ ((P P,RN)TV d,RN)− (V u,NR(P F,NR)T ) ◦W ′

V R
,

(8.57)

U
∗
N =UN − [{WUR

◦ (P F,NRUR)}P P,RN ] ◦W ′
UR

−W ′′
UR
◦ (P F,NRUd,RN)− (Uu,NRP P,RN) ◦W ′

UR
,

(8.58)

M
∗
N =MN − (MRP P,RN) ◦WMR

. (8.59)
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Figure 8.5: Great Lakes study region.

8.4 Case Study: Farming in the Great Lakes Region

A case study is conducted to investigate the spatially-explicit absolute sustain-

ability of county-level farming activities (corn and soybean production) in the GL

region (Fig. 8.5), which includes five U.S. Midwest states: Illinois, Indiana, Michi-

gan, Ohio, and Wisconsin. We focus on GHG emission indicators in 2012. The year

2012 is selected due to the availability of data. In this case study, SEA-LCA model

consists of three spatial scale data: national scale U.S. EEIO data, regional scale

state-level multi-regional EEIO data, and local scale county-level PLCA data. Also,

data for ecosystem services are collected for each spatial scale. Figure 8.6 shows a

model structure of the SEA-LCA model for this case study.
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Figure 8.6: Model structure of SEA-LCA model for the case study. Each element in
Equations 8.62–8.64 is shown in italics.

8.4.1 Multiscale and Multi-Regional Model Construction

The USEEIO model39 is used for the national scale EEIO model. This model

is based on 385 economy sectors for the 2007 U.S. economy and includes various

environmental data. Since a more recent IO data is available from the U.S. BEA

website,44 we modify the USEEIO model using detailed IO data for the 2012 U.S.

economy. Procedures for updating the USEEIO model are as follows:

1. According to the 2012 BEA IO data, the number of industries (405 industries)

is larger than the number of commodities (402 commodities). Therefore, 405

industries of the 2012 IO data are adjusted to 401 industries. For example,
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sectors for “S00101 federal electric utilities” and ”S00102 other federal govern-

ment enterprises’ are aggregated into one sector. The number of industries after

adjustment (401 industries) is smaller than the number of commodities (402

commodities) since the commodity data includes “S00401 scrap” commodity,

which will be adjusted later.

2. BEA has updated classifications for some commodities and sectors in November

2018.290 The updated BEA IO table has data for 402 commodities and 401

sectors. The USEEIO model, on the other hand, has data for 386 commodities

and 385 sectors. The additional adjustment is performed to convert the BEA IO

data for 402 commodities and 401 industries to the IO data for 386 commodities

and 385 industries.

3. Scrap adjustment is performed as described in the BEA report.148 The scrap-

adjusted IO data has data for 385 industries and 385 commodities.

4. Intervention matrix (DN) in the USEEIO model is calculated using the 2007

BEA IO data and the 2013 total intervention data (MN). Therefore, the inter-

vention matrix (intervention coefficients, DN) also needs to be updated using

the 2012 BEA IO data by Equations 8.60 and 8.61.

MN = DN x̂N , (8.60)

D
′
N = MN x̂

′−1
N , (8.61)

where x̂N and x̂
′
N are diagonalized vectors for the throughput of 2007 and 2012

economy sectors, respectively. D
′
N represents the updated intervention matrix

using the 2012 BEA IO data.
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Also, national scale data for the supply of climate regulation service are obtained

from EPA’s GHG Inventory report.47

In this case study, regional scale EEIO data for five states are obtained from the

state-level U.S. multi-regional EEIO model.33 The model includes intra- and inter-

state commodity transaction data between 15 sectors in each state. Also, state-level

data for GHG emissions and climate regulation service are obtained from WRI’s CAIT

Climate Data Explorer database.48 National scale data are disaggregated from the

state-level data by using Equations 8.42, 8.57, 8.58, and 8.59.

Cutoff flows between national and regional scale models are identified from the

state-level U.S. multi-regional EEIO model. Since the state-level EEIO model has

inter-state transaction data between 51 regions (50 states and District of Columbia),

inter-regional flows between five states and the rest of the U.S. can be obtained from

the state-level EEIO model. The USEEIO model is based on high-detailed 385 sectors,

while the state-level EEIO model is based on low-detailed 15 sectors. Therefore, the

permutation of low-detailed industry and commodity information of the state-level

EEIO model into the high-detailed information of the USEEIO model is needed. The

allocation of state-level low-detailed data into the national scale high-detailed data

needs to be performed as described in Section 8.3.5.

County-level corn and soybean production data are obtained from USDA’s NASS

Quick Stats database.291 Since the USEEIO and state-level EEIO models represent

the 2012 U.S. economy, the 2012 production data are obtained. State-level price

data for corn and soybeans are obtained from the NASS Quick Stats database as

well.291 Price data are needed to disaggregate the state-level EEIO model from the

county-level PLCA model as shown in Equations 8.22 and 8.23.
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For corn and soybean production, nitrogen, phosphorus, and potassium (NPK)

fertilizers are needed. Since it is difficult to identify county-level fertilizer produc-

tion process data, fertilizer consumption flows are included in the SEA-LCA model

as national–local and regional–local upstream cutoff flows. County-level data for

NPK fertilizer consumption are estimated using data from the NASS Quick Stats

database291 and USDA’s ERS database292 as follows.

1. USDA’s NASS Quick Stats database provides county-level data for the har-

vested area of corn and soybeans in acres (A).

2. USDA’s ERS database provides state-level data for NPK fertilizers applied for

corn and soybean farming in acre% (B) and lb/acre (C).

3. USDA’s ERS database provides national average NPK fertilizer price data (D).

4. The monetary amount of NPK fertilizers applied for corn and soybean produc-

tion in each county (E) is estimated by E = A×B × C ×D.

Also, to identify the origin state of fertilizer production for farming, state-level data

for fertilizer transportation are obtained from BTS’s Commodity Flow Survey (CFS)

database.1 National–local scale fertilizer upstream cutoff flows include regional–local

scale fertilizer upstream cutoff flows. The disaggregation of national–local scale up-

stream cutoff matrix is performed by using Equation 8.25.

County-level GHG emissions from corn and soybean production are estimated

from national average data42 since county-level GHG emission data for farming are not

readily available. Also, county-level data for climate regulation service from forests

are obtained from i-Tree County Benefits tool.293 The disaggregation of regional scale
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state-level intervention and ecosystem data from the local scale county-level data are

performed as shown in Equations 8.36 and 8.41, respectively.

8.4.2 Mathematical Formulation

Equation 8.62 represents multiscale and multi-regional transaction matrix of SEA-

LCA model in this case study.

XM =

(1) XL11
· · · 0 (2) 0 · · · 0 (3) 0

...
. . .

...
...

. . .
...

...
0 · · · XLcc

0 · · · 0 0

(4) −Xu,R1L1
· · · −Xu,R1Lc

(5) I − A∗R11
· · · −A∗R1s

(6) − Ad,R1N
...

. . .
...

...
. . .

...
...

−Xu,RsL1 · · · −Xu,RsLc
−A∗Rs1

· · · I − A∗Rss
−AdRsN

(7) −Xu,NL1
· · · −Xu,NLc

(8) − A∗u,NR1
· · · −A∗u,NRs

(9) I − A∗N


,

(8.62)

where subscripts 1, · · · , c in element 1 and 1, · · · , s in element 5 correspond to each

county and each state in the GL region, respectively. For instance, Xu,R1L1
matrix in

element 4 includes data for upstream cutoff flows from state 1 at the regional scale

to county 1 at the local scale. Each element in Equation 8.62 is shown in italics in

Fig. 8.6. Elements 1, 5, and 9 correspond to local scale county-level regionalized

technology, regional scale state-level multi-regional transaction, and national scale

transaction matrices, respectively. Non-diagonal components in element 1 are zeros

because there are no transaction flows between county-level corn and soybean pro-

cesses in this case study. Also, elements 4, 7, and 8 refer to regional–local, national–

local, and national–regional scale upstream cutoff flows, respectively. Elements 2,

3, and 6 are regional–local, national–local, and national–regional scale downstream

cutoff flows, respectively. Values in elements 2 and 3 are all zeros because there are

283



no downstream cutoff flows of county-level corn and soybean products considered in

this case study.

Ecosystem management flows are not considered in this case study, and therefore,

CM = 0. Also, DM and SM matrices are formulated as shown in Equations 8.63 and

8.64, respectively.

DM =
[

(10) DL1
· · · DLc

(11) D
∗
R1
· · · D

∗
Rs

(12) D
∗
N

]
, (8.63)

SM =
[

(13) SL1
· · · SLc

(14) S
∗
R1
· · · S

∗
Rs

(15) S
∗
N

]
. (8.64)

SM represents the total supply of ecosystem services in each region at each scale.

As described in Section 8.3.4, SM needs to be allocated to processes and sectors

in the model. In this case study, the allocation of ecosystem services is performed

using weighting factors, which are based on the ratio of GHG emissions from relevant

processes and sectors in a certain region to the total GHG emissions from every

activity in that region. The weighting factors for each scale can be formulated by

Equations 8.65–8.67.

WN =
D
∗
N

M
∗
N

, (8.65)

WRi
=
D
∗
Ri

+
∑

Lj∈Ri
DLj

MRi

, (8.66)

WLj
= WRi

such that Lj ∈ Ri, (8.67)

where i = 1, 2, · · · , s, and j = 1, 2, · · · , c.

i and j are each state and each county in the GL region, respectively. Numerators of

the equations correspond to the GHG emissions from processes and sectors in each

region. For example, D
∗
N in Equation 8.65 is the indirect GHG emissions from the

national scale sectors outside the GL region. D
∗
Ri

and
∑

j∈iDLj
in Equation 8.66
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represent the GHG emissions from regional scale sectors and local scale processes

in i-th state, respectively. The sum of those two terms corresponds to the total

GHG emissions from corn and soybean production in i-th state. Denominators of the

equations correspond to the total GHG emissions from every activity in each region.

For instance, M
∗
N and MRi

are the total GHG emissions from every activity outside

the GL region and in i-th state, respectively. The weighting factor for j-th county

(WLj
) is the same as the weighting factor for i-th state (WRi

) if j-th county is a

part of i-state. This is because we do not know the total GHG emissions from every

activity in each county at this point. Therefore, we cannot calculate the weighting

factors for each county.

The allocated supply of ecosystem services is calculated by Equation 8.68.

S̃M = SM ◦
[
WL1

· · · WLc
WR1 · · · WRs WN

]
, (8.68)

where S̃M is the allocated supply of ecosystem services. Accordingly, the total demand

(DM mM) and supply (S̃e,M me,M) of ecosystem services with respect to corn and

soybean production in the GL region are calculated from Equation 8.69.[
XM 0

DM S̃M

] [
mM

1

]
=

[
f
M

f
e,M

]
, (8.69)

where the final demand vector (f
M

) corresponds to the corn and soybean production

in each county. Scaling factors for each process and sector (mM) are calculated from

Equation 8.69. Then, ecosystem final demands (f
e,M

) are calculated. The serviceshed

scale of climate regulation service is global. Since the global scale model is not

considered in this case study, national scale life cycle TES absolute CO2 indicators

are calculated for each county’s corn and soybean production in the GL region using
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Equation 8.70.

VN,GHG =

∑N
i f e,i,GHG∑N
i D

∗
i,GHGmi

, (8.70)

where
N∑
i

f
e,i,GHG

= f e,N,GHG + f e,R,GHG + f
e,L,GHG

=(D
∗
N,GHGmN + S̃

∗
N,GHG) + (D

∗
R,GHGmR + S̃∗R,GHG) + (DL,GHGmL + S̃L,GHG).

If regional scale state-level and local scale county-level indicators need to be known,

the indicators can be calculated by Equations 8.71 and 8.72, respectively.

VR,GHG =

∑R
i f e,i,GHG∑R
i D

∗
i,GHGmi

, (8.71)

where
R∑
i

f
e,i,GHG

= f e,R,GHG + f
e,L,GHG

=(D
∗
R,GHGmR + S̃∗R,GHG) + (DL,GHGmL + S̃L,GHG),

VL,GHG =
f
e,L,GHG

D∗L,GHGmL

, (8.72)

where f
e,L,GHG

= (DL,GHGmL + S̃L,GHG).

In this case study, Python v3.7 is used to construct the SEA-LCA model. All

the codes for the procedures and mathematical formulation described above can be

available upon request.

8.4.3 Results and Discussion

Spatial Scale of Sustainability Assessment

Multiscale and multi-regional SEA-LCA model developed in this case study in-

tegrates various models such as regionalized PLCA, state-level multi-regional EEIO,

and national scale EEIO. The integrated model can calculate spatially-explicit ab-

solute sustainability indicators for various regions and scales. This is useful because
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Figure 8.7: (a) Local and national scale demand and supply of climate regulation
service and (b) TES absolute sustainability indicators with respect to climate regu-
lation service for corn and soybean production in the Great Lakes region. National
scale values correspond to the life cycle values.

different serviceshed scales need to be considered for each type of ecosystem service.

For example, calculating global scale indicators is appropriate for climate regulation

service since its serviceshed scale is global. However, depending on the scope of study

and stakeholder’s interests, various scale and region’s sustainability indicators could

still need to be calculated.

Figure 8.7a exhibits the local and national scale demand and supply of climate

regulation service with respect to corn and soybean production in the GL region.

National scale values correspond to the life cycle values. The local scale demand

for climate regulation service corresponds to the direct GHG emissions from corn

and soybean production in the GL region, while the national scale life cycle demand

represents the total GHG emissions from corn and soybean production across regions

and scales. Also, the local scale supply of climate regulation service refers to the
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supply, which is from local scale forests and allocated to local scale corn and soybean

production activities, while the national scale life cycle supply corresponds to the

total supply, which is allocated to relevant activities across spatial scales to the corn

and soybean production. Since the SEA-LCA model includes regionalized process

and EEIO data, GHG emissions and their corresponding climate regulation service

can be calculated for each county and state. Also, farming in each county requires

the different amount of NPK fertilizers, and the supply chain data for the fertilizers

vary with states. Therefore, national scale life cycle values depend on region-specific

data for fertilizer consumption and fertilizer supply chains.

Illinois has larger total GHG emissions at both local and national scales than other

states in the GL region because corn and soybean production in Illinois is the largest

among the five states as shown in Figs. 8.8a and 8.8b. On the other hand, Wisconsin

has a much larger local scale supply of climate regulation service than other states.

This is because Wisconsin has a huge supply of carbon sequestration service from

forests at the local scale compared to the other states as shown in Fig. 8.8c.

Each state’s total GHG emissions and climate regulation service at the national

scale are larger than those at the local scale since indirect GHG emissions and carbon

sequestration service across scales are included in the national scale life cycle values.

The national scale life cycle demand and supply values for Illinois are particularly

larger than the local scale demand and supply values. This implies that Illinois has

regional and national scale supply chain networks that have larger impacts than other

states.
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Figure 8.8: (a) Corn and (b) soybean production in each county of the Great Lakes
region in 2012. (c) The supply of carbon sequestration service from forests in each
county of the Great Lakes region.

National and local scale TES absolute sustainability indicators with respect to

climate regulation service are shown in Fig. 8.7b. The national scale life cycle in-

dicators for Michigan and Wisconsin are smaller than their local scale indicators,

whereas the national and local scale indicators are similar to each other for the other

three states. Depending on the location, differences between national and local scale

indicators could be large. For instance, the national and local scale indicators for

corn and soybean production in Williamson County, IL are −0.29 (unsustainable)
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and 0.78 (sustainable), respectively, as shown in Fig. 8.7b. This is because the mone-

tary amount of fertilizers applied for a unit amount of corn production in Williamson

County ($171/t-corn) is much larger than Illinois’s average ($55/t-corn) and the GL

region’s average ($47/t-corn). Thus, the indirect GHG emissions from regional and

national scale supply chain activities for Williamson County’s corn production are

large. These results highlight the importance of accounting for the proper spatial

scale when assessing the absolute sustainability of activities.

Spatially-Explicit Emission and Ecosystem Service Intensities

Figures 8.9a and 8.9b show the intensities of national scale life cycle GHG emis-

sions and climate regulation service for corn production in each county of the GL

region. The intensity values are calculated by normalizing values of national scale

life cycle GHG emissions and climate regulation service for corn production in each

county by the amount of corn production in each county. Given that the national

average direct GHG emission intensity value is employed for every county’s corn pro-

duction in the GL region, spatially-varying emission intensity results are attributed

to the different supply chain networks by states. Some counties do not have inten-

sity values since there are no corn and soybean production activities as indicated in

Figs 8.8a and 8.8b. Counties in Illinois have larger GHG emission intensities than

other regions. These results indicate that those counties have less sustainable supply

chain networks than the other regions. In this case study, NPK fertilizer consump-

tion flows are considered as the upstream cutoff flows from the regional and national

scale economy to the local scale farming activities. Thus, indirect GHG emissions

from manufacturing NPK fertilizers are attributed to data from the state-level multi-

regional EEIO model and the USEEIO model. Table 8.2 exhibits the GHG emission
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Figure 8.9: Intensities of national scale life cycle (a) GHG emissions and (b) climate
regulation service (gCO2eq/g-Corn).

intensities for fertilizer production by regions. Among the five states in the GL region,

fertilizer production in Illinois has the lowest emission intensity. Fertilizer produc-

tion outside the GL region has a higher emission intensity than the states in the GL

region. As shown in Table 8.2, 82% of NPK fertilizers for corn production in Illinois

are produced outside the GL region, while only 12% of fertilizers are provided from

Illinois. If more fertilizers could be produced in Illinois and used for corn production,

Illinois’ GHG emission intensities for corn production could be significantly lower.

According to Fig. 8.9a, Wisconsin has relatively lower GHG emission intensities

for corn production than other regions. This is because almost half of the fertilizers

needed for corn production in Wisconsin come from Illinois which has the lowest

emission intensity for fertilizer production as indicated in Table 8.2.

With respect to the intensities of climate regulation service, counties in northern

Wisconsin, northern Michigan, and southeastern Ohio have larger intensities than

other regions. As shown in Fig. 8.8c, those areas have a large supply of climate

regulation service from forests. Climate regulation service is provided not only from
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forests but also from other types of land areas such as grasslands, wetlands, and

farmlands, etc. The supply of climate regulation service by other types of land areas

is included in the model at the regional scale as indicated in Fig. 8.6. In the GL region,

99.7% of climate regulation service is provided from forests, and the rest of 0.3% is

provided from other types of land areas. Therefore, the reforestation of available

land areas could be a very effective solution to improve the absolute sustainability

indicators with respect to climate regulation service.

In this case study, the state-level multi-regional EEIO model for the GL region

is based on low-detailed 15 sectors for each state. In the state-level EEIO model,

fertilizer production is part of the aggregated “31G manufacturing” sector. On the

other hand, the USEEIO model is based on high-detailed 385 sectors, which include

“325310 fertilizer manufacturing” sector. That is, the USEEIO model is superior to

the state-level EEIO model with respect to the details of sector data. However, the

USEEIO model is based on the national average sector data, while the state-level

Table 8.2: GHG emission intensities for NPK fertilizer production in each region and
the share of fertilizer supply chain regions for corn production in each state of the
Great Lakes region. †State-level data for fertilizer transportation are obtained from
CFS database.1 ‡There is no fertilizer production in Wisconsin.

Region of
NPK fertilizer

production

Emission intensity for
fertilizer production

[kgCO2eq/$]

Share of fertilizer supply chain
regions for corn production in each state†

Illinois Indiana Michigan Ohio Wisconsin

Illinois 0.51 12% 0% 0% 0% 44%
Indiana 1.42 0% 0% 0% 0% 0%

Michigan 0.88 0% 0% 2% 1% 0%
Ohio 0.95 6% 45% 41% 62% 28%

Wisconsin‡ - - - - - -
Rest of the U.S. 1.97 82% 55% 56% 37% 28%
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EEIO model has state-specific sector data. Therefore, there is a need for developing

a high-detailed and multi-regional EEIO model for a more robust state-level spatially-

explicit study.

Spatially-Explicit Absolute Sustainability Assessment

Figure 8.10 shows national scale life cycle spatially-explicit absolute CO2 indica-

tors (VN,GHG) with respect to corn and soybean production in each county. Total

GHG emissions and climate regulation service with respect corn and soybean pro-

duction are shown as bar plots for each county. Many counties in Ohio, Indiana, and

Illinois show negative VN,GHG indicators due to large total GHG emissions from corn

and soybean production in these regions. On the other hand, VN,GHG indicators of

counties in northern Wisconsin, northern Michigan, and southeastern Ohio are posi-

tive not only because there are no many farming activities in those counties, but also

because the supply of climate regulation service in those counties is larger than other

regions.

Depending on the scope of study and stakeholder’s interests, local scale sustain-

ability indicators might need to be investigated. Figure 8.11 exhibits local scale

spatially-explicit absolute CO2 indicators (VL,GHG) with respect to corn and soybean

production in each county. Differences between national and local scale indicators

are identified for some counties since national scale life cycle results include indirect

GHG emissions and climate regulation services at regional and national scales.
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Figure 8.10: National scale life cycle spatially-explicit absolute CO2 indicators (V N
GHG)

with respect to corn and soybean production in the Great Lakes region.

8.5 Conclusions

To best inform sustainability assessment outcomes, a sustainability assessment

framework needs to account for regional heterogeneity since activities and their im-

pacts vary with regions. Also, we need to assess the impacts not only from the local

scale activities but also from the national and global scale economy while considering

inter-regional flows. Moreover, the absolute sustainability of activities needs to be

assessed by accounting for the supply of ecosystem services, which also vary with

regions. This allows us to identify the opportunities for improvement from both re-

ducing the impacts and improving the ecosystem services. The appropriate scale of

absolute sustainability assessment depends on the scale of serviceshed.
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Figure 8.11: Local scale spatially-explicit absolute CO2 indicators (V L
GHG) with re-

spect to corn and soybean production in the Great Lakes region.

In this work, we developed a general computational framework for multiscale and

multi-regional absolute sustainability assessment. The framework integrates various

existing models including regionalized PLCA,34 multi-regional EEIO,33 and TES-

LCA.35,129 The framework can account for not only local processes but also regional,

national, and global economies. The framework also considers regional ecosystems

that provide various services to technological and economic systems at multiple scales.

Spatially-explicit absolute life cycle assessment (SEA-LCA) can be conducted by con-

structing such an integrated model. The mathematical formulation for SEA-LCA

model was described in detail.
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We performed a case study for corn and soybean production in the GL region,

where includes five states in the U.S. Midwest: Illinois, Indiana, Michigan, Ohio, and

Wisconsin. We investigated the absolute sustainability of corn and soybean produc-

tion with respect to climate change impacts. In this case study, local scale county-

level regionalized PLCA, regional scale state-level multi-regional EEIO, and national

scale EEIO models were integrated to conduct a SEA-LCA study. County-level crop

production data were collected from public databases,291,292 and EPA’s state-level

EEIO33 and USEEIO39 models were employed. NPK fertilizer consumption flows for

corn and soybean farming1 were identified as regional–local and national–local up-

stream cutoff flows. Also, the supply of climate regulation service from ecosystems is

included in the case study model. County-level data for carbon sequestration service

from forests and state-level/national scale service data were collected from various

publicly available data sources.47,48,293

We discussed how sensitive to spatial scales the sustainability assessment results

are. With respect to climate change impacts, the global serviceshed scale needs to

be considered. Since we did not include the global scale model in this case study, we

compared national scale life cycle indicators with local scale indicators. We identified

that the results can be significantly different for certain regions depending on the

scale of sustainability assessment.

Regionally heterogeneous sustainability results were obtained for each county’s

corn and soybean production. Differences in the results by regions are attributed to

region-specific crop productivity, supply chain networks (different locations of NPK

fertilizer production) for each region’s farming, and climate regulation service. Many
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counties in Illinois have larger corn and soybean production than other regions. Ac-

cordingly, those counties show larger GHG emissions than other regions. Most of

the NPK fertilizers for corn production in Illinois are produced outside the GL re-

gion, instead of from Illinois. Given that fertilizer production in Illinois has a lower

GHG emission intensity than other regions, GHG emissions of corn production in

Illinois could be significantly reduced, if fertilizers can be supplied more from Illinois.

Also, enhancing the supply of climate regulation service through the reforestation

of available land areas could be an alternative solution in improving the absolute

sustainability of farming activities.

This case study can be further improved by addressing the following aspects.

First, county-level data for livestock farming could be included to account for fertilizer

consumption for livestock and calculate its associated environmental impacts. Also,

transportation of fertilizers to each farm can be included as additional upstream cutoff

flows to the county-scale farming processes from the regional and national economy.

Moreover, county-level data for power generation and electricity use for farming can

be included in the local scale regionalized PLCA model. Power generation is one of the

largest contributors to global warming. If such county-level data are included, more

insights into spatially-explicit sustainability results could be obtained. In addition,

a global scale multi-regional EEIO model, such as EXIOBASE,289 can be integrated

into the SEA-LCA model of this case study. Since the serviceshed scale of climate

change impacts is global, a more complete sustainability assessment study can be

performed by including the global scale model.

Sustainability assessment studies that only utilize national average models such

as PLCA and USEEIO cannot address spatially-explicit results depicted in this work
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because impact intensities for every region will be the same. Also, the studies that

only employ a multi-regional EEIO model cannot conduct a robust spatially-explicit

sustainability analysis unless detailed process data are included in the model through

a multiscale and multi-regional modeling approach in this work.

SEA-LCA modeling framework can potentially be applied to conduct various case

studies. For instance, the spatially-explicit impact results for various farming prac-

tices (e.g., no-till vs. conventional tillage practices) can be examined by incorporating

an agricultural modeling tool, such as SWAT,202 into the study. Multiple sustainabil-

ity indicators (e.g., water quantity, water quality, air quality, and land footprint)

can be assessed by including additional intervention data at each scale of the model.

Also, ecosystem (land use) design problems can be addressed by defining the unit of

ecosystem scaling factors as an area unit (e.g., ha). A vector of ecosystem scaling

factors (me,M) will be design variables, and landscape design problems can be solved

with constraints of available land areas in minimizing the final demands of ecosystems

(f
e,M

). If technological systems in the SEA-LCA model also include design variables

(e.g., multiple technology and supply chain options6), techno-ecologically synergistic

design solutions that minimize the impacts of technological systems and maximize

the benefits of ecosystems could be explored.

In addition, SEA-LCA framework can be integrated with equipment scale engi-

neering models to solve region-specific process design problems. An approach for the

process-to-planet (P2P) multiscale model,13 which integrates an equipment scale en-

gineering model with value chain scale PLCA and economy scale EEIO models, can

be employed to develop SEA-P2P model.
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Through model integration, the SEA-LCA model advances sustainability assess-

ment methodology by accounting for three aspects: multiple spatial scales, spatial

heterogeneity, and ecosystem services. Additional aspects can be considered as well

to advance the method further. One could be the consideration of cross-disciplinary

effects of market changes and social behavioral changes on the sustainability indica-

tors. The temporal dynamics of inventory data also need to be taken into account. A

dynamic computable general equilibrium model and behavioral change model could

be potentially integrated with the LCA model to address such additional aspects.
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Chapter 9: Conclusions and Future Work

9.1 Conclusions

Research works described in this dissertation have improved approaches for sus-

tainability assessment, sustainable process design, and sustainable supply chain de-

sign by addressing the following additional aspects that need to be accounted for to

obtain sustainable solutions while preventing unexpected outcomes. First, market

constraints were considered for sustainable process and supply chain design problems

as a consequential multiscale modeling approach to avoid unintended outcomes due

to cross-disciplinary effects.6 Also, to avoid the disastrous consequences of climate

change on manufacturing systems, a climate-resilient process design approach was

developed by employing the flexibility analysis approach,194 which is one of the tradi-

tional process systems engineering approaches. General circulation models (GCMs)

and the SWAT (soil and water assessment tool) model were employed to project

future climate constraints. The SWAT model was also used to study the nexus of

food-energy-water (FEW) systems and ecosystems.294 To avoid unintended shifting

of environmental impacts across flows, the interactions between multiple flows must

be understood. The ecologically synergistic FEW nexus framework was developed

to account for the benefits of ecosystem services for FEW systems. In addition, a
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multiscale and multi-regional FEW nexus framework for spatially-explicit absolute

life cycle assessment (SEA-LCA) was developed to account for regional heterogeneity

at multiple spatial scales.

To avoid unintended outcomes and false implications from sustainability model-

ing studies, all the aspects that were addressed in each topic (i.e., multiple spatial

scales, market effects, climate change effects, FEW nexus, and ecological carrying

capacity) need to be accounted for in one modeling framework through approaches

such as integrated assessment modeling (IAM). For instance, climate change will af-

fect economic systems (e.g., market resource availability and commodity price) and

ecosystems (various ecosystem services). Also, the economic and ecological effects

of climate change will affect manufacturing systems design and the nexus of FEW

systems. Therefore, multiple aspects including climate change, resource constraints,

benefits of ecosystems, and the FEW nexus need to be considered to understand their

effects on developing sustainability solutions. Developing such an integrated modeling

framework will be a huge breakthrough. In this dissertation, market resource effects,

climate change effects, and the nexus of FEW systems and ecosystems are addressed

separately to advance the systems modeling approaches for obtaining sustainable so-

lutions. This work will contribute to the foundation toward IAM approach.

The summary of conclusions for each research topic in the dissertation is as fol-

lows. In Chapter 3, FEW footprints of individual households in Columbus, Ohio

were assessed using an environmentally-extended input-output (EEIO) model to ad-

dress a social domain of environmental sustainability. Correlations between house-

hold demographics (e.g., gender), consumption behaviors, and FEW footprints were
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investigated to understand how specific consumption behaviors affect household en-

vironmental impacts. This work could potentially be extended to account for social

(human behavioral) consequences on environmental sustainability by examining be-

havioral feedback from households. In Chapter 4, a carbon footprint of biomimetic

carbon fixation technologies that employ the RubisCO immobilization technique4 was

investigated by constructing a process-based LCA (PLCA) model. RubisCO is na-

ture’s CO2-sequestering enzyme and converts atmospheric CO2 into the organic car-

bon molecule, 3-phosphoglyceric acid (3-PGA). The adenosine triphosphate (ATP)

preparation process for the 3-PGA production was identified as a hotspot inventory.

The carbon footprint to produce 3-PGA can be significantly lowered by integrating

carbon fixation technologies with an electrochemical ATP regeneration technology.

Conventional sustainability assessment methods such as EEIO and PLCA were

employed in Chapters 3 and 4. To obtain sustainable solutions while avoiding un-

intended shifting of burdens across space, time, flows, and disciplines,9 the method-

ologies need to further be developed. In Chapter 5, a framework for multiscale con-

sequential sustainable process design was developed to account for the consequences

of economic constraints, such as the availability of economic resources, on designing

engineering systems and their supply chain networks. The framework integrated the

rectangular choice-of-technology model27 with the process-to-planet (P2P) multiscale

process design model.13 The case study was performed for the urea production sys-

tems in the Muskingum River Watershed (MRW), Ohio to examine how the adoption

of technologies could be limited by market constraints as the demand increases.

In Chapter 6, the consequences of climate change on manufacturing systems were

examined. The operability of manufacturing systems needs to be ensured in terms
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of the increasing variability of climate since the assumption of stationarity is not

valid.193 The flexibility analysis approach194 is employed to maximize the flexibility

of manufacturing processes to the uncertain climate parameters. Climate-resilient

design solutions can be obtained by employing climate constraints estimated by GCMs

and the SWAT model.

Sustainability assessment methods also need to capture the interactions between

FEW flows to prevent impacts from shifting across flows. Ecosystems also interact

with FEW systems. In Chapter 7, to account for the interactions between food-

energy-water-ecosystem flows, the ecologically synergistic FEW nexus framework was

developed. The framework evaluates the absolute sustainability of FEW activities,

not just to minimize impacts but to prevent ecological overshoot. The case study

was conducted for various technological and agro-ecological alternatives to improve

the sustainability of MRW. The synergy between technological and agro-ecological

alternatives can be best for ‘win-win’ outcomes in terms of multiple indicators.

In Chapter 8, to account for flows across multiple regions at multiple scales, a mod-

eling framework for multiscale and multi-regional absolute sustainability assessment

was developed. This framework integrates various existing LCA-derived approaches

to conduct a SEA-LCA study and can evaluate absolute sustainability indicators

at various serviceshed scales. The case study was performed for corn and soybean

production in the Great Lakes region of the U.S. Midwest to investigate spatially-

explicit absolute CO2 indicators. SEA-LCA enables us to identify the region-specific

opportunities for improvement from both technological and ecological aspects.
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9.2 Future Work

One of the main purposes of sustainability assessment is to help the decision-

making of businesses and policymakers toward sustainability. To prevent unintended

harm that could be caused by the assessment results, the sustainability assessment

methods can be further improved by considering the following aspects.

9.2.1 Accounting for Economic, Ecological, and Social Con-
sequences

A more sophisticated economic model that accounts for price elasticity needs to

be integrated with the multiscale consequential sustainable process design model in

Chapter 5. For example, the change in commodity prices by the market can be mod-

eled by using the computable general equilibrium (CGE) model.24–26 The consequen-

tial modeling framework in Chapter 5 assumes prices to be fixed. If the framework

could be integrated with the CGE model, the price changes due to technology choices

and their consequences on environmental sustainability could be investigated, and

the modeling performance of economic consequences could be improved.

Also, the economic consequences of climate change on manufacturing systems

could be investigated using economic models such as CGE. Climate change could

affect not only the physical properties of resources but also the economic properties

of resources such as price. For example, the price of water is likely to increase if

the water resource becomes scarce by drought under future climate change. The

integrated assessment model has also been widely used to address the consequences of

climate change by comparing the cost and benefits of mitigating CO2 emissions.295,296

By employing such models, the effectiveness of CO2 emission regulations, such as
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carbon tax policy and renewable energy tax credits, on industrial processes could be

examined.

Future climate projections show that we may have an increased risk of water

scarcity. Climate change could affect not only technological systems but also ecosys-

tems.184,185 Climate change could affect land use and land cover, such as type of

vegetation, and accordingly, cause changes in the supply of various ecosystem ser-

vices. The consequences of such ecological changes on technological systems need to

be understood to avoid potential damages to the technological systems.

Moreover, social consequences on environmental assessment need to be studied.

In Chapter 3, FEW footprints of individual households were calculated. The foot-

print results could be provided to each household, and its behavioral feedback could

be examined to account for the consequences of human behavioral changes on en-

vironmental sustainability. However, long term follow-ups for such a study will be

challenging.

9.2.2 Accounting for Uncertainties and Dynamics of Inven-
tory Data and Models

Many topics in this dissertation integrated existing sustainability assessment mod-

els, which rely on extensive data. Also, many studies were based on some assumptions

due to lack of data. For example, stoichiometric reactions for potential CO2 conver-

sion technologies were assumed for the FEW nexus study in Chapter 7 since data for

commercialized technologies are not available at this point. GCMs also show large

variability in projected climate data depending on the model and climate change

scenarios. Moreover, the interventions from technological systems and the supply of

ecosystem services vary over space and time. Therefore, uncertainties in such data
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need to be addressed through either sensitivity analysis or statistical uncertainty

analysis by examining probability distributions of uncertain data (e.g., Monte Carlo

analysis). The robustness of results should be evaluated through such approaches.

The temporal dynamics of data also need to be addressed. Many activities of

technological systems and the supply of ecosystem services vary with seasons. There-

fore, a seasonal analysis could be performed to account for such temporal dynamics of

data. Also, since future climate projections show the increasing variability over time,

climate-resilient process design problems in Chapter 6 need to account for long-term

temporal dynamics. Moreover, the flexibility analysis approach in Chapter 6 does not

address uncertainties in climate change scenarios and the impacts associated with each

scenario. Considering the longevity of equipment, multi-period optimization for cer-

tain time periods (e.g., 30 years) could be conducted. Real options analysis approach

could be employed to determine the optimal design solutions for each time period to

minimize the net cost for every possible climate change scenario.220–222 Additionally,

adaptive pathway analysis approach could be utilized to determine tipping points for

each technology option by calculating the temporal distribution of each option that

satisfies performance constraints.223,224

9.2.3 Accounting for Projections of Emerging Technologies

In Chapter 4, the carbon footprint of emerging carbon fixation technologies was

investigated. Due to the nascent nature of technologies, it was very challenging to

collect inventory data. Early-stage experimental data will not represent commercial-

ized data since inventory data could highly depend on the production scale. Learning
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curve theory could be employed for the LCA study to estimate changes in the envi-

ronmental impacts and cost as emerging technologies become mature.297,298

Also, technological development needs to be considered for the case study under

climate change scenarios. For instance, future NGCC power plants may have fewer

emissions than the current NGCC plants due to technological development. Future

energy industry and emission scenarios could be utilized to assess the impacts of

technologies for the future years. Regression models could be used to estimate the

trend in emission levels during the past 10–20 years and extrapolate it to the future.285

9.2.4 Additional Considerations for Sustainability Assessment
of Regional FEW Systems

In Chapter 7, the sustainability of regional FEW systems was examined by in-

vestigating the interactions between FEW systems and ecosystems for various tech-

nological and agro-ecological alternatives. In addition to the technological and agro-

ecological solutions, economic solutions based on nutrient trading schemes could be

explored to avoid adverse impacts on water quality. According to the Ohio EPA re-

port,279 abating nonpoint source agricultural nutrient loadings is much cheaper than

abatement at the regulated point sources. For example, a point source, such as coal-

fired power plants, could pay farmers for credits to implement agricultural practices

that result in lower food production but fewer nutrient emissions. In doing so, coal-

fired power plants can release as many nutrients as they pay for credits. A carbon

trading scheme can also be studied in a similar sense. These economic solutions could

yield both economic and environmental benefits.

Also, the impacts of climate change on the nexus of food-energy-water-ecosystem

need to be examined to ensure FEW nexus security under climate change.209 Figure
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Figure 9.1: Preliminary results about the impacts of climate change on corn yield,
water yield, and nitrogen runoff in the MRW for RCP (a) 4.5 and (b) 8.5 scenarios.

9.1 shows the preliminary results about the consequences of climate change on corn

yield, water yield, and nitrogen runoff in the MRW for RCP 4.5 (2 ◦C warming) and

8.5 (4 ◦C warming) scenarios. Five GCMs and the SWAT model are employed as

described in Chapter 6. In this preliminary work, farming practices and technologies

are assumed to be constant up to 2100 to investigate the impacts of climate change

on currently adopted practices and technologies in the MRW. Corn yield is the most

vulnerable to climate change, while water yield and nitrogen runoff show large vari-

ations. The results imply that climate change should be mitigated to protect food

security in the future. As discussed in Chapter 7, the largest contributing activity

to GHG emissions in the MRW is fossil power generation. To sustain agricultural

systems, therefore, mitigation strategies such as the clean power plant strategy in

Chapter 7 are needed.

For the SEA-LCA model in Chapter 8, a global scale multi-regional EEIO model

such as EXIOBASE289 could be included to represent the planetary system boundary

in investigating spatially-explicit absolute sustainability indicators. In the case study

308



in Chapter 8, only GHG indicators of each region were investigated. Other indicators,

such as water quantity, water quality, and air quality, could be examined to account for

the interactions between multiple flows and investigate trade-offs between indicators.

Also, landscape design problems could be solved using the SEA-LCA framework by

having ecosystem scaling vectors as design variables. This will allow us to obtain

techno-ecologically synergistic design solutions for FEW systems.

9.2.5 Additional Model Integration

The SEA-LCA framework in Chapter 8 can be integrated with equipment scale

engineering models. The resulting model will be a spatially-explicit process-to-planet

(SEP2P) model, which is the integrated model of SEA-LCA and P2P. The SEP2P

model can perform spatially-explicit sustainable process design studies. Since the

equipment scale processes are included in larger scale models such as PLCA and

regional/national/global EEIO, the larger scale models need to be disaggregated from

the equipment scale model. Increased computational difficulties will be a trade-off.

The multiscale technology choice model (RCOT-P2P model) in Chapter 5 inte-

grated the multiscale P2P model with the rectangular choice-of-technology (RCOT)

model. Economic resource constraints were considered in the RCOT-P2P model to

conduct a consequential sustainable process design study. In addition, market con-

straints could be considered for multiple regions, and the RCOT model could be inte-

grated with the multiscale and multi-regional SEA-LCA model. Since the SEA-LCA

model includes ecosystem modules, the resulting integrated model will be an eco-

logically synergistic spatially-explicit choice-of-technology (ESSECOT) model. This
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model could investigate the optimal distribution of multiple technology options across

regions to maximize absolute sustainability indicators.
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Appendix A: Life Cycle CO2 Emissions of the

Coal-to-Liquids Process

A life cycle assessment study was conducted to estimate life cycle CO2 emissions

of proposed coal-to-liquids (CTL) processes and to compare them with appropriate

conventional processes. To account for the emissions burden of by-products, various

allocation methods were employed and compared to each other. The proposed lique-

faction process showed lower CO2 emissions than the conventional process. The CO2

emissions of jet fuel from the proposed hydrotreating process were higher than those

of conventional jet fuel, but lower than those of Fischer-Tropsch (FT) jet fuel from

coal, that uses the same feedstock as the proposed processes.

A.1 Objectives

The goals of this work are to, 1) estimate the life cycle CO2 emissions of synthetic

crude oil from the liquefaction part and jet fuel from the hydrotreating part of the

CTL process, and 2) compare the life cycle CO2 emissions of the CTL process with

appropriate conventional processes for obtaining both products (synthetic crude and

jet fuel).
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A.2 Approach

The approach of Life Cycle Assessment (LCA)37 was applied to calculate the CO2

emissions to produce synthetic crude oil and jet fuel. Relevant process inventory data,

which include material resources, electricity, natural gas for heating, transportation

of materials, main products, by-products, and emissions, were provided by Battelle.

GREET models42 were used to obtain the life cycle data of each inventory and the

obtained data were implanted in openLCA software51 to develop life cycle models.

The LCA study has four phases as follows: a) goal and scope definition, b) inventory

analysis, c) impact assessment, and d) interpretation.

A.2.1 Goal and Scope Definition

Battelle has developed the CTL processes that produce 220,095 tonnes/y of syn-

thetic crude oil from coal and 186,043 tonnes/y of jet fuel from synthetic crude oil.

To compare the life cycle CO2 emissions of the proposed CTL processes with those

of conventional processes, four different functional units were identified as follows:

a) 220,095 tonnes/y of synthetic crude oil product from the proposed liquefaction

process, b) 186,043 tonnes/y of jet fuel product from the hydrotreating process, c)

220,095 tonnes/y of synthetic crude oil product from the conventional process, and

d) 186,043 tonnes/y of jet fuel product from the conventional process. The LCA

accounts for environmental impacts of a product or a process throughout its entire

life-cycle, which ranges from the extraction of the most upstream raw materials to

the disposal. In this work, the boundary of analysis is limited to the cradle-to-gate,

which does not include the disposal phases of products.
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A.2.2 Inventory Analysis

The life cycle CO2 emissions data of each inventory were obtained from GREET

models that correspond to each inventory and were summarized in Table A.1. If mul-

tiple GREET models correspond to a single inventory, the most appropriate model

that can be used in Ohio or United States was selected. In case of the proposed

liquefaction process, only 80% of the CO2 emissions from biosolvent, which is devel-

oped by Battelle, was included. This is because 20% of the rest of CO2 emissions are

attributed to the use of bio derived products, such as pine tree products and paper

pulp, that is assumed to be carbon neutral. Monoethanolamine (MEA) is used to

capture CO2 and to produce compressed CO2 from the hydrotreating process. How-

ever, since the GREET model for MEA does not exist, process inventory data to

produce MEA were obtained from ecoinvent v2.2 life cycle inventory database43 and

the GREET models that correspond to these inventory data were used to obtain the

life cycle CO2 emissions data of MEA. Also, any catalyst inputs were excluded from

the inventory analysis because it is assumed that they can be reused multiple times,

which in turn cause small environmental impacts. The appropriate GREET models

for the conventional processes were identified as well. In terms of the conventional jet

fuel product, three GREET models were considered as follows: conventional jet fuel

from crude oil, Fischer-Tropsch (FT) jet fuel from coal, and FT jet fuel from natural

gas.

Since several by-products are produced from the proposed CTL processes, the

emissions burden needs to be allocated between a main product and by-products.

To make the analysis robust, three different allocation methods were employed in

this study. First, the emissions burden was allocated by partitioning based on the
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mass ratio of products or the exergy ratio of products. In these two partitioning

allocation approaches, the main product and by-products carry the emissions burden

together. Also, the system expansion approach was employed to account for by-

products. In this approach, the main product carries all burdens, while by-products

do not carry any. Instead, credit is given to the main product for the by-products

that are displaced by other conventional processes to produce these by-products.

For this displacement method, GREET models that correspond to by-products were

identified as well and included in the analysis. However, some by-products, such

as centrifuge solids and compressed CO2, were excluded from the analysis by the

displacement method because of the difficulties in identifying conventional processes

that produce these by-products and because their corresponding GREET models do

not exist. To compare the cases where each allocation method is employed, only one

Table A.1: Life cycle inventory analysis for the proposed liquefaction and hydrotreat-
ing processes and conventional processes. The life cycle CO2 emissions data of each
inventory were obtained from GREET models.

Process Inventory type Inventory Amount Unit GREET model CO2 emissions Unit

Liquefaction

Input - Resource Coal (Mined Bituminous) 328,500 tonne/y Bituminous Coal Mining and Cleaning 18.80 gCO2eq/kg
Input - Resource Biosolvent 118,259 tonne/y - 0.26 kgCO2eq/kg
Input - Resource Coal tar distillate 32,850 tonne/y Residual Oil (Petroleum) from Crude Oil 0.40 kgCO2eq/kg
Input - Resource Digester gas 23,561 tonne/y Animal Waste Anaerobic Digestion to Natural Gas as an Intermediate Fuel 1.89 kgCO2eq/kg
Input - Resource Water 25,363 tonne/y -
Input - Resource Limestone 7,745 tonne/y Limestone Mining 2.08 gCO2eq/kg
Input - Utility Electricity 37,843 MWh/y Electricity Distributed - RFC Mix 0.59 kgCO2eq/kWh
Input - Utility Natural gas 1,521 tonne/y NA NG from Shale and Regular Recovery 0.22 kgCO2eq/kg

Input - Transport
Fuel use locomotive, endloader,
dump truck 43.5 gal/hr, daylight

635 tonne/y Conventional Diesel from Crude Oil for US Refineries 0.57 kgCO2eq/kg

Output - Main product Syncrude oil (<500C) 220,095 tonne/y -
Output - By-product 500C+ Heavy oil 101,327 tonne/y Pet Coke from Crude for Use in U.S. Refineries 0.34 kgCO2eq/kg
Output - By-product Centrifuge solids 108,823 tonne/y -
Output - Waste Waste disposal 73,324 tonne/y -
Output - Emission CO2 emissions 72,294 tonne/y -

Hydrotreating

Input - Resource Syncrude oil (<500C) 220,095 tonne/y -
Input - Resource Water 81,633 tonne/y -
Input - Resource Limestone 3,947 tonne/y Limestone Mining 2.08 gCO2/kg
Input - Resource Monoethanolamine (MEA) 56 tonne/y -
Input - Utility Electricity 91,196 MWh/y Electricity Distributed - RFC Mix 0.59 kgCO2/kWh
Input - Utility NG for shift and heating 30,286 tonne/y NA NG from Shale and Regular Recovery 0.22 kgCO2/kg
Output - Main product Jet fuel 186,043 tonne/y -
Output - By-product Switch engine fueling 212 tonne/y Conventional Diesel from Crude Oil for US Refineries 0.58 kgCO2/kg
Output - By-product Ammonia 2,570 tonne/y Ammonia Production 2.43 kgCO2/kg
Output - By-product Compressed CO2 37,000 tonne/y -
Output - Credit Reformer tailgas credit for heating 26,943,132 MJ/y NA NG from Shale and Regular Recovery 0.22 kgCO2/kg
Output - Waste Waste disposal 13,578 tonne/y -
Output - Emission CO2 emissions 109,036 tonne/y -

Conventional
processes

Output - Product Syncrude oil 220,095 tonne/y Synthetic Crude Oil as intermediate fuel 1.02 kgCO2/kg

Output - Product Jet fuel 186,043 tonne/y
Conventional Jet Fuel from Crude Oil 0.40 kgCO2/kg
Fischer-Tropsch Jet Fuel from Coal 4.58 kgCO2/kg
Fischer-Tropsch Jet Fuel from NA NG 1.12 kgCO2/kg

314



Jet fuelDiesel

CO2 emissions

Waste disposal

NH3

Reformer tailgas credit
for Heating

Compressed CO2

NG – US Average

Limestone

Water

Syncrude oil

Electricity – RFC Mix

500C+

NG – US Average

Centrifuge solids

CO2 emissions

Waste disposal

Water

Limestone

BiosolventCoal Tar Distillate Coal

NG – US Average

Electricity – RFC Mix

Digester Gas

Conventional Diesel
for Transportation

Li
q

u
ef

ac
ti

o
n

H
yd

ro
tr

ea
ti

n
g

: Input flow

: Output flow

: Credit

: Product

MEA

MEA

CO2 emission

Waste disposal

Water

NH3

NG – US Average

Electricity – RFC Mix

Transportation

C2H4O

Figure A.1: A network diagram of the proposed CTL processes for the partitioning
method based on mass.

type of allocation method was used for each case. In case of the partitioning method

based on mass, however, reformer tailgas credit for heating was given to the main

product, which is jet fuel, by the displacement method, because it doesn’t have a

mass unit. Figure A.1 shows a network diagram of the proposed CTL processes for

the partitioning method based on mass.
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A.3 Results and Discussion

A.3.1 Impact Assessment and Interpretation

The emissions burden of the proposed liquefaction process was divided into three

products, synthetic crude oil, 500C+ heavy oil, and centrifuge solids by the partition-

ing method based on mass, and their life cycle CO2 emissions were 97,401, 44,841, and

48,159 tonnes CO2/y, respectively. Figure A.2a shows that the liquefaction process

was the highest contributor to the emissions, followed by digester gas and biosolvent.

In case of the hydrotreating process, the life cycle CO2 emissions of jet fuel, switch

engine fueling, ammonia, and compressed CO2, were 219,974, 250, 3,039, and 43,748

tonnes CO2/y, respectively. As shown in Fig. A.2b, the hydrotreating process was

the most dominant contributor. The life cycle CO2 emissions of conventional pro-

cesses to synthetic crude oil and jet fuel were obtained from corresponding GREET

models. The CO2 emissions of synthetic crude oil from the conventional process were

224,497 tonnes CO2/y, which are significantly higher than those from the liquefaction

process. The CO2 emissions of FT jet fuel from coal were 852,079 tonnes CO2/y,

which are higher than those from the hydrotreating process. However, the CO2 emis-

sions of conventional jet fuel from crude oil and FT jet fuel from natural gas were

lower than those from the hydrotreating process, showing 74,417 and 208,369 tonnes

CO2/y, respectively.

Figure A.3 shows the life cycle CO2 emissions of products when different alloca-

tion methods were employed. The results of the displacement method show higher

emissions that those of other partitioning methods. However, actual emissions of the

displacement method may be lower because credits from some by-products weren’t

included in the analysis by the displacement method. In case of the partitioning
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Figure A.2: The life cycle CO2 emissions of each inventory in (a) the liquefaction
process and (b) the hydrotreating process when the partitioning allocation based on
mass was employed.

method based on exergy, the CO2 emissions of synthetic crude oil from the liquefac-

tion process were not calculated since the chemical composition of by-products, which

are 500C+ heavy oil and centrifuge solids, is unknown, and therefore, exergy values

of those by-products are hard to calculate. Regardless of which allocation method

was selected, the CO2 emissions of synthetic crude oil from the liquefaction process

were much lower than those from the conventional process. That is, about 43.7%

reduction of the CO2 emissions is expected to produce synthetic crude oil by employ-

ing the proposed liquefaction process. Also, regardless of the allocation methods, the

CO2 emissions of jet fuel from the hydrotreating process were higher than those of

conventional jet fuel from crude oil and FT jet fuel from natural gas, but were 68.6%

lower than those of FT jet fuel from coal, which uses coal as feedstock, the same as

the hydrotreating process.

317



S y n c r u d e
f r o m

L i q u e -
f a c t i o n

J e t  F u e l
f r o m

H y d r o -
t r e a t i n g

C o n v .
S y n c r u d e

C o n v .  J e t
F u e l
f r o m

C r u d e

F T  J e t
F u e l
f r o m
C o a l

F T  J e t
F u e l

f r o m  N G

0

2 0 0 , 0 0 0

4 0 0 , 0 0 0

6 0 0 , 0 0 0

8 0 0 , 0 0 0

1 , 0 0 0 , 0 0 0

 

 

CO
2 e

mi
ss

ion
 (to

nn
e C

O 2
eq

/y)

 D i s p l a c e m e n t
 M a s s  p a r t i t i o n i n g
 E x e r g y  p a r t i t i o n i n g

Figure A.3: The life cycle CO2 emissions of products when each allocation method
was employed.

A.4 Conclusions

The life cycle CO2 emissions of the proposed CTL processes were estimated and

compared with those of conventional processes. Three different allocation methods

was employed in the analysis to make the results robust. The overall results did not

change much regardless of the allocation methods selected. About 43.7% reduction

of the CO2 emissions is expected to produce synthetic crude oil by employing the

proposed liquefaction process instead of the conventional process. The CO2 emis-

sions of jet fuel from the proposed hydrotreating process were higher than those of
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conventional jet fuel from crude oil, but 68.6% lower than those of FT jet fuel from

coal. Also, the most dominant contributors to the emissions in both liquefaction and

hydrotreating processes were liquefaction process and hydrotreating process, respec-

tively. Therefore, if the proposed CTL processes could be optimized further, it is

expected that their CO2 emissions can be decreased further.

A.5 Homework Problem

In this section, we provide an example problem, which is related to the production

systems in this chapter. This problem is developed as a homework problem to learn

about LCA databases and models (GREET42 and USEEIO39).

Note: You need to download and install the GREET R©.Net software to solve this

problem. The software is available at this link. The software can only be installed on

Windows OS with Microsoft .Net Framework 4.5 already installed. You may need to

install GREET on computers in the computer lab in CBEC.

Suppose coal is converted to liquid fuels through the following CPL process in

Ohio. The dry crushed coal is mixed with organic biosolvent and coal tar distillate,

and liquefied to a synthetic crude oil product through the liquefaction process. The

liquefaction process input and output data are shown in Fig. A.4.

The liquefaction process produces two by-products, centrifuge solids and 500C+

heavy oil. These by-products have their own use for some applications. In such a case,

the life cycle impacts need to be allocated among the products. The allocation can

be performed based on mass, energy value, or monetary value ratios. For example,
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the mass-based allocation can be performed for two products A (a kg) and B (b kg)

as follows:

The impacts for A: x× a/(a+ b)

The impacts for B: x× b/(a+ b),

where x is total impacts calculated.

Using the GREET software, calculate the life cycle (well-to-use) greenhouse gas

(GHG) emissions to produce 1 kg of synthetic crude oil through the CTL process.

Also, compare it to the life cycle (well-to-use) GHG emissions of conventional crude

oil. Summarize your conclusion with respect to global warming mitigation.

(Inputs)
Bituminous Coal 328,000 t/y
Organic biosolvent 118,000 t/y
Coal Tar Distillate 32,000 t/y

Water 25,000 t/y
Limestone 7,000 t/y
Electricity – RFC Mix 37,000 MWh/y
NG – US Average 1,000 t/y
Fuel use (conventional diesel) 600 t/y

for transportation
(Emissions)

Water 16,000 t/y
CO2 emissions 72,000 t/y

(from combustion)

Liquefaction

(Main product)
Synthetic crude oil 220,000 t/y

(By-products)
Centrifuge solids 108,000 t/y
500C+ heavy oil 101,000 t/y

Figure A.4: CTL process to produce synthetic crude oil from coal.

Hint: Table A.2 identifies relevant GREET model data. You may not be able to

find relevant data for some flows from GREET. In such a case, use the USEEIO

model instead. Assume the price for those flows is $0.5/kg. In practice, the correct

or approximate price needs to be known. For instance, we do not know what organic
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biosolvent is. The relevant economy sector in the EEIO model with organic biosolvent

can be “325190/other basic organic chemicals.”

Table A.2: Relevant data from GREET/USEEIO models and life cycle GHG emis-
sions.

Inventory type Inventory Amount Unit Relevant GREET model data
Well to Use

GHG emissions
Unit

Input - Product Bituminous coal 328,000 t/y Bituminous Coal Mining and Cleaning t CO2eq/y

Input - Product Organic biosolvent 118,000 t/y
None
(Relevant USEEIO sector: 325190/other basic organic chemical)

t CO2eq/y

Input - Product Coal tar distillate 32,000 t/y
None
(Relevant USEEIO sector: 325190/other basic organic chemical)

t CO2eq/y

Input - Product Limestone 7,000 t/y Calcium Carbonate (Limestone: CaCO3) Production t CO2eq/y
Input - Utility Electricity - RFC Mix 37,000 MWh/y Electricity Mix: Non Distributed - RFC Mix t CO2eq/y
Input - Utility Natural Gas - US Average 1,000 t/y NA NG from Shale and Regular Recovery t CO2eq/y

Input - Transport
Fuel use (conventional diesel)
for transportation

600 t/y Conventional Diesel from Crude Oil for US Refineries t CO2eq/y

Input - Resource Water 25,000 t/y n/a t CO2eq/y
Emissions - Water Water 16,000 t/y n/a t CO2eq/y

Emissions - Air CO2 emissions 72,000 t/y n/a t CO2eq/y

Output - Product Synthetic crude oil 220,000 t/y n/a t CO2eq/y
Output - Product Centrifuge solids 108,000 t/y n/a t CO2eq/y
Output - Product 500C+ heavy oil 101,000 t/y n/a t CO2eq/y

Conventional
Product

Conventional crude oil 220,000 t/y Conventional Crude Oil t CO2eq/y

A.6 Solution

Table A.3 shows the relevant GREET model data for each of the inputs, emissions,

and outputs. It also shows well-to-use GHG emissions. For some inputs such as

organic biosolvent and coal tar distillate, it is hard to identify relevant GREET model

data. In such a case, their GHG emissions data can be estimated from the USEEIO

model.

Table A.3 exhibits relevant USEEIO sectors. (Relevant economy sectors can be

identified from the NAICS website at this link). Since the USEEIO model is based on

the economic model in a monetary unit, the physical data needs to be converted to

the monetary data. By assuming the price is $0.5/kg, the GHG emissions for organic
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biosolvent and coal tar distillate can be estimated as follows:

Organic biosolvent: 118, 000 t/y× $500/t× 1.30 kgCO2eq/$ = 76, 700 tCO2eq/y,

Coal tar distillate: 32, 000 t/y× $500/t× 1.30 kgCO2eq/$ = 20, 800 tCO2eq/y.

Accordingly, total GHG emissions for the liquefaction process are calculated to be

232,693 tCO2eq/y by adding up all associated GHG emissions.

Since this process has two additional by-products, the life cycle GHG emissions

need to be allocated among the products. The life cycle GHG emissions for synthetic

crude oil can be calculated using the mass-based allocation method as below:

232, 693 tCO2eq/y× 220, 000 t/y

220, 000 t/y + 108, 000 t/y + 101, 000 t/y
= 119, 330 tCO2eq/y.

Therefore, the life cycle GHG emissions to produce 1 kg of synthetic crude oil through

the CTL process are 0.54 kgCO2.

The relevant GREET model data for conventional crude oil is identified as shown

in Table A.3. Its life cycle GHG emissions to produce 1 kg of crude oil are 0.27 kgCO2

which is smaller than the CTL process. Therefore, producing synthetic crude oil from

coal through the CTL process has higher global warming potential than producing

conventional crude oil when the mass of production is equivalent.
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Table A.3: Relevant data from GREET/USEEIO models and life cycle GHG emis-
sions.

Inventory type Inventory Amount Unit Relevant GREET model data
Well to Use

GHG emissions
Unit

Input - Product Bituminous coal 328,000 t/y Bituminous Coal Mining and Cleaning 42,125 t CO2eq/y

Input - Product Organic biosolvent 118,000 t/y
None
(Relevant USEEIO sector: 325190/other basic organic chemical)

76,700 t CO2eq/y

Input - Product Coal tar distillate 32,000 t/y
None
(Relevant USEEIO sector: 325190/other basic organic chemical)

20,800 t CO2eq/y

Input - Product Limestone 7,000 t/y Calcium Carbonate (Limestone: CaCO3) Production 72 t CO2eq/y
Input - Utility Electricity - RFC Mix 37,000 MWh/y Electricity Mix: Non Distributed - RFC Mix 20,178 t CO2eq/y
Input - Utility Natural Gas - US Average 1,000 t/y NA NG from Shale and Regular Recovery 405 t CO2eq/y

Input - Transport
Fuel use (conventional diesel)
for transportation

600 t/y Conventional Diesel from Crude Oil for US Refineries 413 t CO2eq/y

Input - Resource Water 25,000 t/y n/a 0 t CO2eq/y
Emissions - Water Water 16,000 t/y n/a 0 t CO2eq/y

Emissions - Air CO2 emissions 72,000 t/y n/a 72,000 t CO2eq/y

Output - Product Synthetic crude oil 220,000 t/y n/a 119,330 t CO2eq/y
Output - Product Centrifuge solids 108,000 t/y n/a 58,580 t CO2eq/y
Output - Product 500C+ heavy oil 101,000 t/y n/a 54,783 t CO2eq/y

Conventional
Product

Conventional crude oil 220,000 t/y Conventional Crude Oil 60,015 t CO2eq/y
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Appendix B: Carbon Footprint of the Solar Panel Facility in

the Columbus Zoo Parking Lot

B.1 Objective

A carbon footprint is total greenhouse gas emissions that have a CO2 equivalent

mass unit. The goal of this work is to calculate the carbon footprint of the solar panel

facility in a 5-acre VIP parking lot to examine its effectiveness and environmental

impacts.

B.2 Approach

The approach of Life Cycle Assessment (LCA) is employed to evaluate the carbon

footprint per year of a proposed strategy.37 The LCA accounts for environmental

impacts of a system throughout its entire life-cycle, which ranges from the extraction

of the most upstream raw materials to the disposal, and thus, the LCA is called a

cradle-to-grave analysis. The solar panel facility that covered the 5-acre VIP parking

lot is defined as the final demand of this study, and its relevant life cycle inventory

data are collected from the National Renewable Energy Laboratory (NREL) U.S.

life cycle inventory database40 and ecoinvent global life cycle inventory database.43

The inventories of this study include polysilicon solar panels, steels to support the
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panel structures, electric conduits, water collection pipes, underground water tanks

and invertors, pump house for water distribution, and vertical gardens on the side

of panel structures. From this study, some relevant inventories, such as green roofs

and water pipes to nearby golf courses, and the disposal phase of the solar panel

facility are excluded. Also, the effects of the shading of vehicles and the reduction of

snow removal by the solar panels on the footprint are not considered in this study. A

professional and open source LCA software, openLCA, is used to perform the LCA.51

To account for the benefits of this strategy, savings in the footprint due to not using

electricity and water from their conventional supply facilities, such as the electricity

grid in Ohio, are considered. Table B.1 shows the life cycle inventory list for this

study and their data sources.

B.3 Results and Discussion

The results are shown in Figs. B.1 and B.2. As shown in Fig. B.1, the footprint

of a proposed strategy, which corresponds to the footprint of the solar panel facility

Table B.1: Life cycle inventory analysis for the solar panel facility in the 5-acre VIP
parking lot.

Type Inventory Amount Unit Data source

Input

Solar panel (multi-Si) 1.1 MW ecoinvent v2.2
Steel for the construction to support the panels 409,200 lb NREL
Electrical cable 970 ft ecoinvent v2.2
High denstiy polyethylene (HDPE) for water pipes 7,368 lb NREL
Water tank, 600 L 2 unit ecoinvent v2.2
Water pump, 40 W 2 unit ecoinvent v2.2
Water pump station 1 unit ecoinvent v2.2
Vertical gardens 5 unit calculated by Urban Blooms

Output
Solar panel facility 1.1 MW -
Electricity generated from the facility 1,298,000 kWh/y NREL
Water collected from the facility 3,358,847 gal/y ecoinvent v2.2
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without considering the savings in electricity and water from the conventional facil-

ities, is 2.49 million kgCO2eq. On the other hand, the footprint of a conventional

strategy, which corresponds to the footprint when electricity and water are obtained

from the conventional facilities, is 0.93 million kgCO2eq. The footprint of the conven-

tional strategy corresponds to the amount of savings in the footprint of the proposed

strategy. Hence, the total carbon footprint equals to the footprint of the proposed

strategy minus the footprint of the conventional strategy. The results show that the

VIP parking lot has a positive total carbon footprint during the first year from the

initial installation of the solar panel facility. Figure B.1 also shows that the most

dominant positive contribution to the footprint comes from the solar panel manufac-

turing process. If we investigate the further upstream of the solar panel, the silicon

production process for PV is the most dominant positive contributor.

The change in the total carbon footprint over time is calculated and shown in

Fig. B.2. It is assumed that any maintenance activities are not required for 30 years.

The results show that the total carbon footprint of the facility turns into a negative

value within 3 years from its initial installation and the value of the total footprint

decreases over time.

B.4 Conclusions

A calculation of the carbon footprint of the solar panel facility in the 5-acre VIP

parking lot has been performed to examine its effectiveness and environmental im-

pacts. The results show that the facility will become carbon negative within three

years from the initial installation of the solar panel facility. If the proposed strategy

could be employed for the entire parking lot at the Columbus Zoo, the reduction in
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Figure B.1: The carbon footprint of proposed and conventional strategies. The total
carbon footprint equals to the footprint of the proposed strategy minus the footprint
of the conventional strategy.

the footprint could be enhanced almost in proportional to the area of the parking

lot because the amount of solar panels, which have the most dominant contribution

to the footprint, will be almost linearly scaled up from the 5-acre parking lot to the

entire parking lot.

The carbon footprint might be decreased even further if we could employ solar

panels that have higher efficiency or smaller carbon footprint in their manufacturing

because the most dominant positive contributor to the footprint is the solar panel
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Figure B.2: The change in the total carbon footprint over time.

manufacturing process. Also, if we could develop and include ecosystems, such as

green roofs, local bushes, and trees, in the study, they could contribute to the footprint

in a negative way. Moreover, since vehicles in the parking lot are shaded by the solar

panels, it helps keep the parked vehicles cool during the summer and helps reduce the

removal of snow during the winter, which in turn could reduce the carbon footprint

as well.
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