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Abstract

Volatile oil prices, rapidly increasing air travel demand, growing concern for health and

climate impacts of emissions, and limited performance of existing aircraft technologies

have generated substantial interest in distributed propulsion and hybridization, even without

significant government regulation. This work details the development of the Map-based

Aircraft Propulsion Simulator (tMAPS), a modular framework of reduced-order models of

aircraft propulsion subsystems, and its application in optimizing the size and control of a

battery energy storage system (BESS) in a hybrid-electric, distributed-propulsion (HEDP)

regional jet aircraft. tMAPS is validated against the NPSS-based Georgia Tech Hybrid

Electric Aircraft Test-bed. The supervisory energy management strategy is formulated

into a discrete-time optimal control problem and solved via dynamic programming. Both

state-of-the-art and future battery technologies are evaluated, with energy density ranging

from 230-400 Wh/kg and power density ranging from 350-1200 W/kg. The optimal energy

management strategy is evaluated as a function of BESS size, cell chemistry, and mission

range to deduce system-level implications. The performance of HEDP is compared to a

turbo-electric, distributed-propulsion (TEDP) aircraft that assumes improvements in weight,

drag, and engine efficiency consistent with a regional jet entering operation in 2035.
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Chapter 1: Introduction

1.1 Motivation

Oil prices have always been and will continue to be a driver for electrification in the

transportation industry, but a growing influence is public concern for environmental pollution,

global warming, and emissions’ health impacts. Public concern elicits government regulation

and design evolution. While, light-duty vehicles are predicted to remain the main source

of fuel consumption and emissions, unprecedented growth in air travel demand is forecast,

and action is warranted. Beginning in the 1990s, research interest developed in the area of

aircraft electrification; coupled with the development of hybrid-electric and fully-electric

ground vehicles, rapid advancement in the associated technologies was achieved, resulting

in the recent development and production of “more-electric aircraft” (MEA). The Airbus

A380 (first delivered in 2007) and Boeing 787 (first delivered in 2011) feature substantial

increases in electric power generations, and electrification of propulsion systems is now a

highly active area of research in academia, industry, and government, alike.

1.1.1 Oil Market Outlook

The volatile and upward-trending price of fuel has historically been the driver for research

and development to improve the fuel efficiency of aircraft and other vehicles. The cost of jet

1



fuel more than quadrupled in recent decades (Figure 1.1). Oil prices are subject to available

supply, worldwide economic growth/decline (demand), and geopolitical developments.

2000 2002 2004 2006 2008 2010 2012 2014 2016 2018 2020
Year

0.5

1

1.5

2

2.5

3

3.5

4

$/
ga

l [
U

S
D

]

Figure 1.1: Cost of jet fuel for US Carriers (20M USD revenue/yr) from 2000-2020 [US
Bureau of Transportation Statistics]

North Sea Brent crude oil is used to price two-thirds of the world’s internationally

traded crude oil and, thus, serves as a good indicator for global oil cost. The US Energy

Information Administration’s 2020 Annual Energy Outlook projects the price of Brent crude

oil to increase by approximately 58% (in 2020 dollars) by 2050 (Figure 1.2). The model

cannot forecast instability in the market, but assessments of international markets were

considered to be most influential, and extreme scenarios were evaluated in which supply or

demand outweighs the other in the low and high oil price cases, respectively.

Major changes in oil market dynamics could increase instability in the market and

cause end-users to quicken their pace of diversifying their energy consumption (Figure 1.3).

United States (US) shale oil production has seen rapid growth in recent years and is expected

2
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Figure 1.2: North Sea Brent crude oil price projections [5]

to have continued growth, enabling the US to become a net exporter of petroleum [5]. The

share of global oil production of the Organization of the Petroleum Exporting Countries

(OPEC) plus Russia is expected to drop to 47% by 2030, but OPEC should remain the

largest net exporter of oil to world markets, according to the International Energy Agency

(IEA) [6]. As economies in the Middle East, Africa, and Asia-Pacific develop, their demand

for imported oil is projected to increase substantially, which could place pressure on the

OPEC and create tension between countries in these regions.

1.1.2 Air Travel Market Outlook

Recently, increasing concern regarding the environmental impacts of aircraft and antici-

pation of significant increases in demand of air transportation have compounded with the oil

market outlook to further elevate the priority of high-energy-efficiency aircraft technology.

There is a mutual benefit for airlines and consumers in achieving significant improvement

3
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Figure 1.3: Change in oil demand, supply, and net trade position, 2018-2040 [6]

in energy efficiency, as energy consumption and emissions are directly related to fuel con-

sumption in modern-day aircraft. Boeing’s 2019-2038 Commercial Market Outlook reports

average growth of 6.7% in Revenue Passenger Kilometers (RPK) over the past five years

due to growth in travel and tourism. A combination of lower cost fare, growing middle class

(earning >$20,000 USD in purchasing power parity) in large emerging markets, and new

airline business models have enabled a growing percent of the global population to travel by

air. Between 2008-2018, the increase of approximately three billion RPKS (60%) was led

by 40% growth between/within emerging markets, 34% between advanced and emerging

markets, and 26% between/within advanced markets [1]. Forecasts for growth until 2038

are summarized in Table 1.1.

The Asia-Pacific market, containing China, Southeast Asia, South Asia, Northeast Asia,

and Oceania, is projected to continue to be the primary contributor of global aviation growth

due to rapid growth in consumer purchasing power, in intra-regional economies, and in

4



Table 1.1: Summary of Boeing’s 2019-2038 Commercial Market Outlook [1].

GDP Traffic Fleet Aircraft
Market Growth [%] Growth [%] Growth [%] Deliveries

China 4.7 6.0 4.5 8,090
Southeast Asia 4.4 5.9 5.7 4,500
South Asia 5.8 7.4 7.3 2,560
Northeast Asia 1.2 1.9 1.5 1,420
Oceania 2.4 2.7 2.6 820
North America 1.9 3.2 1.9 9,130
Europe 1.6 3.6 2.9 8,990
Middle East 3.2 5.1 4.9 3,130
Latin America 2.9 5.9 3.9 2,960
Russia and Central Asia 2.0 3.3 2.1 1,280
Africa 3.4 5.9 4.0 1,160

intra-regional economic ties considering also the vast geographical area and many island

nations. Africa is projected to have the largest working age population (1060 million) by

2040, economic diversification is expected to stabilize and grow the African economies, and

policy changes have been adopted with hopes to liberalize the civil transportation market.

Sustained market growth projected in Europe combined with the aforementioned growth

in Asia-Pacific and Africa leads to growth in the Middle East, which serves as the hub for

these markets, connecting 80% of the world’s population and economies responsible for

70% of global economic growth (2019-2038) via an eight hour flight [1].

North America is expected to see sustained growth as network carriers focus on optimiz-

ing their fleets and operations to increase load factors and extend international networks.

Market liberalization and expansion of low-cost carriers are projected to significantly in-

crease travel within South America, while economic ties and tourism will sustain demand

for travel between North America and Latin America.

5



Figure 1.4: Projection of middle class population in the Middle East and surrounding
markets from 2009-2030 [7]

1.1.3 Health and Environment

Between 1998-2013, carbon dioxide (CO2) emissions per RPK have reduced 51%,

and emissions have increased by only 33% of the traffic volume growth [1]. However,

according to the IEA’s Sustainable Development Scenario (SDS), which presents a solution

“fully aligned with the Paris Agreement...and meets objectives related to universal energy

access and cleaner air,” transportation sector energy consumption must be reduced by 276

Mtoe (Mega tonnes oil equivalent) by 2040. The Stated Policies Scenario (STEPS), which

incorporates policy initiatives already in place, predicts a 701 Mtoe increase in consumption

[6].

While transportation accounts for only 24% of US energy consumption, it is responsible

for approximately 36% of CO2 emissions because of its heavy reliance on oil and efficiency

6



limitations of on-board, combustion-based power plants. Transportation consumption and

emissions are projected to decline through 2030 largely due to substantial improvements in

on-road vehicle energy efficiency; however, regulations do not require additional efficiency

improvements after 2027, and travel growth quickly outpaces efficiency gains anticipated

this decade. Meanwhile, jet fuel consumption is projected to steadily increase 31% by 2050,

again as the rate of technological advances is not expected to match the rate of increasing

demand [5].

Figure 1.5: Projections of US energy consumption by sector and by transportation type and
CO2 emissions by sector between 2020-2050 [5]

Aviation emissions not only adversely affect climate change but also human health, which

is estimated to have economic impacts nearly equal to, if not greater than, climate costs.

While CO2 emissions are primarily a contributor to climate change, non-CO2 emissions are

also responsible for damage to both the climate and human health (Table 1.2). Non-CO2

emissions include water (H2O), nitrates (NOx), sulfates (SOx), hydroxide (OH), carbon

monoxide (CO), hydrocarbons (HC), and fine particulate matter (PM 2.5). Grobler et
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al defined speciated cost metrics for both climate and air quality per unit aviation fuel

consumption. Referencing the fuel consumption and emissions data from the US Federal

Aviation Administration’s (FAA) Aviation Environmental Design Tool (AEDT) for 2006,

the total cost was determined to be $560/mt (metric ton) of fuel burned (2015 USD) with

90% of the cost resulting from cruise emissions (relative to other phases of flight) and 64%

from air quality impacts (relative to climate impacts) [4]. In a similar study focused on

health impacts, again referencing data from 2006, 16,000 premature deaths were predicted

from global, full-flight emissions with an estimated cost of $112/mt of fuel burned (2006

USD) with 75% of global health impacts due to cruise emissions [3].

Boeing’s fleet growth and replacement forecast comprises 44,040 aircraft deliveries with

just 6,620 of existing aircraft remaining in service by 2038, which presents an opportunity

[1]. Current regulation and technology improvements correlate to significantly increased

fuel consumption; thus, investment in advanced aircraft concepts and improvement in fuel

efficiency must rapidly grow to surpass current projections and mitigate global climate and

health impacts anticipated from the future demand in civil aviation.

1.1.4 More-Electric Aircraft

A potential path towards reduction of fuel consumption and CO2 emissions involves

improving the energy conversion efficiency of power generation or propulsion systems.

The first systems in ground vehicles to be electrified were primarily safety and comfort

systems or engine accessories [19]. More recently, there has been a focus on hybridization

of the propulsion system through electrification and engine downsizing. The concept of

an “all-electric” aircraft originated in military aircraft designed in World War II, though,

until recently, low technology levels of electrical power generation and conversion devices,
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Table 1.2: Summary of aviation CO2 and non-CO2 emissions’ impact on human health and
the climate [2, 3, 4]

Species Source Climate Impact Health Impact

CO2 Primary combustion
product, decreases with
increasing combustion
pressure and temperature

Greenhouse gas (warming) N/A

H2O Primary combustion
product

Water vapor emission
(warming), contrail
precursor (net warming)

N/A

NOx Trace combustion product,
increases with increasing
combustion pressure and
temperature

Formation of O3
(warming), aerosol
(cooling) and contrail
cirrus precursors (net
warming) from HNOx

NO –
3 Combines with

NH +
4 to form secondary

PM 2.5, O3 linked to
respiratory disease

SOx Trace combustion product,
increases with increasing
fuel sulfur content and
combustion pressure and
temperature

Combines with OH to
form H2SO4, likely the
most important aerosol
precursor (cooling)

SO 2–
4 combines with

NH +
4 to form secondary

PM 2.5

OH Trace combustion product Combines with NOx
(reducing O3 formation,
cooling) and with SOx
(aerosol precursor,
cooling)

O3 linked to respiratory
disease

CO Trace combustion product,
results from incomplete
combustion

N/A Poisonous gas

HC Trace combustion product,
results from incomplete
combustion

Aerosol formation and
growth (cooling)

N/A

PM 2.5 Trace combustion product Particle emission
(warming), uncertain
impact on cirrus cloud
formation
(warming/cooling)

Increased rates of lung
cancer, cardiovascular
disease, and respiratory
disease
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coupled with limited understanding of the system control, inhibited the inclusion of “more

electric” power systems in aircraft. Programs such as US Air Force More Electric Aircraft

(Generation I: 1991-1998, Generation II: 1998-2005, Generation II: 2005-2012), Totally

Integrated More Electric Systems (2001-2004), and Power Optimized Aircraft (2002-2007)

were responsible for driving the acquisition of knowledge and development of technology

required to make increased reliance on electrical power a feasible solution [20, 21, 22].

The concept of MEA is based on replacement of existing mechanical, hydraulic, and

pneumatic non-propulsive systems with electrical power systems (Figure 1.6). Conven-

tionally, a relatively small amount of engine power is converted to four main forms of

non-propulsive power: mechanical, hydraulic, pneumatic, and electrical. Hydraulic and

pneumatic systems have low transfer efficiency and are prone to leaks that decrease system

efficiency, have the potential to fully disrupt operation of the network, and are difficult to

locate and repair, resulting in grounded aircraft. Hydraulic systems are robust and have high

power density but their heavy and inflexible piping limits optimization of system integration

and potential for future aircraft reconfiguration [23]. Research and development of dis-

tributed electro-hydraulic or electro-mechanical actuators/systems is intended to eliminate

the need for extensive pneumatic and hydraulic networks [24, 25]. These could also enable

the removal of engine air bleeds such that the engine design problem can be decoupled and

optimized separately from that of the non-propulsive power subsystems.

The fact that many of these applications require a power conversion stage for control

may seem cumbersome but actually can have net benefit. Distributed power converters

enable flexibility in system design for redundancy and reduce constraints on the engine’s

electro-mechanical power conversion. Gearbox-less, variable-frequency electrical power

generation from directly-driven main generators are now feasible [24, 25]. Electric starting
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Figure 1.6: Comparison of conventional and “more electric” aircraft non-propulsive power
generation equipment [8]
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of the engine through the starter/generator such that accessory gearboxes can be eliminated

and cold-weather starting power is reduced. This move also enables the auxiliary power unit

(APU) to be fully converted to and optimized for electrical power generation [8, 25].

For example, the systems architecture of the Boeing 787 places significantly more

emphasis on electrical systems than any prior aircraft. The 787 features a no-bleed engine

with electrification of the wing deicing protection, engine starting, control surface hydraulics

(partial, EHAs), and ECS. The starter/generators are also directly connected to the engine

gearboxes and produce a variable frequency proportional to engine speed. Overall, the

system architecture changes are predicted to account for 3% fuel savings, along with

increased reliability, improved prognosis and diagnosis, and reduced maintenance costs [26].

Even with its vastly expanded electrical system, the Boeing 787’s non-propulsive power is

only a small percentage of its total system power – approximately 1 MW of non-propulsive

power compared to 28 MW of propulsive power in cruise, considering a MTOW of 227 mt,

L/D of 20 [27], and cruise speed of 250 m/s.

1.1.5 Turbofan Efficiency Limitations

A traditional aircraft used for civil aviation is equipped with one turbofan engine on each

wing. A diagram of a turbofan engine is shown in Figure 1.7. The core of the engine consists

of separate low- and high-pressure compressor, shaft, and turbine assemblies, referred to as

spools, which are fluidly coupled. The compressor stages compress the air before fuel is

injected and the mixture is combusted. The thermal efficiency of the core generally increases

with increasing combustor temeprature and pressure. The exhaust gases are expanded

through the turbine stages with some work being transmitted to the compressor stages

through concentric shafts, or spools. Work is also done on the fan, which is mechanically
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coupled to the low-pressure shaft either directly or through a gearbox. Turbofan engines

employ a co-annular nozzle; the exhaust gases exit through the center, and the bypassed air,

that which passes around the core, exits through the annular nozzle.

Figure 1.7: Schematic diagram illustrating the operation of a 2-spool, high-bypass turbofan
engine, with LP spool in green and HP spool in purple. Copyright © 2008 K. Aainsqatsi

The ratio of air that bypasses the core to that of the air that passes through the core is

called the bypass ratio (BPR). At a high level, the propulsive efficiency of the fan is related

to the BPR and fan pressure ratio (FPR). Generally, the FPR is inversely proportional to

the BPR, and propulsive efficiency increases with increasing BPR. The thrust output of a

turbofan is described by

F = BPR · ṁcVb + ṁeVe− ṁ0V0 (1.1)

where ṁ and V are the mass flow rate and velocity, respectively, of air in the free (0), bypass

(b), and core enter (c) and exit (e) streams, and the BPR is defined as ṁb/ṁc. A metric
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more closely related to efficiency, the thrust-specific fuel consumption, defined as F/m f uel ,

generally increases with increasing BPR. However, for the same core and fuel input with

increased BPR, the kinetic energy in the core air stream would be negatively impacted.

There are practical limitations to further increasing the BPR of a turbofan engine. For

the same shaft speed and increasing fan diameter, fan blade inertia (mechanical stress) and

tip speed increase. When approaching supersonic tip speed, fan efficiency begins to decrease

significantly. Further, the low-pressure spool achieves maximum efficiency at relatively

high speeds compared to those required for peak fan efficiency. This divide becomes larger

with increasing fan diameter. A gearbox could be added to the system but would negatively

impact complexity, weight, and cost. The larger fan would require a larger nacelle, again

increasing weight and cost, as well as drag. If the larger fan required more power to drive,

additional stages could be added to the low-pressure spool, yet again increasing complexity,

weight, and cost, or the core could be enlarged, which effectively reduces the BPR and

also increases cost. Without electrification, further improvement is subject to the law of

diminishing returns.

1.1.6 Electric Distributed Propulsion

The second methodology to reducing fuel consumption requires substantial technological

development of the propulsion system and the aircraft body. Goals, such as those outlined

by the International Civil Aviation Organization’s (ICAO) Carbon Offsetting and Reduction

Scheme for International Aviation (CORSIA) and the National Aeronautics and Space

Administration’s (NASA) Subsonic Fixed Wing (SFW) project (Table 1.3), are not projected

to be met with the current rate of technological advances, as indicated by the International

Air Transport Association (IATA) in Figure 1.8 and noted in [10, 28, 29, 30, 31].
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Table 1.3: NASA SFW goals for the recent and future aircraft generations

Corners of Trade
Space

N+1 (2015)*
Tech. Benefits
Rel. to Single

Aisle Ref. Config.

N+2 (2020)*
Tech. Benefits
Rel. to Large

Twin Aisle Ref.
Config.

N+3 (2025)*
Tech. Benefits

Noise reduction
(cum. below stage
4)

32 dB 42 dB 71 dB

LTO NOx
reduction (below
CAEP 6)

60% 75% >75%

Block fuel burn
reduction

33%** 50%** >70%

Field length
reduction

33% 50% Exploit
metroplex***

concepts
*Technology Readiness Level for key technologies = 4-6
**Additional gains may be possible through operational improvements
***Concepts that enable optimal use of runways at multiple airports
within the metropolitan areas
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Figure 1.8: IATA’s carbon neutral growth roadmap to meet CORSIA targets [9]

Electric distributed propulsion (EDP) is considered to be a disruptive technology, one

that is a key enabler for reaching the aforementioned goals. Distributed propulsion alone

is considered to encompass any propulsion system with a spanwise distribution of the

propulsive thrust stream. There are many classifications for the related technologies and

architectures, but the focus here is on propulsor sets, distributed across each wing and

powered by an individual source, which will be referred to as the single-source, multi-

propulsor (SSMP) architecture.

A benefit of the SSMP architecture, aerodynamic coupling of the propulsors to the

airframe makes possible boundary layer ingestion (BLI) to increase propulsive efficiency

and boundary layer control, thrust vectoring, and supercirculation to increase lift and reduce

weight (removal of all control surfaces). Air-breathing engines are limited in these applica-

tions because they perform best in free stream inlet flow conditions. Thrust vectoring also
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requires flexibility in propulsor location; this flexibility further enables airframe shielding

to reduce community noise [29, 32]. The aerodynamic benefits were not exploited in this

report’s studies; thus, they will not be discussed further. They are mentioned because they

served as significant motivation for early efforts developing distributed propulsion.

The primary benefit of the SSMP architecture leveraged here is the ability to indepen-

dently optimize the engines’ thermal efficiency (or that of any other power source) and the

propulsors’ propulsive efficiency. The highest BPR of a turbofan to-date is 12.5 for the

Pratt & Whitney PW1100G installed on the Airbus A320neo, while SSMP concepts have

attained effective BPRs (eBPRs) of between 15-30 [28, 30, 33, 34]. eBPR is used simply to

represent that the flow through the fans does not explicitly “bypass” the engine.

The earliest designs of SSMP architectures transmitted (1) hot engine exhaust fluid

to wing-embedded fans and (2) relatively cold fluid from the engine compressor stage to

tip-driven propulsors. The fluid-powered propulsor designs were followed by multiple

concepts utilizing mechanical coupling of the engine to adjacent fans. However, there are

obvious limitations to extensive fluid networks and large numbers of mechanical connections

as described previously. Following behind MEA initiatives, EDP systems, which distribute

power electrically from a power source to propulsors, have become the most popular design

for the following reasons:

1. Power sources can be any combination of electrical-power-producing devices, e.g.

turbogenerators, batteries, fuel cells, etc.

2. Electrical distribution allows for a high degree of flexibility in component placement

to take advantage of synergistic propulsor-airframe aerodynamics and makes use of

MEA electric, non-propulsive power system development
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3. Power inverters enable independent operation of electric machines to maximize system

efficiency

4. Electric machines produce relatively low noise levels and quickly respond to torque

commands

In simulation, NASA’s N3-X turbo-electric, distributed-propulsion (TEDP) aircraft achieved

72% block fuel burn reduction compared to its baseline, the Boering 777-200LR. The

N3-X is equipped with two turbogenerators (coupled turboshaft engine and generator, hence

“turbo-electric”), 14 motor-driven fans, a hybrid wing body, and a liquid-hydrogen-cooled,

superconducting electrical bus (Figure 1.9) [30].

Figure 1.9: NASA’s N3-X hybrid wing body, superconducting TEDP aircraft with detailed
view of radial layout for electrical system [10]
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1.2 Problem Statement

To enable fully sustainable aviation, fuel must be displaced with another form of energy

storage that is sourced from renewables (Figure 1.10). Over the past 20 years, Lithium-

ion batteries (LIBs) have been extensively researched and developed, but it is a relatively

young technology with projections for significant advancement in the near-future. Battery

energy storage systems (BESSs) have become commonplace in a variety of form factors and

applications from Wh-scale mobile phone battery cells to kWh-scale hybrid-electric and

fully-electric ground vehicle battery packs to MWh-scale ocean-going ship and stationary

utility battery systems. Today, many LIB manufacturers are developing technology tailored

to the aviation industry, as academia, industry, and the government have markedly increased

the pace of battery-electric propulsion research and development, especially for drones,

UAVs and urban mobility. To date, there have been limited studies in the space of regional

aircraft, utilizing SOA (SOA) LIB technology in a series-parallel hybrid architecture. Further,

the tools that had been used to perform related studies were not reported, unavailable, or

would have required significant modification.

A hybrid-electric, distributed-propulsion (HEDP) regional aircraft was conceptualized

as part of NASA’s University Led Initiative (ULI) program “Electric Propulsion: Challenges

and Opportunities.” The control of the BESS significantly impacts overall energy efficiency,

fuel burn (and emissions) reduction, thermal management system (TMS) design, electrical

distribution system (EDS) design, installation and maintenance costs, and payback period,

among others. Further, these impacts are uniquely influenced by the cell chemistry, BESS

sizing, and mission range and profile.

In [35] a review of existing tools and approaches for hybrid-electric aircraft energy

management showed it was common to assume a constant power split or rule-based strategy,
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Figure 1.10: Evolutionary and revolutionary technologies to meet near- and far-term goals
[9]

to optimize control/design over points of interest and neglect dependencies on past and

future mission requirements and system states, and to neglect battery dynamics. In some

cases, the split was constant throughout the mission; otherwise, the mission was divided into

some small number of segments with unique rules. The proposed solution features a Model

Predictive Control energy management optimizer within an outer design loop, such that

the design and energy management could be co-optimized. Still, many more recent studies

[36, 37, 38, 39] have been reported, in which the limitations identified by [35] persist.

In [40] the authors employed the tool proposed by [41] and reconsidered the optimization

method, with its results instead supporting the validity of rudimentary energy management

strategies. However, all of these studies considered parallel-hybrid configurations, likely

due to its higher performance in automotive applications. Conversely, series-hybrid and
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series/parallel-hybrid configurations (Figure 1.11) enable complete decoupling of the design

of the conventional engine and electric propulsion system, and the losses associated with the

additional energy conversion process are likely overcome by improvements in propulsive

efficiency from increased BPR and added BLI.

(a) (b) (c)

Figure 1.11: (a) Series, (b) parellel, and (c) series-parallel hybrid-electric vehicle configura-
tions per automotive industry definition (Figure courtesy of CAAT)

Common optimization objectives for hybrid-electric vehicles (HEVs) such as minimiz-

ing fuel consumption, minimizing energy consumption, minimizing system weight, and

minimizing total cost have a strong dependence on both the design and control of the system.

The multi-objective optimization problem becomes increasingly challenging to solve both

with increasing system complexity and increasing design variability. Dynamic programming

(DP) is an optimization method that enables objective comparison of results from a large

design space but requires reduced-order models (ROMs) to reduce computational time.
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1.3 Objectives

This work presents a model-based design optimization of the BESS for a hybrid tur-

boelectric generator for regional aircraft applications. The objective of this work is to

optimally define the cell technology, BESS size, and energy management strategy that

together minimize the fuel consumption of the aircraft, and investigate design trade-offs

based on different flight missions. A reduced-order model and initialization process must

be developed that results in negligible losses in accuracy relative to a proven tool, while

enabling exploration of BESS design factors and coupling with an open-source DP algorithm.

The ROM developed here will be validated against the NPSS-based Georgia Tech Hybrid

Electric Aircraft Test-bed (GT-HEAT). SOA and future battery technology will be evaluated

for feasibility in missions with range up to 1850 km. The optimal energy management

strategy will be evaluated as a function of cell characteristics, BESS size, and mission range

to deduce system-level implications and inform detailed design decisions.

1.4 Outline

The next chapter discusses opportunities and challenges of LIBs from the cell-level

to system-level and examples of battery packs in aviation applications. Then, the system

architecture and model architecture, calibration, and validation are detailed. The results

chapter begins with an overview of dynamic programming, definition of HEV energy

management problem, and analysis of the model and solver’s convergence behavior. The

chapter concludes with analysis of the impact of cell selection, battery energy storage system

(BESS) sizing, and mission range on the energy management strategy and fuel savings.

Finally, conclusions are discussed and future work is proposed.
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Chapter 2: Lithium-ion Batteries

For the next 5-10 years, Li-ion is expected to remain the most capable commercially-

available, rechargeable battery technology. Lithium has the lowest reduction potential of

all elements, it is the third lightest element, and it has one of the smallest ionic radii of any

singly-charged ion, resulting in high gravimetric and volumetric energy and power density

[12]. Compared to common alternatives, Li-ion offers significantly higher energy density

than lead-acid, does not suffer from the memory affect of Ni-Cd, operates at almost three

times the voltage of Ni-based batteries, and has a low self-discharge rate [42].

Relative to jet fuel and jet engines, the performance of Li-ion is still quite limited. Jet

fuel has gravimetric and volumetric energy density of 12,000 Wh/kg and 9,600 Wh/L,

respectively, while SOA Li-ion technology has yet to achieve 300 Wh/kg and 1,000 Wh/L.

While the efficiency of jet engines is limited, they are a mature technology, with proven

performance in extreme conditions and economic feasibility in the global marketplace.

Materials used in LIBs present instabilities that lead to mechanical and chemical degradation

with use and time. Degradation in LIBs is a highly active area of research.

Cyclability and safety largely depend on the application and system integration. Li-ion

has performed sufficiently well in these metrics to become commonplace in applications

ranging from mW-scale power and Wh-scale energy to MW-scale power and GWh-scale

energy. Generally, the technology is highly scalable and widely feasible. However, aircraft
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are somewhat of a “last frontier” for LIB technology, due to the high impact of added weight

and more stringent safety requirements.

2.1 Cell-Level Overview

Metrics such as energy density, power density, capacity, rate capability, cyclability, safety,

and abuse tolerance are generally referenced to assess the performance of battery cells [43].

For a given cell, removable energy and capacity can vary depending on rate, temperature,

and state of health (SOH), while power capability can vary by mode (charge/discharge),

state of charge (SOC), temperature, and SOH. SOC is an estimate of the ratio of charge

stored in the battery, and SOH is an estimate of the ratio of performance remaining in the

battery; generally, charge can be restored but performance cannot. For a given cell, SOH

depends both on cycling and calendar aging, the former depending on the characteristics

and frequency of discharge/charge cycles and the latter depending on storage conditions,

primarily duration, SOC, and temperature [44]. Cyclability is a qualitative measure of

the cell’s tolerance for high-rate charge and discharge and for wide-ranging SOC and

temperature. The SOH is also impacted by instances of abuse and tolerance for abuse.

Mechanical abuse includes vibration, impact, penetration, and water immersion; thermal

abuse includes operation at extreme temperatures, high and low; and electrical abuse includes

elevated rates, short circuit, over-charge, and over-discharge.

A Li-ion cell consists of a cathode (positive electrode), anode (negative electrode),

separator (porous membrane), and liquid electrolyte. The separator prevents the electrodes

from physically contacting but must be porous such that lithium ions can be exchanged

between the electrodes through the electrolyte. In discharge, electrons move from the anode
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to cathode through an external circuit (load), while lithium ions move from the anode to

cathode via the electrolyte (Figure 2.1), and vice-versa in charge.

Figure 2.1: Schematic of a lithium-ion battery in discharge (no separator shown) [11]

The energy storage capability of a LIB is dependent on its charge acceptance and

potential, which are related to crystalline structure and Gibbs free energy, respectively, of

the active material. Figure 2.2 compares these values for all common electrode materials.

SOA LIBs feature intercalation cathodes (Figure 2.2a and anodes (graphite and LTO, Figure

2.2c). An intercalation electrode is a solid host network into and from which guest ions

can be inserted (lithiation) and removed (delithiation) reversibly, whereas, in conversion

electrodes, the crystalline structure physically changes during lithiation and delithiation

[12]. Conversion cathodes and anodes are a highly active area of research for their high
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theoretical capacity; however, several practical issues related to cyclability and aging are

currently delaying their commercial deployment.

(a) Intercalation cathodes (b) Conversion cathodes

(c) All anode types (d) All electrode types

Figure 2.2: Approximate range of average discharge potentials and specific capacity of
common electrode materials [12]

2.1.1 Materials

The most common cathode materials are based on lithiated transition metal oxides and

include LiCoO2 (LCO), LiMn2O4 (LMO) LiNiCoAlO2 (NCA), and LiNiMnCoO2 (NMC),

and LiFePO4 (LFP). LCO and LFP are most widely used in commercial Li-ion batteries.
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LCO was used in the first commercialized LIB (1991) and, thus, offers the greatest

technological maturity. It features moderate specific capacity (140 mAh/g), moderate power

capability, and moderate cyclability (500-1000 cycles) but is limited by low thermal stability

and high cobalt content [12, 42, 45]. Regarding lithium metal oxides, thermal stability

indicates the relative temperature at which oxygen is released exothermically, which can

lead to a thermal runaway reaction and explosion. LCO has the lowest thermal stability of

any commercial cathode material and can experience thermal runaway at temperatures as

low as 150 °C [12]. Cobalt is highly toxic, presenting concerns at beginning- and end-of-life

processes, and cobalt reserves are relatively limited.

LMO was first used in a commercial LIB in 1996. Its specific capacity is lower (120

mAh/g) but specific power is higher compared to LCO. Manganese is more abundant and

less toxic than cobalt, and manganese oxide has high thermal stability, with thermal runaway

occurring around 250 °C [45]. LMO is not widely used because of its poor cyclability

(300-700 cycles). In “typical” charging conditions but especially at elevated temperature

(40-70 °C), the cathode structure degrades and active material is lost, causing capacity and

power fade [12].

LFP was also first commercialized in 1999. LFP offers the highest power density but

moderate specific capacity (135 Ah/g). Its energy storage capability suffers further from a

relatively low potential, resulting in the one of the lowest energy densities of LIBs. Though

the potential is low, LFP batteries feature a relatively flat (constant voltage) discharge curve,

which enables consistent performance across a wide SOC range (15-100%). LFP batteries

have low cost and toxicity, high power capability, high cycle life (>2000 cycles), and high

thermal stability (thermal runaway around 270 °C) [45].
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NCA was commercialized in 1999, as a replacement of LCO. Nickel was initially

considered as a substitute for cobalt, i.e. LiNiO2, but the addition of cobalt and aluminum

was required to improve performance [12]. Still, the cost share of cobalt was significantly

reduced to 3-6% in NCA (and NCM), compared to 21% in LCO cells [45]. NCA offers high

specific capacity (200 mAh/g), moderate-to-high specific power, and high cycle (1000-1500

cycles) and calendar life but has similar thermal stability to LCO [12, 45].

Though NMC was commercialized most recently, in 2004, it is the most common

chemistry used in HEVs and EVs. Generally, NMC has lower specific capacity (175 mAh/g)

and higher cycle life (1000-2000 cycles) than NCA, but the proportions of nickel, manganese,

and cobalt can be varied to achieve desired performance attributes. Nickel increases lithium

extraction capacity and specific energy, manganese increases power capability and thermal

stability, and cobalt increases the structural stability and cyclability [12, 45].

When examining next-generation cathode technologies, sulfur is a conversion material

that appears the most promising for early commercialization and deployment. It has the

highest theoretical capacity (1675 mAh/g) of known cathode materials and is cheap, abun-

dant, and non-toxic. However, it is inhibited by low electronic conductivity, low theoretical

potential, high volume expansion (80%), non-monotonic discharge curve, high voltage

hysteresis, and high solubility in traditional electrolytes [12]. The low theoretical potential

requires that a highly electronegative compound be used as the anode such that energy

storage capability is not sacrificed. The high volume expansion can destroy electrical contact

within the cell and induce significant mechanical stress. The non-monotonic discharge curve

and high voltage hysteresis present challenges for conventional SOC estimation techniques.

Sulfur cathodes have low rates of calendar aging but suffer from poor cycling aging. Cathode

active material, in the form of intermediate reaction products (polysulfides), is continuously
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dissolved and lost in cycling; the loss is irreversible when a highly electronegative element

(or compound) such as metallic lithium serves as the anode [12, 46, 47]. Further loss of

active material, along with decreases in surface conductivity, are attributed to growth of a

passivation layer comprised of final discharge products Li2S2/Li2S [46, 47].

Cyclability, charging rate, and energy density are most significantly influenced by the

anode composition. Most LIBs feature a graphitic (layered-structure) carbon anode because

of its low cost, high reversibility of lithiation and delithiation, and small volume variation

(10%) [42]. Because the theoretical capacity (372 mAh/g) of graphitic carbon is being

approached, non-graphitic and non-carbon anode compounds are required to meet demand

for improved performance. Non-graphitic carbon exhibits nearly double the theoretical

specific capacity but suffers from high early-cycle irreversible capacity loss [12, 42].

Silicon is considered to be one of the most promising non-carbon anode materials.

Similar to sulfur, silicon exhibits high specific capacity (up to 4200 mAh/g), low cost,

high abundance, and low toxicity. Silicon is capable of reversibly alloying and de-alloying

with lithium at room temperature; however, the alloying/de-alloying process causes huge

volumetric expansion (up to 300%) [12, 42, 46]. This process also occurs at low potential,

which is ideal for the overall cell potential but also for solid-electrolyte interphase layer

formation. During cycling, the large volume change destroys the SEI layer and results in

continuous electrolyte decomposition, loss of lithium, and increasing impedance [12]. Cycla-

bility of cells with silicon anodes is limited at present, when compared against commercial,

graphite-based anodes.
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2.2 Modeling Methods

An accurate battery model is the basis for the sizing and design of a battery energy

storage system, for definition of optimal control policies. There are two common categories

of models: electrochemical models and equivalent circuit models (ECMs). Figure 2.3 shows

a notional voltage response to a current pulse and indicates the influence of model-specific

parameters.

Figure 2.3: Influence of model-specific parameters on voltage response to discharge current
pulse [13]

Electrochemical models rely on “first principles,” e.g. Fick’s law of diffusion for lithium

concentrations and Ohm’s law for potentials, to describe the transport, thermodynamic,

and kinetic phenomena throughout the cell, resulting in a set of coupled, non-linear partial

differential equations [13, 14]. Electrochemical models can be used to observe internal states

that are otherwise unmeasurable, to evaluate sensitivity to design parameters in simulation,
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and to test the accuracy of ROMs [13]. However, memory and computing requirements are

large, not only for model evaluation but typically also for parameter identification. Thus,

these models are impractical for high-dimensional design and control optimization problems

and in real-time state estimation applications.

Based on Thevenin’s theorem, ECMs model batteries as a voltage source and network of

resistors and capacitors. This modeling technique reflects battery performance macroscopi-

cally and, therefore, is highly adaptable. The same model structure can be used to represent

different batteries and types with the same accuracy using appropriate parameter values.

Further, the same parameters can have added dependencies to capture environmental and

aging effects [48]. Complexity can easily be added to the model structure to more accurately

replicate battery performance, with increased computational cost but perhaps better suited

to a specific application.

2.2.1 Equivalent Circuit Models

ECMs are particularly attractive due to their simplicity, computational speed, and

flexibility in capturing voltage dynamics, heat generation, and aging characteristics [49]. A

source or load prescribes the overall current into or out of the battery. The voltage source is

considered as the OCV of the battery. The OCV and nominal capacity of the cell comprise

the static part of the model. At a minimum, a single resistor in series represents the model

dynamics but additional parallel networks of resistors and capacitors are commonly included

to better capture the transport, thermodynamic, and kinetic aspects [50].

Figure 2.4 shows the circuit diagrams for the most common variations of an ECM. There

is no limit on the number of RC networks, or order of the model, but no more than two are
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(a) Rint (zeroth order) (b) Thevenin (first order) (c) Dual polarization (second or-
der)

Figure 2.4: Schematic diagram of equivalent battery circuit models [14]

typically necessary to accurately capture the polarization characteristics, i.e. the nonlinear

regions in Figure 2.3. The model equations for each circuit shown can be written as

Zeroth-order: Ut =Uoc− ILR0 (2.1)

First-order: U̇p =
IL

Cp
−

Up

RpCp

Ut =Uoc−Up− ILR0

(2.2)

Second-order: U̇1 =
IL

C1
− U1

R1C1

U̇2 =
IL

C2
− U2

R2C2

Ut =Uoc−U1−U2− ILR0

(2.3)

where Ut is the terminal voltage, IL is the load current, R0 is the ohmic resistance, Uoc is the

open-circuit voltage, and Rp,1,2,... and Cp,1,2,... are the effective resistance and capacitance

values, respectively, used to model the polarization characteristic [14].

This approach is relatively simple mathematically and numerically such that complicated

and intensive computation is minimized or even avoided [50]. Further, cell performance

is commonly extrapolated to the pack level for system simulation, design, and control

applications. It is assumed that the cells are equal and that there is no temperature gradient
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between them that could induce significant cell-to-cell imbalances in voltage or charge such

that the battery pack behavior can be scaled from that predicted by a model for an individual

cell [51].

In [14, 48], the performance of different order ECMs was compared. Accuracy of ECMs

generally improves with increasing model order, but model performance ultimately depends

on the parameter identification process. If the experimental data is overfit, the model will

perform increasingly poorly as cycle characteristics increasingly differ from those of the

data used for parameter identification.

2.2.2 Parameter Identification

ECMs are typically developed starting from test data, as model parameters do not

explicitly depend on the cell’s physical design or states. An identification procedure contains

three main parts: (1) model structure selection, (2) experimental tests design and, (3) fitness

criterion and identification error minimization algorithm selection.

Model parameters are identified from experimental test data during which a battery cell

is generally kept in a thermal chamber and connected to a cell cycler (programmable load/-

supply). The thermal chamber maintains a constant temperature, and current measurements

from the cycler enable couloumb counting for accurate evaluation of the battery SOC, both

of which are necessary because parameters are highly SOC- and temperature-dependent.

SOC is evaluated from the capacity added to or removed from the cell and the cell’s real

capacity. Thus, typically, testing begins with an individual capacity test or series of them.

The capacity is highly dependent on the rate, as well as the temperature, and it even varies

between samples of the same cell model. Capacity is measured using coulomb counting in a

constant rate discharge and/or charge test. Low-rate (<=C/3) is used to measure the fully
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usable capacity, but the reference nominal capacity used in the model can vary by application

being studied. Low-rate, constant-current cycles can be also be used to approximate the

OCV of the cell; more often, the OCV is measured at the end of long rest periods in dynamic

tests.

A standard dynamic test is the HPPC test, shown in Figure 2.5. The parameters in-

troduced in Section 2.2.1 are calibrated considering the experimental data from a HPPC

test, or similar dynamic profile. Pulse power tests are segmented by incremental changes

in SOC. High-power, short-duration pulses enable the assumption of constant SOC, and

consequently constant parameters, while also generating sufficient dynamic behavior from

which to estimate parameter values, both in charge and discharge. A short rest period

intercedes discharge and charge pulses. A long rest between SOC steps enables the battery

to reach electrochemical and thermal equilibrium, at which the OCV can be measured.

Generally, these parameters are not considered to be highly influenced by the pulse rate.

Standards for static and dynamic tests are outlined in [52].

In the last part of the identification process, the model’s parameters are determined,

generally with the objective of reducing error between experimental data and model output

and with care to not overfit the data. Given the nominal capacity from a capacity test, the

SOC is tracked via coulomb counting and updated at time index t +∆t from

SOC(t +∆t) = SOC(t)− IL(t)
Cnom

(2.4)

where Cnom is the nominal capacity. With the battery fully charged and then at each

SOC increment k, when the battery has reached equilibrium (after a long rest, 30+ min.)

and while under no load, the terminal voltage is closely representative of the OCV:
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(a) (b)

(c) (d)

Figure 2.5: (a) The pulse profile and (b) the cell’s voltage response at 80% SOC, (c) the full
HPPC test cycle and (d) the cell’s voltage response and SOC [14]
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Uoc(SOCk) =Ut(t) (2.5)

The ohmic resistance is calculated from the immediate voltage change before and after

the start of a discharge or charge pulse is applied. If using the zeroth-order model, this

estimate of terminal voltage will be optimistic because current is applied for some duration

greater than the datalogging frequency. A more conservative model can reference the

terminal voltage at the end of the pulse, underestimating terminal voltage in pulses with

duration less than that of the test and overestimating terminal voltage otherwise. Consider

that the pulse is applied at time t +∆t and ended at T , the ohmic resistance can be computed

generally from

R0(SOCk) =
Ut(t)±Ut(t +∆t, ...,T )

IL(t +∆t, ...,T )
(2.6)

Referencing the terminal voltage at time past t +∆t results in a higher estimate of

ohmic resistance; however, in ECMs with RC networks, time t +∆t is always used to

define the ohmic resistance. A minimization algorithm is typically employed to determine

the values of the equivalent resistance and capacitance of the RC networks that maximize

accuracy, or minimize root mean square error (RMSE). More specifically, the time constant

of the network is identified, where τi = RiĊi ∀i = 1,2, ...,n, and the parameter values are

determined through regression [13, 53, 54, 55]. Initial estimates of the parameters are widely

available in literature.

At a minimum, battery voltage, current, power, and SOC limits must be enforced.

Voltage and current limits are reported by cell manufacturers. SOC is defined as having limits

between 100-0%, but that window can be narrowed depending on the desired performance.
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To some extent, current limits can be manipulated as well. Then, there are a few methods

for defining peak power limits: PNGV HPPC, SOC-limited, and voltage-limited methods.

The PNGV HPPC method developed by Idaho National Engineering and Environmental

Laboratory estimates the peak power of a battery based on the zeroth-order model [52].

The peak charge and discharge current are limited by the design limits of the cell. This

method can be used for calculating the absolute available peak power of the battery. It is

both advantaged and disadvantaged by the ability to compute the power limits a priori. It

reduces model complexity and computational cost, but it is not suitable for estimating the

continuous available peak power with knowledge of the time step. This method provides the

best compromise between complexity and accuracy.

All testing generally involves a test matrix including multiple samples, rates, and temper-

atures. The end-user should consider the application to determine which rate and temperature

is most appropriate or if multiple need to be evaluated. At a minimum, parameters are solely

functions of SOC. The most complex ECMs consider each parameter to be dependent on

SOC, temperature, current, and SOH. The parameters are often stored in lookup tables and

interpolated and extrapolated linearly. Note that, while each of these values may be known

exactly in a modeling environment, it is infeasible to have measures of each in a practical

application. In fact, all of these parameters must be estimated in a real battery system.

2.3 System Integration

In the context of system integration of energy storage devices, batteries are often referred

to as cells, modules, and packs. Cells are connected in series, parallel, and mixed configura-

tions to form a module. Connection in series increases the module voltage, and connection

in parallel increases the module capacity. The number of connections and configuration of
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the module can be limited by mass, volume, voltage, or monitoring capability. Typically

each module includes components of the battery management system (BMS) and thermal

management system (TMS) but full functionality requires assembly of the entire battery

pack. The battery pack encompasses all modules, connected in series and/or parallel, and

their interconnections, low-voltage electrical, high-voltage electrical, and thermal. The bat-

tery pack configuration is still limited by mass, volume, voltage, and monitoring capability,

but also is additionally constrained by the prescribed module design.

Cell formats common in HEVs and EVs include cylindrical with spirally-wound active

material, prismatic with elliptically-wound active material, and pouch with stacked plates of

active material, as shown in Figure 2.6. Aluminum and stainless steel are usually used for

cylindrical or prismatic cell casing, which adds mechanical strength, while the pouch cell

uses soft packaging, which is usually a metallized film. The cylindrical cells are named in

accordance to their diameter and height, e.g. 18650 implies 18 mm diameter and 65.0 mm

height. Similarly, names of prismatic and pouch cells often include their length, width and

height. The cell form factor, which includes its size, directly influences both the packaging

density and cooling configuration.

Small and large size cells exist in all formats. The voltage cannot be scaled at the cell

level, but the capacity increases with increasing active material area. Cylindrical cells are

most often low capacity and small size, i.e. < 4 Ah and 40 cm3, while prismatic and pouch

cells are commonly high capacity and large size, i.e. > 10 Ah and 100 cm3. While larger

format cells of the same chemistry typically offer greater energy and power density, as cell

size increases, flexibility in module and pack design decreases. Manufacturing of small

cells is more consistent and lower cost [56]. For the same energy and power capability

using small cells, more cells and, consequently, more electrical connections are required.
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Figure 2.6: Common cell formats in HEV applications [15]

Welded connections are preferred for lower contact resistance, lower weight, and better

heat dissipation but significantly reduce serviceability. Larger cells can be used to reduce

part count and assembly costs, but more localized energy content and less redundancy

increases the risks associated with failure of an individual part, whether a cell, interconnect,

monitoring device, etc.

The ideal operating temperature of Li-ion battery is between 15-35 °C. The three

processes that determine the temperature of the cell are heat generation, heat transport,

and heat dissipation. Irreversible heat generation, i.e. joule heating, is responsible for

the majority (>90%) of internal heat generation in LIBs, and there is local heating near

tabs due to electrical contact resistance and current concentration [57]. Localized heating

and resulting temperature gradients are exacerbated by low thermal conductivity of battery

materials. Heat dissipation is heavily influenced by the form factor of the cell.

The heat exchange surface area to volume ratio determines the heat dissipation rate; the

higher the ratio, the higher the heat transfer ability [56, 57]. A cylindrical (D: 38 mm, H:
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120 mm), prismatic (W: 65 mm, H: 140 mm, T: 18 mm), and pouch (W: 73 mm, H: 163

mm, T: 11 mm) were characterized as having heat exchange surface area to volume ratios

of 105 m−1, 156 m−1, and 228 m−1, respectively [56]. A large base area and controllable

thickness is preferred to minimize thermal resistance, as thermal conductivity is typically an

order of magnitude greater in the direction parallel to the active material layers [56, 57].

Temperature variation within a cell should be kept between 5-10 °C. Figure 2.7 shows

the temperature gradient of a 35 Ah, NMC, pouch cell (W: 169 mm, H: 179 mm, T: 14 mm),

resulting from two different cooling techniques [16]. While there is local heating at the tabs,

the tabs also serve as an effective thermal pathway, particularly that of the anode (bottom)

which is made of copper. The comparison of two cooling methods highlights that enhancing

thermal boundary conditions can lower the average battery temperature but also enlarge

temperature gradients [57].

Consider next that the same cooling fluid used to cool the cell pictured in Figure 2.7

has a temperature gradient itself and does not absorb heat equally throughout the module or

pack. Large temperature gradients result in varied cell performance and cell imbalance, and

these differences persist due to different rates of aging. Without accurate thermal modeling

and SOH estimation, temperature gradients could cause pre-mature aging and unexpected

failure of a cell. The variation of temperature across the battery pack should be kept within

3-5 °C [56].

The safety issues associated with LIBs typically arise under abnormal abuse conditions.

These abuse conditions include mechanical abuse behaviors (crush, nail penetration, drop,

and vibration), electrochemical abuse behaviors (overcharge, over-discharge, short circuit,

and gas generation) and thermal abuse (external heating). Generally, the safety issues

mentioned above often occur synchronously. For example, overcharge is usually associated
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(a) (b)

Figure 2.7: Temperature distribution across pouch cell surface using (a) forced air and (b)
liquid cooling jacket [16]

with thermal runaway (high temperature), gas generation (high pressure), and short circuits

(high current) [11]. Safety can be addressed at three levels: materials, cell, and system.

The first depends on the inherent safety of battery materials, including the active material,

discussed in Section 2.1, and the separator and electrolyte compositions [42, 45]. At the

cell level, safety elements and features can be integrated. Cylindrical and prismatic cells

have a structural casing that is somewhat resistant to mechanical abuse and able to withstand

pressure buildup and also feature a vent extreme pressure [45, 56]. Pouch cells are vulnerable

to these risks, and, in fact, compressive forces must be applied to a pouch cell through

an external structure to maintain performance in standard operation [56]. Most cells are

equipped with a separator that has a “shut down” function. Lastly, the main purpose of the

BMS is to ensure safe operation of the battery.
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The BMS protects the cell against electrochemical and thermal abuse. More specifically,

it fulfills the following functions:

• Charge and discharge control

• Charge balancing (equalization)

• Current and voltage monitoring

• Temperature monitoring and control

• Fault diagnosis and system configuration control

Charge and discharge control prevents overcharge and over-discharge and, ideally, optimizes

the energy management strategy for a single or group of objective(s) such as minimizing

fuel consumption and emissions, minimizing degradation, and/or maximizing vehicle range,

etc. Charge balancing (Figure 2.8) is the process of continuously maintenance of and/or

periodically restoration to equal charge in all cells to maximize performance. Even slight

differences in internal resistance and capacity, which are inevitable, create imbalance, which

increases degradation of the weakest cell(s). A balanced pack has cells with equivalent

capacity stored and minimal voltage variation (<=50 mV), with capacity limited by the

weakest cell and with the weakest cell generally exhibiting the lowest voltage [56].

Current, voltage, and temperature monitoring are necessary for charge and discharge

control, fault diagnosis, and state estimation. Fault diagnosis could pertain to a failure mode

of the cell such as short circuit, which can only be identified through measurement, or failure

of another sensor, assuming there is sufficient redundancy in the datalogging system. Battery

states cannot be measured and, consequently, must be estimated using current, voltage, and

temperature measurements. Typically, measuring each of these values for every individual
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(a)

(b)

Figure 2.8: Notional example of charge (a) imbalance and (b) balance within a module or
pack [17]

cell is cost prohibitive, further increasing the complexity of state estimation [17]. The BMS

communicates with the TMS to control battery temperature and generally avoid operation

at extreme temperatures. Charging at high SOC, high rate, and low temperature (<10 °C)

causes lithium plating on the anode, which can form lithium dendrites that puncture the

separator and short circuit the cell. Prolonged periods of time spent at high SOC and high

temperature (>60°C) can lead to thermal runaway [56].

Two failure events of non-critical battery systems on-board the Boeing 787 Dream-

liner resulted in the indefinite grounding of all 787 aircraft and huge financial losses for

Boeing and its suppliers, but the root-cause was never determined [58]. The NASA X-57

Maxwell project highlights the focus on safety with respect to LIBs in aerospace applications.

Aerospace demands high gravimetric energy density, but the use of lighter, more energetic

cells also carries greater risk. Containment of gases and particulates requires a closed system
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and increased packaging weight, e.g. the target for eVTOL application is 30% packaging

overhead. The X-57 battery module, shown in Figure 2.9, uses an aluminum honeycomb

structure such that large mechanical and thermal stresses in failure events can be absorbed

by the packaging and not propagated to neighboring cells. It also features are large central

cavity used to contain and exhaust gases and particulates released in a failure event. Without

active cooling and with electrically-insulating materials separating the aluminum and cell

body, cell temperature did not exceed 60 °C and maximum cell-to-cell variation was 7 °C,

when subjected to its expected power profile. The module design was also successful at

preventing failure propagation in a thermal runaway test (Figure 2.10).

Figure 2.9: Assembly and cutaway views of the NASA X-57 Maxwell battery module [18]
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Figure 2.10: NASA X-57 Maxwell battery module successfully distributing heat generated
from triggered failure [18]
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Chapter 3: Aircraft System Modeling Framework

3.1 System Architecture

The conceptualized propulsion system consists of one wingtip-mounted turbogenerator

(TG) and four fan assemblies (FAs) per wing with a centrally-located BESS and electrical

distribution system (EDS). The airframe is a traditional tube-and-wing design with two

back-swept wings (Figure 3.1). The TGs are turboshaft engines with one or more electric

generators mechanically-coupled to the free power turbine and a rectifier electrically-coupled

to each generator. The turboshaft engine converts chemical energy (jet fuel) to fluid power in

the core of the engine, fluid power to mechanical power at the free turbine, and mechanical

power to electrical power at the generator. Additionally, it generates a small amount of

“residual” thrust at the nozzle if sufficient energy remains in the fluid when exhausted. The

BESS is made up of one or more battery packs, DC-to-DC converters, a BMS, and a TMS.

The battery pack (BP) is a bi-directional power source and sink capable of converting stored

chemical energy to electrical power and vice-versa. Because of large fluctuations in BP

voltage, a DC-to-DC converter is used to regulate the DC link voltage and increase the

stability of the DC distribution. The TGs and BESS are used to power the FAs, ducted

fans with one or more electric motors mechanically-coupled to the fan shaft through a

gearbox and an inverter electrically-coupled to each motor. The motor and inverters are

integrated as a single assembly and referred to as an integrated motor drive (IMD). The
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electric distribution system (EDS) connects the TGs, BESS, and FAs through a network of

high-current and high-voltage cabling and electro-mechanical switches.
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Figure 3.1: Illustration of the system architecture

Locating the TGs at the wingtips may reduce lift-induced drag, but this was not exploited

in these studies. The engine has low- and high-pressure spools and a combustor responsible

for converting chemical energy to fluid power and bleeds to provide pneumatic power

to traditional, non-propulsive systems such as the ECS and AWI system (Figure 3.5).
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The generator and rectifier are shown behind the engine for clarity, but, to reduce TMS

requirements, would likely be fitted at the front of the engine and connected to the free

turbine through a third concentric shaft, making it a triple spool configuration. Any adverse

effect this may have on engine inlet flow conditions were not considered. Further, the

concept employs two generators and rectifiers for redundancy.

DC power is distributed throughout the aircraft using a “multi-bus, multi-feeder” redun-

dancy strategy (Figure 3.2). The strategy enables power distribution to all FAs in the event

of failure of any two generators/rectifiers or one engine. Each generator/rectifier on a given

wing is capable of powering all four FAs on that wing, while one generator/rectifier on each

wing is linked to the distribution system on the other wing.

Figure 3.2: The multi-bus, multi-feeder electrical distribution system design (Figure courtesy
of OSU-CHPPE)
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The FAs are distributed span-wise along the leading edge and underside of the wings.

This serves primarily to increase the eBPR, as there is minimal aerodynamic coupling

between the fans and airframe, but also to provide redundancy. Each fan is driven by

a permanent-magnet machine that is excited by a full-bridge inverter with SiC switches

(Figure 3.9) [59].

The motors and inverters are cooled by an air-cooled oil cooling system, while the ECS

is oversized to accommodate the cooling requirements of the BESS, located in the floor

of the fuselage. Additional details regarding the TMS and EDS are provided by [60]. The

design and control of the BESS are the main variables explored in this research. With the

exception of engine bleeds, non-propulsive power sinks and sources are not evaluated; thus,

the BESS is only considered to supplement propulsive power. Sizing of each subsystem

is discussed in Section 3.3. Within the scope of this work, further detailed design of the

system was not investigated.

3.2 Model Architecture

The Map-based Aircraft Propulsion Simulator (tMAPS), a MATLAB-based tool, was

developed for the purpose of co-optimizing the energy storage system design and energy

management control. tMAPS houses an energy-based aircraft propulsion model coupled to

the DP function developed by [61]. Reduced-order, quasi-static subsystem models were used

to capture the behavior of the HEDP system. The model was developed with the purpose of

solving optimal control problems via DP. In the context of energy management, reduced

order models are well-known to be sufficient for accurate energy estimation. Application of

DP necessitated the use of reduced-order models but also enables objective comparison of

design variations.
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The model includes steady-state maps to simulate turbomachinery performance (ac-

counting for operational limits) and total drag. The steady-state maps are derived from

higher fidelity models such as Numerical Propulsion System Simulation (NPSS) and Flight

Optimization System (FLOPS). The battery pack performance is predicted using an ECM

with dependence SOC and directionality (discharge/charge). The remainder of the electric

powertrain is modeled using either a constant efficiency or efficiency maps. Torque and

speed are matched at mechanical connections, while only power is matched at electrical

connections.

The model is structured in order to represent the backward flow of power in the system,

i.e. the propulsive power is back-calculated from a prescribed aircraft speed and altitude.

This modeling approach is desirable for quick and objective comparisons of system design

variations. The aircraft mission profile is given as an input to the model, and the model

works backwards to determine the engine fuel consumption and battery power request. The

model architecture is shown in Figure 3.3. The following sections detail the model equations

in the order in which they are solved. As a general note, all components are considered to

perform and be operated equally to their counterparts.

3.2.1 Equations of Motion

The model requires the following mission data: time t, distance x, altitude z, and velocity

v, which is non-dimensionalized as Mach number (MN). These are differentiated in time to

determine inertial velocities ẋ and ż and acceleration v̇. The flight path angle γ results from

a trigonometric relationship between inertial velocities. The aircraft is considered to be a

point mass with total mass mtot , and motion is simplified to two dimensions; thus, the lift
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Figure 3.3: Backwards model architecture for the HEDP system

Figure 3.4: Components of two-dimensional equations of motion
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force L is given by

L = mtotvγ̇ +mtotgcosγ−Ftot sinα (3.1)

where g is the acceleration of gravity. Assuming the angle of attack α is sufficiently small,

this reduces to

L = mtotvγ̇ +mtotgcosγ (3.2)

Further, lift is related to the lift coefficient CL by the following:

L =
1
2

CLSρ∞v2 =⇒ CL =
2(mtotvγ̇ +mtotgcosγ)

Sρ∞v2 (3.3)

where S is the lift/drag reference area and ρ∞ is the ambient air density. The total system

mass is equal to the sum of the operating empty weight (OEW), payload mass (mpay), BESS

mass (mBESS), and fuel mass (m f uel) as defined here:

mtot = OEW+mpay +mBESS +m f uel (3.4)

The zero-lift and lift-dependent drag coefficients CD,0 and CD,i, respectively, are mapped as

is a function of the MN and lift coefficient.

CD,0 = f (MN,z) (3.5)

CD,i = f (MN,CL) (3.6)

The drag force D is computed using

D =
1
2
(CD,0 +CD,i)Sρ∞v2 (3.7)

The total system thrust Ftot , such that the mission profile is followed, must be equal to

Ftot = mtot v̇+mtotgsinγ +D (3.8)
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Note that the small angle approximation is valid for α ≤ |±15. Error in the actual trigono-

metric functions is less than 1% within this range, and, for this application, the angle of

attack is expected to be within this range.

3.2.2 Turbogenerators

The TGs are the primary source of electrical power, and the low-pressure compressor

corrected speed ratio, or “speed ratio” rN , is the control input for regulating the power

and thrust generated by the TG, and, consequently, the electrical power and thrust split of

the system. The control input must be known a priori. The speed ratio ranges between

minimum and maximum values of rm
N = 0.45 and rM

N = 1.00, respectively. The fuel mass

flow rate ṁ f uel , the free turbine power PtrbF , and net thrust FT G are mapped as

ṁ f uel,PtrbF ,FT G = f (MN,z,rN) (3.9)

The fuel mass carried by the aircraft changes at each time step ∆t due to the fuel burn and is

updated as follows:

m f uel(t +∆t) = m f uel(t)− ṁ f uel∆t (3.10)

It is assumed the electric generators are directly driven by the free turbine with no mechanical

losses. The generator electrical output power is a function of its efficiency ηg, considered

constant. Rectifiers are required to convert AC to DC power; the cabling between the

generator and rectifier is considered to have negligible losses. The rectifier output and input

power are also related by an efficiency ηr, considered constant. Then, there are transmission

losses represented with a transmission efficiency ηt , considered constant. The total TG

power input at the DC link is

PT G,tot = nT GηtηrηgPtrbF (3.11)
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3.2.3 Fan Array

The primary propulsion system is an array of ducted fans mounted on the wings of the

aircraft, while the net thrust of the TGs can be supplemental or detrimental. The individual

fan thrust Ff is a fraction of the difference between total system thrust required and the net

thrust produced by each TG, written as

Ff =
Ftot−nT GFT G

n f
(3.12)

The fan torque τ f and speed N f are mapped as

τ f ,N f = f (MN,z,Ff ) (3.13)

The fan and its driving motor are mechanically coupled through a gearbox, assumed to

be a single-reduction gearbox, with a gear ratio rGB. Then, considering the efficiency of

the gearbox (ηGB) to be constant, the motor torque τm and speed Nm follow kinematic

relationships such that

Nm = rGBN f (3.14)

τm =
1

ηGB

τ f

rGB
(3.15)

The mechanical output power and electrical input power are related by the motor efficiency

ηm, considered constant. The power input to the motor is supplied by an inverter, converting

DC to AC power. The cabling between the motor and inverter is typically very short; thus,

transmission losses are neglected and the motor input power is equal to the inverter power

output. The inverter output and input power are also related by its efficiency ηi, considered

constant. Further, there are transmission losses between the inverters and DC link. Then,

the power output from the DC link to the FAs must be

PFA,tot =
1

ηtηiηmηGB
n f Pf (3.16)
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Note that, at each time step, the propulsion system power must be supplied by the TGs

PT G,tot and/or the BESS PBESS. DP is used to optimize the control policy at each instance of

time over the mission.

3.2.4 DC Link

The TGs, FAs, and BESS are linked through a distribution box connecting primary

and secondary cable lines to electro-mechanical switches and other protection and sense

equipment. The distribution box is bi-directional with losses captured by considering a

lumped, constant efficiency ηd . The BESS is the only subsystem considered to act as both a

source and sink such that

∆P = PFA,tot−ηdPT G,tot (3.17)

PBESS =

{
1

ηd
∆P ∆P≥ 0 =⇒ Discharging

ηd∆P ∆P < 0 =⇒ Charging
(3.18)

3.2.5 Battery Energy Storage System

With the TG power given by the control input and the FA power constrained by the thrust

balance, the BESS power is constrained by the power balance given in Equation (3.18).

Transmission losses are neglected considering the proximity of the BESS to the DC link.

The DC-to-DC converter introduces additional losses modeled using a constant efficiency

ηc, which results in battery pack power PBP of

PBP =

{
1

ηc
PBESS PBESS ≥ 0

ηcPBESS PBESS < 0
(3.19)

The battery pack contains cells connected in series ns and parallel np. The power requested

from a single cell is

Pcell =
1

nsnp
PBP (3.20)
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Cell open circuit voltage (OCV), internal resistance Rcell , and power limits PM
cell are mapped

as

OCV,Rcell,PM
cell = f (SOC,sgn(Icell)) (3.21)

A zeroth order ECM has been adopted based on Equations (3.22)-(3.24). The cell current

Icell , terminal voltage Vcell , and SOC can be derived from the OCV, internal resistance, and

nominal capacity Cnom as function of the power request:

Icell =
OCV−

√
OCV2−4RcellPcell

2Rcell
(3.22)

Vcell = OCV−RcellIcell (3.23)

SOC(t +∆t) = SOC(t)− Icell

Cnom
∆t (3.24)

The battery management system (BMS) is largely responsible for enforcing operability

limits such as

Pcell ∈
[
PM−

cell ,P
M+
cell

]
(3.25)

Icell ∈
[
IM−
cell , I

M+
cell

]
(3.26)

Vcell ∈
[
V m

cell,V
M
cell
]

(3.27)

SOC ∈
[
SOCm,SOCM] (3.28)

as well as temperature limits, which are neglected here. The superscripts m, M, −, and +

indicate minimum and maximum limits in charge and discharge, respectively. Note the sign

convention is power and current in charge are negative. The power, current, and voltage of

the battery pack PBP, IBP, and VBP, respectively, which respect limits, are scaled from the
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cell model, again considering the pack architecture:

PBP = nsnpPcell (3.29)

IBP = npIcell (3.30)

VBP = nsVBP (3.31)

If the propulsive power is provided solely by the TGs, e.g. the TEDP architecture, the

system is fully determined. A forward simulation can be performed if the system is fully

determined or if the control input is known a priori. Otherwise, various control inputs can be

evaluated at each time step, e.g. in DP, and the system can be determined via some objective

function.

3.3 Model Calibration

The concept aircraft is based on a CRJ-900 regional jet aircraft with turbomachinery

and airframe improvements expected of an aircraft entering service in 2030. The concept

matches the CRJ-900’s maximum payload design range of 3700 km carrying 86 passengers

and luggage, totaling a payload of 8.2 mt; however, it was found that adding a BESS to

the system offers negligible benefit, oftentimes being detrimental, to fuel consumption

at the design range. Two propulsion system configurations will be compared throughout

this work. The “reference” configuration is a (TEDP) configuration, which is necessary to

meet the maximum payload design range goals, considering current limitations of battery

technology. The two configurations were then compared over a subset of three missions

with sub-2000-km range and a payload of 3.7 mt.
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3.3.1 Airframe and Turbomachinery

Detailed modeling of the propulsion system was performed in NPSS and GT-HEAT. In

“on-design” analysis, NPSS iteratively updates the component design until user-specified

propulsion system design parameters are met at design points. Once complete, the “off-

design” propulsion system model and user-specified airframe design parameters are used

by FLOPS to size the airframe and estimate aerodynamic performance. Given the airframe

design, the turboshaft engine and ducted fan models were decoupled from the propulsion

system to simplify the process of further design refinement and performance map generation

[62]. This was only possible because the aircraft is not designed to take advantage of the

synergies between the propulsion system and airframe that are capable of improving propul-

sive efficiency, as discussed in Section 1.1. Assuming performance is improved, further

refinement of other subsystems would simply imply conservative sizing and performance of

the airframe.

The engine was modeled after the General Electric CF34 engine, original to the CRJ-

900, but fitted with a downstream free power turbine and different nozzle (Figure 3.5).

Technology improvements include -20% low-pressure compressor (LPC) mass, +0.1% LPC

efficiency, -5% high-pressure compressor (HPC) mass, +0.47% HPC effiency, +5% HPC

stage loading, +83°C high-pressure turbine (HPT) temperature limit, and -13% low-pressure

turbine (LPT) mass. The ducted fans are modeled via a single stage compressor and nozzle in

NPSS. These models were provided by Georgia Tech’s (GT) Aerospace Design Laboratory

(ASDL).

Off-design simulations of the decoupled engine and fan models were conducted at every

combination of MN and altitude in the operational envelope (Figure 3.6). The operational

envelope was built considering limitations of the turbomachines and airframe. Missions A,
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Figure 3.5: Detailed block diagram of the turboshaft to highlight components and interfaces
(orange for fuel, blue for air, and green for mechanical)

B, and C and the reserve mission all fall within its bounds. MN and altitude serve as two of

the independent variables influencing turbomachine performance. Mission B is overlaid on

the operating envelope to highlight the scheduled MN and altitude combinations.

The LPC corrected speed was varied to encapsulate every feasible operating point of the

engine. The upper bound of the compressor corrected speed is limited to 100% of the design

corrected speed or the maximum turbine inlet temperature (2028 K for vehicle speeds equal

to or below 0.05 Mach and 1939 K for any other speed), depending on which condition

is met first. The speed is iteratively decreased until stall occurs, i.e. the solver does not

converge. Similarly, maximum fan torque is limited at 100% corrected fan speed and is

iteratively decreased until stall occurs. Figure 3.7 provides some insight into turboshaft and

fan performance at MN and altitude combinations common to the mission profiles.

The airframe technology improvements include a -10% structural mass, -10% zero-lift

drag, and -10% lift-induced drag. The fuselage dimensions were kept the same as the

CRJ-900, but the wing and tail surfaces were slightly resized (S≈ 69.9m2). While maps are

generated for the drag coefficients per Equations 3.5-3.6, Figure 3.7 shows the relationship
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between the lift coefficient and total drag coefficient throughout a typical mission profile.

The airframe, engine, and fan masses are tabulated in Section 3.3.3.

3.3.2 Electric Powertrain

The power electronics, AC-to-DC rectifiers, DC-to-AC inverters, and DC-to-DC con-

verters; electric machines, motors and generators; and the EDS are all part of the electric

powertrain. University of Wisconsin’s (UW) Electric Machines and Power Electronics

Consortium (EMPEC) and The Ohio State University’s (OSU) Center for High Performance

Power Electronics (CHPPE) are responsible for the design of the integrated fan motor and

inverter. High-level specifications of the turbine generator and rectifer and DC-to-DC con-

verter reference specifications provided for the motor and inverter. GT-ASDL is responsible

for the design of the EDS.

The motor is targeted to produce 2.1 MW of maximum continuous power at a power

density of 15 kW/kg. An inner rotor surface permament magnet (IRSPM) topology was

chosen for the motor [59]. 2D FEA was used to evaluate the electromagnetic performance

and 3D FEA was used to evaluate mechanical stresses as the machine sizing and structural

design were iterated until requirements were met. Design and analysis of a 1 MW machine

with the same topology and materials estimates an efficiency of 96.9% at 1 MW of continuous

power output, considering losses in the core, winding, and sleeve. The active mass power

density reported is 23.6 kW/kg; however, this includes only the stator core, windings, and

sleeve and rotor core, magnets, and sleeve. It is assumed that addition of the shaft, hub,

bearings, cooling jacket, and endbells will reduce the power density to the targeted 15 kW/kg

(Figure 3.8).
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Figure 3.8: Exploded view of a 200 kW machine of the same topology and materials
intended for the 2.1 MW design (Figure courtesy of UW-EMPEC)

The 1 MW, 2000 V inverter design incorporates SiC half-bridge power modules. Each

half-bridge module has its own capacitor bank and gate drive in a sub-assembly. Two half-

bridge module sub-assemblies are connected to form a full-bridge, or H-bridge, controlled

using a master gate drive, and three full-bridge assemblies are connected in series to

distribute the full DC link voltage; thus, each phase requires six power modules each, and

the inverter requires 18 module sub-assemblies in total. Half-bridge power modules enable

the inverter to be easily integrated into the motor assembly. Switching and conduction losses

are estimated for each power module referencing specifications from [63]. The switching

losses are a function of module voltage, current, switching frequency, while the conduction

losses are a function of module current and MOSFET on-resistance.

The final IMD design must be capable of 2.1 MW of power output. It is assumed that

two IMDs can be coupled to double the power output, which would practically double the
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Figure 3.9: The 1 MW “integrated motor drive” machine assembly rendering and drive
configuration (Figure courtesy of UW-EMPEC and OSU-CHPPE)

losses. In this case, the scaling factor is actually 2.1. Inverter efficiency as a function of

power output, assuming constant DC link voltage, and motor efficiency as a function of

torque and speed, both for the 1 MW machines, were provided. Losses and power/torque, at

which they originally occurred, were increased by the scaling factor to obtain the efficiency

map/curve shown in Figure 3.10.

The motor torque and speed and inverter power shown are for select missions, which

highlight both extremes of climb rate and gross takeoff weight (GTOW). The gear ratio of

4.36 was determined by dividing the maximum speed of the motor by that of the fan (across

all missions shown) and results in the operating curves shown. From these results, it was

determined it is appropriate to assume a constant efficiency of 97.5% and 98.3% for the

motor and inverter, respectively. Any major variation from these values results at relatively

low power as the motors are throttled back to idle power in descent.

The 4.5 MW generators and rectifiers are assumed to match the motors and inverters in

performance with power densities of 15 kW/kg and 25 kW/kg and constant efficiencies of
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Figure 3.10: Scaled efficiency maps for 2.1 MW electric machine and power inverter
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97.5% and 98.3%, respectively. While design and integration of the generators and rectifiers

was not evaluated, these can be considered conservative estimates because typically these

figures improve for components of the same topology with increased power. Similarly,

the DC-to-DC converter is assigned a constant efficiency of 98.3%, but its power density

is assumed to be lower at 20 kW/kg because of its relatively large number of reactive

components. The sizing of the DC-to-DC converter is battery pack specific. Lastly, losses

are neglected in the EDS, except the distribution box is 98% efficient. Masses are tabulated

in Section 3.3.3

3.3.3 Battery Energy Storage System

The candidate cells are the Sony US18650VTC6, Kokam SLPB065070180, Efest

IMR18650 (3.5 Ah), OXIS POA000343, Zenlabs Glide, and OXIS POA000412, referred

to as Cell 1-6, respectively. Cells 1-3 are commercially available and have all been char-

acterized by OSU’s Center for Automotive Research (CAR). These were down-selected

from a larger sampling of cells, which also included NMC and NCA chemistries. Cells

4-6 are low Technology Readiness Level (TRL) and only available as prototypes; Cell

5 was characterized by OSU-CAR, and Cells 4 and 6 are modeled using only supplier

specifications.

The commercially-available candidates were chosen based on performance of multiple

samples subjected to room-temperature, multi-rate static and dynamic tests such as capacity,

HPPC, and RCID tests. Cells 1-3 were proven to offer the best balance between energy and

power density and the least cell-to-cell variation. These cells were then put through the same

tests at multiple temperatures to complete the characterization process. Being low TRL, Cell

5 was limited to room-temperature, relatively low C-rate static and dynamic tests. tMAPS
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Table 3.1: Summary of cell manufacturer specifications and characterization data

Cell

1 [64] 2 [65] 3 [66] 4 [67] 5 [68] 6 [69]

Manufacturer Sony Kokam Efest OXIS Zenlabs OXIS
Format Cyl. Pouch Cyl. Pouch
Chemistry NMC H-NMC LMO Li-S Si Li-S
Mass g 47 173 47 140 131 85
Volume cm3 17 91 18 191 68 113
Nominal capacity Ah 3.0 12.0 3.5 19.5 12.7 16.0
Nominal voltage V 3.6 3.7 3.7 2.15 3.7 2.15
Maximum voltage V 4.2 4.2 4.2 2.6 4.47 2.6
Minimum voltage V 2.5 2.7 2.5 1.9 2.5 1.9
Cont. dch. rate C-rate 5 2 2.85 3 1 1
Pulse dch. rate C-rate 10 4 5.71 - 3 -
Cont. ch. rate C-rate 1 1 1.14 0.2 1 0.2
Energy density* Wh/kg 232 257 278 299 359 405
Energy density* Wh/L 628 487 739 220 695 304
Power density* W/kg 1159 513 794 898 359 405
Power density* W/L 3141 973 2111 660 695 304
Internal dch. res.† mΩ 35 10 51 4‡ 42 6‡

Internal ch. res.† mΩ 34 8 44 4‡ 42 6‡

Pulse dch. power† W 91 278 60 93‡ 76 50‡

Pulse ch. power† W 55 256 49 242‡ 74 137‡

*Based on nominal capacity and voltage and continuous discharge rate
†At 23°C and 50% SOC, HPPC at max C-rate or RCID averaged across all pulses,
30 second pulse
‡From datasheet, note that these cells have a drastically different OCV profile
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does not include a thermal or aging model; thus, a small subset of the full characterization

data set was utilized. More detail regarding this will be discussed in Chapter 5.

For each cell, a zeroth-order, SOC- and mode-dependent ECM was developed per

Section 2.2.1 and employed in tMAPS. The mass and maximum voltage are used for BESS

sizing; the nominal capacity and internal resistance are used in the ECM; and the voltage

limits, continuous rate limits, and power limits are used to define infeasibilities (Section

4.1). This information is summarized in Table 3.1, and the full characterization of Cell 3 is

shown in Figure 3.11.
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Figure 3.11: SOC- and mode-dependent parameters of Cell 3

The sizing of the BESS is an iterative process. The maximum BP mass mM
BP is initially

assumed to be equal to the target BESS mass m∗BESS. The maximum total cell mass mM
cell,tot

depends on the mass ratio of cells in the BP rcell . The number of cells in series ns is

constrained by either the maximum system voltage V M or mM
cell,tot . If ns is mass limited,
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the number of cells in parallel np is equal to 1, and, if not, the np is equal to the maximum

allowable by the mass constraint, as described by the following:

ns =

⌊
min

(
V M

V M
cell

,
rcell ·mM

BP
mcell

)⌋
(3.32)

np =

⌊
max

(
1,

rcell ·mM
BP

ns ·mcell

)⌋
(3.33)

The actual BP mass is computed:

mBP =
1

rcell
nsnpmcell (3.34)

The maximum BP power is determined based on the specific cell selection and BP sizing:

PM
BP = nsnp

(
max

(
PM−

cell ,P
M+
cell

))
(3.35)

The DC-to-DC converter is then sized based on its power density GPDc and PM
BP:

mc = GPDc ·PM
BP (3.36)

The summation of mBP and mc is then compared to m∗BESS, and the BP and converter sizing

are updated until they agree. The BESS size is limited by the maximum takeoff weight

(MTOW) of the aircraft.

The mass breakdown of the aircraft is given in Table 3.2. The power density of the

gearbox is roughly estimated at 82 kW/kg; the Pratt & Whitney PW8000 gearbox developed

in the 1990s is reported to have a power density between 82 kW/kg [70] and 108 kW/kg

[71], while a more recent patent filing suggests development of a turbofan gearbox with

power density ranging between 82 to 123 kW/kg [72]. All masses are fixed except those of

the fuel and BESS, which combined are limited to 7.1 mt. Payload and BESS mass are free

to be traded, and this will of course impact the fuel mass and flight revenue, but the payload

listed was used for all studies presented in this work.
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Table 3.2: Sizing summary and mass breakdown of HEDP aircraft concept

Rated GPD Qty. Total
Power [kW/kg] Mass
[MW] [mt]

MTOW - - - 34.0
Structure, systems, and equipment - - - 14.1
Engines - - 2 0.7
Generators 4.5 15 4 1.2
Rectifiers 4.5 25 4 0.7
Electric distribution system - - - 2.2
Inverters 2.1 25 8 0.7
Motors 2.1 15 8 1.1
Gearboxes 2.1 82 8 0.2
Fans - - 8 2.3
Payload - - - 3.7
Max combined fuel and BESS - - - 7.1

3.4 Model Validation

The system of equations and airframe and turbomachinery performance maps used

in tMAPS were validated against results obtained from GT-HEAT. GT-HEAT is built on

the framework of NASA’s suite of conceptual aircraft design tools, which includes NPSS,

FLOPS, and Weight Analysis of Turbine Engines (WATE). GT-HEAT served to add electrical

and energy storage modeling capability to propulsion system models built in NPSS such

that hybrid-electric propulsion concepts could be evaluated. However, running simulations

in this framework has too high of computational cost to use DP.

The maps used in tMAPS were generated using the same element structure and parame-

ters as used in GT-HEAT. To isolate the source of errors to drag and turbomachinery maps,

the validation was conducted under the assumption of a constant motor efficiency of 93%

and, otherwise, 100% efficiency in the electric powertrain. Additionally, an energy model
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was used in place of an ECM to enable flexibility in the prescribed power split and because

the battery model did not need to be validated in this context.

GT-HEAT includes an iterative process for determining fuel consumption and BP sizing

based on the specified power split in climb and cruise segments. For every simulation,

tMAPS was initialized with the same OEW, payload, BESS, and fuel mass. The same

mission profile was used for simulations in GT-HEAT and tMAPS, but note that these

mission profiles are not the same as those described in Chapter 4 and explored later. The

mission profiles used for validation have a slightly more dynamic climb schedule. Both

non-hybrid and hybrid missions of different lengths were simulated to fully exercise the

maps. For validation, the input to tMAPS was the BESS power split, defined by mission

segment as indicated in Table 3.3, and engine control was determined such that the error in

power split was minimized. The target power split in descent was zero for all simulations.

The RMSE and relative (percent) RMSE for variables of interest, i.e. those evaluated

using performance maps generated in NPSS and FLOPS, are presented in Table 3.3. The

mean RMSE of the drag force D, total thrust output Ftot , fan power input Pf , engine (free

power turbine) power output PtrbF , fuel burn, and fuel savings is 144 N, 371 N, 114 kW,

106 kW, 19 kg, and 5 kg, respectively. The corresponding mean rRMSE is 0.84%, 1.50%,

1.74%, 1.78%, 1.30%, and 0.40%. The majority of the error is introduced in the drag and

thrust force estimations, with some additional error present in the implementation of the

turbomachinery maps. Ultimately, tMAPS was developed for evaluating the fuel savings

achieved through hybridization of the propulsion system. The fuel savings percent error is

relative to the fuel burn, as is the percent fuel savings reported later, and its mean percent

error indicates the model results are valid for fuel savings as low as 1.2%. However, note

71



that the error increases with increasing BESS power in climb, with percent error as high as

1.08% error, and vice-versa, with percent error as low as 0.03%.

The reported error does not include error present in the descent segment. Figure 3.12

shows a sample of the model behavior and how it compares to the results of GT-HEAT for

a 550 km range mission with no battery pack supplement; these results are representative

of the full validation set. The models match very well in all phases, except for descent. In

GT-HEAT, while the system was assumed to produce zero net thrust in descent, the FAs

were constrained to consume as much power as the TGs produced because the BP was not

allowed to be charged. The maps developed for tMAPS utilized a decoupled model of the

propulsion system components, and the lower bound of operation of each component was

shifted. Thus, idle power output and input of the TGs and FAs, respectively, were reduced.

Further, charging is allowed in tMAPS, which enables independent control of the TGs and

FAs in descent, subject to the operating limits of the BESS.
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Table 3.3: Error between GT-HEAT and tMAPS in climb and cruise of missions ranging
from 550 to 2370 km and takeoff weight ranging from 27 to 34 mt; percent RMSE is
normalized by the mean theoretical (GT-HEAT) value of the same variable, except percent
error in fuel savings is relative to the fuel consumption

BESS Power Root Mean Square Error Absolute Error

Range Climb Cruise D Ftot Pf PtrbF Fuel Burn Fuel Savings
[km] [%] [%] [N] [%] [N] [%] [kW] [%] [kW] [%] [kg] [%] [kg] [%]

550 0 0 125 0.81 422 1.58 130 1.96 139 1.94 9 1.49 - -
550 15 0 173 1.09 489 1.75 143 2.03 134 1.95 8 1.35 1 0.25
550 30 0 232 1.44 594 2.05 165 2.20 137 2.04 6 1.12 3 0.58
550 0 15 129 0.83 430 1.59 131 1.95 139 2.00 9 1.50 0 0.03
550 15 15 178 1.11 497 1.75 143 1.99 130 1.98 7 1.30 2 0.36
550 30 15 240 1.47 596 2.01 162 2.12 131 2.09 5 0.99 4 0.80
550 0 30 136 0.86 443 1.62 133 1.96 139 2.08 9 1.47 1 0.09
550 15 30 184 1.14 502 1.74 142 1.95 127 2.04 6 1.18 3 0.55
550 30 30 243 1.47 598 1.98 161 2.06 128 2.17 5 0.91 5 0.98
550 0 45 138 0.87 444 1.61 133 1.94 140 2.15 9 1.50 1 0.11
550 15 45 191 1.17 510 1.74 142 1.91 128 2.16 6 1.15 3 0.65
550 30 45 249 1.48 613 1.99 164 2.06 129 2.36 4 0.91 5 1.08

1100 0 0 96 0.60 288 1.35 105 1.80 112 1.79 20 1.60 - -
1100 15 0 133 0.81 326 1.49 110 1.83 106 1.72 18 1.48 2 0.17
1100 30 0 178 1.07 384 1.71 117 1.89 102 1.68 15 1.29 5 0.41
1100 0 15 107 0.64 296 1.33 100 1.67 102 1.74 18 1.47 2 0.21
1100 15 15 140 0.82 339 1.47 104 1.65 94 1.63 15 1.27 5 0.48
1100 30 15 196 1.12 424 1.79 122 1.86 98 1.74 13 1.16 7 0.64
1100 0 30 108 0.63 307 1.33 99 1.60 101 1.82 16 1.41 4 0.33
1100 15 30 148 0.83 369 1.53 109 1.65 96 1.80 14 1.25 6 0.59
1100 30 30 201 1.09 445 1.77 121 1.74 96 1.83 10 0.98 10 0.93
1100 0 45 112 0.63 331 1.39 105 1.64 107 2.03 16 1.47 4 0.34
1100 15 45 149 0.79 391 1.54 110 1.60 98 1.97 13 1.22 7 0.71
1850 0 0 82 0.49 224 1.14 94 1.70 100 1.67 34 1.62 - -
1850 15 0 110 0.65 250 1.24 94 1.66 92 1.56 30 1.49 3 0.16
1850 30 0 150 0.88 298 1.46 97 1.67 87 1.47 26 1.30 8 0.37
1850 0 15 88 0.50 246 1.17 89 1.50 90 1.59 29 1.42 5 0.25
1850 15 15 119 0.65 283 1.29 90 1.46 82 1.44 24 1.20 10 0.51
1850 30 15 163 0.87 352 1.55 101 1.56 81 1.44 20 1.01 14 0.72
1850 0 30 93 0.49 274 1.21 90 1.43 92 1.67 27 1.35 7 0.35
2370 0 0 73 0.44 194 1.01 89 1.63 94 1.60 44 1.61 - -
2370 15 0 98 0.58 217 1.11 87 1.55 85 1.45 39 1.45 5 0.18
2370 30 0 137 0.79 265 1.33 90 1.58 82 1.40 35 1.30 9 0.34
2370 0 15 80 0.43 224 1.06 82 1.36 82 1.44 35 1.29 9 0.34
2370 15 15 104 0.54 271 1.21 87 1.38 78 1.36 31 1.16 13 0.48
2370 30 15 149 0.74 334 1.44 99 1.49 80 1.37 28 1.05 16 0.60
2370 0 30 82 0.42 260 1.16 93 1.47 94 1.69 39 1.44 5 0.20
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Figure 3.12: tMAPS model validation of the TEDP baseline aircraft over a 550 km mission
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Chapter 4: Design Space Exploration

4.1 Optimization Framework

The model architecture presented was used to investigate how design factors such as cell

chemistry and BESS size and external inputs, i.e. the mission profile, impact the power split,

between the TGs and ESS, and the fuel consumption. In the presence of a hybrid powertrain,

the design optimization problem includes two sub-problems, one in the design space and

one in the control space. To objectively compare two designs for optimality, the optimal

control of each design must be considered. Additionally, with variations to the inputs or

disturbances, the optimal design and control must be re-evaluated. No one set of rules is

sufficient to fully exploit the system’s capabilities with the non-linearity introduced through

simultaneous variation of its design and inputs; thus, DP is applied to the optimal control

problem. The deterministic DP algorithm was developed and implemented in [61] for the

purpose of solving the problem of optimal control of non-causal, non-linear, time-variant,

constrained, discrete-time models, such as the one presented here, and has frequently and

successfully been applied to the HEV energy management problem. Exhaustive search

is sufficient to evaluate the design space because the limited number of design and input

variations: six cell technologies, three mission profiles, and BESS size limited by the

MTOW.
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4.1.1 Optimal Control Problem

The optimal energy management for an HEV is formulated by optimizing the power

split between the TGs and ESS such that the fuel consumption, described in Equation 3.9,

is minimized. The power split is defined in Equation 3.18 but is controlled through the

engine speed ratio (practically the engine power level) in Equation 3.9 and constrained by

the prescribed mission profile (Equation 3.8) and corresponding fan power requirement

(Equation 3.13). The continuous time optimal control problem is written mathematically as

follows:

min
u(t)

J(u(t))

s.t. ẋ (t) = f (x (t),u(t), t)

x (0) = x0

x (t f ) ∈ [x m
f ,x

M
f ]

x (t) ∈ X (t)⊂ Rp

u(t) ∈U(t)⊂ Rq

(4.1)

where x and u are state and control variables, x0 is an initial state value, x m
f and x M

f are

minimum and maximum final state values, X and U are the admissible state and control

spaces, p and q are the number of states and control variables, and

J(u(t)) = G(x (t f ))+
∫ t f

t=0
H(x (t),u(t), t)∆t (4.2)

where J is the cost functional, G is the terminal cost, and H is the cost-to-go.

To solve the problem using DP, Equation 4.1 must be discretized. DP is based on

Bellman’s principle of optimality: “An optimal policy has the property, that whatever the

initial state and initial decisions are, the remaining decisions must constitute an optimal

policy with regard to the state resulting from the first decision” [73]. The DP algorithm
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relies on backward recursion and knowledge of future reference inputs and disturbances

to evaluate and minimize the cost implied by future decisions given the initial states [61].

Practically, the time space must be discretized to constrain the number of computations.

Further, the state and control space must be discretized in order to evaluate the “cost-to-go,”

or cost associated with a given state transition for a given control signal at a given time,

without knowledge of initial decisions, as the algorithm works backwards in time [61].

While discretization of the state and control spaces impacts accuracy and computational

time, only discretization of the time space impacts the problem formulation. The discrete

time optimal control problem takes the form:

min
uk

G(x K)+
K−1

∑
k=0

H(x k,uk)

s.t. ẋ k = f (x k,uk)

x (0) = x0

x K ∈ [x K
m ,x K

M ]

x k ∈ X k ⊂ Rp

uk ∈Uk ⊂ Rq

(4.3)

No terminal cost is used, and the cost-go-to is equal to the fuel consumed (Equation 3.9).

At most, two state variables (p = 2) and one control variable (q = 1) are considered. The

two state variables x1 and x2, SOC and fuel mass, respectively, vary according to Equations

3.10 and 3.24. Upper and lower SOC bounds are defined as 95% and 10%, across which

cell performance is least limited, and SOC is initialized at its upper bound. Fuel mass is

constrained to be between the initial fuel mass and reserve mission fuel mass requirement,

both of which are estimated following the process described in Section 4.1.3. The control

variable is the speed ratio, as described in Section 3.2.2. Thus, the optimal control problem
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written specifically for this system is as follows:

min
uk

K−1

∑
k=0

ṁk
f uel∆t

s.t. ẋ k
1 =−

Ik
cell

Cnom
ẋ k

2 = f (MNk,zk,rk
N)

x (0)
1 = 0.95 x (0)

2 = m f uel,init

x K
1 ∈ [0.10,0.95] x K

2 ∈ [m f uel,res,m f uel,init ]

x k
1 ∈ [0.10,0.95] x k

2 ∈ [m f uel,res,m f uel,init ]

uk ∈ {u ∈ R | 0.45≤ rk
N ≤ 1.00, Pk

cell,M− ≤ Pk
cell ≤ Pk

cell,M+, . . .

IM−
cell ≤ Ik

cell ≤ IM+
cell , V m

cell ≤V k
cell ≤V M

cell}

(4.4)

The engine design is fixed; thus, the speed ratio limits are fixed. The cell power, current,

and voltage limits vary for every cell candidate. The power limits are also dependent on

SOC and, hence, vary in time.

4.1.2 Fuel Mass Sensitivity Study

A sensitivity analysis was performed to evaluate the impact of fuel mass variation on

the overall aircraft performance with the aim of further reducing the model complexity and,

consequently, computational time, which is exponential in the number of states and controls.

In this analysis, a set of missions was simulated with and without fuel mass as a state. With

and without the fuel mass being updated, the amount of fuel consumed was compared for

the TEDP architecture across multiple mission ranges in Table 4.1. Missions of the same

range were initialized with the same fuel and payload mass for the variable and constant

mass scenarios

The analysis determined that fuel mass tracking will have a very small impact on the

estimated fuel consumption. This is a result of the fuel mass being a small percentage
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Table 4.1: Model sensitivity to fuel mass variation

Mission Range Fuel Consumption [kg] Error Error

[km] Variable m f uel Constant m f uel [kg] [%]

550 649.7 652.4 2.7 0.4
1100 1265.2 1272.8 7.6 0.6
1850 2091.6 2110.6 9.0 0.4

of the overall system mass. As the level of hybridization of the aircraft increases, the

overall system mass will increase, while the amount of fuel consumed will decrease, further

reducing the impact of fuel mass tracking and resulting in the vehicle mass staying relatively

constant over the mission. This allows for the removal of fuel mass as a state for the future

optimization analysis. The fuel mass trajectory is still book-kept and can be corrected a

posteriori.

4.1.3 Fuel Mass Initialization and Estimation

The full mission profile consists of a primary and reserve mission profile. The reserve

mission profile ensures the aircraft has enough energy on-board to react appropriately to an

emergency when attempting to land. The battery pack is not considered a critical component

in the propulsion system; thus, the reserve mission propulsive power is supplied solely by

the TGs. The fuel mass estimation process is illustrated in Figure 4.1.

Because the system is determined when simulating the reserve mission, only Stage 1 is

required to estimate the reserve fuel mass. When evaluating the fuel required for the reserve

mission, the target final fuel mass is zero. Then, when evaluating the primary mission fuel

requirement, the target final fuel mass is equal to the reserve fuel mass. Stage 1 simply shifts
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Figure 4.1: Process for estimating time-varying fuel mass with Stage 1 in blue (left) and
Stage 2 in orange (right)
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the fuel mass trajectory by the error between the target and final fuel mass, while Stage 2

re-evaluates the trajectory.

Both stages are required to initialize and estimate fuel consumption for the primary

mission. Without knowledge of the optimal control a priori, the TEDP system must be used

in Stage 1 to initialize the state value and limits for DP in Stage 2. Using the TEDP system

simulation results to initialize the HEDP system generally ensures the state constraints are

not violated because fuel consumption is reduced, while carrying the additional fuel mass

has been shown to have negligible impact. When fuel mass is considered as a state, in the

2-State case, the outputs from the DP algorithm are the final results. When SOC is the only

state, convergence of the fuel mass trajectory is evaluated via the root-mean-square error to

ensure any impact the fuel mass trajectory has on the optimal control is captured.

4.1.4 Convergence Study

The DP algorithm only evaluates the cost-to-go on discretized points in the state space.

At each instance of time, the system is “initialized” at every combination of feasible state

values, every feasible control is applied to the system at these states, and the “cost-to-

go” associated with the transition to the next set of states is computed. The cost-to-go is

tabulated to create a cost matrix for later interpolation. The number of points evaluated, i.e.

the discretization of the state and control values, directly affects the accuracy of the solution

and its computation time.

A convergence study was conducted to determine the best compromise between accuracy

and computation time with and without fuel mass as a state and with and without the fuel

mass trajectory being updated. More explicitly, the models are described in the following:
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• Model 1 - One state, SOC, and one control, speed ratio, with fuel mass held constant

and equal to the reserve mission fuel plus the TEDP system primary mission fuel

• Model 2 - One state, SOC, and one control, speed ratio, with fuel mass updated per

Figure 4.1

• Model 3 - Two states, SOC and fuel mass, and one control, speed ratio, with fuel mass

initialized per Figure 4.1

The models were studied with grid sizes according to Table 4.2. Model 3 was studied last

and the sizes of the SOC and control grids were guided by the studies performed on Models

1 and 2. Computation time limited the refinement of grids used for Model 3. Mission B and

Table 4.2: Grid sizing used in the convergence study

Models 1 and 2 Model 3

Color x1 u x1 x2 u

25 25 100 50 25
25 50 100 100 25
25 100 100 200 25
25 200 100 400 25
25 400 100 50 50
25 800 100 100 50
50 25 100 200 50
50 50 100 400 50
...

...
...

...
...

800 800 400 400 100

the reserve mission profile described in Table 4.3) were used for the convergence study. An

energy model was used to model the BESS to eliminate the chance of cell characteristics
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influencing the results. The BESS was sized with 200 Wh/kg energy density and 3500 kg

mass. No other parameters were varied from those defined in Section 3.3.

Error in the DOD and fuel consumption and total computation time are shown as

functions of each individual grid dimension in Figure 4.2. The line follows the mean error

related to a particular grid dimension, while the standard deviation captures the influence

of the other dimensions. The more steep the slope of the line, the greater the influence of

the particular dimension. The larger the standard deviation bar, the larger the influence of

the other dimensions. Convergence of both the error and standard deviation indicate strong

dependence on the particular dimension. Independently refining the grid of State 1 reduces

the error and standard deviation for both states. Refining State 2 neither significantly impacts

the error, nor the standard deviation. The error and standard deviation are relatively weakly

affected by refinement of the control, and the standard deviation is significantly larger. Error

in fuel consumption is slightly improved over that of Model 1 with the inclusion of fuel mass

as an external input in Model 2 at negligible cost in computation time. There is practically

no difference in error when adding the second state variable; in fact, DOD error is increased

because refinement of the State 1 grid is limited. Meanwhile, Model 3 performs relatively

poorly considering computation time.

It is necessary to include fuel mass as an external input because it impacts the stability

of the solution, as shown in Figure 4.3. While Model 1 offers comparable accuracy to

estimate fuel consumption, the optimal trajectory is not truly representative of the system.

The fuel mass trajectory shows little difference because it holds significantly more energy

and has slower dynamics; however, clearly the SOC trajectory does not converge with grid

refinement, using Model 1. Added in Model 2, iteratively updating the fuel mass input

not only stabilizes the control but also results in a trajectory that closely matches that of
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Figure 4.2: Error convergence behavior and computation time of the DP algorithm as a
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Model 3. The ability to re-initialize the DP algorithm actually enables Model 2 to achieve

reduced fuel consumption, especially in situations when the BESS design offers potential

for significant reduction in fuel consumption.

Figure 4.3: State trajectory convergence behavior as a function of state space grid size, refer
to Table 4.2 as a legend

4.2 Results and Analysis

The missions evaluated in the case study include ranges of approximately 550, 1100,

and 1850 km, representing missions A, B, and C, respectively, are summarized in Table 4.3

and shown in Figure 4.4. The profiles do not explicitly include takeoff or landing rolls but,

rather, begin in initial climb and end in approach. The reserve mission is not considered in
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the reported fuel burn and fuel savings but is used to initialize the mass of fuel in the aircraft,

as described in Section 4.1.3.

Table 4.3: Summary of primary and reserve mission profiles

Mission

A B C Reserve

Overall
Time [min] 45.7 83.9 134.4 27.3
Range [km] 550 1100 1850 275

Climb
Initial Cond. 0.31 Mach, 200 m 0.30 Mach, 140 m
Time [min] 12.8 15.3 18.0 6.5
Range [km] 156 190 235 67

Cruise
Condition 0.80 Mach, 9.1 km 0.63 Mach, 6.1 km
Time [min] 13.9 47.2 93.3 5.9
Range [km] 200 705 1401 82

Descent
Final Cond. 0.32 Mach, 400 m 0.30 Mach, 140 m
Time [min] 19.0 21.4 23.1 14.9
Range [km] 194 205 214 126

One state and one control are used in the optimization; the problem formulation is the

same as described in Equation 4.4 without x2 and was referred to as Model 2 in Section

4.1.4. The model was calibrated according to Section 3.3, and the fuel savings reported is

relative to the TEDP system. The BESS in the HEDP system is increased in size from 1.0

mt to the maximum allowable by the MTOW and fuel mass, which varies for each mission.

The fuel consumed by the TEDP system was referenced to limit the BESS size. The state

was discretized using 300 points, which is equivalent to 0.28% SOC, and the control was

discretized using 300 points, which is equivalent to 0.18% LPC speed. The mission profile

was discretized using 5 second time steps.
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Figure 4.4: Primary and reserve mission profiles

4.2.1 Time-Domain Analysis

Here, the influence of each of the three independent variables – mission range, BESS

size, and cell selection – are isolated from one another to analyze the individual impact on

the power split and energy efficiency. The power split is defined as

PS =

{ PBESS
PT G,tot+PBESS

PBESS ≥ 0
−PBESS

PFA,tot−PBESS
PBESS < 0

(4.5)

Thus, when discharging, the power split defines the percent of power supplied by the BESS

to power the FA, and, when charging, it defines the percent of power consumed by the

BESS. Both modes are considered also in the total conversion efficiency, from chemical to

electrical energy, defined as

ηtot =

{ n f ·Pf
LHV·nT G·ṁ f uel+PBP

PBP ≥ 0
n f Pf−PBP

LHV·nT G·ṁ f uel
PBP < 0

(4.6)

where LHV is the lower heating value of jet fuel, 43.1 MJ/kg.
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Figure 4.5 illustrates optimal control variation related to the mission range for Cell 3

and a 4.0 mt BESS. The x-axis displays the percent completion of each mission segment to

normalize the varying time. The climb and descent segments of all missions and the cruise

segment of Mission A are practically the same duration, whereas the normalization renders

the cruise segments of Missions B-C to appear relatively short in duration. Thus, the relative

rate of change of the SOC is misleading, which is discussed later.

The baseline power consumption in climb is highest for Mission A because it is the

fastest to climb to altitude and increases with the addition of a BESS because of the increased

system mass. Power consumption reduces steadily throughout climb as the rate of climb

reduces until the top of climb. While maintaining constant altitude in cruise, drag is

the predominant resistive force, and power consumption is nearly equivalent between the

baseline and hybrid (4.0 mt BESS) aircraft in all missions. Descent features a relatively

short, "powered" phase at its start, which increases in duration with increasing range, before

a longer "gliding" (zero thrust) phase concludes descent. Slight differences between the

profiles result in visible but negligible differences in baseline power consumption when

gliding, as the power consumption in descent is predominantly influenced by the powered

phase.

Energy stored in the BESS is generally reserved for low-power operation due to battery

power limits and engine efficiency trends; thus, the power split will analyzed starting

in descent and working back to climb. When gliding, the system simply consumes the

minimum fuel possible. Where the efficiency is reduced, the additional mass of the BESS

reduces thrust (or increases drag) needed to follow the descent trajectory, reducing fuel

consumption as engine and fan power is reduced. Mismatch in the engine power output

and fan power input results in battery charging. When the FA must again produce some
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non-zero thrust, in the latter half of descent, the battery power output is increased, rather

than that of the engine, to slightly improve efficiency. The powered phase of descent is the

first point at which both baseline power consumption and efficiency are reduced. Battery

power output is increased as engine efficiency and FA power input decreases, significantly

increasing efficiency for a short duration.

In cruise, the power split is relatively constant. Comparison to the power split in descent

can be misleading without also referencing the total power consumption. Low baseline

power consumption and engine efficiency increase the power split in cruise, relative to

climb. Due to a combination of battery power limits and cruise duration, the power split

and, consequently, the efficiency improvement is a small percentage but sustained over a

long duration. The power split in cruise decreases with increasing mission range The ramp

increase in the power split at the beginning of cruise occurs in the transition to level flight.

The duration of the climb segment compared to that of the full mission significantly

impacts the power split in climb. In Mission A, when climb accounts for 28% of the mission,

the power split increases as the power consumption decreases in climb. Note that the battery

outputs more power at the beginning of climb. In general, the shorter the mission duration,

the greater the average battery power output, all else the same. The increasing power split is

influenced most by power consumption and mission duration and less by engine efficiency.

In Missions B and C, climb only accounts for 18% and 13%, respectively, more energy is

reserved for cruise, the average power split in climb decreases, and the power split decreases

as engine efficiency peaks at the top of climb.

The relative rate of change of SOC shown is opposite to reality; SOC is depleted faster

the shorter the mission duration, as indicated by the magnitudes of power consumption and

heat generation. It is important to note the SOC at the transitions between segments, though.
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It is clear that more energy is reserved for cruise and descent in the longer range missions.

Interestingly, the SOC at the end of climb and end of cruise is practically equivalent in both

Missions B and C, and, in all cases, the final SOC is the same. The SOC is not constrained

to reach a final value of 10%, but charge depleting is the only optimal mode of operation in

these cases.

The distribution of battery energy across a longer duration with few instances of rela-

tively high power output significantly reduces TMS requirements. Heat generation closely

resembles the relative power but is significantly influenced by the OCV, particularly when

SOC drops below 50%. In Mission A, the battery power output at the start of climb (at 95%

SOC) is equal to the that of impulse in descent (at 15% SOC), while the heat generation

in descent twice that in climb. Similarly, in Missions B and C, the battery power output in

climb is half that in descent, but the heat generation in descent is quadruple that in climb.

Reducing the size of the BESS practically impacts the optimal control in the same way

as increasing the mission range. Optimal control of the BP is shown for Cell 3, Mission A,

and BESS sizes of 1.0, 3.0 and 5.5 mt in Figure 4.6. Generally, the power consumption of

the hybrid is increases with increasing BESS size throughout the mission, except for when

gliding in descent as discussed previously. The fuel savings achieved both when powered

and gliding are significant for the smallest BESS because of its limited use elsewhere. The

power split remains relatively constant in climb and cruise, with the average battery output

power increasing with increasing size and, consequently, increasing energy storage and

power capability. The impulse at the beginning of descent increases primarily due to the

increased power capability. Heat generation follows the trends mentioned previously, except

the heat generation of the 1.0 mt BESS in the latter half of descent is non-negligible relative
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to its heat generation elsewhere. It may be considered negligible relative to that of the larger

systems and depending on the sizing of the TMS.

Figure 4.7 compares the optimal control of a 5.0 mt BESS, Cells 1, 3, and 5, in Mission

B. For the same size BESS and mission profile, the power consumption of the hybrid system

is practically equal, regardless of cell selection and control variation. However, fan power

input does increase with increasing battery power split, as engine thrust output decreases

with decreasing power output. The power split for the majority of descent is independent of

cell selection, though the peak power early in descent is dependent on the power capability

of the cell.

The battery power output at the beginning of the mission increase with increasing power

density; however, the initial power level is only sustained by the most energy-dense cell,

which quickly surpasses the power output of Cells 1 and 3. The power split for every

cell exhibits the step increase at the beginning of cruise and decreases throughout cruise,

gradually for Cells 3 and 5 but in steps for Cell 1. As such, the SOC of every cell gradually

diverges from each other throughout cruise. The higher the power density of the cell, the

higher the SOC at the end of cruise and the sooner in time and larger the magnitude of the

power impulse in descent. Following the power impulse, the SOC converges again and

control is equivalent for the remainder of descent.

It is clear that the control exploits the power and current capability of Cell 1; however,

relative to the performance of Cells 3 and 5, this capability is primarily detrimental to its

performance. With increasing mission range, there is more flexibility in when to use the

battery, but limited energy storage capability of the batteries results in low power operation

to minimize losses due to internal resistance. A power-dense cell is better suited for a

mission with disturbances that shift the engine away from its ideal operating point for short
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Figure 4.6: Battery pack state of charge, power split, and heat generation as a function of
BESS size (Cell 3, Mission A)
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periods of time. Lastly, because the sizing of the DC-to-DC converter depends on the peak

power capability of the BP, the converter accounts for 10.6% of the BESS mass in a 5.0 mt

BESS composed of Cell 1 compared to 3.5% when composed of Cell 5.

Figure 4.8 compares the optimal control of a 5.5 mt BESS, composed of the same

cells, in Mission A. This example highlights the potential for power-dense cells and the

limitation of energy-dense cells. Still, the hybrid power consumption is elevated relative

to the baseline but is predominantly dependent on system mass, rather than cell selection

and energy management. Now, the increased size of the BESS and reduced duration of the

mission enabled the BESS with Cell 1 to provide 80% of the power to the FA resulting

in 65% efficiency for a short duration in cruise, in addition to the highest peak power in

descent. While there is clearly need for and benefit from high power capability, the BESS

with Cell 3 enables the most fuel savings because it has sufficient power capability and

higher energy storage capability.

Cell 5 is inhibited by its discharge current limit. The maximum discharge rate is

1C, meaning 60 minutes is required for a full discharge; however, in Mission A, there is

practically less than 30 minutes in which the battery pack can be discharged. Further, Cell 5

generates significantly more heat during climb and cruise, even at lower power output due

to the sizing of the BP. The maximum system voltage is fixed, and the maximum voltage

of Cells 1 and 5, for example, are nearly equivalent. With approximately equal number of

cells in series, the form factor of the cell determines the number of cells in parallel. The

resulting pack architecture is 447s90p for Cell 5 and 476s222p for Sony. For the same

power output, the current is then divided across fewer cells, also exhibiting higher internal

resistance, resulting in higher losses and heat generation.
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Figure 4.7: Battery pack state of charge, power split, and heat generation as a function of
cell selection (5.0 t, Mission B)
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Figure 4.8: Battery pack state of charge, power split, and heat generation as a function of
cell selection (5.5 t, Mission A)
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4.2.2 Results Overview

Figure 4.9 shows how the segment and overall fuel savings varies between different cell

selections in Missions A, B, and C with BESS sizes of 5.5, 5.0, and 4.0 mt, respectively. This

figure again highlights the limitations of high-energy cells, Cells 5 and 6, in the short-range

mission. All cells offer similar fuel savings in descent because of the low power request

from the FA. In cruise, the savings using Cell 5 is significantly lower compared to that

of Cells 1 and 3, which perform equally. The increased energy density of Cell 3 enables

additional BP use in climb, resulting in the highest savings both in climb and overall.

With increasing mission range, BP use shifts towards the cruise and descent segments.

Descent generally presents the best conditions in which to operate the BP, while increas-

ing the mission range primarily increases cruise duration, range, and, consequently, fuel

consumption. “On-off” control, i.e. either the engine or BP supplying the full FA power, is

generally optimal because engine efficiency reduces significantly at partial power. However,

even Cell 1 is prohibited from providing full FA power until the descent segment because of

current limits.

Cell 1 is capable of providing the majority of FA power soonest in the descent segment,

and its relatively poor performance in climb and cruise is both due to reserving energy for

descent and starting with relatively low energy. Not only is Cell 1’s energy density lower

(and the BESS size is held constant), but also its high power capability requires a larger

DC-to-DC-converter (Equation 3.36). The 5.5 mt BESS comprised of Cell 5 versus one

of Cell 1 is capable of 3.9 MW and 11.7 MW of power output, increasing the mass of

DC-to-DC converter from 193 kg to 585 kg, respectively.

Fuel savings increases with increasing range only for Cell 5 because its discharge current

limit no longer inhibits the BP from being fully discharged. Otherwise, as range increases,
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fuel consumption increases, likewise savings decreases, because overall energy expenditure

begins to exceed the energy storage capability of the BP. In Missions B and C, average

power output of a BESS designed with Cell 1 is actually lower than that of Cells 3 and 5,

and its high power and current capability only inhibits its overall performance.
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Figure 4.9: Fuel burn reduction, relative to the baseline, non-hybrid system, as a function of
cell, range, and segment for the maximum allowable BESS size in each mission
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Though there is a clear dependence on cell selection, Figure 4.10 shows there are strong

trends in savings when neglecting cell-specific characteristics and, instead, when segregating

by mission segment and range. Here, the savings is shown relative to the baseline, segment-

specific fuel burn. While this perspective is slightly misleading, it highlights in which

segment engine operation varies most from the baseline. It is misleading because, as mission

range increases, the overall fuel savings is increasingly influenced by the savings in cruise.

Cruise accounts for 30%, 56%, and 69% of the total mission duration and 36%, 64%, and

76% of the total mission range in Missions A-C, respectively.

Objective comparisons can be made between the same segment for different missions,

except for in cruise. In all scenarios, the majority of capacity removed from the BP is

done so in cruise. Further, the ratio of capacity removed in cruise increases with increasing

mission range. Regardless, as range increases, the BP becomes energy limited, i.e. the

overall energy required to carry the additional system mass exceeds the amount of energy

stored in the BP. In Mission C, engine operation and fuel consumption vary only slightly

from the baseline, i.e. the BP is barely capable of storing enough energy to compensate for

its own mass. The increasing variance with increasing BESS size in Missions B and C is due

to differences in energy storage capability, while, in Mission A, it is driven by differences in

power capability.

Regardless of cell selection, BESS size, or mission range, engine operation varies most

in descent. Consider the three segments of the simplified mission profiles to represent areas

of high, moderate, and low-power demand. The results do not necessarily represent when in

time the BP should be used but rather at what power level is optimal, which is influenced

equally by both BESS and TG sizing and design. With increasing range, more energy is

reserved for the cruise and descent segments, increasing savings in descent in Mission B
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relative to that of Mission A. Mission C has a slightly longer descent segment but a smaller

ratio of time spent gliding, causing a net decrease in savings in descent relative to that of

Mission B.

Only for the shortest range mission allows for fuel savings in climb. With increasing

size, on average, savings is further increased until the transition between the 5.0 and 5.5

mt BESS, at which point the additional energy is reserved for cruise. This is relatively

nonlinear behavior relative to that of the other profiles and segments. In Missions B and

C, the optimal BP power in climb is insufficient to negate the increased energy required

to climb, and fuel burn increases with increasing BESS size. Further, fuel burn in climb

increases with increasing mission range for the same BESS size, again, as the BP is utilized

more in cruise and descent.

The many different dimensions presented in Figure 4.11 allow for comparison of ag-

gregate data for all cells and missions with the BESS sized optimally for each. As mission

range and baseline fuel consumption increase, the maximum allowable BESS size is reduced

regardless of cell selection. Thus, for all cells, the BESS size decreases with increasing

range. Cells 3-6 have sufficient system-level energy density to be sized at the maximum

allowable size across all missions. The optimal BESS size for Mission C reduces pro-

gressively from Cell 3 to 1 as energy density decreases. Generally, fuel savings decreases

with increasing mission range as overall energy expenditure increases and energy storage

capability decreases. Practically, the fuel savings is a function of the capacity removed from

the BP, and capacity is dependent on sizing and energy density. Lower energy density results

in lower energy stored for the same BESS size, and DC-to-DC converter sizing compounds

this effect, as power density generally increases with decreasing energy density. In Mission

A, the BPs using Cells 4 and 6 have more installed capacity than those for Missions B and
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C; however, current limits prevent the full capacity from being removed. These are the only

instances where capacity output is not proportional to BESS size.

Given that the cell is not limited, for the same mission, mean discharge power increases

with increasing energy density simply because more energy must be discharged in the same

duration. Further, and more interestingly, the mean discharge rate is practically the same

for every cell for a given mission. This is primarily due to the smoothness of the mission

profiles. If the profile contained large variations in thrust request corresponding to steps in

altitude changes, the BP would be discharged in pulses at differing magnitude and duration

corresponding to the power capability of the BP. Mean heat generation is a function of mean

discharge power (and charge power, which is negligible), cell internal resistance, and pack

architecture. Cells 1 and 2 have equivalent mean discharge power and heat generation, while

Cell 2 exhibits one-third the internal resistance and has four times the capacity of Cell 1.

Remember that Cells 4 and 6 were the only cells not experimentally characterized, and the

internal resistance used and heat generation computed are lower than would be expected.

Peak discharge power, discharge rate, and heat generation are most influenced by cell

parameters and BESS size, otherwise having no dependence on mission range. The cells with

the highest power and current limits (by unit mass), Cells 1 and 3, exhibit the highest peak

power, rate, and heat generation. Current and power limits can vary somewhat independently

such that the relative scale of peak discharge rate and power vary accordingly. Generally,

these both decrease with increasing energy density, while peak heat generation is additionally

governed by internal resistance and voltage range.

Considering the same mission and BESS size, generally, fuel savings increases with

increasing cell energy density. This assumes that cell limitations do not impair the BESS

for a significant portion of the mission and neglects any differences in packaging efficiency
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Figure 4.11: Comparison of key BESS performance metrics for every combination of cell
selection and BESS sizing that minimizes fuel consumption in each mission
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between cells of different form factors. For example, Figure 4.12 shows the two most

energy-dense cells suffer in performance in Mission A because the duration of the mission

and current limits prevent the BP from being fully discharged. Shorter range missions

require highly power-dense cells, or cells with higher allowable discharge current. Still,

increasing the size of the BESS using Cells 5 and 6, along with all other cells, reduces

fuel consumption because of relatively low overall energy use. For longer range missions

such as Mission C, only the most energy-dense cells provide significant benefit, and the

optimal BESS size reduces progressively as a function of cell energy density. The energy

savings, shown in Figure 4.13 is dependent on the same variables and exhibits similar trends;

however, energy savings are more limited, and, generally, savings increases with decreasing

BESS size.
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Figure 4.12: Total fuel savings by cell selection, BESS size, and mission range
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Figure 4.13: Total energy savings by cell selection, BESS size, and mission range

4.3 Utility Study

Flight history data sets of two CRJ-900 aircraft, EDV5152/9E5152 and ASH5982/YV5982,

between the dates of 1/29/2019-2/4/2019 and 1/28/2019-2/3/2019 referred to as Group 1

and Group 2, respectively, were acquired from FlightAware.com. Group 1 features 31

flights between Midwest, Northeast, and Southeast hubs with a wide-spread distribution in

range between 370 km and 1920 km. Group 2 features 41 flights primarily out of a single

Southern hub serving the South and Midwest with range between 310 km and 1490 km

but concentrated at 600 km and 1050 km. A point-to-point mapping of departure-to-arrival

airports overlaid on a map of the US is shown in Figure 4.14, and Figure 4.15 shows the

distribution of flight range.
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Figure 4.14: Point-to-point map of one-week set of missions flown in two separate regions
by CRJ-900 aircraft
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Figure 4.15: Distribution of mission range and number of missions for each group
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The power function “power1” of the form y = axb was used to fit the baseline fuel

consumption evaluated for Missions A-C, and the curve fit was used determine baseline fuel

consumption for all missions in Groups 1 and 2 (Figure 4.16). Further, the baseline fuel

consumption and system parameters were used to define the maximum BESS size across

all ranges. The polynomial function “poly22” of the form z = p00 + p10x+ p01y+ p11xy+

p20x2 + p02y2 was used to fit the hybrid fuel consumption evaluated for Missions A-C. For

every mission, the baseline fuel consumption and maximum BESS size were estimated

using the curve fit, and the hybrid fuel consumption was estimated using the surface fit for

every BESS size up to the maximum allowable.
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Figure 4.16: “power1” curve fit of baseline fuel consumption as a function of mission range
and “poly22” surface fit of hybrid fuel consumption as a function of mission range and
BESS size (for Cell 3)
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The optimal BESS size and fuel savings corresponding to each mission in each group

for Cell 3 is detailed in Figure 4.17. This study not only aims to extrapolate the mission

savings to annual savings but also to evaluate the necessity of a modular BESS. The optimal

fixed mass provides the maximum total fuel savings over all missions in a given group while

satisfying the size limitation for every mission in that group. For both groups, the optimal

fixed BESS size is the maximum allowable, as constrained by the longest range mission, and

the optimal variable BESS size is also the maximum allowable, except for the four longest

range missions, all in Group 1.

As energy density decreases, this threshold range, at which the optimal BESS size is

reduced, decreases, and the size of the Cell 1 BESS is reduced for four missions each in

Group 1 and 2. In contrast, as energy density increases (and current capability decreases),

the BESS is expected to be downsized for the shortest range missions; the surface fit does

estimate significantly reduced fuel savings using Cells 5 and 6, but does not predict maximum

fuel savings away from the boundary for a range as low as 300 km. The larger the range of

mission range, the larger the difference in fuel savings attained by the fixed and variable

size BESSs. The largest difference occurs for either the longest and shortest missions

depending on energy density. The longer the mission range and duration, in combination

with reducing the fuel savings, practically reduces the number of missions possible in a

given time, neglecting all other factors of flight planning. However, the shorter and more

frequent the mission, the higher the rate of discharge, the higher the heat generation, and the

higher the cycle count, which all negatively impact the life cycle of the BP.

The weekly fuel savings for each cell is assumed to be representative of the distribution

of flights flown by each respective aircraft over the course of a year. Using the price of jet

fuel in Q1 of 2019, $80/bbl, the minimum annual fuel savings of 100 mt (Group 1, fixed,
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Figure 4.17: Optimal BESS size and fuel savings using Cell 3 for all missions in each group
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Cell 1) equates to $63,000 of savings, while the maximum annual fuel savings of 225 mt

(Group 2, variable, Cell 6) equates to $142,000 of savings (Figure 4.18). The difference in

fuel savings between Group 1 and 2 is primarily driven by the difference in the number of

missions.

Enabling the BESS size to be varied results in an average increase in fuel savings of

6.5% and 4.0% for Group 1 and 2, respectively. The longest range mission is 1940 km

in Group 1 compared to 1490 km in Group 2, but both groups predominantly consist of

missions between 500 km and 1200 km. Fuel savings increases with decreasing range for

Cells 1-4 and is greatest for Cells 5 and 6 near 1100 km; thus, the fixed sizing is most

limiting for Group 1, and the variable sizing offers more benefit. The histogram in Figure

4.18 illustrates which cells and groups are most inhibited by the fixed sizing.

More specifically, approximately 70% of Group 1 missions are under 1000 km of range,

where the most energy-dense cells are limited. Variable sizing enables a 6.5% increase

in fuel savings for Cells 1 and 2 and a 5.3% for Cells 5 and 6 in Group 1 missions. In

Group 2, the benefit of variable sizing is nearly equivalent for Cells 1-2 and 5-6 at 3.5%

because 46% of missions are less than 900 km of range and 54% are between 900 km and

1500 km. Variable sizing is most beneficial for the mixed-use cells, Cells 3 and 4, in both

groups, increasing fuel savings by 6.9% and 5%, because of significantly higher savings in

short-range missions.

While there is a larger difference in percent fuel savings between Cells 3-4 and 5-6

in short-range missions than in medium-range missions, 100% more fuel is burned by

the baseline aircraft in medium-range missions. The fuel savings attained by Cell 6 in

medium-range missions is sufficient to overcome its performance limitations in short-range
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missions and to consistently offer the most fuel savings, though Cell 4 matches Cell 5 in a

fixed-size BESS and outperforms Cell 5 in a variable-size BESS in both groups.
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Chapter 5: Conclusion

5.1 Summary

Historically, volatile and generally increasing oil prices have motivated improvements in

fuel efficiency in the transportation industry. Until recently, most all commercial vehicles

and, still, all aircraft depend entirely on fossil fuels. Petroleum and other liquid fuels

(natural gas, biofuels, gas-to-liquids, and coal-to-liquids) are the source for 96% of global

transportation energy consumption. Of the US transportation sector energy use in 2018,

petroleum products accounted for 92% and electricity for less than 1%, nearly all in mass

transit systems. Because of the transportation sector’s heavy reliance on fossil fuels and

limited efficiency of on-board, combustion-based power plants, in the US in 2019, it was

responsible for 36% of emissions while only consuming 28% of energy, and, in 2050, it is

projected to remain responsible for 36% of emissions, even with reduced percentage of total

energy consumption at 24%.

Light-duty vehicles are currently the main source of consumption and emissions and are

predicted to remain so. However, the consumption of the aviation industry is predicted to

double, increasing by 10 quadrillion Btu, nearly matching the 15 quadrillion Btu increase in

consumption of light-duty vehicle. The Asia-Pacific market is projected to be home to 66%

of the middle-class population globally by 2030 and primary contributor to global aviation
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growth through 2030. Africa, projected to have the largest working class population by

2040, will likely be responsible for continued growth in aviation well into the future.

While significant progress toward wide-spread adoption of electric road vehicles has

been made, the aviation industry has been lagging, though, in many regards, electrification

in aviation has significantly more hurdles. The MEA initiative dramatically influenced

the development of the Boeing 787 and Airbus A380, which feature substantial increases

in electric power generation by the engines and consumption in auxiliary applications. A

multitude of TEDP aircraft, which extend the utilization of electric power to propulsion, have

been conceptualized and studied, showing potential for up to 70% FBR and driving research

and development of the enabling technologies in academia, industry, and government.

Still, TEDP aircraft rely solely on fossil fuels for propulsive power. The hybridization

(fuel and BESS) and full electrification (BESS) are considered to be revolutionary advances

in aircraft technology, and the inclusion of an on-board ESS is solely capable of enabling

zero-emissions flight (locally). Fully-electrified urban air mobility and low-capacity (<20

passengers), regional aircraft are being actively developed, as SOA battery technology is

proven to be capable in these applications. However, results presented in this work show

SOA and near-term battery technology to be capable in full-size (up to 100 passengers),

regional jets with range up to 2000 km, which presents significantly greater potential savings

due to relative flight frequency and fuel consumption.

The Bombardier CRJ-900 aircraft and its General Electric CF34 engine were referenced

in the design of the HEDP concept aircraft. The regional aircraft maintains its design range

of 3700 km with a payload of 8.2 mt. The airframe and engine, in the form of a turboshaft,

were modified assuming technology improvements projected for 2030. The technology

improvements and electrification of the propulsion system (TEDP conversion) alone result
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in 23% FBR in an 1100 km mission (Mission B) [60]. It is optimal for the concept to be

configured with the TEDP system for ranges exceeding 2000 km.

The model equations and parameters constituting the system were outlined. The airframe

and turbomachinery models, provided by GT-ASDL and converted to steady-state maps,

were validated against simulations performed in native software, GT-HEAT. Sizing and

performance of the inverters and motors powering the fans were provided by OSU-CHPPE

and UW-EMPEC, respectively, and were referenced to estimate sizing and performance of

the remaining powertrain components, except the EDS, which was also designed by GT-

ASDL. The battery cell performance was characterized by referencing datasheet information

and static and dynamic test data. The sizing of the BESS is a variable studied in this work

but is constrained by the MTOW and DC link voltage.

The system model was implemented in MATLAB to be paired with a DP algorithm such

that the design and control of the BESS could be analyzed in detail. In full, the system

was considered to have two states - the SOC and fuel mass. Analysis showed that the fuel

consumption was insensitive to variations in fuel mass in the missions studied in this work.

Instituting the fuel mass as a time-varying, external input rather than a state variable, was

shown to significantly reduce computational time, increase accuracy, and maintain SOC

trajectory characteristics. Accuracy was improved by re-initializing the DP algorithm using

fuel consumption estimates that account for the addition of the BESS and optimal energy

management.

The FBR and energy management strategy and their dependence on cell characteristics,

BESS sizing, and mission range were evaluated. Six cell models (three SOA, three future

technology), discrete BESS sizes (up to the MTOW), and three mission ranges (ranges

between 550 km and 1850 km) were considered. FBR, as a percentage, increases with
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decreasing mission range; increasing BESS size, except for BPs with relatively low energy

density; and increasing energy density, unless the BP is current-limited in a short-duration

mission. Note that the energy density at the pack level is both influenced by the cell energy

density and the DC-to-DC converter sizing, which scales linearly as a function of the BP’s

maximum rated continuous power, and packaging efficiency is neglected. The highest FBR

achieved in Missions A-C are 15.1% (117 kg, Cell 4, 5.5 t), 10.2% (149 kg, Cell 6, 5.0 t),

and 3.2% (77 kg, Cell 6, 4.0 t), respectively.

The system always operates in charge depleting mode; the final SOC is not constrained

and no cost is included if the final SOC is not at 10%. The only cases when the BP is not

full depleted occur when the BP is current-limited. Generally, the charging that occurs is

at relatively low power, is largely driven by differences in TG output power and FA power

consumption when idling in descent, and can be neglected. However, descent is the segment

of the simplified mission profile in which the engine control most significantly deviates from

the baseline because of the low-power operation. Otherwise, the power split is relatively

constant in climb and cruise with increasing magnitude in cruise, though generally with

higher absolute power in climb. With increasing mission range, a larger percent of stored

energy is used in cruise and descent, and mean discharge power, mean discharge rate, and

mean heat generation decrease. Similar trends are observed with decreasing BESS size, in

addition to decreasing peak discharge power, peak discharge rate, and peak heat generation.

Variation by cell can be generally described as a high ratio of power to energy density results

in increased power and duration of peak-power bursts and decreased mean power, and vice

versa.

The results and analysis conducted using the simplified missions were assumed to be

reasonable approximations of actual flights. The data was used to estimate savings of the
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concept aircraft, considering both a fixed and variable-size BESS, in two different week-long

groups of missions typical for a CRJ-900. The lower the range of mission distance, the

lower the benefit of designing a modular battery pack. Mission distance in Group 1 ranges

between 370 km and 1920 km and, even then, a modular BESS only enables a 6.4% increase

in FBR on average. However, for the concept to fulfill the maximum payload/range mission,

the BESS must be removable at a minimum. The lower the mean mission range for a given

group of missions, the higher the savings in a given time. This is less related to the mission

range and more related to the frequency of missions. The percent FBR does increase with

decreasing mission range, but the highest absolute FBR is possible in the medium-range

mission. Generally, though short-range missions can be flown more frequently. In both

Group 1 and Group 2, the BESS is frequently sized at the maximum allowable size, except

for power-dense BPs being reduced in size for long-range missions, and vice-versa. For the

mission groups studied, FBR generally increases with increasing energy density and always

increases if modular. The minimum annual FBR of 100 mt (Group 1, fixed, Cell 1) equates

to $63,000 in savings, while the maxmimum FBR of 225 mt (Group 2, variable, Cell 6)

equates to $142,000 in savings.

5.2 Contributions

This publication details the development of the Map-based Aircraft Propulsion Simulator

(tMAPS), and its application in optimizing the size and control of a BESS in a HEDP

regional jet aircraft. tMAPS is responsible for interfacing ROMs of aircraft subsystems

to construct a system model and coupling the system model to a DP algorithm. The

generation and implementation of performance maps are proven to result in negligible losses

in accuracy when constrained appropriately, e.g. dynamics can be limited in turbomachinery
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operation, such that results remain valid. The tool developed here is validated against the

NPSS-based Georgia Tech Hybrid Electric Aircraft Test-bed (GT-HEAT). The fuel mass

estimation process, developed to reduce problem complexity, is shown to significantly

reduce computation time, while slightly improving accuracy. SOA battery technology with

energy density of 200 Wh/kg is evaluated and shown to enable significant reduction in fuel

consumption, while most previous studies have only considered advanced technology with

energy densities of 750-1500 Wh/kg. Benefits using SOA battery technology are limited to

short-range missions, but extrapolation to global operations shows potential for substantial

reduction in fuel consumption. The optimal energy management strategy is evaluated as

a function of BESS size, cell chemistry, and mission and profile to deduce system-level

implications.

5.3 Future Work

Manufacturer specified current limits significantly inhibit cell performance but thermal

and aging parameters must be characterized to better define these limits. Further, the limit

definition should be modified to enable continuous peak power limit evaluation [55].

The design mission and engine design and sizing procedure limit the benefit of the

BESS, which offers the most advantage in adverse conditions. Dynamic mission profiles

and operation at conditions distanced from the design point will enable better utilization of

the BP, i.e. a more substantial increase in mean efficiency of the propulsion power supply.

Further, down-sizing the engine, while considering the BESS to be a critical component,

enables design of the two power systems to be co-optimized. However, tMAPs is not an

appropriate tool to be used for optimize the design of components and/or subsystems in

parallel.
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Predicting the payback period and return on investment requires thermal and aging

characteristics of the cell and detailed design of the BESS, including the BMS and TMS,

with consideration for the safety requirements of aerospace applications. The economics will

result in the best estimate of when battery energy storage systems will be widely integrated

in aircraft.

There is likely benefit to maintaining a small amount of energy storage for the max-

imum range and payload mission for buffering transients and supplying non-propulsive

loads, both in-taxi and in-flight. This use-case may actually benefit the reported energy

savings, reducing the weight impact and exploiting lower-power, less-efficient auxiliary

systems. These systems are also most prone to failure, and airline vulnerability to unplanned

maintenance should be sufficient for economic-viability of small BESSs in MEA. Further,

gradual increases in the level of hybridization may be necessary as regulations are still in

development.
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