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Abstract

Scramjet-based, air-breathing propulsion systems are poised to enable develop-

ment of hypersonic defense, high speed transport, and access-to-space aerospace ve-

hicles. A particular variant of scramjet engine, the dual-mode scramjet, is capable

of operating in subsonic- and supersonic-burning modes and is attractive for flight

at or above Mach 5. Despite the relative geometric simplicity of such scramjet en-

gines, the intense hypersonic flight environment presents challenges to routine, long-

duration hypersonic flight in the form of shock-turbulence interactions, heat-transfer,

and turbulent-combustion.

A critical component of dual-mode scramjets, the isolator, conditions the flow

before it reaches the combustion zone and contains the Pre-Combustion Shock-

Train (PCST) which forms in response to the pressure rise due to chemical heat

release. When subjected to sufficiently large mechanically- or chemically-induced

back-pressures, the isolator may unstart, resulting in the rapid ejection of the shock-

train from the isolator, adversely affecting controllability and survivability of high-

speed air-breathing vehicles.

To better anticipate and control for isolator unstart events, detailed understanding

of the combustor dynamics is required. In particular, the selection and placement

of measurement sensors for ground and flight experiments is predicated on
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quantifying the dynamic response of the scramjet engine system. This dissertation

computationally studies the isolator dynamics during a fuel-staging-induced unstart

event. In this process, fuel flow rates are varied in time between two reference

fueling states studied experimentally and characterized as aft-fueled and forward-

fueled biased, respectively.

The dynamics of a rectangular cross-section scramjet combustor, in the presence of

simulated inflow-distortion, are described and quantified with respect to combustion-

induced unstart. Because of the high Reynolds number and multi-physics effects of

mixing and combustion, a model-based, Unsteady Reynolds-Averaged Navier-Stokes

(URANS) approach is employed to study the turbulent reacting flowfield. Before

characterizing unstart phenomenology, solution sensitivities to model parameters and

assumptions are quantified.

The primary analysis considers the dynamics of the PCST during the imposed fuel-

staging transient. A wall-pressure-based shock sensor employed in experiments is used

to track the response of the PCST to the heat release-induced back-pressure gradients.

From this sensor, an incipient unstart condition is identified which delineates between

slowly-varying, pre-unstart PCST motion and more rapid PCST unstart motion.

Extending this one-dimensional sensor to the predicted two-dimensional wall field

reveals strong spanwise gradients associated with side wall separation.

Rectangular combustors are particularly sensitive to corner flow, including shock-

induced separation and secondary flow. Commensurately, side wall separation is

identified as a principal component of the unstart dynamics in this rectangular

combustor. Viscous effects associated with these separation zones are characterized

in terms of the isolator confinement parameter employed in the literature, which
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suggests a shift from an oblique to normal shock-train structure. Secondary flow is

also quantified in terms of streamwise vorticity variations along the combustor. A

separation bubble on the upper wall of the isolator is also identified which modulates

the shock-train structure near the isolator entrance. A bias in mixing and heat release

zones near the side wall of the combustor is identified as the primary driver of the

side wall separation dynamics which precede unstart, consistent with experimental

measurements of steady-state combustor operation.

A secondary component of the analysis leverages Model Order Reduction (MOR)

techniques to filter the high-dimensional flowfield into a low-dimensional basis of

features called modes. Two popular MOR methods, namely, snapshot-based Proper

Orthogonal Decomposition (POD) and Dynamic Mode Decomposition (DMD), are

employed to isolate spatially coherent flow structures from the computational dataset

via the extracted modes. These methods, which are typically applied to statistically

stationary flowfields, require careful extension to the statistically unsteady unstart

event. To anchor the MOR-based analysis, the Total Variation metric is adapted

to quantify spatially-localized flowfield dynamics and provide a basis to verify that

the extracted modes are representative of the non-stationary dynamics. From the

dominant POD and DMD modes, as applied to selected analysis planes (spatial

windows), flow structures related to upper and side wall separation zones are captured.

Time-windowing the dataset provides an additional filter to isolate PCST structures

at different phases of the fuel-staging transient.

The efficiency of the MOR-based representations of the combustor dynamics are

evaluated in terms of the reconstruction error for a given level of data compression

(order reduction). Importantly, two methods are proposed from which to infer
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higher-order dynamics using the reconstruction errors. The first method, relies

directly on the reduced-order reconstruction to identify large-magnitude error regions

indicative of higher-order dynamics. A second approach is presented in which the

MOR-based filters are applied to the entire three-dimensional domain for which

brute force computation of reconstruction error is computationally infeasible. DMD,

in particular, is shown to encode information of the time-mean and higher-order

dynamics within the dominant mode. Consequently, the difference between the time-

mean field and DMD mode is shown to identify regions which feature non-linear

temporal flowfield variations. The three-dimensional MOR analysis isolates spanwise

gradients associated with isolator corner flow and shear layers developing downstream

of the cavity and the backward-facing steps.

To facilitate MOR analysis of the full, three-dimensional simulation data, variables

are partitioned into separate decompositions to mitigate computation cost. For

DMD, it is shown that partitioning the observables of interest into separate MOR

decompositions produces similar but not identical dynamics, as inferred from the

DMD eigenspectra. This suggests caution when applying these techniques to high-

dimensional three-dimensional datasets if the goal is to compare the low-order

representations of different variables.

Finally, a time-local variant of the DMD method is applied to filter the statistically

unsteady scramjet flowfield. The method shows improved reconstruction performance

over standard DMD while still capturing the primary dynamic structure associated

with upper wall separation. Such MOR decompositions are thus shown to provide

a reasonable filter to the leading dynamics of the statistically unsteady combustor
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which may further facilitate control system development and optimal sensor selection

and placement.
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plane and red - Ma = 1 contour lines. . . . . . . . . . . . . . . . . . 108

5.10 Non-dimensional pressure p̂(x̂, ẑ) on cowl-side wall (ŷ = 0) at time
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Chapter 1

Introduction

Air-breathing propulsion is attractive for hypersonic flight at or above 5 times

the speed of sound (Mach 5 and above) since it obviates the need to carry oxidizer,

leading to relatively higher efficiency in terms of specific impulse (thrust per fuel flow

rate) compared to rocket engines.14–16 A particular variant of hypersonic air-breathing

engine is the dual-mode supersonic combustion ramjet – scramjet – system14,17–19

which is designed to operate across both ramjet (subsonic burning) and scramjet

(supersonic or mixed supersonic/subsonic burning) regimes. The engine flowpath for a

notional scramjet-powered vehicle at Mach 5 flight (Ma∞ ≈ 5),† shown schematically

in Figure 1.1, comprises the inlet, isolator duct, combustion zone, and nozzle. The

engine system may also feature external compression from shock waves (denoted in

red) generated by the vehicle body in a mixed-compression type inlet prior to flow

entering the inlet.20 Following the inlet, an isolator duct conditions the flow entering

the combustion zone. Critically, this duct balances the pressure rise between the inlet

and combustion zone. The system of compression waves in the isolator, known as the

†For a freestream temperature of T∞ ≈ 300 K, the corresponding fluid velocity scale is
u∞ ≈ 1700 m/s. Assuming a one meter long L = 1 m combustor, the representative flow timescale
is t ≈ 0.6 ms.
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Pre-Combustion Shock-Train (PCST), forms in response to pressure rise due to heat

release.10,18 The PCST compresses the incoming flow within the pseudo-shock9,21,22

region which may feature additional mixing processes downstream of the shock-train

before reaching the combustion region. A schematic of a pseudo-shock at Mae ≈ 2

is shown for a rectangular duct in Figure 1.2. In this schematic, the pseudo-shock is

characterized as normal because of the normal-like, rather than oblique, compression

waves. The pseudo-shock or shock-train takes on an oblique character for higher

isolator Mach numbers with increasingly oblique compression waves.9 Combustion is

typically anchored by one or more flame-holder cavities23–25 which encourage mixing

and reaction by increasing fluid residence time. Subsequently, a nozzle expands the

flow to extract thrust. Although the engine geometry is relatively simple compared

to conventional turbine-based engines, the hypersonic flight environment presents

complicated flow physics.

Figure 1.1: Notional scramjet schematic including inlet, isolator, combustion zone,
and nozzle.
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Figure 1.2: Schematic of a normal shock-train and pseudo-shock. Adapted from
Matsuo et al.9

1.1 The Challenges of Hypersonic Flight

Intense research over the preceding decades26,27 has sought to enable hypersonic

air-breathing propulsion technologies for defense,28–30 high-speed transport,31,32

and access-to-space.20,33–35 In particular, fundamental research on supersonic

inlets36–38 and supersonic combustion flows18,26,39–42 laid the groundwork for modern

flight demonstrators. Recent efforts have yielded successful flight tests for the

hydrogen-fueled X-43 (Hyper-X)43–45 and HyShot II46 programs as well as the

hydrocarbon-fueled HIFiRE-247 and X-5148–51 programs. Ongoing work with Rocket-

Based (RBCC) and Turbine-Based Combined-Cycle (TBCC) integrated scramjet

engines52,53 is driving development of commercial space-plane54,55 and high-speed

reconnaissance vehicles.56,57

Despite the success of recent flight tests, routine hypersonic flight is still not

reliably achieved because of the harsh flight environment.58–60 Hypersonic flight

is characterized by intense drag and heat transfer loads to the vehicle,19,34,60,61

where each is augmented by hypersonic boundary-layer transition.62 Both externally
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and internally, viscous/inviscid interactions in the form of Shock/Boundary-

Layer Interactions (SBLIs)63 with inherent unsteadiness64,65 affect boundary-layer

transition and separation.14 In turn, SBLIs may adversely affect vehicle control

surfaces and engine performance. Hypersonic air-breathing propulsion systems are

further complicated by short, sub-millisecond timescales in which to mix and burn

fuel. Flame-holder cavities used to enhance fuel-oxidizer mixing have residence

times for combustion on the order of several milliseconds.24,25 Thermo-acoustic

oscillations can also exist within flame-holder cavities which may adversely affect

propulsion performance.66 Thermal67,68 and chemical14,18 non-equilibrium within

the combustor can also strongly affect ignition behavior and combustion efficiency.

Ignition transients are particularly challenging in terms of modeling and control

because of the short, microsecond timescales.19,69–71

1.2 The Problem of Isolator Unstart

One particular challenge to routine operation of scramjet-powered vehicles is

isolator unstart, whereby the shock-train is ejected out of the inlet leading to loss

of engine mass capture and intense, unsteady aerodynamic loads72 which may take

the form of strong pressure oscillations in the inlet known as ‘Buzz’.73–75 The adverse

effects of unstart on combustor performance was acutely demonstrated during the

second flight76 of the X-51 program where loss of the vehicle is attributable to unstart

of the engine system. Hence, understanding of isolator flow dynamics is necessary to

develop unstart detection77 and control78 schemes to mitigate the deleterious effects

of unstart events.
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The severity of unstart events motivates analysis of isolator performance to

identify operational boundaries of the engine system. This includes understanding

the threshold or margin for unstart which serves as a measure of the allowable back

pressure of the isolator.79 Fundamental work has characterized steady performance of

inlets and isolators by way of analytical methods and empiricial correlations including

the analyses of Kantrowitz,80 and Waltrup and Billig,42,81 respectively. As reviewed

by Smart,82 many integral approaches are popular32,41,42,83,84 for scramjet propulsion

modeling and analysis. While modifications to these approaches have been developed

via statistical methods,85,86 for example, their generalization to complex geometries87

and large-scale dynamics such as mode-transition,88 is non-trivial. Consequently, such

models do not capture all of the critical three-dimensional (3-D) flow features common

to scramjet isolators.85

Experimental and computational studies have also targeted steady-state perfor-

mance mapping to determine the isolator operational boundaries for ramjet, scramjet,

and unstart states. Sullins and McLafferty89 examined several fixed back-pressure ra-

tios for entrance Mach numbers (Mae) of 2 and 2.85 comparing changes in observed

shock-train length to empirical correlations. Sullins90 studied a hydrogen-fueled com-

bustor at Mae = 3.3 and measured steady-state isolator pressure distributions in ram-

jet and scramjet combustion modes. Bachchan and Hillier91 tested an axisymmetric

inlet at off-design conditions over the range of 4 ≤Ma∞ ≤ 6 to qualitatively describe

inlet SBLIs and boundary-layer separation using two-dimensional Reynolds-Averaged

Navier-Stokes (RANS) computations. Unsteady RANS (URANS) computations in

two92 and three93 dimensions for a Mae = 1.8 square-duct identified back-pressure

limits sufficient for isolator unstart. Fotia and Driscoll94 experimentally mapped
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isolator-cavity performance for a hydrogen-fueled scramjet in terms of mechanical

and chemical effects by comparing the influence of fuel injector momentum flux ratio

for jets-in-crossflow and their corresponding fuel-air equivalence ratio in Mae = 2.2

flow. Similarly, Aguilera et al.95 studied steady-state scramjet and ramjet operation

in a direct-connect combustor at Mae = 1.9 to determine time-mean isolator pressure

distributions and unsteady pressure oscillations in the combustor cavity. These exper-

iments provide understanding of fuel-air equivalence ratios at which mode-transition

between ramjet and scramjet states occurs. Despite the insight provided, these stud-

ies are often limited to steady-state analysis which may overlook short-time flowfield

transients.

1.3 State of the Art in the Study of Isolator Dynamics

Statistically steady-state studies previously described help define isolator

operational boundaries. However, fine-scale combustor dynamics, particularly in the

isolator, must be quantified in order to minimize the risk of unstart. Isolator dynamics

are characterized by both large and fine-scale unsteadiness which are influenced by

geometry, back pressure forcing, boundary-layer state, fuel-injection, and turbulent-

combustion interactions.

As a model for more complex isolator physics, fine-scale, statistically steady

dynamics of an isolated normal shock in a duct, with and without the presence

of forcing, have been studied. In the simplest case, a single normal shock in a

rectangular duct was subjected to acoustic disturbances as modeled by Culick et al.96

to identify the effect of pressure perturbations on shock-induced separation. Bruce

and Babinsky97 studied a normal shock subject to periodic forcing over range
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8 ≤ f ≤ 45 Hz to characterize the relationship between forcing frequency and shock

oscillation amplitude in a Mae = 1.5 flow. Consistent with an analytic model, they

identified a critical frequency below which the oscillation amplitude is insensitive

to duct divergence angle. Carroll and Dutton98–100 measured the unsteadiness of

a normal shock-train in a constant area duct at Mae = 1.6 and Mae = 2.45

and identified the influence of shock boundary-layer interactions on flow separation.

Turbulent statistics such as turbulent kinetic energy and the Reynolds stresses were

also quantified. Morgan et al.101 compared Large-Eddy Simulation (LES) predictions

with the Laser Doppler Velocimetry (LDV) measurements of Carroll and Dutton at

Mae = 1.61 to capture interactions between the shocks and turbulent boundary-layers

and the resultant separated shear layer unsteadiness. However, the reduced Reynolds

number applied in the simulation, as a consequence of LES grid-scaling requirements,

resulted in a mismatch between the predicted and measured shock-train locations.

In ducts more representative of conventional scramjet isolators, multiple shock

structures manifest as part of a shock-train. Sugiyama et al.102 quantified flow

separation behavior for a pseudo-shock in a square duct at Mach 2 and 4 using

unsteady wall pressure spectra and time-resolved Schlieren imaging. Unsteady

pressure and Schlieren imaging by Klomparens et al.103 characterized constant area

duct flow subject to cyclic back-pressure forcing at Mae = 2.75 to quantify shock

sensitivity to the imposed back-pressures. Shock structures were found to oscillate

in the streamwise direction by 0.08 − 0.12H where H is the isolator duct height.

Additional work on this isolator104 at Mae = 2 also quantified shock train motion

hysteresis effects from cycle to cycle of the dominant low frequency motion. Stereo

Particle Image Velocimetry (PIV) and time-resolved wall pressure measurements
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captured corner flow features in terms of the viscous confinement parameter105

(Cδ), a measure of the boundary layer (δ) to duct height ratio, Cδ ∝ δ/H.

Shocks were observed to oscillate up to ±0.2H about the time-mean position.106

Additionally, Hunt et al.107 observed a linear relationship between shock displacement

and back-pressure consistent with other works. The study also characterized

the transition between normal and oblique shock-train states108 and statistically

quantified disturbance propagation in terms of a phase lag between shock structures

within the isolator.109 Time-resolved Tunable-Diode Laser Absorption Spectroscopy

(TDLAS) measurements identified shock-train oscillation distances of the order of the

duct diameter for a dominant low frequency O(100) Hz unsteadiness.110,111 Unsteady

pressure measurements in a rectangular isolator at Mae = 2 for forcing frequencies

of 105 ≤ f ≤ 225 Hz indicated that oscillations amplitudes decrease with increasing

excitation frequency.112

The influence of back-pressure forcing was also captured in several numerical

studies. Computational studies of shock-train response to imposed back-pressure

forcing for a single normal shock113 and an inlet/isolator model114 quantified the

effects of forcing frequency and amplitude on shock-train motion. Numerical

studies115 of an axisymmetric supersonic inlet at Ma∞ = 2.1 for forcing frequencies

250 ≤ f ≤ 4000 Hz showed that disturbance amplitudes of five percent introduce

non-linear behavior such that shock oscillations become less sinuous. Increasing the

forcing amplitude to 10 percent of the nominal back pressure lead to non-linearities

sufficient to unstart the inlet.

Ultimately, many works are interested in quantifying isolator flowfield dynamics

during unstart events. Although such events also contain fine-scale unsteady
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features such as boundary-layer turbulence and shock-turbulence interaction, large-

scale dynamics (such as shock-induced flow separation) are also observed over the

length of the engine flowpath, O(1) m. Often, un-fueled (tare), mechanically forced,

back-pressure-induced unstart is used as a surrogate for the pressure rise due to

combustion. Early work by Wieting,116 for example, examined time-resolved wall

pressure levels in a inlet/isolator model at Ma∞ = 5.3. Larger pressure magnitudes

were observed during the unstart process than at the statistically steady unstart state.

Experiments and computations of a similar model by Sato et al.117 observed sensitivity

of the unstart shock speed to disturbance amplitude at Ma∞ = 3. Unsteady wall

pressure signals were similarly leveraged,118 to track inlet shock structure motion

at Mae = 3. Fundamental work by Rodi et al.119 studied both cowl- and back-

pressure-induced unstart events in an inlet/isolator model120 in the NASA Langley

Mach 4 Blowdown facility (M4BDF). Three-dimensional URANS computations of this

configuration by Neaves et al.121 characterized dynamics of oblique shock reflections in

the inlet during back-pressure-induced unstart and the influence on flow separation.

Deng et al.122 similarly identified the formation of shock-induced separation zones

during the unstart process of the M4BDF configuration. Benson and McRae123

employed an adaptive grid approach in a URANS framework to study 2-D and 3-D

geometries at Ma∞ = 3 with inflow bleed. These computations of back-pressure-

induced unstart events indicate the importance of 3-D flow features, particularly

those related to shock-induced separation. URANS computations by Hoeger,93 based

on experimental work124 of a rectangular isolator at Mae = 1.8, identified transient

pressure loads as a result of imposed back-pressures. Zhang et al.125,126 separated a

back-pressure-induced unstart process at Ma∞ = 5 into distinct phases which include
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the formation of a separation bubble prior to unstart and the presence of buzz post

unstart.

Fine-scale turbulent features have been connected to large-scale isolator dynamics

in terms of unstart sensitivity to boundary-layer state. Separation was observed

on both the upper and lower isolator walls of a Ma∞ = 5 rectangular inlet-

isolator undergoing unstart using time-resolved wall pressures, Schlieren, and Particle

Image Velocimetry (PIV) by Wagner et al.127–129 Shock-train length dependence on

boundary-layer state has also been identified. Numerical studies of a constant area

isolator at fixed back pressure for Mae = 1.8130 and Mae = 3131 flow showed that

the shock-train length is more sensitive to boundary-layer thickness at relatively

higher back pressures. Unstart initiated by a transverse jet in a Ma∞ = 5 tunnel by

Do et al.132,133 indicated symmetric boundary-layers delay unstart initiation compared

to asymmetric boundary-layer thicknesses on the upper and lower walls of a 2-D

rectangular model. Fiévet et al.134 examined normal shock-train response to unsteady

inflow boundary-layer thickness (δ) to assess confinement effects in Ma∞ = 2 flow of

a rectangular duct using Direct Numerical Simulation (DNS). Forcing frequencies of

20 − 1000 Hz and variations in boundary-layer momentum thickness (θ) amplitude

of ±0.3 cm were shown to affect shock-train length. Decreasing the boundary-

layer thickness decreased the shock-train length while the pressure gradient across

the leading shock increased and vice versa. Additionally, when the boundary-layer

thickened, the oblique portion of shock train also became more prominent.

The dependence of shock-train structure on inlet/isolator geometry is evident from

several studies. Smith et al.135 studied an axisymmetric combustor configuration

for shock-holding and pressure distribution for both constant and diverging isolator
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ducts across a range Mach numbers 3 ≤ Ma ≤ 5. From RANS computations

and experiments,136 an axisymmetric combustor was found to support higher back-

pressures than rectangular configurations for the same isolator areas at Ma = 1.8

and Ma = 2.2 conditions.

Rectangular isolators, like that addressed in this work, bring additional challenges

to modeling by introducing 3-D, unsteady features by way of corner137,138 flow

separation and shock/boundary-layer interactions which are sensitive to isolator

aspect ratio, defined as the duct width to height (AR ≡ W/H). A Ma = 2.75

tunnel at low AR = 0.8 was observed139–141 to contain prominent corner vortices

and flow separation. Experimental study of corner flow separation in a square

inlet model, attributable to oblique shock waves, was considered by Funderburk

and Narayanaswamy142 in a 2-D configuration at Ma = 2.5. While the primary

separation present in two-dimensional SBLIs contains a range of frequencies, the

corner separation energy content was localized to higher-frequency bands. The

amplitude of the viscous corner flow wall-pressure fluctuations was also smaller than

for the primary separation. A computational study143 of isolators with aspect ratios

of 1, 6, and 9 indicated that shock-train length increases for higher aspect ratios

at Mae = 3.2; however, the opposite trend was observed at lower Mae = 2. A

rectangular isolator with chamfered corners was studied numerically by Grendell144

who observed that chamfered corners shifted the shock-train downstream, compared

to square corners. Geerts and Yu145 characterized shock trains in various aspect ratio

3 ≤ AR ≤ 6 isolators using time-resolved wall pressures, shadowgraph, and surface oil

flows. Higher-aspect ratio ducts were observed to yield flows that were more closely

two-dimensional. However, a numerical study146 based on experiments of a normal
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shock in a high aspect ratio duct with AR = 4.3 at Mae = 1.6 identified the formation

of corner shocks which affected the centerline flowfield for a relatively large aspect

ratio (AR > 1) duct.

Analysis of three-dimensional inlets, like 3-D isolators, reveals geometrical

influence on scramjet start and unstart limits. Efforts to compute multiple shock-fin

interactions representative of inlets with side wall compression highlight open and

closed separation patterns.147 Recently, Hohn and Gülhan148 characterized the effect

of sidewall compression on inlet starting behavior at the German Aerospace Center

(DLR) facility for Mach 7 flow. Corner flow effects on SBLIs and boundary layer

transition were observed from heat flux measurements indicating the formation of

corner vorticies, induced by side wall compression waves which limited starting ability.

Stephen et al.149 experimentally studied starting limits at off-design conditions for

different side-slip angles and angles-of-attack for a stream-traced, inward-turning inlet

of the HIFiRE 6150 model between Mach 3 and 4.6. The results compared favorably

with classic Kantrowitz80 starting analysis, but the complex geometry introduced

hysteresis effects between started and unstarted inlet states.

Like un-fueled studies, flow separation and viscous/inviscid interactions are

dominant features in turbulent, reacting flowfields. Experiments151 in a hydrogen-

fueled combustor at Mae = 2 quantified the variation of shock-train oscillation with

changes in fuel-air equivalence ratio, i.e. the ratio of fuel and air mass flow rates. An

experimental study152 of an Mae = 3.6, axisymmetric, hydrogen-fueled combustor

identified flow separation at higher fuel-air equivalence ratios (φ > 1). Time-resolved

pressure loads were also measured153 during statistically steady operation and unstart

for a Ma∞ = 3.5, hydrogen-fueled combustor model which showed boundary-layer
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combustion noise was greater in amplitude than a standard turbulent flat plate

boundary-layer. Shimura et al.72 measured peak aerodynamics loads in a hydrogen-

fueled scramjet over the range 4 ≤Ma∞ ≤ 6 and attributed unstable inlet oscillations

to separation bubble formation. URANS computations of another rectangular,

hydrogen-fueled configuration by McDaniel and Edwards154,155 also identified shock-

induced separation emphasizing the importance of the side wall region during unstart.

Thermal conditions, which include combustor wall temperature and chemical heat

release, affect isolator performance characteristics. Lin et al.156 numerically studied

the influence of wall temperature on pseudo-shock pressure rise in rectangular and

axisymmetric configurations. The results indicate that cool walls delay choking of the

flow for Mae = 1.8 and Mae = 2.2 conditions. Fischer and Olivier157 also identified

variation in shock-train pressure rise with combustor wall temperatures at Ma∞ = 7.7

where higher wall temperatures were found to increase the pressure gradient and

reduced the shock-train length. Experimental and 1-D numerical analysis of a

hydrogen-fueled geometry by Yoon et al.158 identified thermal-choking limits, whereby

heat release slows the flow to subsonic conditions, at Mae = 2.2. Mashio et al.159

quantified thermal choking limits for different fuel-air equivalence ratios in hydrogen-

fueled Ma∞ = 2 flow. Time-resolved shadowgraph and wall pressure measurements

by O’Byrne et al.160 in a constant area duct with gaseous hydrogen for entrance

Mach numbers of 2.5 and 3.8 suggest shock-train unstart speeds are more strongly

dependent on heat release at the lower Mach number condition.

Fine-scale turbulence-combustion interactions also contribute to isolator dynam-

ics. In ramjet-like (subsonic-combustion) operation, combustors are susceptible to

thermo-acoustic instabilities161–164 Acoustic disturbances in a simple hydrogen-fueled
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ramjet were studied experimentally165 to identify multiple resonant frequencies. In

ramjet mode, acoustic-vortical interactions have also been observed computation-

ally.166,167 For example, the LES168 of an axisymmetric ramjet also resolved combus-

tion oscillations comprising both small-amplitude, high-frequency and large-amplitude,

low-frequency components.

Several efforts have also characterized turbulent combustion interactions for the

hydrogen-fueled HyShot II scramjet. Experiments169 and LES computations170 of

the rectangular HyShot combustor identified ‘localized’ thermal choking regions

where heat release fluctuations lead to locally subsonic flow. Wall-Modeled LES171

also identified a critical fuel equivalence ratio threshold sufficient to generate a

‘combustor shock train’ which formed further downstream of the primary isolator

section. Larsson et al.170 also identified a dependence on unstart shock propagation

speed on fuel equivalence ratio from LES. However, a separate LES172 study by

Nordin-Bates and Fureby observed turbulence-limited reacting flow where the ratio

of fluid to chemical timescales, the Damköhler number, is small (Da < 1) during

incipient unstart conditions.

Although numerous efforts have characterized hydrogen-fueled combustors, more

practical, hydrocarbon (HC)-fueled combustors have also gained considerable research

attention. Ethylene, or ethylene-based mixtures, serve as surrogates for heavier HC

fuels like JP-7, as in the HIFiRE 2 program,173,174 for example. Experiments175 in an

ethylene-fueled combustor measured the influence of an impinging shock on cavity-

based flame-holding and mixing behavior. Ma et al.176 also computed the unsteady

response of an ethylene-fueled rectangular combustor to acoustic forcing identifying

a coupling between acoustic interactions and chemical mixing and heat release.
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Ethylene-fueled, cavity-based combustor experiments10 revealed a strong correlation

between statistically steady shock position and the fuel flow rate to injectors upstream

of the cavity flameholder. Planar Laser-Induced Flouresence (PLIF) measurements

of ethylene- and JP-7-based combustion indicate strong spanwise gradients in

the reaction zones.177 A similar ethylene-fueled combustor was studied by Lin et

al.178 which characterized frequency response for thermal-acoustic interactions at

Mae = 1.8 and 2.2. Unsteady flame dynamics measured179–181 with time-resolved

surface pressures and heat-flux indicated a sudden drop in signal during unstart

in an ethylene-fueled combustor at Ma∞ = 3, 4.5, 9, corresponding to upstream

flame propagation. Follow-on experiments182 at Ma∞ = 4.5 identified the influence

of free-stream turbulence and inlet geometry183 on stable flame structures. PLIF

measurements indicated higher freestream turbulence increased combustion intensity

which altered flame stability. Fotia and Driscoll94,184,185 studied ramjet-scramjet

transition and identified the combined effects of momentum transport and chemical

heat release on separation as a result of fuel injector jet-in-crossflow interaction.

1.4 Research Scope and Objectives

Isolator dynamics, featuring both fine and large scales, are strongly influenced

by geometry and heat release. Rectangular combustors, in particular, are sensitive

to corner interactions attributable to shock-induced separated flow. Despite

efforts to predict large-scale transients during inlet start,186–188 few computational

works have been leveraged to study large-scale unstart phenomena for fully three-

dimensional scramjet geometries in the presence of inflow distortion and heat release

at representative flight conditions. Inflow distortion is especially crucial as it
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affects ignition-behavior of scramjet systems189–191 and has been shown192 to lead

to differences between direct-connect ground-test (non-distorted) flows and flight test

(distorted) configurations during the HIFiRE 2 program.

A central goal of the present work is to address a major gap in the state-

of-the-art by computationally examining unstart dynamics for a high-aspect ratio

(AR = 5.4) rectangular combustor in the presence of inflow distortion. To ensure

confidence in the approach, simulations are extensively validated with the experiments

of Donbar et al.10 Critically, the work investigates unstart induced by time-varying

fuel flow rates within the combustor. Particular emphasis is placed on describing

and quantifying isolator dynamics during transient fuel-staging; namely, the role of

unsteady shock motion and corner flow interactions such as flow separation and the

mechanisms leading to unstart initiation.

The spatial and temporal scales in the combustor, ranging from fine-scale

boundary-layer unsteadiness (mm and µs) to large-scale events like mode-transition

(m and ms), pose significant challenges to scale-resolving simulations such as LES

and DNS.† Flight Reynolds numbers are typically on the order of O(106). The

correspondingly stringent grid-scaling requirements193 for LES and DNS make scale-

resolving simulation of complex geometries at flight conditions computationally

intensive (e.g. Bisek194). Therefore, in order to efficiently capture dynamics on

the length-scale of combustor (O(1) m), a model-based approach using Unsteady

Reynolds-Averaged Navier-Stokes is adopted for the study. Carefully calibrated

URANS approaches have been successfully employed for mode-transition195,196 and

†Representative boundary length and time scales are δ ≈ O(10−3) m and u ≈ O(103) m/s which
yield a timescale τδ ≈ O(10−6) sec. Similarly, combustor scales comprise length L ≈ O(1) m and
velocity scale u to give τL ≈ O(10−3) sec.
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transient aero-throttle197 problems, indicating such an approach is suitable to capture

large-scale flowfield dynamics.

From the primary objective, related research questions arise in the context of

sensing and control. Numerous shock-train detection and tracking methods based

on wall pressure measurements have been studied77,112,198–204 as a first step to

anticipate or control for unstart events. Linear arrays of high-frequency pressure

transducers have been used to gauge shock motion, e.g. the experiments10 of the

rectangular combustor to be studied in this work. However, scramjet flowfields are

inherently three-dimensional and wall-based measurements may not fully characterize

3-D features such as secondary corner flow. This computational study therefore seeks

to connect predicted wall-pressure unsteadiness to 3-D shock-train dynamics.

Recent advances in non-intrusive laser-based diagnostics, such as Tunable-

Diode Laser Absorption Spectroscopy (TDLAS)110,111,205 and Tomography (TDLAT),

in addition to high-resolution OH-PLIF,206 may provide more detailed 3-D

measurements into the core of the flow for velocity, temperature, and species

concentration.Of particular interest are the effects of localized heat release on unstart

which have been shown169,170 to affect isolator dynamics. Another question addressed

in this research is: how do the combined effects of mechanical and heat release

blockage (observed in other jet-in-crossflow-based fuel injection schemes94,184,185)

manifest in the present scramjet combustor?

Coupled with the definition of shock-train tracking methods are the development

of control systems to detect and avoid unstart.79 Multiple passive207–209 and

active203,208,210–217 control schemes have been studied to manage shock-train

displacements in response to back pressure. A fundamental challenge of control
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system development is the optimal selection and placement of sensors to capture

global system response from sparse measurements.218 However, such optimization

is difficult for high-dimensional problems such as those from computations and

advanced optical measurements. Consequently, dimensionality or model order

reduction (MOR) algorithms such as Proper Orthogonal Decomposition (POD) 219

and Dynamic Mode Decomposition (DMD)220,221 are attractive to find underlying

energetic or coherent structures in turbulent flowfields222 and to develop Reduced

Order Models (ROMS) by splitting snapshots of the temporally evolving flowfield

into a reduced mathematical basis. These methods, which rely on linearity and/or

statistical stationarity assumptions, pose a challenge in their application to non-

stationary, non-linear unstart dynamics. The final thrust of this work is to adapt

these methods to extract coherent flow structures and quantify system response to

fuel flow rate transients so as to inform sensor selection and placement with respect

to pre-unstart and unstart flowfield dynamics. The main research thrusts are thus

enumerated:

1. Employ URANS to model unstart initiated by time-varying fuel flow rates:

• Compute dynamics of an ethylene-fueled, high aspect-ratio AR = 5.4

combustor in the presence of isolator distortion.

• Validate the model approach with an experimental database.

2. Characterize isolator dynamics with respect to shock motion, corner flow, and

separation:

• Connect wall pressures, typically measured in experiment, to three-

dimensional unsteady shock structures.
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• Identify the role of spatially localized heat release on isolator dynamics

and unstart initiation.

3. Quantify dynamics to identify regions of the combustor sensitive to the fuel-

staging transient which may facilitate sensor and actuator placement:

• Use Model Order Reduction methods of Proper Orthogonal Decomposition

and Dynamic Mode Decomposition to filter high-dimensional dataset into

lower-dimensional mode bases.

• Extend Model Order Reduction methods to filter pre-unstart and unstart

isolator dynamics from non-stationary dataset.

1.5 Overview of Dissertation

To initiate the main discussion, the combustor geometry and operating conditions

are first introduced by reviewing the experiments which form the basis of this work

(Ch. 2). The rectangular scramjet combustor, including the combustor cavity, fuel

injectors, and inflow distortion generator are described. Two reference operating

conditions from the experimental database are selected to represent aft-fuel- and

forward-fuel-biased fuel-staging. A wall-pressure based metric used for estimating

shock-train location in the experiments is defined for subsequent application and

extension in the analysis of the dynamics predicted from the computations.

In Ch. 3, the methods used to model the turbulent, reacting flowfield are

introduced. Governing equations for the flowfield of an unsteady, thermally perfect

gas mixture, as well as the finite-rate kinetics method used to model combustion,

are described. Thereafter, closure models and assumptions are discussed. Lastly, the
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computational domain, boundary-conditions, and solution initialization approach are

provided.

Because of the approximations inherent to the numerical approach, a sensitivity

study is conducted to understand the influence of numerical parameters and

assumptions on the predicted flowfield with respect to experimental measurements

(Ch. 4). In particular, numerical predictions are compared to statistically steady-

state wall pressure measurements to assess the effects of boundary conditions, spatial

resolution, and model coefficients such as turbulent Schmidt number. This last

parameter is shown to have a strong effect on the numerical predictions, consistent

with other computational studies. Analysis of the relevant fluid and chemical

timescales is used to evaluate the suitability of the chemistry model assumption.

The sensitivity of the predicted transient fuel-staging event is also examined in the

context of the time integration parameters.

In Ch. 5, the flow topologies of the two steady-fueling states are first used to

provide context for the observations of unstart phenomenology. The importance of

3-D flow features such as distortion-induced flow curvature and isolator side wall

separation are described. Importantly, a wall-pressure-based metric, adapted from

experiments, is used to identify an incipient unstart condition. Distinct phases

of shock-train motion are also identified. In the pre-unstart phase, relatively slow

upstream shock motion is observed together with a shift from an oblique to normal

shock-train is identified. The unstart phase is characterized by much higher shock-

train speeds.
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In the context of facilitating control system development, particularly sensor

placement and selection, Ch. 6 explores the application of a Total Variation (TV)-

based metric to characterize key transient signatures in the flowfield. The TV

metric complements qualitative descriptions of the dynamics and the quantitative

shock sensor predictions. In conjunction with this metric, data-driven Model

Order Reduction methods Proper Orthogonal Decomposition and Dynamic Mode

Decomposition are applied to address the ‘curse of dimensionality’ of the high-

dimensional computations to extract underlying flow features. From the MOR-

generated modes, the signature of upper-wall flow separation and shock-train

structures are identified. For potential application to reduced-order modeling suitable

for control system development, the level of compression (order reduction) of POD and

DMD are compared in terms of reconstruction error for reduced-order representations

of flowfield. POD is observed to produce minimal reconstruction error for a given

level of order-reduction despite the statistically unsteady nature of scramjet unstart.

The strongly non-stationary flowfield introduces errors in the compressed DMD

representation as a result of the linearity assumption. However, methods are proposed

to leverage these errors in order to infer dynamically significant flowfield regions.

Time-windowing of the flowfield snapshots is shown to reduce reconstruction errors

of both POD and DMD methods and isolate the dynamics within specific phases

of shock-train motion. However, manual selection of time windows to capture

time-local transients is not possible a priori. Consequently, the data-driven multi-

resolution DMD (mrDMD) is leveraged to capture time-local dynamics suitable for

data-compression of the statistically unsteady flowfield.
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Final conclusions are summarized in Ch. 7 and recommendations for future

research activities are presented.
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Chapter 2

Experimental Background

This computational work is based on experiments of Donbar et al.10 in a

rectangular, ethylene-fueled combustor facility.223 The experiments characterized the

combustor operating limits for different steady-state fuel-staging conditions. In

particular, the Pre-Combustion Shock-Train (PCST) response to different fuel-staging

conditions, as well as unstart margin, was explored. Details of the flowpath are first

described (§ 2.1) before discussing the two operating conditions selected from the

experimental database (§ 2.2).

2.1 Direct Connect Facility

The direct-connect experimental facility, shown schematically in Figure 2.1

comprises the nozzle, distortion generator, isolator, cavity, and expansion duct. The

geometry is characterized in terms of the the isolator entrance height H = 42.3 mm

(1.664 in.). The isolator entrance serves as the streamwise reference datum

x = xe = 0. Flame-holding is provided by a cavity with backward-facing step of depth

22mm and ramp with 22.5 degree close-out angle. The cavity step is located 12H from

the isolator entrance and spans 78 percent of the isolator widthW = 228.6mm (9 in.).
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Figure 2.1: Experimental flowpath schematic. Adapted from Donbar et al.10

Figure 2.2: Combustor geometry details: cavity and fuel injectors.

A detailed view of the cavity is shown in Figure 2.2. Two backward-facing steps

located downstream of the cavity provide additional flame-holding and span the full

combustor width.

A crucial feature of the facility is the Distortion Generator (DG) which

emulates11,224 distortion present in flight for a mixed (external and internal)

compression inlet. The DG introduces flow non-uniformity by initiating an oblique

shock wave upstream of the isolator entrance which impinges on the cowl-side wall at

the non-dimensional streamwise distance x̂ ≡ x/H = −2. Distortion is characterized

in terms of the computed non-dimensional pressure profiles across across the duct
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Figure 2.3: Predicted isolator inflow distortion profiles as a function of isolator duct
height. Profiles are normalized by their respective spatial averages. Adapted from
Gruber et al.11

with height above the cowl (lower) wall (ŷ ≡ y/H) shown in Figure 2.3. The nearly

uniform nozzle exit profile (blue) serves as a reference for the design Ma∞ = 6.5 flight

distortion curve (green) and the actual facility nozzle (Manozz = 2.84) curve (red),

representative of Ma∞ ≈ 5 flight Mach number.

Although the facility contains numerous sets of fuel injectors, only three injector

sets are considered in the present study for the selected fuel-staging conditions

described in the subsequent discussion (§ 2.2). The injectors labeled B2, B6, and

C3 (Figure 2.2) are described in terms of their diameter d, streamwise location x̂,

and spanwise spacing ∆ẑ ≡ ∆z/H in Table 2.1. Injectors labeled Bn and Cn are

located on the body-side (upper) and cowl-side (lower) walls, respectively. Each of

the injectors are oriented normal to their respective walls.
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Table 2.1: Fuel injector configuration.

Quantity Diameter Location Spacing
Injector [–] d [mm] x/H [–] ∆z/H [–]

B2 5 3.96 11.57 0.9
B6 4 2.36 15.15 0.9
C3 9 2.36 15.56 0.45

Pressure transducers on the body, cowl, and side walls were used to characterize

steady-state and transient PCST position with the isolator. Time-resolved wall

pressures were captured using eight, 3-kHz wall pressure transducers located on

the isolator cowl-side wall. Additional 1-Hz wall pressure taps provided time-mean

pressure profiles on the body, cowl, and side walls. In total, the facility contained

over 200 pressure sensors whose locations are shown in Figure 2.4.
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Figure 2.4: Experimental pressure transducer locations: red - 3 kHz response, green
- 1 Hz response.

2.2 Combustor Operating Conditions

The facility nozzle stagnation conditions p0 = 1.72 ± 0.007 MPa (250 ± 1 psia)

and T0 = 1390 ± 5 K (2500 ± 10oR), with design Mach number Manozz = 2.84,

provide a Mach 5 flight environment with corresponding unit Reynolds number

Re′ ≈ 18.4× 106 m−1. The nozzle stagnation temperature is set using an in-stream,

methane-fueled combustion heater. PCST response to combustion-induced pressure

rise was explored by varying the fuel-staging (distribution) by adjusting the local

fuel-air equivalence ratio φ of each injector set which compares the ratio of mass flow

rate of the fuel and oxidizer to the stoichiometric condition (eqn. 2.1). For reasons

provided below, two operating conditions are selected from the experimental database

comprising aft-fueled and forward-fueled operating states with fixed total equivalence

27



Table 2.2: Reference experimental steady-state fuel-staging conditions in terms of
local fuel-injector fuel-air equivalence ratios.

Staging Exp. φtot φB2 φB6 φC3 xs/H

Aft-fueled 07074AD 0.90 0.20 0.33 0.37 7.81
Forward-fueled 07074AG 0.90 0.40 0.24 0.26 UNS

ratio of φtot = 0.9 where φtot is sum of local fuel injector conditions (eqn. 2.2). The

aft-fueled condition represents a reference on-design condition with relatively lower

φB2. In contrast, the forward-fueled condition induces an unstarted isolator with an

increased φB2. The isolator is considered unstarted when the PCST or pressure-rise

due to combustion, moves upstream of the isolator entrance x̂ = 0. The local fuel-air

equivalence ratios for each of the three injector sets are described in Table 2.2.

φ =
ṁf/ṁox

ṁf/ṁox|st
(2.1)

φtot =
∑
i

φi (2.2)

In each experiment, the isolator was allowed to reach steady-state tare (un-fueled)

operation before fuel injector manifolds were allowed to pressurize and reach a final

steady-state combustion condition. Sample time-histories for time-resolved pressures

at the aft-fueled condition are shown in Figure 2.5. Here, the fuel valves were opened

around t = 15 seconds and the reacting flow established a new steady-state around

t = 40 seconds. From the steady-state tare and reacting states, the shock-train

position was computed from the centerline cowl-side wall pressure measurements.

The PCST streamwise location (xs) is defined where the non-dimensional pressure,

denoted here as p̂, exceeds a defined threshold. The non-dimensional pressure is
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Figure 2.5: Cowl-side wall pressure histories for aft-fueled case. Adapted from
Donbar et al.10

the ratio of the time-mean combustion pcomb(x) and tare ptare(x) pressures. For these

experiments, the threshold was set to ten percent above the tare condition. The time-

mean PCST location for the two reference fuel-staging conditions are also summarized

in Table 2.2.

The experiments found a strong correlation between upstream B2 injector fuel

flow rate and the time-mean PCST position as shown in Figure 2.6. This trend

is consistent with observations in the literature. Hunt et al.,108 for example, show

a linear relation between shock-train position and back pressure ratio for an un-

fueled rectangular isolator. Consequently, these two reference experimental cases are

selected to bound the extremes of PCST positions upstream and downstream of the

isolator entrance for the computational study.

29



Figure 2.6: Experimentally measured, steady-state PCST streamwise locations.
Adapted from Donbar et al.10
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Chapter 3

Computational Approach

The current model-based approach utilizes the Unsteady Reynolds-Averaged

Navier-Stokes, finite-volume framework within the CFD++225 solver.† The system of

governing equations are first introduced (§ 3.1). Since turbulence modeling introduces

additional model terms, the closure methods are then described (§ 3.2). Numerical

flux and temporal integration schemes are discussed in § 3.3. The computational

domain and domain-decomposition approach are described (§ 3.4). The boundary

and initial conditions are summarized in sections § 3.5 and § 3.6, respectively.

3.1 Governing Equations

The governing system of conservation equations include energy (eqn. 3.1), mass

(eqn. 3.2), momentum (eqn. 3.3), and multi-species (eqn. 3.4) transport and are

written using indicial (Einstein) notation.‡ The energy equation is written in terms

of total energy (eqn. 3.5) and total enthalpy (eqn. 3.6). Species transport is defined

in terms of mass fraction Ys and the equations are written for ns−1 species where ns

†Versions 14.1.1 to 16.1.4 were used.

‡The principal coordinates corresponding to indices i = 1, 2, 3 are equivalent to the streamwise
(x), vertical (y), and spanwise (z) directions, respectively.
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is the total number of species. The ns-th species is computed from continuity. The

momentum equations employ Stokes’ assumption for the shear stress (eqn. 3.7). The

heat flux vector contains contributions from from conduction, written from Fourier’s

law (eqn. 3.8), and interspecies diffusion. Fickian diffusion is assumed with a single

binary diffusion coefficient D for all species. The system is closed for pressure with

the state relation for a thermally perfect gas (eqn. 3.9) based on the mixture gas

constant (eqn. 3.10) computed from the species mass fractions Ys, molecular weights

Ws, and universal gas constant Ru.

∂(ρE)

∂t
=

∂

∂xj
(ρHuj) =

∂

∂xj
(−qj − ujτij) (3.1)

∂ρ

∂t
+

∂

∂xj
(ρuj) = 0 (3.2)

∂(ρui)

∂t
+

∂

∂xj
(ρuiuj) =

∂

∂xj
(−δijp+ τij) (3.3)

∂(ρYs)

∂t
+

∂

∂xj
(ρYsuj) =

∂

∂xj

(
ρD∂Ys

∂xj

)
+ ω̇s (3.4)

E = hmix −
p

ρ
+

1

2
uiui (3.5)

H = hmix +
1

2
uiui (3.6)

τij = µmix

(
∂ui
∂xj

+
∂uj
∂xi

)
− 2

3
δijµmix

∂uk
∂xk

(3.7)

qj = −λmix
∂T

∂xj
−
∑
s

ρD∂Ys
∂xj

hs(T ) (3.8)

p = ρRmixT (3.9)

Rmix = Ru

∑
s

Ys
Ws

(3.10)
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3.1.1 Mixture Properties

For the multi-species flow considered, the effective mixture properties are

computed for thermal conductivity λ, dynamic viscosity µ, and enthalpy h. The

flow is assumed to behave as a mixture of thermally perfect gases whose individual

thermodynamic properties are computed using NASA226 curve fits (eqns. 3.11-3.12)

defined over the temperature ranges 300 ≤ T ≤ 1000 and 1000 ≤ T ≤ 5000.† The

enthalpy of the mixture is subsequently computed from eqn. 3.13 where ∆hos is the

enthalpy of formation.

cps
Rs

= a1,s + a2,sT + a3,sT
2 + a4,sT

3 + a5,sT
4 (3.11)

gs
Rs

= a1,s(T − T lnT )− a2,s

2
T 2 − a3,s

6
T 3 − a4,s

12
T 4 − a5,s

20
T 5 +

∆hos
Rs

− a7,sT (3.12)

hmix =
∑
s

Ys

∫
cpsdT +

∑
s

Ys∆h
o
s (3.13)

The constituent species’ viscosities and thermal conductivities are computed

by Sutherland’s relations (eqns. 3.14-3.15). Wilke’s227 mixing rule is employed

to compute the mixture viscosity‡ (eqns. 3.16-3.17) which is reasonable (cf

Palmer et al.228) for the modest total temperature (T0 < 2000) of the approximately

Mach 5 flow of present work. Similarly, although thermal non-equilibrium can

affect229,230 ignition behavior in hypersonic vehicles, thermal non-equilibrium effects

are assumed to be negligible for the relatively low total temperature.

†The solver however modifies the lower bound of these fits such that the lower range is
100 ≤ T ≤ 1000.225

‡Mixture thermal conductivity is computed in the same manner and is not shown for brevity.

33



µs
µs,ref

=

(
T

Tref,s

)3/2
Tref,s + Sµ,s
T + Sµ,s

(3.14)

λs
λs,ref

=

(
T

Tref,s

)3/2
Tref,s + Sλ,s
T + Sλ,s

(3.15)

µmix =
∑
s

(
Xsµs

ΣjXjφsj

)
(3.16)

φsj =

[
1 +

(
µs
µj

)1/2 (
Ws

Wj

)1/4
]2

[
8
(

1 + Ws

Wj

)]1/2
(3.17)

3.1.2 Chemistry

There are many popular approaches to chemistry modeling in high-speed

flows. The Eddy Dissipation Concept-based models231 are applied for mixing-

limited conditions where reaction timescales are small relative to the turbulent

timescales (Damköhler number (Da > 1)). These methods are attractive for their

computationally efficiency, i.e. they typically utilize one-step (global) chemistry.

While some efforts232,233 have successfully used mixing-limited methods in the study

of the ethylene-fueled HIFiRE 2 combustor, the range of fluid scales in scramjet

combustors may vary and be less than or on the same order as the chemical time

scales, such that the fast chemistry assumption is not appropriate.58,234 In contrast,

finite-rate kinetics approaches, which compute chemical reaction rates as a function

of thermodynamic state and mixture composition, may be more physical between

extremes of chemical equilibrium and frozen flow. The range of flow and chemical

scales is assessed in § 4.3.3.

For this work a finite-rate chemistry approach is adopted because of the wide

range of turbulent and chemical scales observed235 in scramjet combustors. This

34



assumption is assessed in terms of the fluid and chemical scales of the present

combustor which are analyzed in the subsequent chapter (§ 4.3.3). This method

relies on a set of chemical reaction equations which constitute a reaction mechanism.

A general chemical reaction step is written in terms of the stoichiometric coefficients

of the reactants ν ′ and products ν ′′ given in eqn. 3.18 where Ms is symbol of the

s-th species. The forward reaction rate of the k-th step is written in Arrhenius form

(eqn. 3.19) as a function of frequency factor (Ak), temperature exponent (bk), and

activation energy (Eak). The backwards reaction rate kb is computed (eqn. 3.20)

from the equilibrium constant based on partial pressures Kp (eqn. 3.21). The latter

is a function of the change in Gibbs energy defined in eqn. 3.22. Consequently, the

production rate of the s-th species in each reaction k is written in eqn. 3.23 as a

function of the forward and backward reaction rates and species molar concentration

Cs. Summing over all reaction steps k yields the net production rate of the s-th

species (eqn. 3.24).

Σν ′sMs � Σν ′′sMs (3.18)

kfk = AkT
bk exp

(
−Eak
RuT

)
(3.19)

kf
kb

= Kp

(
p

RuT

)Σν′′−Σν′

(3.20)

Kp = exp
−∆Ḡo

RuT
(3.21)

∆Ḡo
k =

∑
l

ν ′′lkWlgl −
∑
l

ν ′lkWlgl (3.22)
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ω̇sk = Ws(ν
′′
sk − ν ′sk)

[
nr∑
k=1

kf,kΠlC
ν′ik
l −

nr∑
k=1

kb,kΠlC
ν′′ik
l

]
(3.23)

ω̇s =
∑
k

ω̇sk (3.24)

Chemical kinetics pose an additional modeling challenge since the selection of a

kinetics mechanism can profoundly affect solution accuracy. However, the selection

of a kinetics mechanism requires balancing mechanism detail with computational

cost.236 Moreover, the kinetics are assumed to follow laminar rates, which may not

be generalizable to supersonic turbulent combustion.237 As part of the sensitivity

study (§ 4.3.1), two kinetics mechanisms are considered, each tailored to supersonic

ethylene-air combustion. The first, a ‘quasi-global’ mechanism,8 contains 3-steps and

6 species (Table 3.1) and is chosen for computational efficiency. However, its simplicity

limits the ability to capture ignition delay in comparison with other ethylene

mechanisms.236 The mechanism is also expected to overpredict heat release. As shown

in the Appendix (§ A.1), for example, the quasi-global mechanism is shown to predict

higher adiabatic flame temperatures compared to a reference detailed mechanism. A

second, reduced mechanism,238,239 the Taitech-Princeton (TP2) reaction set, contains

22 species and over 200 reaction steps.† Its inclusion for consideration follows

its successful application in simulation of an axisymmetric research combustor,240

the University of Virginia Scramjet Combustor Facility (UVaSCF),241 and the

HIFiRE 2196 combustor.

†The TP2 mechanism also employs the quasi-steady-state (QSS) assumption for some
intermediate reactions whose timescales are relatively small.
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Table 3.1: Arrhenius rate coefficients for three-step, ethylene mechanism: Frequency
factor A, temperature exponent b and activation temperature Ta. Reproduced from
Baurle et al.8

Reaction Ak [cm3 mol−1 s−1] b Ta [K]

C2H4 +O2 
 2CO + 2H2 2.10× 1014 0.0 18015.3
2CO +O2 
 2CO2 3.48× 1011 2.0 10134.9
2H2 +O2 
 2H2O 3.00× 1020 −1.0 0.0

3.2 Turbulence Modeling

Applying the Reynolds- (eqns. 3.25-3.26) and Fávre-averaging (eqns.3.27-3.28)

operators to the primitive variables (eqns. 3.29- 3.34) yields the set of modeled

governing equations (eqns. 3.35-3.39). The averaged shear-stress (eqn. 3.40), heat-

flux (eqn. 3.41), mixture enthalpy (eqn. 3.42), reaction rate (eqn. 3.43) and mixture

properties µmix are written in terms of the averaged state variables. Averaging yields

several new un-closed correlation terms. The gradient diffusion242,243 assumption is

used to close these terms (eqns. 3.44-3.46). A variable Schmidt number (Sc ≡ ν/D)

model for the Ỹ ′′s u
′′
j term is also considered (§ 3.2.1). A non-linear turbulence closure

is applied for the Reynolds stresses ũ′′i u
′′
j as described in § 3.2.2.

f̄ = lim
T →∞

1

T

∫ T
0

f(t)dt (3.25)

f ′ = f(t)− f̄ (3.26)

f̃ =
ρf

ρ̄
(3.27)

f ′′ = f(t)− f̃ (3.28)
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ρ = ρ̄+ ρ′ (3.29)

p = p̄+ p′ (3.30)

ui = ũi + u′′i (3.31)

T = T̃ + T ′′ (3.32)

h = h̃+ h′′ (3.33)

Ys = Ỹs + Y ′′ (3.34)

∂(ρ̄Ẽ)

∂t
+

∂

∂xj

(
ρ̄H̃ũj

)
=

∂

∂xj

(
−q̃j + ũj τ̃ij − ρ̄h̃′′u′′j − ρ̄ũiũ′′i u′′j − ρ̄k̃′′u′′j

)
(3.35)

∂ρ̄

∂t
+

∂

∂xj
(ρ̄ũj) = 0 (3.36)

∂(ρ̄ũi)

∂t
+

∂

∂xj
(ρ̄ũiũj) =

∂

∂xj

(
−δij p̄+ τ̃ij − ρ̄ũ′′i u′′j

)
(3.37)

∂
(
ρ̄Ỹs

)
∂t

+
∂

∂xj

(
ρ̄Ỹsũj

)
=

∂

∂xj

(
µ

Sc

∂Ỹs
∂xj
− ρ̄Ỹ ′′s u′′j

)
+ ˜̇ωs (3.38)

p̄ = ρ̃Rmix(Ỹ )T̃ (3.39)

τ̃ij = µmix

(
∂ũi
∂xj

+
∂ũj
∂xi

)
− 2

3
δijµmix

∂ũk
∂xk

(3.40)

q̃j = −λmix
∂T̃

∂xj
−
∑
s

µ

Sc

∂Ỹs
∂xj

h̃s(T ) (3.41)

h̃ = h(T̃ , Ỹ ) (3.42)

˜̇ωs = ω̇s(T̃ , Ỹ ) (3.43)

ρ̄h̃′′u′′j = − µt
Prt

∂h̃

∂xj
(3.44)

ρ̄Ỹ ′′s u
′′
j = − µt

Sct

∂Ỹs
∂xj

(3.45)

ρ̄k̃′′u′′j = −µt
σk

∂k̃

∂xj
(3.46)
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3.2.1 Variable Schmidt Model

While a constant turbulent Schmidt number (Sct) is primarily employed for the

computations in this study, a variable Schmidt number model is also considered.

The model by Goldberg et al.244 has been validated245 for several supersonic mixing

flows, including the hydrogen-fueled scramjet experiments of Burrows and Kurkov.246

The variable Sct correlation is defined, in incompressible form, from eqns. 3.47-3.48

where Ret is the turbulent Reynolds number (eqn. 3.49). In compressible form, u′u′

terms are replaced with u′′u′′; commensurately, the mean scalar gradients are replaced

with gradients of their Fávre averages. The hatted index (̂i), by the convention of

Goldberg et al., indicates that summation is not to be performed on that index. The

diffusivity D (eqns. 3.50-3.53) is computed from the species s with maximum gradient

of Y in conjunction with the mean strain-rate magnitude |S| =
√
SijSij. The final

expression for Sct is given by eqns. 3.54-3.55. Closure coefficients for this approach

are summarized in Table 3.2.

u′iY
′
s =

Tt
Cθ1 + 1

2
(Pk/ε− 1)

[
u′iu
′
j

∂Ȳ

∂xj
− Cθ2

6Rθ

fθ

√(
u′
î
u′j u

′
î
u′j

)( ∂Ȳ
∂xk

∂Ȳ

∂xk

)]
(3.47)

fθ = βθ
tanh(αθRe

3/2
t )

tanh(βθRe
3/2
t )

(3.48)

Ret =
k̄2

νε̄
(3.49)
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Table 3.2: Variable Schmidt model closure coefficients.

Correlation Rθ = 0.8 Cθ1 = 3 Cθ2 = 0.6
Damping αθ = 0.1 βθ = 5
Schmidt Sct,const = 0.7 φθ = 2 λθ = 10−5

D−1 =

√√√√ ∂Ȳ
∂xj

∂Ȳ
∂xj

u′iY
′ u′iY

′
(3.50)

σt1 = νtD−1 (3.51)

σt2 =

√
u′iu
′
j u
′
iu
′
j

|S|
D−1 (3.52)

σt = max {σt1 , σt2} (3.53)

Sct =

{
Sct,const ζ2 < λθ

max {0.1,min [Sct,const, φθσt]} ζ2 ≥ λθ
(3.54)

ζ2 =
∂Ȳ

∂xj

∂Ȳ

∂xj
(3.55)

3.2.2 Reynolds Stresses

As explored in several numerical studies of supersonic and hypersonic flows,247–249

the choice of turbulence model plays a critical role in the predictions of RANS

computations. The selection of a non-linear k-ε model (which falls in the family

of Explicit Algebraic Reynolds Stress Models) for the present work is motivated

by previous successes in computations of the HIFiRE Flight 2 configuration.196,233

Crucially, the cubic k-ε model allows for anisotropy of the normal Reynolds stresses

and permits250 capture of streamline curvature making it an attractive model for

the 3-D flowfields typical of scramjet combustors. The non-linear turbulence closure
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is also attractive since EASM type models have been shown to capture secondary

flows in channels251 which are important252 for modeling SBLIs in rectangular ducts.

Following the work of Yentsch,196 the compressibility correction in the solver is

employed. The compressibility correction253 accounts for the pressure strain which

appears in the complete Turbulent Kinetic Energy transport equation.254†

The non-linear turbulence model employs a realizable k-ε formulation256

(eqns. 3.56-3.57) where turbulent production and dissipation terms are described by

eqns. 3.58-3.64. Reynolds stresses are subsequently closed250 using eqn. 3.65 with

symmetric (eqn. 3.66) and anti-symmetric (eqn. 3.67) components of the velocity

gradient tensor. The deviatoric part of Sij is denoted as a starred quantity (eqn. 3.68)

and non-dimensional strain and vorticity, used by the closure coefficients (Table 3.3),

are given by eqns. 3.61-3.70. The turbulent viscosity is defined using eqns. 3.71-

3.72. Realizability, which enforces physical (realizable) limits on quantities such

as eddy-viscosity µt and Reynolds stresses, can help improve model predictions.

Here, realizability is enforced by implementation of the Bradshaw limiter,257,258

recommended225 for hypersonic flows, which limits eddy viscosity in conjunction with

the damping function (fµ) and adjusts the Cµ coefficient. Additionally, the model

is formed such that turbulent timescale τt does not fall below the Kolmogorov scale

(τk =
√
ν/ε = 1) near walls.

†As noted by Wilcox,255 there exist several proposed corrections for the pressure dilatation

term, p′
∂u′′

i

∂xi
. These corrections are typically written in terms of a local turbulent Mach number

(Mat ∝ u′/c), e.g. Sarkar.254
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∂(ρ̄k̃)

∂t
+

∂

∂xj
(ρ̄ũj k̃) =

∂

∂xj

[(
µ+

µt
σk

)
∂k̃

∂xj

]
+ Pk − ρ̄ε̃ (3.56)

∂(ρ̄ε̃)

∂t
+

∂

∂xj
(ρ̄ũj ε̃) =

∂

∂xj

[(
µ+

µt
σε

)
∂ε̃

∂xj

]
+ (Cε1Pk − Cε2 ρ̄ε̃+ Eε) T−1

t (3.57)

Pk = −ρ̄ũ′′i u′′j
∂ũi
∂xj

(3.58)

Eε = ρ̄AEV
√
ε̃TtΨ (3.59)

Tt = τt max{1, ξ−1} (3.60)

τt =
k̃

ε̃
(3.61)

ξ =

√
Ret
Cτ

(3.62)

Ψ = max

{
∂k̃

∂xj

∂τt
∂xj

, 0

}
(3.63)

V = max{k̃
1
2 , (νε̃)

1
4} (3.64)

ρ̄ũ′′i u
′′
j = ρ̄k̃δij − µtSij

+ C1µtτt

(
S?ikS

?
kj −

1

3
S?klS

?
klδij

)
+ C2µtτt

(
ΩikS

?
kj + ΩjkS

?
ki

)
+ C3µtτt

(
ΩikΩjk −

1

3
ΩlkΩlkδij

)
+ C4µtτ

2
t

(
S?kiΩlj + S?kjΩli

)
S?kl

+ C5µtτ
2
t

(
ΩilΩlmS

?
mj + S?ilΩlmΩmj −

2

3
S?lmΩmnΩnlδij

)
+ C6µtτ

2
t

(
S?ijS

?
klS

?
kl

)
+ C7µtτ

2
t

(
S?ijΩklΩkl

)

(3.65)
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Table 3.3: Cubic k-ε turbulence model closure coefficients.

TKE/TED
σk = 1.0 σε = 1.3 Cε1 = 1.44 Cε2 = 1.92

AE = 0.15 Cτ =
√

2 Aµ = 0.0085

Re-stresses
Cµ = 2/3

A1+S+0.9Ω A1 = 1.25

C1 = 3/4
(1000+S3)Cµ

C2 = 15/4
(1000+S3)Cµ

C3 = −19/4
(1000+S3)Cµ

C4 = −10C2
µ

C5 = 0 C6 = −2C2
µ C7 = −C6

Sij =

(
∂ũi
∂xj

+
∂ũj
∂xi

)
(3.66)

Ωij =

(
∂ũi
∂xj
− ∂ũj
∂xi

)
(3.67)

S?ij = Sij −
2

3

∂ũk
∂xk

δij (3.68)

S = τt

√
1

2
S?ijS

?
ij (3.69)

Ω = τt

√
1

2
ΩijΩij (3.70)

µt = Cµfµρ̄
k̃2

ε̃
(3.71)

fµ =
1− eAµRet

1− e−
√
Ret

max{1, ξ−1} (3.72)

3.3 Numerics

3.3.1 Fluxes and Reconstruction

Inviscid fluxes are computed using the positivity-preserving259 variant of the

Harten-Lax-van-Lear260 with Contact discontinuity (HLLC) scheme based on the

work of Toro.261 Reconstruction for inviscid flux evaluation is achieved by a multi-

dimensional, nodal-based method where Total Variation Diminishing (TVD)262,263 is

enforced by either a minmod or Van-Leer-like slope limiter. The Van-Leer limiter
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is used, as it was found to reduce residuals by one order of magnitude in fewer

iterations compared to the minmod approach. Second-order differencing is applied

for the viscous fluxes.

3.3.2 Time Integration

The solution is advanced in time using an implicit, dual-time-stepping approach.

Writing the governing system of equations (eqn. 3.73) and linearizing the right-hand-

side (RHS) yields eqn. 3.75. A sub- (inner) time-step (∆τ) is introduced (eqn. 3.76-

3.77) to solve for δQ? (eqn. 3.78). At the start of each global step (∆t), Q? is set to

Qn in order to sub-iterate for δQ?. At convergence of the sub-iteration Q?? = Q?,

such that the solution at the next timestep is Qn+1 = Q??.

To converge the inner-iterations, an Algebraic Multi-Grid (AMG) scheme using

a W-cycle is applied. Generally, 20 levels per cycle and 5 cycles per global step are

employed.† Agglomeration is stopped at 10 or fewer groups. Although the W-cycle is

double the memory cost of V-cycle, the method is more efficient per cycle in driving

down the residual.225 The inner iteration convergence criterion is specified as one

order-of-magnitude reduction of the residuals. The inner timestep varies locally in

space and is computed from the specified CFL number, CFL ∝ c∆τ/∆x = 20.

†Varying the number of levels or cycles was found to have negligible effect in user wall time for
steady-fueling computations.
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∂Q

∂t
= RHS (3.73)

Qn+1 −Qn

∆t
= RHSn+1 (3.74)

δQ

∆t
= RHSn +

(
∂RHS

∂Q

)n
δQ (3.75)

δQ

∆τ
+
δQ

∆t
= RHSn +

(
∂RHS

∂Q

)n
δQ (3.76)[

I

∆τ
+

I

∆t
−
(
∂RHS

∂Q

)?]
δQ? = RHS? − Q? −Qn

∆t
(3.77)

δQ? = Q?? −Q? (3.78)

3.4 Computational Domain and Domain Decomposition

As shown in Figure 3.1, the computational domain includes the facility nozzle,

distortion generator, isolator, cavity, and expansion duct. Boundaries are color-

coded with symmetry at the combustor midspan (ẑ = 0) (yellow), nozzle inlet

(red), expansion duct outflow (blue), fuel injector inflows (pink), and walls (grey).

Although RANS solutions can be affected by symmetry assumptions,264 the present

computations at steady-fueling conditions do not appear sensitive to this geometry

simplification. Therefore, symmetry at the mid-span of the combustor is assumed to

limit the cost of discretizing the L ≈ 1 m domain.

To efficiently compute the flowfield, the code is parallelized which requires

partitioning the domain into multiple sub-domains.† A grid resolution study is

considered in the next chapter (§ 4.1). However, solutions are typically executed

with 256 − 512 processors because of the limited improvements in user wall time

†Domain decomposition is computed using the ParMETIS library. 265
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Figure 3.1: Computational domain and boundaries: red - nozzle inlet, blue - expansion
outflow, yellow - symmetry, pink - fuel injector inflows, and grey - walls.
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Figure 3.2: Code scaling with domain partitions for 103 iterations of tare solution on
6-million cell grid.

with increasing processor count, attributable to communication overhead. This code-

scaling behavior is shown in Figure 3.2. These data points represent 1000 iterations

computed for steady, un-fueled combustor operation on a 6 million cell grid. The

computational cost for steady-state un-fueled, steady-state fueled, and transient

fueling cases are of O(10)K, O(25)K, O(90)K CPU-hours, respectively, on a SGI

ICE X machine.†

3.5 Boundary Conditions

Besides the symmetry assumption to limit domain descrization cost, a turbulence

wall model is applied to further limit the computational cost for discretizing the near

wall region over the domain length of 1.5 m. The wall model enables much coarser

wall-normal grid spacing at wall boundaries such that the first grid point away from

†The 1.5 PFLOPS Spirit is based on the Intel Xeon E5 2600 CPU architecture. 266

47



the wall is greater than y+ � 1 in inner wall units (eqn. 3.79-3.80). Careful attention

is given to modeling the heat-flux boundary conditions in addition to the nozzle

inflow, fuel-injector inflows, and outflow boundaries is described below.

uτ =

√
τw
ρ

(3.79)

y+ =
yuτ
ν

(3.80)

3.5.1 Wall Model

A turbulence wall model, based on the work of Launder,267 is applied where
√
k

is used as the scaling parameter, rather than the friction velocity (uτ ), resulting in

y? (eqn. 3.82) as the local, non-dimensional wall distance. Closure coefficients for the

approach are shown in Table 3.4. As part of the closure coefficients, the logarithmic

overlap region is assumed to start at y?v = 11.2. The modification of Grotjans and

Menter268 is also applied where y? at the first cell off wall (y?1) is defined by eqn. 3.83.†

Wall shear stress (eqn. 3.84) is computed from the local velocity component tangential

to the wall (Ut) and the Van-Driest velocity (Uc) (eqns. 3.85-3.88), which further

depends on the local tangential velocity sensitized to the local pressure gradient Ũt

(eqn. 3.89). Heat flux at the wall is computed for specified wall temperatures using

eqns. 3.90-3.91. Alternatively, the wall temperature is determined for an imposed

heat flux boundary condition from eqn. 3.92.

κ? = c1/4
µ κ (3.81)

y? =
c

1/4
µ ρwy

√
k

µw
(3.82)

†The modification is equivalent to shifting the wall function solution by ∆y0 (first cell height
at the wall). This ignores the viscous sublayer which is assumed thin (y+ > 10), avoiding the
singularity in the log-law, u+ = 1

κ ln y
+ + C, as y+ → 0.268
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Table 3.4: Wall model closure coefficients.

van Driest κ = 0.41 cµ = 0.09
Log layer y?v = 11.2
Heat flux E = 8.8

y?1 = max{y?(y1), y?v} (3.83)

τw,wm =

{
µw(Uc1−Ut)

y1
y?1 ≤ y?v

κ?ρw
√
k1(Uc1−Ut)

ln(E y?1)
y?1 > y?v

(3.84)

Uc1 =
√
B

[
arcsin

(
AvD + Ũt

D

)
− arcsin

(
AvD
D

)]
(3.85)

AvD =
Ut
2
− γRmix∆T

(γ − 1)PrUt
(3.86)

B =
2cp
Prt

Tw (3.87)

D =
√
A2
vD +B (3.88)

Ũt =

{
Ut y?1 ≤ y?v

Ut − 1
2
dp
dx

[
yv

κ?ρ
√
k
ln
(
y1
yv

)
+ y1−yv

µ

]
y?1 > y?v

(3.89)

qw,wm =

−τw
[
cp(T1−Tw)

Pr(Uc1−Ut)
+

Uc1−Ut
2

]
y?1 ≤ y?v

−τw ln(E y?1)

ln(ET y
?
1)

[
cp(T1−Tw)

Prt(Uc1−Ut)
+

Uc1−Ut
2

]
y?1 > y?v

(3.90)

ln(ET ) = κ(12.8Pr0.68 − 7.3) 0.7 < Pr < 7.5 (3.91)

qw,wm = −λT1 − Tw
y1

(3.92)

A non-equilibrium approach is employed to set the boundary values for εw and kw,

as defined using eqns. 3.93-3.96. Turbulence production (eqn. 3.97) and dissipation
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rate (eqn. 3.98) are defined by the average boundary-layer value when the first point

off the wall is located in the log layer (y?1 > y?v).

kw = 0 (3.93)

εw =
2Aεk

2
1

νRey (1− e−AεRey)
(3.94)

Rey = max{
√

2Ret, 2AεRet} (3.95)

Aε =
c

3/4
µ

2κ
(3.96)

Pk =

{
0 y?1 ≤ y?v
(τw/ρw)2

2κ?
√
k1y1

ln
(

2y1
yv

)
y?1 > y?v

(3.97)

ε =


2µ1k1
ρ1y21

y?1 ≤ y?v
k1
2y1

[
2µ1
ρ1yv

+
c
3/4
µ

√
k1

κ
ln
(

2y1
yv

)]
y?1 > y?v

(3.98)

3.5.2 Wall Heat Flux

Radiative heat flux is estimated to be on order of O(10) percent of convective heat

flux for the geometrically similar HIFiRE 2 combustor.269–271 Radiation is neglected

in the computations because of limited experimental measurements. However, to

emulate the wall cooling present in experiments, a local 1-D resistive layer boundary

condition is applied to capture the effect of combustor wall material and Thermal

Barrier Coating (TBC). The 1-D resistive heat-flux boundary condition is described

by eqn. 3.99. Here Leff and λeff are the effective conductivity and length scale in the

resistive layer, and ∆cell,w is the distance from the wall to the adjacent cell centroid.

−λeff
Leff

(Tw − Tamb) = −λmix
∂T

∂y

∣∣∣∣
wall

= −λmix
Tcell − Tw

∆cell,w

(3.99)
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To specify the 1-D heat flux boundary, an effective thermal conductivity and

length scale are required. Estimated thermal conductivity for the nozzle and DG

(copper) and isolator and cavity (steel) are taken from tabulated 272 properties at 300

K (Table 3.5) where Tamb = 300 K serves as the approximate temperature of the

cooling channel water. The assumed reference temperature of the cooling channels

is based on available calorimeter data which indicates a maximum 20 degree change

along each cooling loop.273 The effective length scale (Leff ) is computed using the

wall-normal depth to the water cooling channels plus the TBC thickness. TBC is

only applied in the isolator and cavity regions. The depth to the cooling channels

is taken as 2.54 mm (0.1 in) and the TBC coating thickness is estimated to be

0.508 mm (0.02 in).274 From a circuit analogy, the steel and TBC layers in series

yields λeff ≈ 5.8 Wm−1K−1 in the isolator and cavity (Figure 3.3).

Injector walls are set at a fixed isothermal temperature taking the average of the

aft-fueled and forward-fueled static temperatures estimated from the choked condition

and the measured stagnation temperature in the fuel injector plenums. Part of

the isolator duct (0 ≤ x̂ ≤ 5) is an extension of the DG (copper) section of the

tunnel whose thermal properties were not accounted for initially. However, including

the slight change (≤ 10 percent) in effective thermal conductivity does not affect

predictions. A summary of all thermal wall boundaries is given in Table 3.6.
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Tw Tamb

λTBC lTBC λwlw

Tw Tamb

λeff leff

Figure 3.3: Combustor wall heat-flux resistive layer sketch: (above) assumed
resistances, (below) modeled equivalent resistance.

Table 3.5: Estimated thermal conductivity properties for experimental test rig
evaluated at 300 K.

Material Thermal Conductivity
[−] λ [Wm−1K−1]

Copper272 401
Steel272 41
TBC274 1.1

Table 3.6: Modeled wall heat flux boundary conditions.

Boundary Type Thickness Conductivity Ref. Temperature

[−] [−] Leff [mm] λeff [Wm−1K−1] Tref [K]

Nozzle wall 1-D 0.2540 401 300
DG wall 1-D 0.2540 401 300
Isolator 1-D 0.3048 5.819 300
Cavity 1-D 0.3048 5.819 300
Expansion 1-D 0.3048 5.819 300
B2 inj wall isothermal – – 222.7
B6 inj wall isothermal – – 233.5
C3 inj wall isothermal – – 224.5
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3.5.3 Inflow and Outflow

The nozzle inflow boundary is specified from the nominal stagnation temperature

and pressure described in § 2.2. The sensitivity study (§ 4.3.1) examines the influence

of vitiated and non-vitiated nozzle inflow as a result of the combustion heater.

Mass fractions of the constituent species derived from measurements are shown in

Table 3.7.275 Note, for the (ns−1) species transport equations, the small component of

non-reactive Argon is lumped into diatomic nitrogen such that the any mass imbalance

is absorbed by the last, non-reactive species.276

Individual fuel injector flow rates are derived from the as-computed tare (un-

fueled) solution air massflow and the nominal fuel-air ratio (FAR) splits of the three

injector sets (Table 2.2). The computed nozzle flow rate is within five percent of

experimental values. From a chemical balance of ethylene-air combustion (eqn. 3.100),

the stoichiometric FAR condition is determined from eqn. 3.101. Employing the local

fuel-air equivalance ratio φi, the mass-flow rates of each injector are specified as shown

in Table 3.8. Fuel flow is assumed to be uniformly distributed between each injector

within a particular set.

Table 3.7: Measured and modeled nozzle conditions for clean and vitiated inflow.

Clean Vitiated

Species Ys,c Ys,v (expt) Ys,v (modeled)

N2 0.767 0.63 0.64
O2 0.233 0.24 0.24
CO2 – 0.07 0.07
H2O – 0.05 0.05
Ar – 0.01 –
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Table 3.8: Fuel injector boundary conditions.

Temperature [K] Flow rate [kg/s]

Staging Condition B2 B6 C3 B2 B6 C3

Aft-fueled 222.7 233.5 224.5 0.055 0.091 0.248
Forward-fueled 222.7 233.5 224.5 0.110 0.066 0.072

C2H4 + 3(O2 + 3.76N2)→ 2CO2 + 2H2O + 3 · 3.76N2 (3.100)

FARst =
1 mol C2H4

3 mol (O2 + 3.76N2)

=
1 mol (2 · 12.011 g/mol + 4 · 1.008 g/mol)

3 mol (2 · 15.999 g/mol + 2 · 14.007 g/mol)

= 0.0681

(3.101)

Lastly, the inflow turbulent kinetic energy (TKE) and turbulent eddy dissipation

rate (TED) values of k = k2 and ε = ε2 are initialized from eqns. 3.102-3.106 using a

specified viscosity ratio µt,1/µ, turbulence intensity It, and free stream velocity. These

are dependent on the damping function fµ near the wall and the cµ coefficient assumed

for an equilibrium turbulent boundary-layer. Uref is taken as either the nominal fuel

injector flow velocity (O(300 m/s)) or nozzle stagnation velocity (≈ 1m/s). Although

a relatively large viscosity ratio µt/µ = 50 was initially applied, computations

are found to be insensitive (§ 4.2) to the imposed value consistent with the work

of Yentsch et al.196 ‘Noisy’ wind-tunnels are known277 to have higher free stream

turbulence intensities (It ? O(10−2)) than flight (It > O(10−3)). A conservative free
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stream intensity It = 0.03 is therefore selected for the computations of the ground-

based facility.

k =
3

2
(ItUref )2 (3.102)

ε1 =
cµρk

2

µt,1
(3.103)

cµ = 0.09 (3.104)

µt,2
µ

=
1

fµ

µt,1
µ

(3.105)

ε2 =
cµρk

2

µt,2
(3.106)

3.6 Solution Initialization

Tare computations are initialized to the approximate nozzle exit conditions,

assuming isentropic nozzle expansion, which are summarized in Table 3.9. Subsequent

reacting flows are initialized from the converged un-fueled solution. However, to

initiate reactions in the cavity, the activation energy of the first step in the 3-step

mechanism is artificially reduced by a factor of 103. Reaction zones typically establish

within 2000 iterations as inferred from the increase in fluid temperature in the cavity

and backward-facing step regions. After ignition is achieved, the nominal 3-step or

TP2 reaction sets are re-enabled and the computation is iterated to convergence.

Table 3.9: Tare flow initial condition from estimated freestream nozzle exit conditions.

Parameter Value Units

U∞ 1312.96 [m/s]
p∞ 59.63 [kPa]
T∞ 531.93 [K]
Re′ 18.16× 106 [m−1]

55



Chapter 4

Model Sensitivity to Numerical
Parameters and Comparison with

Experiment

Before proceeding to the time-dependent fuel-staging analysis, it is necessary to

carefully calibrate numerical parameters to the experiments. Solution sensitivity

to turbulence and chemistry-related modeling assumptions are particularly critical

to understand as shown by the model parameter studies of Milligan et al.240 at

steady-state combustor operation. As a basis for the sensitivity study, wall pressure

measurements from the simulations are compared with experimental time-mean static

pressures for steady-state tare-mode (un-fueled) and combustion-mode operation.

Numerical sensitivity to several key modeling parameters are studied, namely, the

effects of grid resolution (§ 4.1), inflow and thermal boundary conditions (§ 4.2),

chemical and mixing effects (§ 4.3), and temporal-scaling (§ 4.4). For the initial

discussion, a turbulent Schmidt number Sct = 0.7 is used. In all cases, a fixed

ratio of Pr/Prt = 0.8 applies. Steady-state operation computations are considered

converged when the residual levels drop by at least 3 orders of magnitude and become

asymptotic.
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4.1 Grid Resolution

A hybrid grid approach is used wherein structured cells (hexahedra) are employed

to control near-wall spacing suitable for the wall functions used in the solver, whereas

unstructured cells (prisms and tetrahedra) are applied to address the geometrical

complexity of the scramjet combustor near the fuel injectors. Structured (blue) and

unstructured (red) cell zones are delineated in Figure 4.1 for the symmetry (ẑ = 0)

plane. A representative view of the grid topology is shown for the cavity flameholder

region in Figure 4.2.

Mesh quality is assessed by the cell quality metrics of edge length stretching ratio

and cell equiangular skewness. Equiangle skewness measures the maximum ratio the

included angles of the cell to the angle of an equilateral element.278 Lower skewness

(higher-quality) cells have a skewness of zero. Structured regions of the mesh are

limited in stretching ratio (ratio of consecutive edge lengths) to below 15 percent.

Mesh equiangle skewness is limited to below 0.80 with an average skewness of 0.12.

The most highly skewed (lowest quality) cells are found in the unstructured regions.

A grid convergence study considers spatial discretizations ranging in size from

4-10 million cells. The grid cell heights at the wall (∆n0) are selected to achieve an

average n+ (i.e. y+) in the isolator and combustor suitable for the wall model. Grid

cell-counts, initial cell height at the wall (∆n0), and average streamwise spacing in

the isolator (∆x) are summarized in Table 4.1. The n+ values are computed from a

surface average on the isolator walls for un-fueled operation. The grid labels C, M ,

F represent coarse, medium, and fine levels of grid refinement, respectively.

Steady-state tare pressure predictions for cowl-side, body-side, and south-side

walls (Figure 2.4) at tare-mode and aft-fueled-combustion-mode operation are
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Figure 4.1: Domain cell types (domain symmetry shown): blue - structured cells, red
- unstructured cells.

Figure 4.2: Combustor cavity grid detail on symmetry (z/H = 0) plane.

Table 4.1: Summary of grid resolution study parameters.

Cells H/∆n0 ∆n+
0 H/∆x

[×10−6] [−] [−] [−]

C 3.8 555 36 4.3
M 6.3 832 23 5.0
F 10.7 1189 16 6.2
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shown in Figure 4.3 The plotted pressures are normalized by the nozzle stagnation

pressure for both experimental (symbols) and computational (lines) data. The Grid

Convergence Index279 (GCI), based on Richardson extrapolation, is computed to

estimate the discretization error as defined in eqn. 4.1. The GCI is computed with

refinement ratio r ≈ 1.5, nominal scheme-order p = 2, safety-factor Fs = 1.25, and

pressure distributions on the medium and fine grids as the observables of interest f1

and f2, respectively. Typically, Fs = 3 is assumed for a strict doubling or halving

of the grid with second-order-accurate schemes such that the GCI approaches the

discretization error in the limit of grid convergence. The selection of Fs = 1.25 for

the subsequent discussion follows in a similar manner for the values of r = 1.5 and

p = 2 of the present work.

GCI = Fs
|f1 − f2|
rp − 1

(4.1)

Although strict grid independence is not obtained, the results suggest the

discretization error is minimal from the limited change between results on the

medium and fine resolution grids. In particular, the computed GCI for the tare

solutions indicates relatively large errors near the strongest gradients associated with

the isolator oblique shock waves. The tare operation predictions (Figure 4.3 (a))

qualitatively agree with the time-averaged experimental measurements on the cowl-

and body-side walls. In particular, computations capture locations and amplitudes of

the sharp rises and gradual falls associated with the reflected oblique shock waves of

the shock-train. Differences in the peak cavity pressure are observed for the body-side

wall although the pressure rise along the aft wall of the cavity (13.5 ≤ x̂ ≤ 14.9) is

qualitatively captured. The maximum pressure predicted downstream of the isolator

entrance is consistent with the experimental measurements and is attributable to the
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(a) Tare (b) Aft-fueled

Figure 4.3: Isolator wall pressure prediction sensitivity to grid resolution: CSW -
cowl-side, BSW - body-side, SSW south-side wall pressure distributions; and GCI -
greyscale.
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pressure rise on the cowl-side wall near x̂ ≈ 16 as a result of the shock reflected off

the cavity shear layer. Downstream of the body-side and cowl-side steps (x̂ ≥ 20),

the results are insensitive to grid refinement and agree well with experimental trends

for all fuel-staging conditions.

Despite agreement on body- and cowl-side walls, notable qualitative disagreement

with the experimental results are observed for the south-side wall. This difference

may be associated with the simplicity of the wall heat-flux treatment, e.g. differences

between material properties for the modeled wall thermal-resistance (i.e. the 1-D

resistive model) versus the experimental test rig or specified turbulent Prandtl

number. Sensitivity to imposed wall heat flux boundary condition is considered

in § 4.2.3. The pressure rise on the side wall in experiments may be associated

with flow separation which may be attributable to oscillations in the cavity that,

in turn, interact with the side wall boundary-layer. This behavior would not be

captured in the present model-based approach but would be amenable to scale-

resolving computations.

Qualitative agreement in the reacting solution of the steady aft-fueled state is

also observed in terms of the peak pressure levels (Figure 4.3 (b)). The peak cavity

pressure on the cowl-side wall, for example, is captured near x̂ ≈ 14. Interestingly,

the GCI is also relatively smaller for the fueled condition with errors that are barely

visible compared to the un-fueled results. However, the wall pressures are over-

predicted in the isolator region 3 ≤ x̂ ≤ 7 as indicated by the cowl- and body-side

wall distributions. This is partly attributable to the choice of turbulent Schmidt

number which is explored in § 4.3.2. Unlike the medium and fine mesh solutions,

the coarse grid solution exhibits oscillatory behavior and is therefore time-averaged
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over approximately 10 cycles of the oscillation for comparison purposes. Since the

simulation results change little between the two finest-resolution grids, the remaining

combustion results are shown for the medium-resolution grid.

4.2 Boundary Conditions

The effects of variations in inflow boundary conditions are now assessed.

Variations in combustor wall pressure distributions with freestream Reynolds number

(via nozzle stagnation pressure) and inflow turbulence (via eddy viscosity ratio (µt/µ))

are examined. The latter eddy viscosity variation is applied to both nozzle and fuel

injector inflow boundaries. The imposed wall heat-flux boundary is also varied to

asses the effects on shock/boundary-layer interactions.

4.2.1 Nozzle Reynolds Number

With respect to the inflow Reynolds number Re, two additional cases are evaluated

at 10 percent above (Re+) and below (Re−) the baseline unit Reynolds number

(Re′ ≈ 18 × 106 m−1), respectively. The Reynolds number is adjusted by changing

the specified nozzle stagnation pressure. The computed wall pressure distributions

(normalized by their respective stagnation conditions) are provided in Figure 4.4 for

cowl, body, and side walls. The curves collapse indicating that the turbulent flow is

insensitive to the small change in inflow Reynolds number for tare operation.

4.2.2 Inflow Turbulence

The initial simulations considered relatively high (turbulent) inflow values for

the eddy viscosity ratio (µt/µ = 50). As observed195 in computations of the

geometrically similar HIFiRE 2 combustor, the effect of inflow turbulence on predicted
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Figure 4.4: Isolator wall pressure prediction sensitivity to inflow Reynolds number.
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(a) Tare (b) Forward-fueled

Figure 4.5: Isolator wall pressure prediction sensitivity to varying inflow turbulence:
(a) tare, (b) forward-fueled.

wall pressures was limited. To validate that the assumed eddy viscosity boundary

condition did not adversely affect the predictions, a lower viscosity ratio µt/µ = 10−3

case was also computed. The same viscosity ratio was applied to all inflow boundaries,

i.e. nozzle and fuel injectors. For tare (Figure 4.5 (a)) and aft-fueled (not shown)

conditions, no appreciable change is observed in the predicted pressure profiles. A

marginally larger effect is observed for forward-fueled condition (Figure 4.5 (b)) but

the inflow eddy viscosity is negligible, consistent with the initial assumption.
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4.2.3 Wall Thermal Condition

A numerical study by Lin et al.156 of rectangular and axisymmetric scramjets

quantified the change in isolator pressure rise with respect to the wall heat flux

condition. High temperatures reduced the shock-train length and increased the

pressure gradient. To understand the sensitivity of the present combustor to wall heat

flux, an adiabatic wall case is compared with the more representative 1-D resistive

layer approximation. The wall pressure distributions for each case are shown in

Figure 4.6. Stagnation zones in the cavity x̂ = 12 show higher pressure levels for the

body-side wall. However, the peak pressure corresponding to the reflected shock at

x̂ = 16 (discussed in § 5.1) is lower. Predictions on the body-side wall in the cavity

region 12 ≤ x̂ ≤ 14 are closer to experiment but upstream pressure levels are under-

predicted. Side wall pressure profiles are shifted slightly higher but are qualitatively

unchanged from 1-D approximation results. Heat flux boundary sensitivity is also

evident from the change in shock structures as shown by the divergence of the

velocity (∇ · U) field (dilatation), shown for adiabatic and 1-D resistive conditions

in Figure 4.7 (a) and (b), respectively. Dark contours are indicative of compression

regions, whereas lighter contours represent expansion zones. The largest difference

between the two thermal conditions is shown for the DG-generated shock reflected

from the cowl wall at x̂ = −2 and is attributable to shock-induced separation.
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Figure 4.6: Isolator wall pressure prediction sensitivity to wall heat flux condition:
Taw - adiabatic, T1D - 1-D resistive model.

Figure 4.7: Symmetry plane (ẑ = 0) dilatation (∇·U) flowfield structure comparison
at different wall thermal conditions: (a) adiabatic wall and (b) 1-D resistive model
(Table 3.6).
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4.3 Chemistry and Mixing

4.3.1 Kinetics Mechanism and Vitiation Effects

Next, predictions with the computationally expedient 3-step (Mawid) and reduced

TP2 ethylene mechanisms are compared. Pressure distributions for the two kinetics

mechanisms are shown in Figure 4.8 (a) which indicate that the TP2 mechanism

produces slightly lower magnitude cowl-side wall pressures in the cavity region

(12 ≤ x̂ ≤ 15) but somewhat higher magnitudes in the isolator (2 ≤ x̂ ≤ 12) compared

to the 3-step mechanism. The pressure distributions on the south-side and body-side

wall display similar trends. Lower pressures in the cavity may be attributable to

the ability of the TP2 mechanism to more accurately capture ignition and extinction

behavior which tend to reduce heat release compared to simpler mechanisms.236 Given

that the TP2 solution is approximately two-and-a-half times more computationally

intensive per iteration than the 3-step mechanism, the remaining discussion on unstart

considers computations using the 3-step mechanism.

At the time the initial steady-fueling simulations discussed above were computed,

estimates for the vitiate species were not available. However, several studies, both

measured280–282 and predicted,283 have observed sensitivity of vitiate species on

combustor performance based on the presence of vitiate species. Therefore, as a

post facto check, the impact of nozzle vitiate species on combustor predictions is

evaluated. From the experiments of the present configuration, vitiates CO2 and H2O

(Table 3.7) constitute 12 percent of the experimental isolator inflow by mass. Vitiated

flow solutions are computed assuming spatially uniform mass fractions. Figure 4.8 (b)

shows the predicted wall pressures for the cowl-side wall with and without vitiate

species. Predicted wall pressures suggest minimal sensitivity to the inclusion of vitiate

67



(a) Kinetics (b) Vitiation

Figure 4.8: Isolator wall pressure prediction sensitivity to (a) kinetics mechanism and
(b) vitiate species for steady aft-fueled condition.
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species as reflected in a slight reduction in the pressure magnitudes. Thus, for this

configuration, uniform vitiates at the nozzle inflow do not have a first-order effect on

predictions.

4.3.2 Turbulent Schmidt Number

Mixing layers exhibit varying ratios of viscous and molecular diffusion, i.e.

Schmidt number Sc ≡ ν/D. An experimental study284 of a compressible plane

mixing layer, for example, estimates a turbulent Schmidt number Sct ≡ νt/Dt < 1

with gas-phase shear layer mixing typically Sc ≈ O(1).285 Computations for mixing

applications,286 particularly for scramjets, are also sensitive to modeled turbulent

Schmidt number. Constant values of Sct in the literature range from 0.5 > Sct > 0.9

for supersonic mixing applications.8,248,287 Given this sensitivity, validation efforts for

the present scramjet configuration consider the effects of constant Schmidt number

selection for both the aft-fueled and forward-fueled fueling conditions. Schmidt

numbers in the range 0.5 ≤ Sct ≤ 1.2, comparable to those in the literature, are

tested. Although computationally convenient, constant Sct is not physical and

modeling efforts288,289 have sought to develop suitable variable Schmidt number

models for turbulence applications. In this work, the variable turbulent Schmidt

number approach evaluated (§ 3.2.1) is an algebraic model244 which connects Sct to

the ratio of turbulent kinetic energy production (Pk) to turbulent eddy dissipation

(ε).

Comparison of the time-mean wall pressures with different Schmidt number

values for both the aft-fueled and forward-fueled fuel-staging conditions are shown

in Figure 4.9. The initial baseline solution with Sct = 0.7 was previously shown to
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(a) Aft-fueled (b) Forward-fueled

Figure 4.9: Isolator wall pressure prediction sensitivity to turbulent Schmidt number
(Sct): (a) aft-fueled condition, (b) forward-fueled condition.

overpredict the pressure in the isolator (Figure 4.3). For this fueling condition, the

variable Sct model produces pressure distributions bounded, approximately, by the

constant turbulent Schmidt number cases of Sct = 0.9 and Sct = 1.2.

Increasing Sct, and thereby reducing the relative influence of turbulent mass

diffusivity, improves agreement between predicted aft-fueled wall pressures and

experiment upstream of the cavity. Specifically, a turbulent Schmidt number

Sct = 1.2 yields reasonable agreement for the baseline fuel-staging condition
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Table 4.2: Influence of Sct on PCST location for baseline (aft-fueled) condition
(x̂s|exp = 7.81± 0.3).

Mechanism Sct x̂s ∆x̂s

Mawid 0.5 2.40 −5.41
Mawid 0.7 2.91 −4.90
Mawid 0.9 3.07 −4.74
Mawid 1.2 8.95 +1.14
Mawid V ar. 3.03 −4.78
TP2 0.7 2.25 −5.56
TP2 0.9 2.68 −5.13
TP2 1.2 3.08 −4.73

in terms of predicted PCST location (xs) as compared against the experiments

(Table 4.2). The experimentally determined shock-train position for baseline

operation is x̂s ≡ xs/H = 7.81± 0.3. Except for the Sct = 1.2 case, all Schmidt

numbers underpredict the shock-train position by overpredicting the pressure levels

on the isolator cowl-side wall. This difference in predicted shock location (∆x̂s =

x̂s,cfd − x̂s,exp) suggests a non-linear relation between fixed values of Sct and xs for

the 3-step mechanism solutions. The TP2-predicted shock locations, which lie just

upstream of the Mawid-predicted locations for each turbulent Schmidt number, are

also shown in Table 4.2.

Results for the forward-fueled condition, in contrast to the aft-fueled solution,

underpredict the isolator wall pressures compared to experiment for Sct = 0.7.

Lowering the value of Sct improves agreement with experiment. Even with a lower

Sct = 0.5, the solution shows qualitative differences in the pressure distribution

within the isolator. The peak pressure predicted in the isolator is, however, in

71



reasonable agreement with the magnitude of the experimental values. The cowl-

side and body-side wall pressure predictions also highlight variations attributable to

weak, reflecting oblique waves in the isolator. Consistent with the modeling study

of Yoder et al.,287 reducing Sct increases species diffusion leading to more favorable

mixing for combustion to occur.

Solution sensitivity to Sct thus highlights a challenge in using a fixed global

parameter to calibrate solutions to localized flow phenomena. Discussion of the steady

fuel-staging flowfields consider the best prediction for the aft-fueled and forward-

fueled case using the Sct = 1.2- and Sct = 0.5-computed results, respectively (§ 5.1).

However, since the Sct value required to calibrate the steady aft-fueled and forward-

fueled simulation pressure predictions differ, Sct = 0.9 was selected as a compromise

between the two conditions to obtain a fixed set of model parameters for the transient-

fueling computations (§ 4.4).

The largest deviations in predicted pressures are found near the cavity for the

forward-fueled case. Physically, unsteadiness of the mixing layers in these zones may

be more important in the predominantly subsonic, unstarted flow. Such unsteadiness

would not be well captured with a URANS approach but might be targeted with

scale-resolving turbulent simulations. However, the observed difference in optimal

Sct for the computations may also be attributable to the different physical mixing

modes between the aft-fueled and the forward-fueled states. That is, the range of

chemical and fluid time scales may be different in each fuel-staging case.
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4.3.3 Fluid and Chemical Scales

The analysis approach of Quinlan et al.235 is adopted to evaluate the range of

turbulence and chemical scales in this combustor. The method compares the fluid

and chemical timescales by way of the Damköhler number Da ≡ τf/τc. Quinlan et al.

observe that dual-mode operation of the HIFiRE 2 combustor is characterized

by relatively higher Da (downstream of the cavity) compared to scramjet mode

operation. A similar trend is expected for the aft-fueled and forward-fueled states,

respectively, as a result of the increasing characteristic flow timescale. In the former

case, turbulent fluctuations from SBLIs in the presence of the supersonic flow are

expected to dominate with fluid time scales leading to relatively smaller Da. The

forward-fueled case, however, features predominantly subsonic or weakly supersonic

flow in the combustor region where increased fluid timescales (lower fluid velocities)

may lead to relatively larger Da.

In this analysis of fluid and chemical scales, the quantities of interest are the

Damköhler (Da) and turbulent Reynolds number (Ret). The former parameter, which

compares fluid and chemical timescales, is determined using the Takeno290 flame index

(ΛT ) (eqn. 4.5) which differentiates between premixed and non-premixed combustion

as estimated from the spatial gradients of fuel (C2H4) and oxidizer (O2). When spatial

gradients are aligned ΛT → 1 the fluid is assumed to be premixed. Conversely, the

flow is characterized as non-premixed when the gradients are opposed (ΛT → −1).

From this metric, the local Damköhler number can be computed for non-premixed

and premixed conditions (eqn. 4.10). The turbulent Reynolds number (eqn. 4.4) is

based on the turbulent velocity and length scale computed from the turbulent kinetic

energy (TKE) and turbulent eddy dissipation rate (TED) as in eqns. 4.2-4.3.
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The non-premixed Damköhler number (DaNPM) is determined using the time

scale of water formation (τH2O) (eqn. 4.6) and the scalar dissipation rate (χ) (eqn. 4.7).

From Poinsot,et al.291 the scalar dissipation rate is written as a function of the

mixture fraction variance (Z̃ ′′Z ′′) (eqn. 4.8). Following, Quinlan292 the upper limit

approximation (eqn. 4.9) is employed for the mixture fraction variance, given in terms

of Z̃, based on an assumed beta probability density function (PDF) for Z̃.293

For premixed combustion, the relevant Damköhler number DaPM is determined

from the fluid timescale, assumed to be τt, and from the estimated laminar flame

timescale (τF ≡ lF/sL). The latter is a function of the laminar flame thickness

(lF ) and flame speed (sL). The laminar flame scales are computed† at the

average combustor pressure (p/p0 ≈ 0.1 = 1.66 atm) and nozzle exit temperature

(T/T0 ≈ 0.36) for the aft-fueled condition using a one-dimensional model of a freely

propagating, laminar, premixed flame at fuel equivalence ratio (φ = 0.9) from the 1-D

conservation of mass, momentum, and energy equations. The computed laminar flame

properties for ethylene-air are sL = 161 cm/s and lF = 0.2 mm. This approximate

flame time scale is τF = 9.7 × 10−5 sec. Additional details of this computation are

provided in the Appendix (§ A.2).

ut =
√

2k (4.2)

lt =
k3/2

ε
(4.3)

Ret =
utlt
ν

(4.4)

ΛT =
∇Ỹf · ∇Ỹox
||∇Ỹf · ∇Ỹox||

(4.5)

†Laminar flame scales are computed with the Cantera294 library.
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τH2O =
ρ̄ỸH2O

ω̇H2O

(4.6)

χ = 2D ∂Z
∂xj

∂Z

∂xj
(4.7)

χrans = C
ε̃

k̃
Z̃ ′′Z ′′ (4.8)

≈ ε̃

k̃
Z̃(1− Z̃) (4.9)

Da =

{
DaNPM = 1

χransτH2O
ΛT < 0

DaPM = τt
τflame,L

≈ k/ε
lF /sL

ΛT > 0
(4.10)

This analysis approach is further augmented by adapting the perspective of

Fureby295 as employed in the analysis of turbulence combustion scales in the

hydrogen-fueled HyShot II scramjet. This approach, like that of Quinlan et al.,

considers scaling of Ret and Da as well the turbulent Mach number Mat. The

turbulent Mach number is defined (eqn. 4.11) as the ratio of the turbulent velocity

scale ut and the local speed of sound c which provide a measure of compressibility.

Mat =
ut
c

(4.11)

The probes from the computational domain are mapped along the dimensions

of turbulent Mach number Mat, turbulent Reynolds number Ret, and Damköhler

number Da in Figure 4.10 for the aft-fueled condition. Points are colored by the

normalized chemical heat release rate (̂̇HR) (eqn. 4.12) where the scaling factor is

the spatially averaged heat release rate at the aft-fueled condition. Two-dimensional

histograms in the Mat −Ret, Ret −Da, and Mat −Da planes show the distribution

of probes projected into each of the three pairs of dimensions. A wide range of scales

is observed: 0 ≤ Mat ≤ 0.6, 100 ≤ Ret ≤ 106, and 10−8 ≤ Da ≤ 106. Higher

75



histogram density is identified at relatively lower Mat and Da. Higher turbulent

Mach numbers (Mat ≈ 0.6) are seen for the aft-fueled condition which reduce to

Mat ≤ 0.3 at the forward-fueled condition (Figure 4.11) consistent with the reduced

combustor velocity. DNS analysis296 of isotropic turbulence suggests Mat ≥ 0.3 as the

transition point where compressibility effects become important. This indicates that,

despite the reduction in velocity scale at forward-fueled condition, compressibility

effects are non-negligible.

ḢR(x) =
∑

ω̇s∆h
o
f,s (4.12)

As will be discussed in (§ 5.2.5), the sidewall region is important for mixing and

heat release. To compare the change in scales within this region, points within one

duct height H of the sidewall (ẑ ≥ 1
2
W
H − 1) are isolated. The near wall scales are

shown for the aft-fueled condition in Figure 4.12. The normalized heat release rate

suggests the near wall region is more reactive than near the combustor centerline.

Changing from aft-fueled to forward-fueled operation shifts the maximum Da from

Da ≈ 10−6 to Da ≈ 10−5 consistent with the hypothesis of increasing fluid time scale

and the observations of Quinlan et al.235 Since relatively lower Da � 1 is observed

in the reactive side wall region, mixing-limited or infinitely fast chemistry methods†

are not suitable for this problem. However, mixing downstream of the cavity x̂ ≥ 16

indicate a larger range of chemical time scales as shown for the aft-fueled condition

in Figure 4.13.

†Infinitely fast chemistry is suitable for Re� 1 and Da� 1.291

76



Figure 4.10: Comparison of fluid and chemistry scales Mat, Ret, and Da at aft-fueled
state. Points sampled in range 10 ≤ x/H ≤ 26.
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Figure 4.11: Comparison of fluid and chemistry scales Mat, Ret, and Da at
forward-fueled condition in sidewall region ẑ ≥ 1

2
W
H − 1. Points sampled in range

10 ≤ x/H ≤ 26.
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Figure 4.12: Comparison of fluid and chemistry scales Mat, Ret, and Da at aft-fueled
condition in sidewall region ẑ ≥ 1

2
W
H − 1. Points sampled in range 10 ≤ x/H ≤ 26.
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Figure 4.13: Comparison of fluid and chemistry scales Mat, Ret, and Da at aft-fueled
condition in downstream region 16 ≤ x̂ ≤ 26.
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4.4 Temporal Resolution and Fueling Timescale

This work considers a fuel-staging transient wherein unstart is induced by

linearly varying the fuel injector flow rates between the aft-fueled and forward-fueled

conditions. As noted in Ch 2, increasing the fuel flow rate at the B2 injectors correlates

with steady-state PCST location moving upstream. If the local equivalence ratio

split for these injectors exceeds φB2 ≥ 0.36, the isolator is expected to unstart. The

variation of local fuel injector equivalence ratio split (φi) versus non-dimensional

simulation time, t̂ ≡ t/τramp, is shown in Figure 4.14. During an imposed fuel-

transient period τramp, the fuel flow rate is increased at the upstream B2 injectors

and decreased at the injectors (B6 and C3) downstream of the cavity to maintain

a fixed φtot = 0.9. Note that, in contrast, the experiments only observed the fuel-

ignition and transient process to steady-state for a fixed fuel-staging condition. The

fuel-staging transient in this computational work is selected for two reasons. First,

the ignition transient is not the primary concern. Rather, the intent is to study the

unstart process for an already operative scramjet flowfield. Second, it is assumed that,

by calibrating model parameters to the initial and final fuel-staging states, the fuel-

transient can be approximated in a quasi-static-like process bounded by the extreme

fueling states.

As part of the sensitivity study, the influence of global timestep size ∆t and

timescale τramp on PCST motion is explored. The influence of these temporal

parameters on unstart shock speeds and time-to-unstart are quantified. The selected

cases for timescale and timestep are summarized in Table 4.3. For the reference

solution (TS0), a global timestep ∆t = 10 µs (corresponding to an effective Courant-

Friedrich-Lewy (CFL ≡ c∆t
∆x

) number of order unity based on fuel injection velocity
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Figure 4.14: Imposed fuel-staging transient to induce unstart of the combustor.

Table 4.3: Summary of temporal scaling study parameters.

∆t τramp t̂uns uuns τuns
Case [µs] [ms] −− [m/s] [ms]

TS0 10 48 1.066 29.6 1.4
TS1 5 48 0.870 33.5 1.3
TS2 20 48 2.177 14.7 2.9
TS3 10 24 1.343 26.6 1.6
TS4 10 96 0.941 24.8 1.8

(O(300) m/s) and near wall spacing) is applied to adequately resolve the dynamics

over the fuel transient timescale. Solution results are typically sampled at least five

times per core flow convective time (τflow ≈ 1 ms) yielding 289 snapshots during the

reference simulation.

The specification of the fuel-staging timescale is constrained by computational

expense and physical considerations. Adopting a fuel-staging timescale similar to

the fuel transient of the experiments τfuel,exp ≈ O(10) sec is not computationally
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tractable. As mentioned in § 3.4, the transient fuel-staging requires O(100)K CPU-

hours. Consequently, a reduced timescale is imposed for the computations. However,

the solution further assumes a separation of scales. The computed solution is viewed

as a quasi-static process as sketched in Figure 4.15, where the solver computes

a steady-state solution within each global timestep ∆t. The smallest physically

limiting timescales within the combustor are likely associated with shock-separated

or cavity25,66,297 recirculation regions with estimated frequencies of O(1000) Hz. The

range of relevant scales of the experiments and CFD fuel-transient are sketched in

Figure 4.16. Since the RANS-based modeling approach adopted here does not resolve

oscillatory turbulence features associated with these frequencies, a less stringent

reference timescale τramp = τfuel,cfd = 48 ms is selected for the computations such

that τflow < τramp < τfuel,exp where the overall simulation period is τsim = 1.2 · τramp.

This reduction in simulation timescale (relative to experiment) is consistent with the

study on mode-transition by Yenstch et al.196 who showed that such a scaling does not

qualitatively affect the large-scale dynamics of interest. However, to understand how

varying τramp may affect the predicted shock motion, several fuel-transient timescales

over the range 24 ms ≤ τramp ≤ 96 ms are investigated.

Analogous to experimental measurements, the pressure-based metric defined in

§ 2.2 is used to track shock-train motion during the fuel-staging transient and quantify

solution sensitivity to the predicted flow-field with respect to the time integration

parameters. Figure 4.17 shows the predicted PCST motion at the isolator centerline

(ẑ = 0) on the cowl-side wall (ŷ = 0) for the reference timescale case (TS0). During

the fuel-staging event, the PCST speed (us) is relatively constant for 1 > x̂s > 3

with us ≈ 2 m/s. This speed is comparable to the average PCST upstream speed
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Figure 4.15: Sketch of quasi-static fueling process.

Figure 4.16: Comparison of estimated timescales in combustor.
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Figure 4.17: Predicted PCST position x̂s versus simulation time of reference case
(TS0).

estimated from the forward-fueled experiments. When x̂s ≈ 1, however, an incipient

unstart condition is identified corresponding to a change in the slope of the x̂s-t̂ curve.

Following this constant velocity period, the unstart PCST speed is estimated to be

29.6 m/s or |us/u∞| ≈ 0.023. The unstart speed us is defined as the slope of the

linear fit of the x̂s − t̂ curve found in the range 0 ≤ x̂s ≤ 0.8 prior to isolator unstart

(xs = 0). The shock-train travels approximately one duct height during the unstart

phase, a corresponding timescale is computed τuns ≡ H/us = 1.4 ms with a predicted

time-to-unstart of t̂uns ≡ tuns/τramp = 1.066.

In comparison to the reference simulation, differing sensitivities to the time

integration parameters are identified for variations in ∆t and τramp as shown in

Figure 4.18. Here the x̂s − t̂ curves are normalized by their respective fuel ramp

timescales. Each simulation commences from the same initial condition and runs

for 0.1 · τramp at the aft-fueled state prior to initiating the imposed change in fuel-

staging. As noted in § 3.6, the initial condition is taken from the converged steady-

fueling solution at the aft-fueled condition. The extra constant-fueling period imposed
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prior to the linearly-varying phrase is intended to wash-out any numerical effects

attributable to changes in timestep. Despite this extra period at the aft-fueled

condition, greater sensitivity is observed from the predicted unstart PCST speed for

changes in global time-step (Figure 4.18 (a)) than for to timescale (Figure 4.18 (b)).

The unstart shock speed is selected as a quantity of interest since scale-resolving 298–300

and model-based301 analyses of a Ma∞ = 5 isolator129 revealed variations in predicted

shock speed with respect to model assumptions. Unstart speeds us and unstart

timescales τuns are summarized in Table 4.3. As the time-step size is reduced, time-

to-unstart t̂uns is reduced and unstart shock speed increases slightly. Doubling the

timestep relative to the reference case shows a much more significant change, with

t̂uns more than double that of the reference case. Changes in fuel-staging timescale,

i.e. rate of change in fuel flow rate dṁ
dt

, reveal that τramp and time-to-unstart t̂uns are

inversely related. However, the computed PCST unstart speed is relatively unchanged

for doubling or halving of the timescale consistent with the proposition that the

fueling process is much slower (larger timescale) than the unstart process. Despite

these differences, the incipient unstart condition (x̂s ≈ 1) is unchanged between these

cases occuring for xs/H ≈ 1. Careful characterization of the incipient unstart state

is explored in § 5.2.3.

To understand the cause of the above scaling behavior, the computed differences

in solution time-to-unstart are examined using spatially integrated chemical heat

release rate in the combustor. Here, the heat release rate,
.

HR(x, t), is normalized

(eqn. 4.13) by the integrated heat release rate along the combustor streamwise axis

HRx (eqn. 4.14) at the start of the fueling transient t̂ = 0. Figure 4.19 compares

the change in heat release in the combustor with time-step and fuel-ramp scale.
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Figure 4.19 (a,d) shows the heat release rate integrated over the x̂ = 11.57 (B2

injectors) plane; whereas, Figure 4.19 (b,e) provides heat release at the x̂ = 13.42

plane (middle of the cavity flameholder). Interestingly, the heat release at the plane

of the upstream injectors decreases over time despite the increase in fuel flow rate

at this location. However, heat release does increase in the flame-holder cavity as

upstream injector fuel flow rates are increased. In contrast, Figure 4.19 (c,f) shows

the streamwise integrated heat release rate for each time instant (HRx(t)).

̂̇HR(x, t) =
ḢR(x, t)

ḢRx(t = 0)
(4.13)

ḢRx(t) =
1

L

∫
ḢR(x, t)dx (4.14)

The initial heat release at the start of the ramp period, critically, slightly increases

as the time-step is reduced (Figure 4.19 (c)). Although the magnitudes of heat

release (Figure 4.19 (c)) at t̂ = 0 are within two percent of one another, greater heat

release in the cavity prior to the increase in fuel flow rate at the upstream injectors

correlates with a shorter time-to-unstart. As addressed later (§ 5.2.5), increased heat

release affects side wall separation contributing to unstart. The observed differences in

unstart timescales is attributable, in part, to errors introduced by changing the time-

step when restarting from converged steady aft-fueled solution. A sensitivity to initial

condition was also observed by Yentsch et al.302 in computations of mode-transition

for the HIFiRE 2 scramjet. Although solution variations attributable to initial heat

release are essentially washed out during the included 0.1 · τramp prior (t̂ < 0) to

the fuel transient phase, increasing the duration of the pre-fuel-ramp period of the

computations may help to further minimize these effects. For changes in τramp, curves
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(a) ∆t scaling (b) τramp scaling

Figure 4.18: Comparison of predicted PCST position x̂s(t̂) for time-scaling study:
(a) variation with global timestep ∆t and (b) variation with fuel-staging time scale
τramp.

of heat release at the B2 injectors (Figure 4.19 (d)) and cavity (Figure 4.19 (e)) planes

are in closer agreement (the curves collapse) than for the varying ∆t cases.
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(a) B2 injectors, x̂ = 11.57 (b) Cavity, x̂ = 13.42 (c) Streamwise integrated

(d) B2 injectors, x̂ = 11.57 (e) Cavity, x̂ = 13.42 (f) Streamwise integrated

Figure 4.19: Normalized heat release comparison for ∆t (above) and τramp (below)
scaling.
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4.5 Summary

• Steady-state computations of un-fueled and fueled combustor operation are

compared against the time-mean wall pressure measurements of experiment

to assess model agreement and parameter sensitivities.

– Un-fueled pressure profiles capture quantitative and qualitative trends of

experiments

– Solution sensitivity to grid resolution is quantified using the Grid

Convergence Index. The largest errors for predicted steady-state, wall

pressure profiles are associated with gradients corresponding to reflected

shock waves.

• Boundary condition effects on predicted wall pressures are characterized as

follows:

– The un-fueled solution is insensitive to variation in inflow Reynolds

number.

– The inflow eddy viscosity ratio has negligible effect on predicted wall

pressures.

– The wall temperature condition affects SBLI reflection regions. An

adiabatic wall assumption improves pressure predictions in the cavity, but

decreases agreement with the upstream, isolator wall pressures.

• Steady-state fueled computations reveal greater sensitivity to model parameters.

Peak pressures are correctly captured by the model but some local wall pressure

variations are not well-captured.
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• Model sensitivity to chemistry and mixing effects are carefully characterized:

– Two laminar kinetics mechanisms are tested: a quasi-global and a reduced

skeletal mechanism. The kinetics mechanisms are observed to have limited

influence on the predicted wall pressure distributions, relative to other

model uncertainties.

– The presence of vitiate species at the nozzle inflow slightly decreases peak

pressures but has limited effect overall.

– Consistent with other works in the literature, the turbulent Schmidt

number is observed to have largest influence on predicted isolator pressure

distribution and presents the largest parameter uncertainty.

– A single Sct does not capture both aft-fueled and forward-fueled

combustion states. Decreasing Sct improves agreement at the forward-

fueled condition, increasing turbulent diffusion effects. Conversely,

increasing Sct improves agreement at the aft-fueled condition by increasing

turbulent viscosity effects.

– Discrepancies between measured and predicted side wall and cavity

pressure profiles may be attributable to fine-scale turbulence-combustion

interactions not captured by model-based approach.

– Analysis of the turbulent and chemical scales reveals a wide range of scales

suggesting the finite-rate kinetics approach is appropriate for the analysis.

– Heat release primarily occurs near the side wall region at relatively lower

Da.
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– An increase in fluid timescales between aft- and forward-fueled conditions

indicates a modest upward shift in Da.

• Transient fuel-staging model sensitivities are assessed in terms of predicted

unstart time and velocity scales:

– The global timestep has the largest influence on predicted shock motion.

As ∆t is reduced, time-to-unstart reduces. This is attributable to

numerical errors due to calculation of the non-linear chemical source terms.

However, the shape of the shock motion curve is qualitatively unchanged.

– The timescale of the fueling transient affects time-to-unstart but does not

qualitatively affect the shock motion curve or shock speed.

• Overall, the model-based approach captures the global trends with respect to

wall pressure profiles despite model uncertainties.
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Chapter 5

Unstart Phenomenology

The flow structure of the two, steady-fuel-staging states are first explored

before considering the dynamics of the fuel-staging transient. Specifically, the

principal shock structures, vortical features, and three-dimensional separation regions

near the side wall for both the aft-fueled and forward-fueled conditions provide

context for observations of the unstart process. Three-dimensional observations

are complemented by one-dimensional property analysis. The two cases considered

employ the optimal turbulent Schmidt numbers selected for the aft- and forward-

fueled conditions, respectively, as determined from the discussion in § 4.3.1.

5.1 Reference Fueling States

5.1.1 Flow Topology

Comparison of steady-state un-fueled and fueled conditions reveal strong flow-

structure variations. Contours of Mach number highlight a supersonic core within

the combustor as shown on the symmetry plane (ẑ = 0) in Figure 5.1. The

static temperature field, also provided, indicates post-shock regions and reaction

zones with higher contour magnitudes. For the tare condition (Figure 5.1 (a)), the
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supersonic core persists throughout the combustor. However, a smaller region of

the isolator remains supersonic in the aft- and forward-fueled states (Figure 5.1 (b)–

(c)). Relatively higher magnitude contours of static temperature indicate heat-release

regions in the cavity shear layer and downstream of the backward-facing steps.

A reduced, one-dimensional view of static pressure, static temperature, and Mach

number is shown in Figure 5.2 which quantifies these trends. The static temperature

and pressure are normalized by the respective nozzle stagnation conditions. In

particular, reduction of the Mach number for the fueled conditions corresponds to

increased pressure in the cavity as a result of combustion.

The divergence of the velocity field reveals complex shock/boundar-layer

interactions within the scramjet as shown in Figure 5.1. For tare-mode operation,

oblique shock reflections initiated by the Distortion Generator (DG) continue

throughout the cavity region. The reacting cases, however, feature oblique waves

that dissipate by x̂ ≈ 8. In particular, a bow shock emanates from the body-side

wall, upstream of the combustor cavity, as a result of injection from the centerline B2

fuel injector, as shown by the inset with the solid outline. Additional compression and

expansion waves are evident downstream of back-facing steps, where flow leaving the

cavity region acts like an under-expanded jet, with a series of alternating expansion

and compression waves. These waves further interact with the shear layers anchored

downstream of the body- and cowl-side wall steps, as shown in the inset with the

dashed outline. At the forward-fueled condition, the isolator duct contains a series of

planar-like waves interspersed between weakly supersonic regions. These views show

a transition from an oblique- to a normal-mode shock-train9 for decreasing Mach

number in the isolator. Increased fuel flow rates at the upstream (B2) injectors at
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the forward-fueled condition generates a stronger compression wave upstream of the

cavity which extends across the isolator duct. Similar to the aft-fueled condition, a

shock diamond pattern is observed in the expansion duct for the forward-fueled case.

Jet-like flow downstream of the backward-facing steps appears asymmetric. This is

attributable to the streamwise offset between the backward-facing steps on the upper

and lower wall. This feature might be leveraged for thrust-vectoring by modifying

the streamwise distance between the body-side and cowl-side wall steps.

Like the symmetry plane, a horizontal plane located at half a duct height above

the cowl-side wall (ŷ = 0.5) provides additional details of the structure of the

reference flowfields. Dilatation and temperature contours for this horizontal slice

(and symmetry plane) are shown in Figure 5.3. Side wall flow separation and the

interaction of shock waves inside the supersonic core are observed for the aft-fueled

condition. Shock structures, (Figure 5.3 (i) and (ii)), particularly on the horizontal

plane, show curvature near the side wall as a result of shock-induced separation.

In addition to contours of dilatation and temperature, examination of the TKE

and TED fields complement observations of the separated zones. The TKE and

TED fields (Figure 5.3 (iii)–(v)) are qualitatively similar for both aft- and forward-

fueled conditions. The largest magnitudes of each are found in regions of high shear

such as the cavity and backward-facing step shear layers with a turbulent timescale:

τt ≡ k̃/ε̃ ≈ 0.2 ms. In addition to the mixing regions, higher TKE and TED levels

are identified near the inception of side wall separation as shown in the ŷ = 0.5 plane.

Figure 5.4 shows the forward-fueled condition, which is structurally similar to the

aft-fueled condition with respect to peak cavity TKE levels. However, the forward-

fueled condition has lower velocity flow near the duct core relative to the aft-fueled
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state, with diminished TKE magnitudes. Higher temperatures on the horizontal plane

(Figure 5.3 and Figure 5.4 (vii)) suggest greater heat release near the side walls; this

behavior is detailed in the subsequent section (§ 5.1.2).

5.1.2 Mixing and Heat Release

The combustion and propulsive performance of scramjets is strongly coupled to

the fuel injection and mixing strategies.303 For example, fuel introduced by a jet-

in-crossflow297,304–306 can affect mixing and propulsion efficiency depending on fuel

injector orientation relative to the main flow. To characterize the mixing behavior of

the injected fuel, streamlines originating from each of the fuel injectors are shown for

the steady aft- and forward-fueled states in Figure 5.5. Also depicted are Mach-

number iso-surfaces at the sonic condition (Ma = 1) which are colored by the

non-dimensional distance above the cowl wall (ŷ). These surfaces demarcate the

supersonic core from the near-wall, subsonic, separated zones. Subsonic regions are

particularly prevalent near the combustor side walls.

The strong contrast in mixing behavior for each fuel-staging condition also affects

the heat-release behavior. Streamline curvature, suggests greater interaction near

the combustor cavity, cowl/body-side wall steps, and isolator corners for the aft-

fueled condition (Figure 5.5 (a)) than the forward-fueled condition (Figure 5.5 (b)).

Streamlines from the outboard B2 injectors (yellow) at the forward-fueled condition

are biased toward the side wall regions, similar to the aft-fueled condition. However,

streamlines near the inboard injectors do not interact as significantly in the cavity

region. This can be partly explained by the iso-surface, which indicates that fuel
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(a) Tare condition

(b) Aft-fueled condition, Sct = 1.2

(c) Forward-fueled condition, Sct = 0.5

Figure 5.1: Flowfield comparison for contours of (i) Mach number, (ii) static
temperature, and (iii) dilatation fields on the ẑ = 0 (symmetry) plane: (a) tare
condition, (b) aft-fueled condition, (c) forward-fueled.
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Figure 5.2: One-dimensional analysis of mass-flux-weighted Ma, static pressure, and
static temperature: tare condition - dotted curves, aft-fueled condition - solid curves,
forward-fueled condition - dashed curves, and grey - cavity.
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Figure 5.3: Aft-fueled flowfield: contour fields of dilatation on ẑ = 0 (i) and ŷ = 0.5
(ii); TKE on ẑ = 0 (iii); TKE (above), TED (below) on ŷ = 0.5 (iv); TED on ŷ = 0.5
(v); temperature on ẑ = 0 (vi) and ŷ = 0.5 (vii).
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Figure 5.4: Forward-fueled flowfield: Contour fields of dilatation on ẑ = 0 (i) and
ŷ = 0.5 (ii); TKE on ẑ = 0 (iii); TKE (above), TED (below) on ŷ = 0.5 (iv); TED
on ŷ = 0.5 (v); temperature on ẑ = 0 (vi) and ŷ = 0.5 (vii).
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from the B2 injectors penetrates deeper into the isolator duct for the forward-fueled

operation compared to the aft-fueled case, consistent with the increased fuel flow rate.

In both cases, fuel injected from the outboard B2 injectors enters into the near-

wall subsonic region where relatively strong mixing and reaction occurs. Contours

of the normalized heat-release rate ̂̇HR, shown on the ẑ = 0 and ŷ = 0.5 planes

in Figure 5.6, highlight prominent reaction zones near shear layers anchored to the

cavity and backward-facing steps, consistent with the streamlines of Figure 5.5. At

the aft-fueled condition, upstream fuel penetration leads to the cavity shear layer

impinging on the aft-wall of the cavity. The deeper penetration of the B2 injectors

at the forward-fueled condition, however, results in a shear layer reaction zone offset

from the cavity aft-wall. The behavior of near-wall mixing plays an important role

during the unstart dynamics as explored in § 5.2.5.
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(a) Aft-fueled condition, Sct = 1.2 (b) Forward-fueled condition, Sct = 0.5

Figure 5.5: Comparison of fuel mixing: (a) aft-fueled, (b) forward-fueled condition.
Iso-surface of sonic condition colored by height above cowl wall. Streamlines emitted
from injectors: red - Centerline B2; orange - Inboard B2, yellow - Outboard B2; green
- Inboard B6; purple - Outboard B6; black - C3 injectors.

(a) Aft-fueled condition, Sct = 1.2 (b) Forward-fueled condition, Sct = 0.5

Figure 5.6: Comparison of non-dimensional heat-release rate ̂̇HR on ẑ = 0 and ŷ = 0.5
planes: (a) aft-fueled, (b) forward-fueled.
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5.2 Transient Fuel-Staging

Although quantitative sensitivities to timestep and timescale are identified in § 4.4,

the dynamic unstart features are qualitatively independent of the selected timescale.

For convenience, discussion of the unstart process is described with respect to the

reference solution (TS0), with τramp = 48 ms, as a representative instance of the

relevant transients.

Corner effects present prior to the fuel-staging are initially described (§ 5.2.1)

before exploring the two primary phases of PCST motion. The first, slowly varying

or pre-unstart phase is characterized (§ 5.2.2) followed by the rapid upstream

motion of the shock-train during the unstart phase (§ 5.2.4). An incipient unstart

condition, which marks the transition between these two phases as previously noted in

Figure 4.17, is then explored (§ 5.2.3). In particular, corner-flow behavior is described

in terms of viscous confinement. After the PCST reaches the isolator entrance, a brief

shock-train transient is also observed in which the PCST moves upstream of the ‘inlet’

shock generated by the DG (§ 5.2.4). Lastly, mixing behavior is used to explain strong

spanwise flow gradients and the unstart mechanism involving chemical heat release

(§ 5.2.5).

5.2.1 Initial State and Inflow Distortion

The influence of the distortion generator on the evolution of the isolator shock

structures for the aft-fueled fueling condition is analyzed by considering select planes

of instantaneous, simulated, surface oil flows. Surface oil flows on the body-side,

south-side, and cowl-side walls are shown in Figure 5.7 at the start of the imposed

fuel transient (t̂ = 0). The coalescence of surface flow lines on the cowl-side wall
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indicate the separated region near the side wall which is denoted by Scsw. The vortical

signatures of the separated flow are featured prominently on the body-side wall,

vbsw,pri (Figure 5.7 (a)). A related feature is the curved separation (Sbsw) indicated

by the lines of coalescence on the upper wall. The curvature of the body-side wall

separation underscores a complex interplay of the vortical structures and the incident

shock created by the DG. A connected vortical feature, vssw,pri, is inferred from the

side wall (Figure 5.7 (b)), along with another separation line, Sssw (Figure 5.7 (c)).

A vortical signature (vssw,sec) persists in the corner flow region downstream of the

isolator entrance and merges with vssw,pri as the fuel-staging transient progresses

(§ 5.2.3).

The influence of streamline curvature and corner flow separation is also evident

from examination of surface-constrained streamlines shown in Figure 5.8. On the

upper (body-side wall) shown in red (Figure 5.8 (a)), streamlines constrict toward

the midspan before passing through the cavity recirculation region. Bifurcation in

the corner indicates a separated recirculation region along the side wall. Separation

from the side wall is also evident on the lower (cowl-side) wall, as illustrated by orange

streamlines (Figure 5.8 (b)) which similarly constrict toward the centerline. Complex

side wall separation along the DG-generated shock is identifed by seeding two distinct

sets of streamlines (Figure 5.8 (c)). A yellow, near-wall (inner layer) turns along the

DG shock and follows the lower duct corner. A second (outer) layer in black also turns

along the shock and fills the separation region delineated by the cowl-wall streamlines

(red).
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Figure 5.7: Flowfield state at aft-fueled condition (t̂ = 0): Instantaneous streamlines
with contours of log pressure for (a) body-, (b) south-, and (c) cowl-side walls.
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(a) Body-side wall (BSW)

(b) Cowl-side wall (CSW)

(c) Side-wall (SW)

Figure 5.8: Isolator entrance flow curvature and separation topology. Streamlines
seeded near: (a) Body-side wall (orange), (b) cowl-side wall (red), (c) side walls:
yellow (inner) black (outer) boundary-layer.
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5.2.2 Pre-Unstart Phase

As fuel flow to the upstream injectors is increased, a period of constant-velocity

motion of the shock-train is observed for 1 . x̂s . 3 (0 . t̂ . 1) with an approximate

PCST speed of us ≈ 2 m/s. During this period, the subsonic region near the body-

side wall enlarges, propagates upstream, and ultimately distorts the isolator entrance

shock as shown by the dilatation field in Figure 5.9. In Figure 5.9 (a), two oblique

reflections (solid purple arrows) at the tail of the first and third reflected shocks are

visible along the sonic line (red contour). As the subsonic zone advances upstream,

the second interaction begins to break into two wave-like structures (Figure 5.9 (b)).

The subsonic zone continues to grow until the shock-train terminates after the

third reflected shock (Figure 5.9 (c)) which subsequently decays (Figure 5.9 (d)).

This upper wall separation bubble is attributed to the adverse pressure gradient

downstream of the isolator entrance plane. Consider the idealized case of quasi 1-D,

inviscid flow. As flow downstream of the oblique DG-generated nears the isolator

entrance, the flow is turned (expanded) through the isolator entrance plane the static

pressure decreases. After expanding through this region, the incoming flow encounters

an adverse pressure gradient due to the reflected oblique shock which impinges on the

upper wall. This region is therefore likely more sensitive to the increasing combustion-

induced back-pressure due to the pre-existing unfavorable pressure gradient near

x̂ ≈ 2 at the start of the fuel-staging transient.

The subsonic zone on the upper wall continues to modulate the now weaker

(Ma ≈ 1) core while increasing the deflection of the shock at the isolator entrance on

the body-side wall until just prior to the unstart event (Figure 5.9 (e)). The resulting

reflected shock at the body-side wall (solid arrow) takes on a lambda-like structure
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Figure 5.9: Body- and cowl-side wall shock modulation over quasi-steady period for
time instances: (a) t̂ = 0.00, (b) t̂ = 0.25, (c) t̂ = 0.5, (d) t̂ = 0.75, (e) t̂ = 1.00.
Greyscale - dilatation contours on symmetry (ẑ = 0) plane and red - Ma = 1 contour
lines.

with the growth of subsonic fluid on the body-side wall acting like a compression

ramp to the oncoming flow. Interestingly, the upstream PCST motion inferred from

wall pressures may be re-interpreted as the modulation of the extant oblique shock

waves near the isolator entrance, resulting in a shift from an oblique to a normal

mode shock-train prior to unstart.

5.2.3 Incipient Condition and Initiation of Unstart

In the temporal parameters scaling study, the predicted shock motion indicates

an incipient unstart condition when the PCST is approximately one duct height

downstream of the isolator entrance (xs/H = 1). This incipient state, which functions
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as a reasonable indicator for the initiation of the unstart phase, is independent of the

rate of change in fuel input to the combustor, as shown in § 4.4. To explore the physics

contributing to the incipient unstart state at x̂s = 1, the non-dimensional PCST

detector, which is applied in 1-D form along the isolator centerline (ẑ = 0), is extended

to its 2-D analog on the cowl-side wall (ŷ = 0). The non-dimensional pressure

distribution on the cowl-side wall is shown in Figure 5.10 for several snapshots during

the simulation. A red contour line marking the PCST leading edge (determined by p̂)

is mapped onto the field. From the snapshots, the modified shock detector shows that

the leading-edge of the PCST, (indicative of pressure rise due to combustion) advances

upstream along the corner approximately three isolator duct heights in advance of

the centerline location. At the instant of unstart (t̂ = 1.066), the PCST has advanced

upstream to x̂ = −2 along the side wall. Taking the instant the PCST reaches x̂ = 0

at the side wall (ẑ = 2.70), may therefore provide a more conservative measure for

unstart margin using similar wall-pressure-based shock-detection methods.

To better characterize the viscous 3-D behavior in the context of the literature,

the confinement parameter (eqn. 5.1) of Merkli105 is adopted. The shock-train oblique

or normal character may be described in terms of the confinement parameter (Cδ)

for rectangular ducts. Hunt et al.,108 for example, use a shock-train regime diagram

to compare relative viscous effects (boundary layer thickness) versus duct height at a

given isolator Mach number (Mae).

In the present work, the confinement parameter is defined in terms of the ratio

of the viscous area (Aδ) to the cross-section area (Aiso) as shown in Figure 5.11.

The viscous area is computed from the difference in duct cross-section area and the

109



Figure 5.10: Non-dimensional pressure p̂(x̂, ẑ) on cowl-side wall (ŷ = 0) at time
instances: (a) t̂ = 0.00, (b) t̂ = 0.25, (c) t̂ = 0.50, (d) t̂ = 0.75, (e) t̂ = 1.00. Red -
contour of computed PCST leading-edge.
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primarily inviscid supersonic core.† The current approach parallels the Axial Velocity

Threshold approach used in the SBLI studies of Morajkar et al.139,140,311 in which a

fixed velocity threshold is selected to define the cut-off for boundary-layer separation.

Here, the sonic condition is selected as the velocity threshold because the axial velocity

varies along the streamwise extent of the isolator duct. Additionally, the Ma = 1

iso-surface delineates the supersonic core flow from the side wall separated region

(e.g. Figure 5.5).

Spatiotemporal variations, as quantified by the confinement parameter, are shown

in Figure 5.12 (a). Near the cavity (x̂ = 12), viscous effects are more prominent,

consistent with the blockage induced by the near-wall fuel injectors. As the fuel-

staging transient progresses, confinement levels increase in the isolator upstream of

the cavity. As an alternative representation of these trends, the minimum, maximum,

and average confinement levels (averaged over 0 ≤ x̂ ≤ 12) are shown as functions

of entrance Mach number (Mae(t)) in Figure 5.12 (b). The normal and oblique

shock-train regions in the confinement domain are denoted using the comparison of

Hunt et al.108 A transitional region is shown in magenta. The maximum confinement

corresponds to the near-cavity region and is consistent with the maximum values

found in the review of Hunt et al.108 The minimum and average confinement levels

both increase linearly with increasing forward-fuel bias, which is attributable to the

side wall separation zones. For each curve, the entrance Mach number decreases

with time, highlighting a shift from the oblique to normal shock-train condition, as

previously observed from Figure 5.9

†The supersonic core area is approximated using a convex hull using the SciPy implementation 307

of the qhull library308 with accompanying Python libraries.3–6,309,310
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Figure 5.11: Isolator duct cross-section sketch of subsonic (AMa<1), supersonic
(AMa>1), and boundary layer confinement (Aδ) areas.

Cδ =
2δ

H
(5.1)

Cδ =
Aδ
Aiso

≈ 1− AMa>1

Aiso
(5.2)

Understanding secondary flow is also particularly important in isolators.137 Corner

flows naturally develop in rectangular ducts,312 even for 2-D nozzles with high aspect

ratios.313 As shown by Sabnis et al.,314 two vortex structures form in each of the lower

corners of a single-sided expansion nozzle, corresponding to side wall and lower wall

vortices. To characterize the behavior of corner flow development in this scramjet

combustor, the normalized streamwise vorticity (ω̂x = ωxH/U∞) on several constant

x planes, shown schematically in Figure 5.13, are analyzed.

Near the nozzle exhaust (Figure 5.14 (a)) a single corner vortex is observed near

the lower corner. This appears in contrast to experiments314 which indicate two corner

vortices. This may be attributable to the turbulence model. Linear RANS models,
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(a) Cδ(x̂, t̂) (b) Cδ(Ma(t))

Figure 5.12: Isolator confinement effects for 0 ≤ x̂ ≤ 12 during fuel-staging transient:
(a) space-time diagram of local confinement effects; (b) confinment limits versus inflow
Mach number.

for example, are known315–317 to have difficulties capturing secondary duct flow. In

particular, these models require additional corrections† to the Reynolds stresses to

capture corner vorticies. Contrarily, the non-linear model employed here appears to

capture at least some of the expected naturally developing secondary flow upstream

of the isolator, but it does not appear to capture both the side wall and lower wall

vortices described in other work.314 However, the secondary flow is also affected by

geometry and flow complexity by way of the DG and combustion-induced side wall

separation.

As the flow develops downstream of the nozzle (Figure 5.14 (b)-(f)), a shift of

the vortex-like signature from the side wall to the cowl wall is observed. This is

†The Quadratic Constitutive Relation (QCR) is a common correction for linear models but may
only qualitatively315 capture secondary flow structure and skin-friction.
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Figure 5.13: Plane for analyzing the development of secondary flow in the isolator:
red - nozzle exit x̂ = −14, blue - x̂ = ±8, green - x̂ = ±2, and purple - isolator
entrance x̂ = 0.

partly attributable to flow expansion and contraction through the DG section, which

may further distort secondary structures by decreasing and increasing the streamwise

pressure gradient. Additional influence on secondary flow may be attributable to

side wall separation near the isolator entrance as a consequence of DG-induced

flow curvature (Figure 5.8), as well as the pressure gradient from the outboard B2

injectors where vorticity in the lower corner spreads across the span as indicated by

Figure 5.14 (e). Only at x̂ = 2 do the streamlines close, otherwise, the 3-D signature of

nozzle secondary-flow is seen for the upstream region x̂ < 0, DG-separation at x̂ = 0,

and the reaction-induced separation near x̂ = 8, as suggested by the singularity in

the streamlines indicative of the out-of-plane velocity component.
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(a) x̂ = −14 (b) x̂ = −8

(c) x̂ = −2 (d) x̂ = 0

(e) x̂ = 2 (f) x̂ = 8

Figure 5.14: Combustor secondary flow development at t̂ = 0. Contours of normalized
streamwise vorticity component: ω̂x = ωxH/U∞. Streamlines of in-plane velocity.
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5.2.4 Isolator Unstart and Inlet Ejection Phase

Based on the computed centerline, cowl-side wall pressures, the PCST (xs) exits

the isolator at t̂uns = 1.066. The flowfield state at xs = 0 (Figure 5.15) features

additional vortical structures near the combustor (vbsw,pri) and the isolator entrance

(vbsw,sec). The latter structure is identified from the node on the body-side wall and

is attributable to distortion-induced curvature (Figure 5.15 (a)). The two vortical

structures previously observed on the side wall (Figure 5.7 (b)) are replaced by a

single structure, as indicated by Figure 5.15 (b).

During the unstart phase, a shift in the footprint of the weakly supersonic core

(e.g. lines of coalescence in Figure 5.15 (a) and (c)) from cowl-side to body-side is seen

during 1.042 ≤ t̂ ≤ 1.093 as the PCST moves upstream of isolator entrance. However,

the ultimate ejection of the shock-train upstream of the inlet shock is slightly delayed

until t̂ ≈ 1.113, which is inferred from the dilatation field on the symmetry plane (not

shown) when the incident shock from the DG detaches from the cowl-side wall. This

ejection phase lasts an additional 2 ms after the PCST leaves the isolator, giving an

approximate upper bound on time in which to enact control of 3.6 ms: on the order

of 10 percent of the imposed fuel transient timescale.

The predicted unstart shock speeds are similar to other experiments in the

literature. Comparison of unstart shock speeds in terms of flow conditions (Ma and

Re′) and geometry parameters (H, L, and AR ≡ W/H) are provided in Table 5.1,

for both cold and reacting flow experiments. Unit Reynolds numbers (Re′) are

estimated for each case from isentropic expansion using the reported nozzle stagnation
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Figure 5.15: Flowfield state at the instant of unstart (t̂ = 1.066): Instantaneous
streamlines with contours of log pressure for (a) body-, (b) south-, and (c) cowl-side
walls.

conditions.† The results suggest that unstart shock speed is proportional to Reynolds

number. Assuming similar inflow Mach number and isolator geometry, increasing the

freestream Reynolds number may be thought of as increasing the dynamic pressure

of the incoming flow which would therefore require a greater back-pressure to initiate

unstart.

†The Do et al. shock-speed results are estimated from the reported time-to-unstart and isolator
length.
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Table 5.1: Comparison of unstart shock speeds for rectangular combustors at similar
free-stream Mach numbers.

Ref. Type H AR L Manozz Re′ × 10−6 us
[mm] [–] [mm] [–] [m−1] [m s−1]

Rodi et al.119 Cold 25.4 2.03 33.0 4.0 67.0 55-70
Wagner et al.128 Cold 25.4 2.0 242.3 4.9 29.5 20-74
Wieting116 Cold 38.1 0.8 177.8 5.3 0.6− 1.2 10-27
Mashio et al.159 Fueled, H2 32.6 0.92 37.1 2 3.56 50
Parrott et al.153 Fueled, H2 203.2 0.75 436.9 3.5 0.8 2
O’Byrne et al.160 Fueled, C2H4 24.0 0.20 400.0 3.8 41.0 75-90
This work Fueled, C2H4 42.3 5.40 507.2 2.84 18.4 30
Do et al.179 Fueled, C2H4 15.0 0.27 200.0 4.5 0.2 4

5.2.5 Global and Local Heat Release Analysis

Although the observed importance of separation is similar to previous unstart

studies, localized heat release is identified as a primary driver of side wall flow

separation. Other studies, including Nordin-Bates et al.,172 also show the influence

of spatially localized heat release on shock-train structure. The strong spanwise

gradient in pressure, as indicated by the 2-D cowl-wall pressure field analysis,

suggests heat-release variation across the combustor span. In particular, relatively

stronger heat-release near the upstream injector side wall region is observed as shown

in Figure 5.6. Concerning experiments, the regions of greatest heat release and

temperature are possible locations for the placement of heat flux or temperature

instrumentation, which facilitate measurements of thermal choking. However, it

is necessary to distinguish between the apparent global (line-of-sight or spatially

integrated) measures of heat release in the combustor versus local effects. This

is important in the context of new, laser-based, measurement methods, such

as Tunable-Diode Laser Absorption Spectroscopy (TDLAS)318 and Tunable-Diode
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Laser Absorption Tomography (TDLAT),319 which provide line-of-sight (integrated)

measurements of the flowfield. However, caution is necessary when comparing with

line-of-sight measurements. As shown by Gruber et al.,320 consistently applying data-

reduction methodology to both experimental measurements and CFD predictions

improves comparison.

For a potential comparison with path-integrated experimental measurements

or 1-D analysis approaches, the area-integrated heat release along the streamwise

direction is computed to quantify changes in the field as a result of modulation of

the fuel input. In Figure 5.16, non-dimensional heat release ĤR is shown in the

space-time diagram (x̂-t̂ plane). The normalized cross-sectional area of the flowpath

is shown for reference above the heat release map. To the right of the contour

map, the temporal variation of the integrated heat release is plotted for the B2

injector (x̂ = 11.57) and mid-cavity (x̂ = 13.42) planes. The maximum of the

area-integrated heat release along x̂ is also shown for each temporal snapshot. At

the start of the simulation, higher normalized heat release is present downstream

of the cavity, corresponding to the two backward-facing steps on the body-side and

cowl-side walls. As fuel flow rates are increased at the B2 injectors, a shift in the

maximum heat release from the backward-facing steps towards the combustor cavity

is observed, commensurate with the change in local fuel equivalence ratio. Heat

release at the B2 injector plane decreases with increasing fuel flow rate, while mixing

shifts to the cavity for the inboard B2 injectors and downstream along the side wall

for the outboard B2 injectors. The normalized maximum heat release rate remains

approximately constant across time (ĤR ≈ 8), consistent with the fixed total fuel

equivalence ratio (φtot = 0.9). Prior to unstart (t̂ = 0.89), the heat release reaches
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a maximum in the cavity; thereafter, a sudden drop in heat release occurs as flame

anchoring is lost. An increase in ĤR at these stations is observed after unstart

(t̂ = 1.066), as the mixing and reaction zones re-establish near the side wall. This

observation may parallel experiments in an ethylene-fueled facility by Liu et al.,181

which indicated a unstart transient featuring a sudden drop in measured wall pressure

and heat flux corresponding to upstream flame propagation. However, this integrated

view obfuscates the spanwise heat-release gradients.

To examine the near-wall (local) mixing region surrounding the outboard B2

injectors, the iso-surface of stoichiometric mixture fraction Zst is computed and

shown in Figure 5.17 as an indicator of the reaction zones. The mixture fraction

(eqn. 5.4) is defined using the mass of atomic carbon as a conserved scalar, β

(eqn. 5.3), this gives a local measure of mixing based on the relative concentration

of ethylene (C2H4), carbon dioxide (CO2), and carbon monoxide (CO). The iso-

surface (Zst ≈ 0.0637) is colored by non-dimensional height above the cowl-side

wall (ŷ). As indicated by the contours, the penetration of the outboard B2 injector

increases with increasing fuel flow rate, consistent with previous mixing observations

of steady-fueled cases in Figure 5.5. As in § 5.1.2, this side wall bias appears similar

to laser-based TDLAS measurements12,320 in this combustor under similar, but not

identical, operating conditions. Measurements12 of hydroxyl (OH) radical flouresence

downstream of the cavity are shown in Figure 5.18 (a), which indicate higher PLIF

intensity near the side, lower, and upper walls. The simulation prediction of mixture

fraction at x̂ ≈ 19, rendered in Figure 5.18 (b), compares well with the experimental

measurements at similar operating conditions. In particular, stoichiometrically mixed
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Figure 5.16: Global (spatially integrated) heat release distribution. Non-dimensional,
density-weighted, heat release variation along combustor. Lower left : contour map
ĤR(x̂, t̂). Top: Normalized cross-sectional area. Lower Right : maximum heat release
along flowpath; heat release at cavity plane x̂ = 13.42; heat release at B2 injector
plane x̂ = 11.57; start (N-N) and end (H-H) of fuel transient, unstart (red ?-?).
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regions (purple contour line), as indicators of active reaction zones, coincide with

maximum measurement intensity.

In agreement with the analysis of Fotia and Driscoll,184 increased fuel penetration

distance near the side wall presents a mechanical blockage (additional fuel mass flow or

momentum change), in addition to the chemical-based obstruction from heat release.

For this cavity configuration, changing the upstream fuel injector angle to alter the

fuel penetration behavior or modifying the spanwise fuel flow rate distribution for

the upstream injectors may be worth exploring as a means to mitigate unstart by

adjusting the extent of side wall separation. Gruber et al.,321 for example show

that the penetration and mixing are a function of the jet-in-crossflow injection angle.

Additionally, a full span cavity might limit local heat release effects by providing area

relief near the outboard injectors.

β =
mass C

mass mixture
(5.3)

Z =
β − βox
βf − βox

(5.4)
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(a) t̂ = 0.00

(b) t̂ = 1.00

Figure 5.17: Fuel injection and mixing as inferred from iso-surface of stoichiometric
mixture fraction Zst. Iso-surface colored by height above cowl-side wall ŷ.
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(a) Experimental setup12

(b) Comparison

Figure 5.18: Reaction zone comparison downstream of cavity: (a) Experimental setup
for instantaneous Hydroxyl (OH) radical PLIF measurements downstream of the
cavity, reproduced from Ryan et al.12 (Case A with φtot = 0.8); (b) CFD solution
(left) on x̂ = 19 plane at t̂ = 0: mixture fraction contours (Z) with red - lean, white -
near stoichiometric, blue (rich) mixture, and purple - stoichiometric condition (Zst),
and experimental measurements (right).
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5.3 Summary

• Reference fueling states are characterized to provide a reference for the transient

fuel-staging computations:

– Tare (un-fueled) mode operation features an oblique shock-train which

persists throughout the cavity region.

– Steady-state operation shows jet-like behavior downstream of the cavity.

– Shock-train length decreases for steady-state reacting flows due to

increased reaction-zone back-pressure.

– Heat release zones are biased near the side wall.

• Transient fueling staging dynamics of the three-dimensional flowfield are

characterized with respect to wall pressure sensors.

• Two distinct phases of PCST motion are observed for the imposed fuel-staging

transient.

– The pre-unstart phase features relatively low (O(1) m/s) upstream PCST

speed.

– The isolator unstart phase shows a much higher PCST speed (O(30) m/s).

– The unstart shock speed is comparable to values in the literature for similar

Mach numbers and isolator geometries.

• Corner flow effects are examined to understand the unstart initiation process:

– The pressure-based PCST detector is extended to 2-D, and the wall field

highlights side wall separation from the spanwise pressure gradient.
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– From the 2-D PCST detector analysis, the incipient unstart condition

corresponds to when the pressure rise at the side wall moves upstream

of the isolator entrance. The side wall pressure rise precedes the centerline

location by several duct heights.

– Separation effects are quantified in terms of the viscous confinement

parameter, which suggests that a shift occurs from an oblique to a normal

shock-train structure, consistent with 3-D flow observations.

– Secondary flow is captured from the vorticity field which evolves along the

lower isolator corner.

• Local versus spatially integrated views of heat release are used to understand

unstart inititation:

– The spatially integrated (global) heat release, analogous to typical laser-

based measurements, shows a shift from the back-facing steps to the cavity

region consistent with the imposed fuel-staging transient.

– The integrated view, although consistent with experimental measurement

techniques, does not capture the critical spanwise gradient in the reaction

zones, however.

– The mixture fraction and heat release show mechanical and chemical

blockage effects from the fuel injections near the side wall consistent with

observations in the literature.
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Chapter 6

Structure Identification and
Model Order Reduction

The development of sophisticated fluid control systems for mixing enhancement322

or cavity resonance mitigation323 for high speed propulsion systems motivates

the need to understand the behavior of coherent structures within the flowfield.

Specifically, a systematic method to quantify dynamics and isolate spatially or

temporally correlated features (coherent structures)324 is necessary to control

unsteady flowfields. Understanding these structures facilitates sensor (and actuator)

placement. A fundamental challenge that arises is where to optimally place a

limited number of sensors to characterize the system dynamics so as to provide input

for feedback control.218 In a control-system or linear-stability framework, the gain

(sensitivity) of the system is needed to quantify the dynamic response to a given

input. In the context of the present analysis, the input is the transient fuel flow rate

and the system is the combustor flowfield. However, statistical quantities based on the

Reynolds-decomposition, including the time-mean and variance, are only appropriate

to quantify flow dynamics when they are not dependent on the time window.325 The

subsequent discussion in § 6.1 introduces a metric to quantify the dynamics of the
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statistically unsteady scramjet flowfield as a first step toward sensor selection and

control system design.

A second related issue to sensor placement is how to manage the problem of ‘big

data’. The ‘curse of dimensionality’326 in CFD computations, which have billions of

degrees-of-freedom, makes brute force optimization of sensor placement intractable

and motivates development of Reduced Order Modeling (ROM) techniques. Methods

to filter dynamically significant features from and reduce the order of (compress)

large datasets are important to facilitate sensor placement, Reduced Order Modeling,

and control system development. To achieve transient feature extraction and

dimension reduction, a data-driven326 approach is selected for the current analysis.

Two popular222 Model Order Reduction (MOR) methods are Proper Orthogonal

Decomposition (POD) and Dynamic Mode Decomposition (DMD), as explored in

§ 6.2. These data-driven methods, reviewed by Taira et al.,222 are both related

to Principal Components Analysis (PCA) (§ 6.2.1), which serves to generate a

set of linearly independent basis functions (principal components) to both extract

important flow structures (§ 6.2.2) and for compression (order-reduction) of the

computational dataset. Because the flowfield in the current problem is non-stationary,

the physical significance of the modes must be established with care. Contrarily,

for statistically steady flows, POD and DMD modes provide a measure of energy

and amplification, respectively. Therefore, the presented analysis compares these

MOR modes to physical features such as side wall separation and PCST unsteadiness

previously explored (Ch. 5). Additionally, the statistically unsteady flowfield presents

a challenge to conventional order-reduction methods of POD and DMD with respect

to reconstruction error. Specifically, errors arise due to short-time transients. 327 To
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mitigate this, the Multi-Resolution DMD (mrDMD)13 method is employed to capture

the time-local dynamics, (§ 6.2.3). Critically, the MOR reconstruction errors are

leveraged to infer and isolate dynamically significant flowfield regions.

6.1 Dynamical Structure Identification

Optimal sensor placement allows the global system behavior to be approximated

or inferred by a limited number (sparse) of spatially local observations.218 However,

optimizing for a large-scale system, such as wind farm sensor placement,328

or where there are millions of degrees of freedom as in the present work,

is computationally intractible for high-dimensional problems. To address this,

compressed techniques329,330 map the problem into a different sparse subspace (e.g.

the Fourier domain) to select a smaller subset of probe locations before applying the

MOR decompositions. However, such an approach is not strictly suitable for the

present problem, because of the time-local dynamics. As a computationally efficient

estimate of the strongest flowfield dynamics, a new metric is adapted to quantify

spatially local flow dynamics and serve as verification for the extracted dynamical

features from the MOR filters. The metric characterizes the combustor dynamics

and isolates regions within the combustor that are most sensitive to the change in

fuel input.

For the current non-stationary flowfield, typical statistical analyses of statistically

steady turbulent flows, including time-mean, root-mean-square, and higher-order

central moments325 (i.e. Reynolds decomposition), are not appropriate. Instead, the

total variation (TV) is adapted as an estimate of the system dynamics across time for

each degree-of-freedom (DOF) within the computational domain. As a conservative
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measure of the dynamics, the total variation (eqn. 6.1) functions as an L1 norm of

the temporal gradients.331 The L1 norm is defined in (eqn. 6.2) as a measure of the

length of vector φ with n elements. In this way, TV also serves as an approximate

measure of the average dynamics ∆q (eqn. 6.3) at each DOF. As will be shown,

adjusting the time window bounds (t1 and t2) can isolate particular dynamics during

different phases of transient fuel-staging. Ultimately, the interest is to differentiate

between dynamics prior to and during the unstart phase of PCST motion to identify

dynamically responsive regions of the flow or flow structures that contribute to the

unstart process and might be targeted with control.

TV (q)|t2t1 =

n2∑
n=n1

|qn − qn−1| ∝
∣∣∣∣∣∣∆q

∆t

∣∣∣∣∣∣
1

(6.1)

L1(φ) = ||φ||1 =
n∑
i=1

|φi| (6.2)

∆q

∆t
≈ 1

t2 − t1
TV (q) (6.3)

As a test of this metric, the heat release dynamics are computed on two different

analysis planes: the symmetry (ẑ = 0) and horizontal cross section (ŷ = 0.5) planes of

the isolator, as indicated on Figure 6.1 (a) and (b), respectively. The computed heat

release field over period 0 ≤ t̂ ≤ t̂uns is normalized by
.

HRx(t = 0). On the symmetry

plane (Figure 6.2 (a)), local extrema of around 100 times
.

HRx(t = 0) are observed

in the cavity flameholder. Bias of the reaction zones toward the side wall is evident

from Figure 6.2 (b), where the local maxima (
.̂

HRTV ≈ O(100)) are found near the

outboard B2 fuel injector. Downstream of the B2 injectors, the fuel plume features

relatively lower dynamics (
.̂

HRTV ≈ O(10)). These dynamics are attributable to the

change in fuel penetration (Figure 5.17) across the isolator duct height. Downstream
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(a) z/H = 0

(b) y/H = 0.5

Figure 6.1: Flowfield dynamics analysis plane details: (a) symmetry plane, (b)
horizontal cross-section plane.

of the injector in the cavity region (13 ≤ x̂ ≤ 16), the fuel-air mixing is more diffuse

with relatively lower dynamics as inferred from the magnitude of the heat release TV

field. This metric is consistent with previous qualitative description (§ 5.2) and is

therefore applied to other observables of interest to identify regions with relatively

higher dynamics related to flow separation and PCST motion.
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(a) ẑ = 0

(b) ŷ = 0.5

Figure 6.2: Heat release dynamics quantification via TV (̂̇HR) on (a) symmetry
(ẑ = 0) and (b) horizontal (ŷ = 0.5) analysis planes .

6.1.1 Side Wall Separation

As previously discussed, formation of the separated flow regions plays an

important role in inception of the unstart transient. To understand these dynamics,

the velocity field is selected as the observable of interest for the analysis. For

convenience, the field is normalized by a mass-flux-weighted average of the streamwise

velocity on the isolator entrance plane ue(x = 0, t = 0) ≡ 840 m/s.

The analysis first isolates the combustor symmetry plane to identify body-side

(upper) wall separation features present during the fuel-staging transient (§ 5.2.2).

Figure 6.3 (a) shows the computed TV field which highlights several distinct regions

of relatively high dynamic importance. As expected, the cavity shear layer region

is highlighted similar to the heat release TV field previously discussed. However,
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higher TV magnitude (ûTV ≈ 2) is observed (Figure 6.3 (b)) near the upper wall

(0 ≤ x̂ ≤ 3) corresponding to the separation region identified in Figure 5.9. Small

regions of relatively larger TV on the lower wall at x̂ ≈ 3, 7, 10, 15 are attributable to

the impingement locations of the reflected oblique shocks. This is further explored in

§ 6.1.2. Next, the TV ratio (RTV ) (eqn. 6.4) is introduced to compare dynamics within

the unstart window (1 ≤ t̂ ≤ tuns) to that over the entire fuel-staging event. From

this second metric, regions which respond most strongly during the unstart phase of

the fuel-staging transient are inferred. This field, rendered in Figure 6.3 (c), indicates

relatively stronger dynamics at the isolator entrance x̂ = 0 during the unstart phase.

RTV =
TV |tuns1

TV |10
(6.4)

Applying the TV metric analysis to the horizontal reference plane (ŷ = 0.5),

provides a measure of side wall dynamics. Unlike the symmetry cross-section, a

relatively constant TV magnitude is observed throughout the combustor as shown in

Figure 6.4 (a). However, a signature of the inception of DG-induced flow curvature

and separation is indicated by a lobe from −2 ≤ x̂ ≤ 4, previously observed in

Figure 5.7. Windowing the data to isolate the unstart phase via R, identifies two

regions of interest. The first region corresponds to the side-wall separation, indicated

by the TV field. The second region corresponds to the oblique DG shock, which is

turned toward the centerline. This signature is indicated by the reduction in Mach

number magnitude shown in Figure 6.4 (a) which reduces from Ma ≈ 2.8 to Ma ≈ 2

near x̂ = 0.
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(a) ∇ ·U at t̂ = 1

(b) TV (û)

(c) RTV (û)

Figure 6.3: Upper wall separation dynamics on symmetry ẑ = 0 plane: (a) dilatation
field, (b) total variation of streamwise velocity, and (c) TV ratio.
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(a) Ma at t̂ = 1 (symmetry shown)

(b) TV (û)

(c) RTV (û)

Figure 6.4: Side wall separation dynamics on ŷ = 0.5 plane: (a) Mach contours at
t̂ = 1, (b) total variation of streamwise velocity, and (c) TV ratio.
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6.1.2 Pre-Combustion Shock-Train

The vertical velocity component (v) serves as a better indicator of oblique shock

waves within the isolator than the u-velocity component. Like the upper wall

separation feature, attention is drawn to a spatial window of the symmetry plane.

Here, the vertical velocity normalization is scaled like the streamwise component as

v̂ ≡ v/ue. For the following, the shock-train dynamics are compared during the pre-

unstart and unstart time windows.

The TV metric of v̂ in Figure 6.5 (a) highlights reflecting oblique shock waves

downstream of isolator entrance (0 ≤ x̂ ≤ 5). Unsteadiness of the oblique shocks at

the isolator entrance is a consequence of supersonic core flow modulation, which is

identified from the unsteady subsonic separated zone discussed in the prior discussion

(Figure 5.9). Additional dynamics observed in the cavity downstream of the B2

injectors are attributable to: (1) increased fuel penetration because of increasing B2

injector fuel flow rates with time and (2) heat release modifying the cavity shear

layer attachment location at the aft-end of the cavity ramp. Like the upper wall

separation, unsteadiness in the reflected shock waves downstream of the isolator

entrance prior to the unstart phase is inferred from the percentage of TV during

unstart (Figure 6.5 (b)).

Connecting this observation to the previous wall pressure signatures, the TV of

the cowl-wall pressure field is analyzed on the ŷ = 0 plane as shown in Figure 6.6 (a).

The scaled pressure field (pTV /p∞) is subsequently shown in Figure 6.6 (b). Notably,

high TV (p̂TV ≥ 2) is identified near the centerline (ẑ = 0). These spatially periodic

signatures (about every 2H) are associated with the reflecting oblique shock waves

within the isolator, which shift during the fuel-staging transient. However, the region
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(a) v̂TV

(b) RTV

Figure 6.5: PCST dynamics on symmetry plane (ẑ = 0): (a) time-mean field, (b)
total variation field v̂TV , and (c) TV ratio.

near the side wall ẑ ≈ 2.7 shows relatively constant magnitude. The side wall

separation zone, which is driven by the corner heat release, leads to saturation of

TV levels along the isolator duct. A small local peak in the TV field near the side

wall upstream of the isolator entrance (x̂ = −1) may indicate dynamics associated

with the unstart phase when the PCST moves upstream of the isolator entrance.
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(a) y/H = 0

(b) pTV /p∞

Figure 6.6: PCST wall pressure dynamics on (a) cowl-wall plane and (b) scaling wall
pressure field.
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6.1.3 Spanwise Flow Gradients

The previous analysis of the streamwise velocity component on the 2-D cross-

section plane isolated the near-wall separation regions. While not obvious from

these 2-D views, a 3-D perspective reveals some contribution to this separated zone

by a vortical-like structure that extends along the isolator duct length. This view

further highlights the strong spanwise gradients observed in the discussion of side

wall separation.

Qualitative inspection of the flowfield reveals this feature in the isolator duct

corner near the upper wall. Reversed flow regions are highlighted by an iso-surface

of û = −0.05 in Figure 6.7. The iso-surface is colored by distance above the cowl-

side wall (ŷ), and the upper corners of the isolator duct are shown in orange. An

iso-surface of the dilation field, rendered in teal, identifies the isolator compression

waves.

The TV metric is employed to study the relative dynamics over the entire, 3-D

velocity field and isolate spanwise gradients. The total variation of each of the

three velocity components is computed. Isosurfaces at twenty percent of the global

maximum for each velocity component are rendered. For the streamwise velocity (û),

this is equivalent to 0.2||utv||∞ where ||.||∞ is the infinity norm. In the streamwise

direction (Figure 6.8 (a)), several distinct regions are identified. Consistent with

previous 2-D analysis, the body-side separation region is highlighted near x̂ = ẑ = 0.

Near the isolator entrance (x̂ = 0) at the side wall ẑ ≈ 2.7, the region affected by

flow curvature and separation is identified consistent with Figure 5.7. A final region

of prominent dynamics is evident behind the cowl-side step shear layer at x̂ ≈ 18.
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Figure 6.7: Spanwise flowfield variations (flow is left to right): Vortical features in
isolator at t̂ = 0. Iso-surface of dilatation field illustrating compression regions such
as inlet oblique shocks (teal) and iso-surface of reversed flow regions (û = −0.05)
colored by height above cowl-side wall (ŷ); reversed flow regions in orange.

Similar to ûTV , the vertical velocity component v̂TV iso-surface highlights the body-

side wall separation, isolator corner effects, and the cowl-side-step shear layer as

shown in Figure 6.8 (b). Unlike the streamwise and vertical velocity components,

the spanwise velocity ŵTV (Figure 6.8 (c)) primarily shows the signature of the cowl-

side-step region. However, like the other velocity components, spanwise gradients are

evident from the iso-surface in the cowl-step region for each component.

140



(a) 0.2||utv||∞

(b) 0.2||vtv||∞

(c) 0.2||wtv||∞

Figure 6.8: Spanwise flowfield gradients. Iso-surfaces of (a) ûTV , (b) v̂TV , and (c)
ŵTV at 20 percent of the global maximum for each velocity component.
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6.2 Model Order Reduction

MOR serves as a step toward reduced order representation of dynamical systems.

Such data-driven methods provide a basis for sensing, reduced-order modeling,

and design optimization332 through a low-dimensional representation of unsteady

systems.326 These methods are useful in the development of Reduced Order Models

(ROMs), which retain most of the key features of the original data, but with

significantly reduced dimensionality relative to the original physical system.333 POD,

for example, in conjunction with Galerkin-based methods,334–336 provides the basis

for ROMs of many turbulent flows. ROMs are further useful for stability analysis 337

and the placement of sensors for control systems.338 Methods such as compressed-

sensing,330 sparse coding,339 and optimized Dynamic Mode Decomposition (DMD)340

while attractive, involve a non-trivial optimization problem to find a sparse basis of

much lower dimension than the original dataset.

In contrast, two straight-forward data-driven Model Order Reduction (MOR)

methods include snapshot-based Proper Orthogonal Decomposition (POD)219,341,342

and Dynamic Mode Decomposition (DMD).220,221,343 For the MOR methods

considered, each method generates a new mathematical basis for the input data,

assuming a separation of variables (eqn. 6.5), such that the state of system q is

approximated by a summation over modes M with time-varying coefficients a(t) and

spatial modes φ(x).

q(x, t) ≈
M∑
m

am(t)φm(x) (6.5)

142



6.2.1 Methods

The POD and DMD methods are dependent on the Singular Value Decomposition

(SVD) and are closely related† to the statistical Principal Component Analysis

(PCA)344 which constructs a basis to filter out noise and reveal hidden structure

through a linear combination of basis functions.345 For these methods, the snapshots

from CFD are written in matrix form Q, with dimensions k by n, where k is the spatial

dimension and n is the time dimension. PCA decomposes the set of m, k-dimensional

observations into a set of linearly independent principal components (basis vectors)

in order to reduce the dimensionality of system344 from dimension m to dimension r

for r < m.

Snapshot Proper Orthogonal Decomposition

The snapshot-based or space-only346 Proper Orthogonal Decomposition (POD),

derived347 from the original work of Lumley219,341 in the context of turbulent flows,

is suitable for snapshots gathered from experimental or computational data. This

approach assumes a decomposition of the data in which instantaneous fluctuations

(q′) about the time-mean state (q̄) at time (n) (eqns. 6.6-6.7) are separated into the

time coefficients (am(t)) and orthogonal spatial basis vectors (φm(x)) for the modes

(1 ≤ m ≤M) (eqn. 6.8) from N collected snapshots.

q̄ =
1

N

N∑
n=1

qn (6.6)

q′n = qn − q̄ (6.7)

q′(x, t) =
M∑
m

am(t)φm(x) (6.8)

†PCA and snapshot-based POD are equivalent.324
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First, a correlation matrix (eqn. 6.9) is computed from the inner product

(eqn. 6.10). Spatial weights are neglected for these computations since they

do not qualitatively affect the mode structures,† consistent with observations of

Mohan et al.348,349

Rij =
1

N
< q′i, q

′
j > (6.9)

< f, g > =

∫
Ω

f(x)g(x)dx (6.10)

An eigenvalue decomposition of the correlation matrix yields eigenvectors (wm) which

form the POD basis. The spatial modes (eqn. 6.12) are computed by projecting the

eigenvectors onto the fluctuating snapshots. For convenience, the (·) operator is

adopted to simplify the inner product notation.

Rwm = λmwm (6.11)

φm =
wm · q′n
||wm · q′n||2

(6.12)

Temporal coefficients are subsequently computed from eqn. 6.13. Using a subset of

the basis modes (M ≤ N), the field is reconstructed from eqn. 6.14.

am,n = φm · q′n (6.13)

q′n ≈
M∑
m=1

am,nφm (6.14)

The eigenvalues (λ) represent the contribution of a given mode to the total system

energy.‡ When applied to the full state vector, a different inner product is more

†In the case of a uniform grid, the spatial weights are identical at each point in the domain and
uniformly scale the elements in the correlation matrix.

‡The amount of order reduction is typically controlled by retaining modes that contribute to a
selected energy (correlation) threshold. e.g. Huang et al.350

144



suitable for compressible flows to maintain consistency between units for an energy-

based norm.324 For the present work, observables are normalized such that all units

cancel.

Dynamic Mode Decomposition

Dynamic Mode Decomposition (DMD) (Schmid221 and Rowley et al.220) assumes

that the action of a system may be approximated by the linear operator (A) to map

the system from state qn to qn+1 (eqn. 6.15).† The method is attractive because

it can extract low-energy, dynamically relevant features that POD may otherwise

overlook.343 DMD is used to extract coherent structures in a Hydrogen scramjet

model by Li et al.,351 for example.

qn+1 ≈ Aqn (6.15)

In the SVD-based approach,221 DMD approximates this A operator from two

matrices QN−1
1 and QN

2 (eqns. 6.16-6.17) using the collected snapshots.

QN−1
1 = {q1, q2, ..., qN−2, qN−1} (6.16)

QN
2 = {q2, q3, ..., qN−1, qN} (6.17)

The SVD operator is applied to QN−1
1 to yield the approximate operator Ã (eqns. 6.18-

6.20) from the left singular vectors (U), singular values (Σ), and right singular vectors

(V ). At this stage, rank reduction may be applied to select a reduced basis for Ã

with rank r̃ ≤ r where r is the full rank of U .‡ For this analysis, it is assumed r̃ = r;

†For statistically stationary, zero-mean snapshots, the DMD operator is equivalent to the Discrete
Fourier Transform (DFT).346

‡The rank r measures the number of linearly-independent basis vectors in U which is at most
m = N − 1 for DMD.
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however, a more optimal a priori selection for r̃ < r in the context of order reduction

has been proposed for matrices with specific statistical properties.352

AQN−1
1 = QN

2 (6.18)

QN−1
1 = UΣV ∗ (6.19)

Ã ≡ U∗AU = U∗QN
2 V Σ−1 (6.20)

The eigenvectors of Ã (wm) form the POD-projected DMD modes φm (eqn. 6.21)

using U . The eigenvalues of Ã (µm) approximate those of A (λm) via eqn. 6.22,

in which the real and imaginary components provide mode growth rates (σm) and

frequencies (ωm), respectively.

φm = Uwm (6.21)

λm ≈
log µm

∆t
= σm + iωm (6.22)

The DMD mode amplitudes (d) are determined by a least-squares projection

(eqn. 6.23) of the modes onto the first snapshot (q1). Reduced-order reconstruction

of the data follows220 (eqn. 6.24) for a subset of the modes (1 ≤M ≤ N − 1).

Φd = q1 (6.23)

qn ≈
M∑
m=1

dme
λmtnφm (6.24)

Multi-Resolution Dynamic Mode Decomposition

Multi-Resolution DMD (mrDMD)13 is attractive for analysis of unsteady systems

with multiple time scales, because it utilizes a ‘hierarchical’ application of DMD to

extract time-local dynamic content from snapshots, as represented by different bins

b in the time-frequency domain illustrated by Figure 6.9. This method is similar
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Figure 6.9: Schematic of Multi-Resolution DMD filtering hierarchy for modes (φm)
at level (l) and time bin (b). Adapted from Kutz et al.13

to wavelet analysis because it seeks to capture time-local dynamic content.327 The

method may also capture translational and rotational structures in snapshots that

are difficult to capture with the standard snapshot POD and DMD approaches.13

The algorithm described below is based on the implementations of Kutz et al.327

and Taylor.353 There are several free parameters in the approach which include the

maximum number of levels (L), the maximum cycles per bin (maxcyc), and the cut-

off frequency (ρ) (eqn. 6.25), which is itself a function of sampling rate. Following

Kutz et al.,327 the limit nnyq (eqn. 6.25) is specified as four times the Nyquist rate to

resolve the specified number of cycles per bin. A maximum of two cycles are sought

within each sampling window. At the first level of application (l = 1), DMD operates

on B = N snapshots. Because only the ‘slowest’ (lowest frequency) modes are of

interest in the current bin, the snapshots are sampled with stride (∆B) (eqn. 6.27).
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After sub-sampling the data, DMD modes and eigenvalues are computed following

the standard DMD approach.

ρ =
maxcyc
Bl,b

(6.25)

nnyq = 4 · (2 ·maxcyc) (6.26)

∆B =
Bl,b
nnyq

(6.27)

Subsequently, ‘slow’ low-frequency modes with eigenvalues (|λ| < ρ) are identified.

For these slow modes, mode amplitudes are computed and stored as before. With

these slow modes, a partial reconstruction of the system is computed and subtracted

from the original signal (ql,b) in the current bin level. Finally, the remaining signal

is windowed into bins of size (Bl,b = N/2l) for the next level (l) and DMD is applied

recursively to each window.

Final reconstruction of the system by the reduced hierarchical basis follows by

summing over all modes (φ
(l,b)
m ) in each bin (b) at each level (l) with eqn. 6.28.13 The

reconstruction relies on a filter function (f l,b) taken as eqn. 6.29. This filtering in

time and frequency is equivalent to that illustrated in Figure 6.9.

q(x, t) ≈
L∑
l=1

Bl∑
b=1

Ml,b∑
m=1

f l,bdl,bme
(λl,bm t)φl,bm (x) (6.28)

f l,b(t) =

{
1, t ∈ [tb, tb+1], b ∈ 1, 2, · · · , Bl

0, otherwise
(6.29)

6.2.2 Feature Extraction

A focus of statistical and unsupervised learning, such as Principal Component

analysis, is to extract low dimensional features354 from a high-dimensional

system. This feature-extraction perspective is adopted for the subsequent analysis.
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Specifically, gradients in the spatial modes are examined for indicators of the primary

dynamic flow structures (features) related to side wall separation and the isolator

shock-train. These modes are compared against previous qualitative and quantitative

measures of the flow structures to provide a physical interpretation of the modes.

Side Wall Separation

First, POD and DMD modes are computed and examined for indicators of

coherent flow structures related to upper wall separation. To analyze this feature

using the data-driven MOR-methods, the streamwise velocity component (u) is scaled

by spatially averaged isolator entrance velocity (ue), as before, to give û ≡ u/ue.

Other velocity components are similarly scaled. This MOR-analysis considers

snapshots over the full transient period (0 ≤ t̂ ≤ tuns).

To isolate the modes of interest, metrics of the relative information content in

each mode are computed. The modes are assigned weights and ranked to select

the modes which best capture the flowfield dynamics. The POD eigenvalues, which

serve as a measure of the system energy, and the L2 norm of the real part of each

scaled DMD mode (||R(dmφm)||2) are selected as representative measures of relative

information content. The DMD weight is computed consistent with the approach of

Mohan et al.348,349 The POD and DMD metrics are plotted in Figure 6.10 and indicate

a relatively rapid drop off in normalized POD mode amplitude with increasing mode

number, consistent with the expectation that POD provides for an optimal basis in

terms of energy (L2 norm). After the first dozen modes however, the amplitude drop-

off becomes asymptotic across all modes; this is consistent with the expectation that

most of the information is encoded in lower-numbered modes.355 Because the mode
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Figure 6.10: Upper wall separation dynamics: POD and DMD mode information-
content for first 20 modes.

amplitudes rapidly decrease with mode number, the first mode (m = 1) of each basis

is representative of the dominant flow features.

Since the system is not statistically steady, additional dynamic flow structures are

observed in the dominant modes. This contrasts with statistically steady flowfields

where the first computed POD or DMD mode represent the time-mean field when

applied to the raw snapshots.346 The first (m = 1) POD and DMD modes are shown

in Figure 6.11 (a,b) where the real part of the DMD modes is plotted for comparison

(Re(φ̂)). Relatively large, positive magnitudes in the first POD mode highlight the

cavity shear layer region and upper wall separated region. For this non-stationary

system, the dominant DMD mode contains not only features of the time-averaged field

(Figure 6.11 (c)) but also the signature of the upper-wall separation zone. The first
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(a) POD m = 1

(b) DMD m = 1

(c) ¯̂u

Figure 6.11: Upper wall separation dynamics: (a) POD m = 1 mode, (b) real part of
DMD m = 1 mode, and (c) time-mean of streamwise velocity field (¯̂u).

POD mode similarly features spatial gradients representing the upper wall separation

zone.

Multiple zero-frequency modes appear with different growth rates. Stationary

modes for the upper wall separation analysis are compared in Figure 6.12. Despite

having zero frequency, the stationary mode growth rates (σ) vary by several orders

of magnitude. The growth rates are scaled as σ̂e = σH/ue. Crucially, each of these
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(a) m = 1, σ̂e = 1.5× 10−4

(b) m = 4, σ̂e = 1.0× 10−3

(c) m = 5, σ̂e = −5× 10−2

Figure 6.12: Upper wall separation dynamics: DMD stationary modes.

stationary modes contains spatial content indicative of the upper wall separation,

demonstrating the relative dynamic importance of this feature during the transient

fuel-staging event; i.e., the dynamics are spread across multiple frequencies.

Like the symmetry plane, evidence of side wall separation structures are found

through examination of the horizontal plane located at ŷ = 0.5 above the lower

wall. In this region of interest, the dilatation field (Figure 6.4 (a)) highlights strong

flow curvature at the isolator entrance (x̂ = 0) with dark contours indicative of

the compression waves turning the flow. The subsonic separated region is indicated

from the sonic condition shown by the red contour line. The dynamics of the

separation zone are corroborated by the total variation of the streamwise velocity

field (Figure 6.4 (b)), which highlights two dynamic regions of interest. One region

associated with DG-initiated oblique shock is located near the isolator entrance at
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x̂ = ẑ = 0, the dynamics of which are prominent during the unstart phase as indicated

by the RTV (û) field in Figure 6.4 (c).

A secondary lobe structure is found nearer the side wall and at a more acute

angle (relative to the side wall) whose corresponding TV magnitude suggests that

its dynamics are mixed between pre-unstart and unstart phases. This latter feature

is an indicator of flow curvature at the inception of side wall flow separation due to

upstream propagation of the pressure rise associated with combustion. While both

dominant POD (Figure 6.13 (a)) and DMD (Figure 6.13 (b)) modes capture regions

of strongest dynamics associated with sidewall separation, only DMD captures the

signature of DG shock near the isolator midspan (ẑ = 0). These compression waves

are shown in Figure 6.13 (c).
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(a) POD m = 1

(b) DMD m = 1

(c) ∇ ·U at t̂ = 1

Figure 6.13: Side wall separation dynamics: (a) POD m = 1 mode and (b) real part
of DMD m = 1 mode, and (c) snapshot at t̂ = 1: greyscale - dilatation, red sonic
line.
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Pre-Combustion Shock-Train

Like the TV analysis, the vertical velocity component (v̂) is analyzed with the

MOR techniques to distinguish PCST at different phases of the fuel-staging transient.

SBLI structures are identified from the dominant modes for several time-windowed

MOR-decompositions. Dominant POD and DMD modes from the analysis of the full

simulation window (0 ≤ t̂ ≤ tuns) are shown in Figure 6.14 (a) and Figure 6.14 (b),

respectively. Time-windowing of the data also isolates the change in SBLI behavior

between the two phases of PCST motion. The first mode for the POD-analysis

of the pre-unstart (slowly varying) phase (Figure 6.14 (c)), although qualitatively

similar to POD of the full transient sequence, is quantitatively closer to the time-

mean flowfield during the quasi-steady phase. Caution is warranted because POD

assumes ergodicity, which may make the physical interpretation of the modes less

straight-forward for the current dataset. DMD, which does not assume a statistically

steady system, is therefore better-suited to the statistically non-stationary flow.

Consequently, DMD is applied to the unstart phase window. The DMD mode

(Figure 6.14 (d)) highlights the incident oblique shock generated by the DG as the

dominant dynamic feature, the signature of which is shifted upstream of the isolator

entrance (x̂ = 0), consistent with the upstream motion of the PCST.
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(a) Full sequence, POD

(b) Full sequence, DMD

(c) Pre-unstart, POD

(d) Unstart phase, DMD

Figure 6.14: PCST structures from MOR modes subject to specified time-windows:
(a) POD on 0 ≤ t̂ ≤ t̂uns, (b) DMD on 0 ≤ t̂ ≤ t̂uns, (c) POD on 0 ≤ t̂ ≤ 1 , and (d)
DMD on 1 ≤ t̂ ≤ t̂uns .
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6.2.3 Inference of Dynamics and Data Compression

In addition to isolating the dynamic features within the flowfield, it is desirable to

produce reduced-order representations, which maximize order reduction (minimize

basis size), while minimizing reconstruction error, to facilitate reduced-order

modeling. To assess the effectiveness of the MOR decompositions (i.e. as a measure

of data compression) the error between the reconstructed flowfield and the original

CFD dataset is computed as a function of basis size. For this evaluation, the absolute

error field (eqn. 6.30) is used to infer strongly transient regions which are not as

well captured by the MOR methods. Subsequently, the relative reconstruction error

(eqn. 6.31) is computed from the L2 norm.

E(x, tn) = qmor(x, tn)− qcfd(x, tn) (6.30)

E2(tn) =
||E(x, tn)||2
||qcfd(x, tn)||2

(6.31)

Dynamics

Reconstruction error magnitudes vary for the different MOR methods used.

However, these errors facilitate identification of strongly transient regions. In

this approach, higher-order dynamics are assumed to require a larger basis size.

Therefore, regions with relatively higher reconstruction errors are indicative of non-

linear dynamics which are not well represented for a given basis size.

As an example, the average of absolute error is computed for the streamwise

velocity field on the symmetry plane. Figure 6.15 shows the time-average of the

absolute error magnitude field (|E(t)|) for POD and DMD with a M = 20 basis size.

The largest error regions are near the upper wall separation and cavity shear layer
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(a) POD

(b) DMD

Figure 6.15: Comparison of average of absolute reconstruction error (|E(t)|) for (a)
POD and (b) DMD using M = 20 for streamwise velocity on symmetry (ẑ = 0) plane.

zones, consistent with previous qualitative and quantitative analysis. This suggests

that the error is a suitable analog for the most significant dynamics that are least

well-captured for the assumed basis size. POD errors are lower than DMD, which is

expected by definition of error in the L2 norm and the PCA least squares minimization

problem.

Next, this error analog is extended to flow dynamics of the full 3-D domain.

Previously, the reconstruction error was computed directly. This requires selecting

a basis size (M) and reconstructing the signal to evaluate the error. For high-

dimensional systems, it is costly to determine a suitable M required to achieve a

desired reconstruction error.
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To facilitate 3-D analysis, we return to an observation from the feature-extraction

discussion. For simplicity, only data within the pre-unstart time window are analyzed.

As previously noted, the first DMD mode contains signatures of the time-mean field.

However, the first mode also encodes the structure of the non-stationary dynamics.

Consequently, the difference between the first DMD mode and the time-mean field

is expected to isolate higher-order dynamics, which are also encoded in the higher

modes.

The velocity field is also selected for the 3-D MOR-based decomposition. Because

of the domain size and corresponding memory requirements, each velocity component

is decomposed independently.† A question arises, however, as to whether this

separation of the DMD filter is reasonable in terms of consistency between computed

dynamics.

As before, the normalized mode amplitudes are computed to characterize relative

mode information content. The normalized mode amplitudes for the first 40 DMD

modes are shown in Figure 6.16. Here, the amplitude drop-off varies with the

relative magnitude of the velocity components where, generally, |û| > |v̂| > |ŵ|. To

compare the three DMD computations, the eigenvalues are computed as a measure

of the system dynamics. The eigenvalues (µm) computed from DMD are used to

approximate the frequency and growth rate information of the modes (λm). The

eigenvalue spectra for each of the velocity components (û, v̂, and ŵ) are shown in

Figure 6.17. Qualitatively, the eigenvalues show some differences in the different

velocity eigenspectra. Mezić355 notes that although any observable selected for

†While previous MOR computations rely on Python-based codes implemented by the author, the
memory requirements mandate a more computationally efficient version of DMD, using the Fortran
LAPACK356 library, as implemented by collaborators previously acknowledged.
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Figure 6.16: Spanwise dynamics variations: DMD mode amplitudes for individual
velocity components for 1 ≤M ≤ 40.

analysis with DMD will contain some of the underlying global system dynamics, the

choice of observable can lead to differences in the computed spectra. Although the flow

is not strictly stationary during the pre-unstart phase, the eigenvalue corresponding to

the dominant mode m = 1 of each velocity component has zero frequency (Im(λ) = 0)

and small, but finite, growth rate (|Re(λ)| > 0). Interestingly, while the streamwise

(û) and spanwise (ŵ) components have near-identical growth rates, the vertical

velocity component (v̂) is lower in magnitude, closer to zero growth rate. Similarity

between each of the separate DMD calculations for lower-numbered modes suggests

that each DMD calculation captures a similar portion of the system dynamics.

Having established that the independent application of DMD to each of the

velocity components yields reasonably-consistent dynamics, the 3-D mode structures

are analyzed. Since the flow is not statistically steady, the dominant DMD mode,
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Figure 6.17: Spanwise dynamics variations: Comparison of DMD eigenspectra (µm)
for û, v̂, and ŵ velocity components.
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which is scaled relative to the initial state, will contrast with the time-averaged

field. The most transiently-responsive regions are inferred from the magnitude of this

difference. Contours of this difference in velocity between the first mode and time-

mean field (δûi) are shown in Figure 6.18 (a) for the symmetry plane and several

constant x̂ planes in the isolator spaced every ∆x̂ = 2. The streamwise velocity

component, for example, captures the upper wall separation previously discussed

(§ 6.1.1) as well as the cavity shear layer, as indicated by the contours on the symmetry

plane (ẑ = 0). The upper corner of the isolator at the side wall is also identified in

the region of vortical-like flow previously shown in Figure 6.7.

The vertical velocity component (Figure 6.18 (b)), previously used to characterize

the PCST structure, isolates the oblique shock generated by the distortion generator

on the symmetry plane, as highlighted by the red band upstream of isolator entrance

(x̂ = 0). Larger magnitudes on the constant x̂ planes near the isolator entrance are

associated with the modulation of the oblique shock structures by the upper wall

separation region, as observed in § 5.9.

However, the spanwise velocity component (Figure 6.18 (c)) contour levels are

saturated near the isolator corner. These relatively constant levels are attributable

to upstream PCST motion. Similarly, higher-magnitude dynamics are inferred in

the cowl-step region downstream of the cavity. This methodology suggests that the

difference between the non-zero time-mean and the first DMD mode for statistically

unsteady flowfields may provide an economical approach to infer the most dynamically

responsive regions within the flowfield.
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(a) δû = ûm=1 − ¯̂u

(b) δv̂ = v̂m=1 − ¯̂v

(c) δŵ = ŵm=1 − ¯̂w

Figure 6.18: Spanwise flow variations: Inference of dynamic regions from the
difference between DMD m = 1 mode and time mean for (a) streamwise, (b) vertical,
and (c) spanwise velocity components.
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Reconstruction Efficiency

A final component of the MOR-based analysis considers the degree of data-

compression (order reduction) achievable for a particular reconstruction error

magnitude. Understanding error scaling with basis size is important for the efficient

construction of reduced-order models. First, the efficiency of POD and DMD to

capture flowfield dynamics for a given basis size is assessed. Second, time-windowing

of the data is shown to reduce reconstruction errors. However, the time-local nature of

unstart unsteadiness motivates the application of the multi-resolution DMD method.

Consequently, the multi-resolution method reduces errors associated with non-linear

unstart PCST motion compared with the standard DMD and compares favorably

with the L2-optimal POD.

The scaled streamwise velocity on the symmetry plane is used as representative

example for the MOR reconstruction behavior. From the previous mode amplitude

scaling (e.g. Figure 6.10), a M = 20 basis size is selected for the initial flowfield

reconstruction, corresponding to 10 percent of the computational dataset. The POD

and DMD reconstruction errors are illustrated in Figure 6.19. During the pre-unstart

phase, DMD exhibits lower errors. As time advances toward the unstart phase, DMD

errors increase rapidly, attributable to non-linear PCST transients. POD, however,

exhibits relatively constant error during the first half of the fuel-staging transient.

Although several higher peaks are observed in the latter half of the fuel-staging

transient, the errors during the unstart phase are an order of magnitude lower than

DMD.

The number of modes retained for reconstruction is varied to determine the

scaling of relative error across time for a specified level of order reduction. Order
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Figure 6.19: Reconstruction error comparison for streamwise velocity field (û) on
symmetry (ẑ = 0) plane for M = 20 basis size.

reduction is defined as the ratio of total snapshots to number of modes retained in

the reconstruction. Order reduction (Or) factors between 1.5 and 50 are imposed,

requiring between M = 160 and M = 5 modes, respectively. Increasing the

number of modes used in the reconstruction reduces errors prior to the unstart

phase for both POD and DMD. POD errors decrease for each subsequent increase

in basis size (M) used for reconstruction (Figure 6.20 (a)). However, by M = 20,

diminishing returns are observed in the reduction of DMD E2(t) during the unstart

phase (Figure 6.20 (b)). These trends are summarized in Table 6.1, which compares

basis size (Mi), order reduction (N/Mi), and reduction in normed relative error

(|E2|M=5/|E2|Mi
). Still, prior to unstart, both POD and DMD yield relatively small

reconstruction errors (E2(t) ≤ 10% for M = 20), making it attractive for data
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(a) full sequence, POD (b) full sequence, DMD

Figure 6.20: Reconstruction error scaling with modal basis size: (a) POD and (b)
DMD.

compression to facilitate control system development relying on a lower-dimensional

representation of the unsteady flowfield.

Next, time-windowing is used to control reconstruction errors by better

aligning the stationarity and linearity assumptions of POD and DMD, respectively.

Figure 6.21 (a) compares reconstruction errors for POD and DMD during the

pre-unstart phase. POD reconstruction errors are smaller, indicative of better

compression for the given error level. This suggests that the slowly varing pre-

unstart phase is more amenable to statistically steady POD. Conversely, the short-

time unstart-phase is better approximated by the DMD filter, because although non-

stationary, the linear approximation provides a lower error in DMD reconstruction

than POD as shown in Figure 6.21 (b).
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Table 6.1: POD and DMD reconstruction error and order reduction scaling with basis
size M.

Basis Size Order Reduction Error Reduction |E2|M=5/|E2|Mi

Mi
N
Mi

POD DMD

5 51.0 1.0 1.0
10 25.5 2.3 3.0
20 12.8 5.4 5.1
40 6.4 12.0 5.0
80 3.2 31.7 5.0
160 1.6 121.6 5.0

(a) Pre-unstart phase (b) Unstart phase

Figure 6.21: Reconstruction error sensitivity to time-windowing: (a) pre-unstart time
window and (b) unstart time window.
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Time-Local Decomposition

Although the dataset violates the statistically steady assumption, the POD basis

still provides better compression scaling with basis size. Additionally, the non-

linearity of the flowfield reveals the limitations of the DMD approach to capture both

pre-unstart and unstart phases of shock-train dynamics. Manually time-windowing

the data helps reduce reconstruction errors for a given level of order reduction with

both POD and DMD, but this approach requires a priori knowledge of the dynamics.

Consequently, the multi-resolution DMD is employed as a way to generate a reduced-

order representation of the flowfield using a hierarchy of time-local DMD bases

without manual intervention in windowing of the data.

Given the assumption of cut-off frequency (ρ) previously described and the

snapshots in the range of 0 ≤ t̂ ≤ tuns, mrDMD selects four levels during the mrDMD

sifting process. At each level, the algorithm selects the number of ‘slow’ modes (Ml).

Sample mode shapes at each level are shown in Figure 6.22 and highlight spatial

gradients associated with the upper wall separation and cavity shear layer zones,

similar to previous MOR decompositions. The separation of dynamic scales is shown

for each level and time window from the mrDMD amplitudes shown in Figure 6.23.

Reconstruction error scales with the number of mrDMD mode levels retained

in the computation. These errors are shown in Figure 6.24 for the number of

levels retained. The error reduction ratio is similarly summarized in Table 6.2. As

expected, increasing the number of levels retained for reconstruction reduces the errors

associated with higher-order dynamics.

To understand the effectiveness of time-local data compression and reconstruction,

the mrDMD results are compared against the POD and DMD results. Reconstruction
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(a) (l,m) = (1, 2)

(b) (l,m) = (2, 1)

(c) (l,m) = (3, 1)

(d) (l,m) = (4, 1)

Figure 6.22: Features of mrDMD basis functions (Re(φ)) for several levels (l) and
modes (m).
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Figure 6.23: Comparison of mrDMD temporal coefficients with level (l) and mode
(m).
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Table 6.2: mrDMD reconstruction error and order reduction scaling with hierarchy
level (L).

Level Modes/Level Order Reduction Error Reduction
l Ml

N∑
lMl

|E2|l=1/|E2|li
1 5 51.0 1.0
2 8 19.6 3.7
3 16 8.8 4.9
4 28 4.5 8.8

errors for DMD, POD, and mrDMD decompositions are shown in Figure 6.25. Multi-

resolution DMD with all levels is compared to the optimal POD basis for a similar level

of order reduction, Or ≈ 4.5, corresponding to M = 57 POD modes. Hence, mrDMD

is comparable to (or better) than POD and DMD in terms of reconstruction error,

suggesting the method is a suitable data-driven approach for order reduction of this

statistically unsteady flowfield. Moreover, mrDMD automatically selects the number

of modes per level and number of levels based on the data and frequency sampling,

providing a potentially more robust data-driven selection of modes for model order

reduction.
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Figure 6.24: Reconstruction error scaling for varying mrDMD levels.

Figure 6.25: Comparison of minimum reconstruction errors for POD, DMD, and
mrDMD.
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6.3 Summary

• The Total Variation (TV) metric is adapted to quantify the statistically

unsteady, dynamic response of the combustor fueling transient.

• The choice of observable for TV-based analysis highlights different combustor

dynamics:

– The heat release TV field reveals the side wall separation bias and cavity

shear layer reaction zones.

– The streamwise velocity TV field highlights the upper wall separation zone

from the symmetry plane.

– Side wall separation is identified from the streamwise velocity TV field on

the horizontal analysis plane.

– The PCST structure is isolated using the vertical velocity component on

the symmetry plane.

– Application of the TV metric on the 3-D field highlights the spanwise

gradients associated with the isolator corner, cavity, and backward-facing

step regions.

• The data-driven Model Order Reduction (MOR) methods are employed to

extract combustor dynamics:

– The dominant POD and DMD modes, as ranked by amplitude, identify

similar dynamic features consistent with the quantitative TV analysis.

– DMD produces several stationary (zero-frequency) modes for the statisti-

cally unsteady system.
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– The high-dimensional, 3-D dataset necessitates parallel decomposition of

the velocity field because of the computational scaling cost.

– The choice of DMD observable affects the predicted eigenspectra, however,

similarity between the spectra for each velocity component suggests that

such a splitting approach may be suitable for high degree-of-freedom

flowfields.

• The order reduction effectiveness of each MOR method is assessed with respect

to reconstruction error:

– For the non-stationary flowfield, subtracting the time-mean field from the

first DMD mode filters regions featuring non-linear dynamics.

– POD produces optimal reconstruction error in terms of the L2 error norm.

– Time-windowing the data helps minimize reconstruction errors for the

POD and DMD methods. POD reduces errors for the slowly varying,

pre-unstart phase. DMD reduces errors for the isolator unstart phase.

– The multi-resolution DMD method captures time-local effects without

manual selection of time-windows in order to filter the flowfield dynamics.

– The mrDMD method reduces reconstruction error during the unstart phase

compared to the standard DMD algorithm and produces errors comparable

to the POD reconstruction.
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Chapter 7

Conclusions

The development of hypersonic air-breathing propulsion systems for the next

generation of access-to-space, high-speed transport, and defense aerospace systems

continues to drive significant research into the physics of scramjet engine systems.

Despite the geometrical simplicity of scramjet engines, the intensity and coupling

of physics, including heat-transfer, laminar-turbulent transition, chemistry, and

the range of time scales, make routine hypersonic-powered flight challenging. In

particular, the flowfield dynamics within scramjet isolators and the senstivity of the

isolator to combustor disturbances motivates continuing research activities.

A crucial large-scale event, with potentially catastrophic consequences, is unstart,

where the isolator shock-train is ejected from the combustor adversely affecting

structural integrity and propulsion performance. While many unstart studies have

considered isolator dynamics under statistically steady conditions, relatively few

consider the effect of combustion-induced, rather than mechanically-induced, unstart

events. This work has qualitatively described and quantified the dynamics of isolator

response to a fuel-staging-induced unstart event in a hydrocarbon-fueled, rectangular

combustor at a representative flight Reynolds number. Importantly, a unique feature
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of the combustor is the distortion generator (DG), which models effects of inlet flow

distortion on the isolator flowfield. The model-based computational approach builds

on an experimental campaign, to explore the influence of corner flow interactions,

heat release, and shock train motion. Unstart is induced by linearly varying the fuel

injector flow rates between two reference conditions, representing aft- and forward-

fuel-biased operation. The most significant conclusions of the work and an outline of

areas for future research focus are subsequently summarized.

7.1 Summary of Findings

Because of the high-Reynolds number and complexity of flowpath, a model-based

approach is employed to compute the turbulent reacting flowfield. Sensitivities to

the model parameters and assumptions are first quantified. Numerical predictions

are compared against the time-mean wall-pressure data obtained from experiments

at steady-state fueling conditions. Grid and temporal resolution effects are quantified

through the Grid Convergence Index and heat release rates. The influence of inflow

turbulence and wall heat-flux boundary conditions is also examined. The predictions

are insensitive to inflow turbulence. However, wall-heat flux, in the case of adiabatic

walls, increases shock-induced separation compared to the idealized 1-D thermal

resistance model. Like other numerical scramjet studies, the turbulent Schmidt

number is observed to have the largest first-order effect on steady-state flowfield

predictions. Additionally, different Schmidt numbers are found to be optimal for

different fueling conditions. Ranges of turbulent and chemical scales are evaluated,

demonstrating an increase in the fluid timescales, with increasing forward fuel bias.

Additionally, the range of turbulent Mach numbers in the combustor remains high
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(Mat ≥ 0.3), even during the forward-fueled condition, in which the combustor flow

velocity is reduced near the cavity flame holder.

Pre-Combustion Shock-Train (PCST) dynamics are quantified in terms of a wall-

pressure-based sensor adapted from experiments. Consequently, distinct phases of

PCST motion are identified during the fuel-staging transient. A relatively slow PCST

speed (O(1) m/s) is observed in the first, pre-unstart phase. As fuel input increases at

the upstream injectors, outboard fuel injection drives corner and side wall separation.

By extending the wall-pressure-based shock sensor from a 1-D centerline to a 2-D wall

field measurement, the incipient unstart condition is demonstrated to correspond to

the combustion-induced pressure rise advancing upstream of the isolator entrance

along the sidewall in advance of the centerline location. A rapid acceleration of the

shock-train to O(30) m/s is estimated during the unstart phase of the fuel-staging

transient. A final, short phase of PCST motion comprises the upstream propagation

from the isolator entrance to the DG-induced ‘inlet’ shock. The final isolator and inlet

unstart events take place within an approximate three millisecond window during

which control must be successfully implemented to eliminate unstart.

Despite the relatively high aspect ratio (AR = 5.4) of the isolator duct, corner

effects are identified as a primary contributor to isolator unstart. As quantified by

the viscous confinement parameter, which compares the ratio of viscous to geometric

duct areas, a shift from an oblique to normal shock-train is identified, consistent

with the qualitative description of the PSCT from the dilatation field. Secondary

corner flow is also quantified from streamwise vorticity and velocity streamlines in

the context of the literature. This strong corner flow interaction suggests that the

177



side wall may provide a more conservative estimate of the unstart margin relative to

typical wall-pressure-based centerline measurements.

To quantify flowfield dynamics, a dynamical-systems-like perspective is employed,

which characterize combustor sensitivity to the imposed fuel transient in order to

inform control methodology and sensor placement. The Total Variation (TV) metric

is adopted as an estimate of the average change in state for a single timestep at each

degree of freedom within the domain. The metric captures the dynamics qualitatively

described. Primarily, side wall separation is demonstrated to be the dominant

(highest variation) feature from the streamwise velocity component. Similarly,

PCST dynamics are identified from the vertical velocity component near the isolator

entrance. Spanwise gradients are also identified from the heat release TV field.

A second component of the flowfield dynamics quantification comprises application

of data-driven methods to filter the high-dimensional simulation dataset and extract

the underlying phenomena. Model Order Reduction (MOR) methods provide a data-

driven approach for identifying low-dimensional features from high-dimensional data.

For this work, the snapshot-based Proper Orthogonal Decomposition (POD) and

Dynamic Mode Decomposition (DMD) methods are used to separate the transient

dataset into spatial modes (basis functions or features) and time-varying amplitudes.

MOR modes, ranked by amplitude, compare well with the qualitative and quantitative

description of combustor dynamic features. Considering the streamwise velocity, for

example, the spatial gradients in the first several DMD modes contain signatures of

the time-mean as well as the upper wall dynamics. The shock-train structure is also

isolated from the MOR analysis of the vertical velocity component. Time windowing
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is employed to isolate the PCST structure at different phases of the fuel-staging

transient.

Given the linearity assumption of DMD and the non-linearity of the combustor

flowfield, two methods are proposed to estimate the non-linear dynamics. In the

first approach, reconstruction error is directly used to infer which regions are most

dynamically responsive: i.e. least well-approximated by the linear modal bases.

However, for the full 3-D flowfield, computing the error becomes intractable when

the degree-of-order reduction is not known a priori. Therefore, a second method

is proposed for DMD, which relies on the first DMD mode and the time-averaged

field. The first DMD mode contains the signatures of the time-mean and higher-

order dynamics; consequently, the difference between this mode and the time-mean

is employed as an approximate metric to identify the principal dynamic regions of

the statistically unsteady flowfield. This velocity-difference metric identifies spanwise

gradients and agrees with quantitative and qualitative description of the isolator

dynamics.

The final component of the MOR-based combustor analysis considers the scaling

of reconstruction error with the level of data compression or order-reduction. POD

error decreases with increasing modal basis size. In contrast, DMD errors exhibit

diminishing returns after including only 10 percent of the total basis size. DMD is

also shown to poorly capture non-linearity of the unstart phase dynamics. To address

this limitation of the standard DMD, multi-resolution DMD (mrDMD) is employed

to provide a time-local MOR decomposition. This hierarchical approach provides

better reconstruction quality compared to standard DMD with comparable error

levels to snapshot POD, suggesting that mrDMD provides a better reduced-order
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representation of the higher-order non-linear dynamics. In the context of reduced-

order modeling, separate ROMs might be generated within different time windows

to resolve short-time combustor dynamics. Alternatively, MOR bases may provide a

compressed computational database for efficient design optimization at significantly

lower dimensionality than the original computational dataset.

7.2 Outlook and Future Work

The rich physics and separation of scales present in scramjet flowpaths provide

multiple opportunities for future research. First, for model-based approaches, such

as those employed in this work, additional sensitivities need to be characterized. For

fuel-staging transients, one-to-one comparisons of experimental and computational

fuel-staging transients are needed. Work involving an axisymmetric scramjet

combustor,135,199 for example, examined various fuel-transients including the impulse,

linear ramp, and sinusoidal fuel flow rate variations and might provide a basis to

directly quantify model uncertainty with the imposed computational fueling timescale.

If time-resolved wall-heat-flux measurements are available, model errors for constant

and variable Prandtl number heat-flux models would address model uncertainties for

heat-flux predictions, which are often significant.357,358

An additional area for study concerns atmospheric flow physics. Resurgence359

of interest in a long-standing360–363 problem involves inlet sensitivity to “potholes

in the sky,”14 i.e. atmospheric turbulence. One potential path for characterizing

the flowfield sensitivity to inflow disturbances is the linear stability framework

of Mean Flow Perturbation (MFP).364 This approach, originally proposed365 for
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shock/boundary-layer interactions, has been extended to other free-shear 364 and wall-

bounded366,367 flows relevant to scramjet combustors. This method has the benefit

of being applicable to RANS-generated base flows. This implicit, linear perturbation

method provides an estimate of unsteady scales from the superposition of a base

flow and small perturbations. This approach might facilitate a sensitivity study of

isolator unstart as a function of the side-slip angle or angle-of-attack in the presence of

inflow turbulence. Extension of this technique might be further adapted to chemically

reacting flows to examine thermal-acoustic coupling in combustor cavities. Moreover,

the combination of DMD with control (DMDc)368 methods might be used for flow

control optimization.

Fine scale isolator dynamics are also critical. However, the computational cost of

scale-resolving simulations of the full vehicle configuration is still significant194,369 even

before including multiphysics phenomena such as combustion. Emerging methods

such as Wall-Modeled LES (WMLES)370 may mitigate some of the computational

cost associated with near-wall grid resolution requirements. Additionally, efficient

methods for inflow turbulence generation techniques371 will facilitate accurate

simulation of the upstream turbulent perturbations. In this vein, a hybrid LES/RANS

approach, such as the Dynamic Hybrid RANS/LES (DHRL) methodology,372,373

might be employed. This method has been successfully leveraged374 to study shock-

train development and unsteadiness in a rectangular cross section for Mae = 2 flow

with fixed back-pressure, and it might be leveraged for analyzing combustor systems

at representative Reynolds numbers.

A final, critical, physics-related issue concerns scale separation. While the

timescale of the fuel-staging transient considered in this work is longer than the
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fine-scale turbulence and combustion scales, a question arises as to what happens if

the large-scale disturbances are of the same order of magnitude as the fine-scale and

coherent unsteadiness within the combustor. Timescales of interest are associated

with both the recirculation and separation zones in the cavity resulting from shock-

turbulence interactions, for example. Cavity unsteadiness, in the form of Rossiter 66

or thermo-acoustic163 resonance, are also important. A related question arises when

disturbances are introduced for flow control, or from natural fluctuations, at a different

phase relative to the fundamental coherent processes. That is, to what degree is

isolator unstart margin affected by the phase offset between fundamental coherent

processes and combustor disturbances?
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Appendix A

Chemical Kinetics Analysis

A.1 Comparison of Adiabatic Flame Temperature

In Ch. 3, solution sensitivity to different reaction mechanisms are examined.

Higher heat release magnitudes are anticipated from the simple quasi-global

mechanism compared to the more detailed mechanism. As a validation of this

behavior, the adiabatic flame temperature is computed for the quasi-global mechanism

and compared against the detailed GRI 3.0375 mechanism using the Cantera 2.4.0

library.294

The adiabatic flame temperature is computed for different fuel equivalence ratios φ

assuming complete combustion for premixed fuel-air constituents at constant pressure.

The reference pressure is specified as p/p0 = 0.1 representative of the combustor

flowfield at aft-fueled condition. The initial temperature of the reactants is specified

from the nozzle exit condition estimated from the isentropic relations (T ≈ 500 K).

Similar to other kinetics studies of scramjet combustors8 the simplified mechanism

predicts higher adiabatic flame temperature since there are fewer intermediate species.

At φ = 0.9, the total equivalence ratio for the present combustor, a 35 degree
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Figure A.1: Comparison of predicted adiabatic flame temperature for Quasi-Global
and GRI kinetics mechanisms.

difference is observed between the two mechanisms. This represents an approximately

seven percent difference in adiabatic flame temperature.

A.2 Solution of a Freely Propagating Flame

In discussion of turbulent and chemical timescales in Ch 4, estimates of the laminar

flame scales are computed. For this purpose, a 1-D model of a freely propagating,

laminar, premixed flame is applied to estimate laminar flame speed sL and flame

thickness lF . Like the adiabatic flame calculation, the Cantera 2.4.0 library294 is

used.

The 1-D flame is a boundary-value problem which assumes constant area, steady-

state reaction using 1-D conservation equations for mass, species transport, energy,

and the ideal gas state relation, similar to eqns. 3.1-3.4 used in the CFD modeling.
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Table A.1: Laminar premixed flame boundary-conditions.

z → −∞ z → +∞

φ 0.9 ∂Y
∂z

= 0
T Tu = 500K ∂T

∂z
= 0

p pref = 1.66 atm

The laminar GRI kinetics mechanism is used to close system for species production

rates ω̇s. The model further assumes Fourier heat conduction and Fickian diffusion.

The problem domain is sketched in Figure A.2. From the left, unburned gas at

initial temperature Tu with fuel (Yfuel) and oxidizer (Yox) mass fractions are specified.

A zero-gradient boundary is assumed for temperature T and species mass fractions

Yi. Assuming a thermal description of the flame, the reaction zone is preceded by

the pre-heat zone. Boundary conditions for left (reactants) at z → −∞ and right

(products) z →∞ boundaries are summarized in Table A.1.

A finite-difference solution is computed on a non-uniform grid using 156 grid

points automatically generated to resolve spatial gradients. Grid points are added

if: the spacing ratio exceeds 4, the slope (gradient) in values between subsequent

points exceeds 0.1 of the global maximum, or the difference in slope between adjacent

intervals exceeds 0.1 of the maximum difference. A Newton iteration scheme is used

to compute the solution.

The solution provides mass fractions Yi, temperature T , and heat release ḢR

across the flame shown in Figure A.3. The temperature is normalized by the un-

burned (Tu) and burned (Tb) conditions. The maximum heat release rate is scaled to

unity. The mass fractions of the ethylene C2H4 and oxygen O2 reactants, in addition
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Figure A.2: Schematic of freely propagating laminar premixed flame system.

to water vapor H2O, are also plotted. From the computation, a laminar flame speed

sL = 161 cm/s is predicted. From 1-D analytic solutions and curve fits provided by

Göttgens,376 an estimated flame speed of 134 cm/s is computed which is in reasonable

agreement with the previous result. The laminar flame thickness is estimated using

a simple thermal model291 from (eqn. A.1) with resulting thickness lF = 0.2 mm.

Finally, the approximate flame timescale is τF ≡ lF/sL ≈ 9.7× 10−5 sec.

lF =
Tb − Tu

max(
∣∣∂T
∂z

∣∣) (A.1)
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Figure A.3: Computed laminar premixed flame solution: mass fractions of C2H4, O2,
and H2O; non-dimensional temperature T−Tu

Tb−Tu
; and normalized heat release rate ḢR.
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