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Abstract

This thesis studies the relativistic laser plasma interaction (a0 = eE0/meωc >1) using joint

experimental and computational approaches, the former using high power, short pulse laser

systems and the latter via particle-in-cell (PIC) modeling and high performance computing.

Different aspects are explored including determination of criteria for physically meaningful

PIC simulations, development of the technology needed for such experiments including new

systems for targetry and a new model for understanding dielectric plasma mirrors and,

finally, a study of laser based ion acceleration in three different acceleration regimes.

We have shown that, although in the laboratory frame an electron accelerated via direct

laser acceleration undergoes a decreased oscillation frequency, the criterion on the time

resolution required to model this process actually becomes more restrictive. This is due

to the difficulty of resolving the stopping points in the electron trajectory giving rise to

dephasing. It is shown that when using the Boris particle pusher, the time step must

satisfy ∆t � T/a0, where a0 is the dimensionless vector potential. An adaptive time step

algorithm based on this criterion is demonstrated that achieves more than an order of

magnitude improvement in preserving the constant of the motion γ−px/mec = 1 with only

a 1/
√
a0 increase in the number of time steps required, as opposed to the 1/a0 scaling in

the non-adaptive algorithm.

High pulse contrast is crucial for performing many experiments on high intensity lasers

in order to minimize modification of the target surface by pre-pulse. Dielectric plasma

mirrors are commonly used to enhance the contrast of laser pulses and their subsequent

ion production, but have not been modeled extensively. Presented here are novel 2D3V

LSP particle-in-cell simulations of liquid crystal plasma mirror operation which include
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a dielectric model with a population of cold neutral atoms and incorporating multiphoton

ionization, low temperature modifications to the collision model, and dimensionality correc-

tions. For the first time, plasma mirror behavior is modeled as a function of laser intensity,

with excellent agreement to experiment over three orders of magnitude. In the future, this

simulation framework can be used to make predictions about plasma mirror behavior about

aspects that are difficult to measure, such as pulse shortening and mode degradation at full

power.

Results from a high-contrast, ion acceleration experiment are presented, which used the

Draco laser (∼3 J, 1021 W/cm2) at 45◦ angle of incidence on liquid crystal targets. 450

shots were collected in 5 days with each shot having up to 9 diagnostics in use. The data

showed predominantly target normal directed ions for all target thicknesses from > 1 µm

down to 10 nm, with peak protons energies up to 26 MeV found for the thinnest targets.

Target normal ions are often considered to be an indication of the target normal sheath ac-

celeration (TNSA) mechanism, but the TNSA-like signal in this experiment persisted down

to target thicknesses < 30 nm, well under a predicted theoretical transition to radiation

pressure acceleration (RPA) of ∼ 130 nm for these conditions. By comparison, experimental

measures of the transmitted light and particle-in-cell simulations indicate that relativistic

transparency was achieved for 30 nm targets. 3D particle-in-cell simulations using LSP

reproduce the dominance of target normal acceleration seen in the DRACO experiment

with a good quantitative match to experimental peak proton energies. Tracking individual

particles in simulations reveals that target normally directed ions are produced by TNSA

for thick targets, but by radiation pressure acceleration (RPA) for thin targets. A simple

analytical model is derived for RPA-driven target deformation that agrees well with 2D and

3D simulation results, supporting this conclusion. Using these simulations, the amount of

energy in accelerated protons can be broken down into TNSA and RPA contributions. For

a 300 nm target, TNSA makes up 90% of this energy with RPA contributing 10%, while in

a 100 nm target TNSA and RPA each make up 30%, with the remaining due to relativistic

transparency effects.
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Chapter 1

Introduction

1.1 High Energy Density Physics

The field of high energy density physics (HEDP) studies systems with energy densities

above 1011 J/m3, or equivalently, pressures in excess of 1 Mbar. These conditions occur

naturally in giant planet and solar interiors and during fuel compression in fusion, but have

only been able to be formed and characterized in a controlled laboratory setting within

the last few decades. High-intensity lasers play a key role in creating and probing HEDP

conditions. Laser generated HEDP systems are interesting to study from a fundamental

physics perspective, and are also sources of secondary radiation which are of interest for a

number of applications. Selection of various laser and target parameters can cause transfer

of laser energy into electron beams [25], x-rays or neutron beams for radiography or remote

detection applications [26, 27], positron-electron plasmas for fundamental studies related to

astrophysical environments [28], and ion beams, which relate to radiography [29], generation

of warm dense matter [30], and, possibly, cancer therapy [31, 32, 33, 34].

The intense laser-matter interaction begins with propagation of the laser to the target,

typically though some amount of blow-off plasma, and transfer of energy to the electrons.

The blow-off plasma is often due to noise or non-ideal light that precedes the laser pulse

itself, termed pre-pulse, in which case the plasma is called pre-plasma. There is dramatic

variation in the laser propagation and electron heating depending on the intensity, pulse

width, and degree of pre-pulse present. Regimes can be defined based on, whether the

intensity is nonrelativistic or relativistic, the pulse duration is on a nanosecond, picosecond,
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or femtosecond scale, and whether the pre-plasma spatial scale is small or large compared to

a wavelength. The next chapter will define some basic scale parameters but the dimension-

less field amplitude, a0 = eE0/mωc = 1 (intensity I ≈ 1018 W/cm2 for 1 µm wavelength

light), is usually taken to define the boundary between a non-relativistic interaction and a

relativistic one. For optical or near-infrared light, intensities below this will have electron

heating mechanisms dominated by collisions [35]. For intensities above this, in addition

to a relativistic treatment being required as the electron spends an increasing fraction of

its oscillation cycle near the speed of light, the cross-section for electron collisions drops

and other mechanisms must provide the dephasing necessary for electron heating. If the

pre-plasma scale length is large, significant propagation effects occur such as self-focusing

and phase modulation, due to laser modification of the index of refraction [36, 37]. In turn,

the laser modifies the density and temperature profile of the plasma itself as gradients in the

laser electromagnetic field push plasma particles [38, 39]. The plasma-modified laser and

the laser-modified plasma continue to interact until the laser is either absorbed or reflected.

There are many absorption mechanisms (collisions, vacuum heating, resonance absorption

and J×B heating) that assume different relative roles that vary with intensity, density, and

the density gradient [40, 41, 42, 43]. Most absorption processes are angle dependent as well

and, due to laser modification of the critical surface, the region of sufficient density such

that the pulse is reflected, the laser electric field will intersect the critical surface at a range

of angles. The resulting distribution of hot electrons plays a key role in the generation of

other types of secondary radiation (eg. ions [44], neutrons, x-rays, gamma rays, and even

anti-matter). The foregoing does not exhaust the list of processes that can contribute, of

course, with multiple nonlinear processes, instabilities, and other effects that can play a

role present such as stimulated Raman scattering (SRS) [45], the Weibel instability [46], or

magnetic field generation via the Biermann Battery mechanism [47]. Despite the complex-

ity of the intense laser plasma interaction (LPI), it is often the case that a small number

of processes will dominate a given effect of interest allowing a “story” to be told – this is

part of the attraction of this field. An example of this will be given in the study of ion

acceleration described in this thesis.
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Although petawatt class lasers became available in the early 1990s with the Nova laser

[48] at the Lawrence Livermore National Laboratory, and the intense-laser matter interac-

tion has been explored for decades, the number of contributing processes and the variation

in their behavior and interplay with different intensities, wavelengths, pulse properties, and

the choice of target (eg. gas, liquid, solid, choice of material, geometry) has kept this area

fresh and exciting. It is necessary, however, to limit the parameter phase space to keep any

given research effort tractable. This thesis focuses on the LPI when peak intensities are

relativistic (up to 1021 W/cm2), the pulse durations are ultrashort (down to 30 fs), and the

pre-plasma scale length is short (much less than a wavelength). The short pulse duration

restricts hydrodynamic expansion during the pulse, although at these intensities significant

deformation of the target can occur anyway. The short pre-pulse scale length preserves a

well-defined vacuum/target interface as much as possible by the time the pulse reaches the

target surface. This thesis addresses issues such as the requirements to model processes

under these conditions, the development of technology to perform such experiments, and

a combined experimental/computational study of ion acceleration. Energetic ions are one

of the most useful types of secondary radiation to come from the relativistic LPI, and two

applications which rely on them will be discussed in the following sections.

1.2 Ion Beam Applications

1.2.1 Ion Cancer Therapy

Ions are advantageous in delivering carefully targeted radiation doses to a tumor without

adversely affecting surrounding healthy tissue. An x-ray deposits the majority of its energy

as it passes through tissue on the way to its target, while an ion slowly loses energy until it

comes to a sudden stop as its cross section increases and deposits its remaining energy (the

Bragg peak). The advantage of this is shown in Fig. 1.1, which compares the decrease in

healthy tissue irradiated in the frontal lobe of the brain by using protons instead of photons

for treatment. Existing large-scale accelerators, such as synchrotrons and cyclotrons, are

already capable of treating patients using this method, but are expensive and require a
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great deal of space. Laser-based proton acceleration has the potential to be a lower-cost

alternative to this type of facility.

A short pulse laser (< 1 ps) with a peak intensity I > 1018 W/cm2 which irradiates a µm

scale solid target can accelerate protons and heavier ions to energies of tens of MeV/nucleon.

An effective laser-based ion cancer therapy source will require up to ∼ 200 MeV protons

in order to reach sufficient depths to treat all tumors – efforts toward this application are

focused on improving peak ion energy, as well as control of ion beam spectrum, particle

flux, directionality and angular spread. Finally, increasing the repetition rate of both laser

and target is of interest, both to increase the average delivered dose and allow more study

of the underlying ion acceleration mechanisms. An example of such a study enabled by high

repetition rate technology will be presented in Chapters 7 and 8.

1.2.2 Neutron Radiography

Neutrons have a number of radiographic uses due to their propensity to scattering from

low Z materials. An example of this is given in Fig. 1.2 - an analog camera’s film is

visible in a neutron radiograph, while it is largely obscured in a x-ray of the same object.

A neutron’s low mass allows it to travel through metals almost unimpeded, allowing it to

travel where an x-ray cannot. Non-destructive evaluation (NDE) using neutrons can be used

to detect fissile materials, find inner defects in airplane parts, and determine composition

of fragile archaeological samples [49]. As is the case with ion cancer therapy, these studies

are possible using existing large-scale accelerators, but these could be complemented by

laser-based sources.

Protons and deuterons produced via short pulse lasers can also be used to create neutron

beams [50, 51]. Ions produced at a primary “pitcher” target interact with a secondary

“catcher” converter target and produce neutrons, mostly commonly through p-Li, d-d, or

d-Li reactions. Alternate promising schemes involve laser-irradiated CD2 nanowire arrays

which have recently shown a 500× increase in d-d neutrons over flat targets [52], as well as

deuterated clusters [53] and cryogenic deuterium [54]. The energy content, directionality,

number of neutrons, and shot rate are also parameters of interest here, with the added loss
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Figure 1.1: Above: amount of dose in Gy deposited in proposed proton treatment of brain
tumor in the frontal lobe, as viewed from above (left), side (middle), and back (right).
Below: Photon-based treatment scheme reaching the same peak irradiation (same three
views). Much more surrounding tissue receives unnecessary dose. Figure reprinted from [1].
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in efficiency of a converter target.

1.3 This Work

In the ultrathin target regime, controlling the laser pre-pulse is key to optimizing acceler-

ation mechanisms which can serve as sources for secondary radiation. This thesis presents

the development of new simulations which dynamically model how this is done with plasma

mirrors allows the study of how the beam’s characteristics are altered. Determining the

underlying acceleration mechanism responsible can be difficult; an experiment in which this

was the case will be discussed, as well as the simulations which were necessary to explain

it.

This thesis is arranged as follows:

• Chapter 2 summarizes important aspects of plasma physics to orient the reader. The-

ory related to specific simulation or experimental efforts will be presented in the

appropriate chapters.

• Chapter 3 gives an introduction to the particle-in-cell (PIC) numerical simulation

technique, focusing on how the method’s computational advantage is achieved and

the resulting resolution requirements.

• Chapter 4 presents a new error analysis of the Boris particle pusher used in many

PIC codes, using the simple problem of an electron accelerated in a plane wave. An

intensity-dependent timestep criterion for mitigating the problems found is derived.

• Chapter 5 describes freestanding liquid crystal films and film formation devices used

in Chapters 6-8, and briefly describes future applications.

• Chapter 6 presents a novel PIC framework for dynamically modeling the behavior of

dielectric plasma mirrors with varying laser intensity, focusing on dimensionality and

ionization and collisional models.

• Chapter 7 summarizes the results of a short-pulse ion laser acceleration experimenty

performed at the DRACO facility using liquid crystal targets.
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Figure 1.2: Top: neutron radiograph of an analog camera. Film can be seen to the left and
right of the lens. Bottom: the same camera imaged with x-rays. Figure from [2].
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• Chapter 8 studies the dynamics of the results from the DRACO experiment using

a series of 3D PIC simulations, with emphasis on identifying primary acceleration

mechanisms as a function of target thickness.

• Chapter 9 will conclude with a brief summary of this work.
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Chapter 2

A Brief Overview Of Relevant
Plasma Concepts

This chapter provides a brief introduction to basic plasma concepts relevant to this thesis

as well as a few figures of merit to give the reader a sense of scale. More in depth aspects

of theory will be discussed in the context of the appropriate chapters. SI is used unless

indicated otherwise.

2.1 Plasma Definitions

Plasma abhors a charge imbalance. A charge q introduced in an otherwise neutral plasma

will cause the surrounding electrons and ions to rearrange themselves, acting to screen

it. Assuming the electron density can be described as a Boltzmann distribution, ne =

no exp(eφ/kT ), the modified potential due to the introduction of this charge can be de-

scribed as

−∇2φ =
ρ

ε0
=
noe

ε0
(1− exp(eφ/kBT )) +

q

ε0
δ(r), (2.1)

where φ is the electric potential, e = 1.6× 10−19 C, ε0 is the vacuum permittivity, kB is the

Boltzmann constant, and T is the electron temperature. If eφ � kBT , exp(eφ/kBT ) can

be approximated as 1 + eφ/kBT , and we can then write

−1

r

d2

dr2
(rφ) =

n0e

ε0

(
−eφ
kBT

)
+

q

e0
δ(r). (2.2)
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Outside of r = 0, this can be written as

d2

dr2
(rφ) =

n0e
2

ε0kBT
(rφ), (2.3)

which has a solution of the form

φ = φ0 exp(−r/λD), (2.4)

so λD, the Debye length, is the characteristic length over which the potential from the

introduced charge drops off:

λD =

√
ε0kBT

e2n0
. (2.5)

The degree to which this approximation is valid depends on how many particles are con-

tained within this characteristic distance; we write the number of particles in the Debye

sphere ND = 4/3πλ3
D, and say if it is much greater than 1, Debye theory is a good descrip-

tion.

Electrons displaced from their equilibrium position and released will oscillate – since

ions are much more massive than electrons, they can be taken as immobile to first order. If

a long patch of electrons is displaced from the ion background by a distance x, resembling

a parallel plate capacitor, an electric field is set up between the exposed charged sections

Ex = σ/ε0, where σ = neex, and ne is the electron density. Electrons within the slab

then experience a restoring force F = −nee2x/ε0 = meẍ. Assuming a harmonic response

x(t) = x0 cosωpt, one can then write ω2
px = nee

2x/(meε0), or

ωp =

√
nee2

meε0
. (2.6)

A laser incident on a plasma of increasing density will transmit through until the density

dependent ωp is equal to the laser frequency ωL = 2πc/λL. The electron density at which

this occurs is the critical density, which can be expressed as

nc =
ω2
Lmeε0
e2

(2.7)
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For a 1 µm laser, nc = 1.1× 1021/cm3. Solids typically have 100-200 times this density.

As an example, solid aluminum, which has 3 conduction electrons and ρ = 2.7 g/cm3,

ne ' 160nc (λ = 1 µm). Many experiments take advantage of the fact that the critical

density increases with decreased wavelength, using short wavelength optical light or x-rays

to probe plasmas that are opaque in the infrared.

The laser cannot propagate past the position at which ne = nc, but its field does extend

a short distance past this point, decaying in an evanescent wave. This is the skin depth,

which can be written as δs ∼ c/ωp.

2.2 Laser Definitions

The phenomena described in this thesis depend strongly on the intensity of the laser. In

addition to the intensity, it is equally common to characterize the laser by the dimensionless

vector potential

a0 =
eE0

meωLc
(2.8)

where E0 is the peak electric field of the laser. For non-relativistic laser intensities

(a0 < 1), the electron oscillates in the electric field with a time-averaged energy

Φ =
e2E2

0

4meω2
L

(2.9)

often called the ponderomotive potential. Although this can be derived from the time-

averaged kinetic energy of a charge in the field, it behaves like the potential energy of a

repulsive force thus, for example, an otherwise free electron near the center of an intense

laser beam will experience a time-average force pushing it away from the region of highest

intensity.

If a0 > 1, which occurs at 1.38 ×1018 W/cm2 for 1 µm light, the magnetic component

of the Lorentz force law becomes non-negligible. Above this intensity, electrons do not just

oscillate transversely in its electric field, but are driven forward with the laser, reaching

substantial energies which they can keep if they separate from the laser at the right time.

11



Their Lorentz gamma factor can be estimated to be the average gamma factor due to the

laser,

〈γL〉 =
√

1 + a2
0/2 (2.10)

for a linearly polarized laser.

Chapters 7 and 8 are concerned with the problem of an ultrashort (< 30 fs) intense

laser interacting with a target which can initially be described as a density step function.

The evolution of this interface, the laser plasma interaction (LPI) is complex, as it involves

a large range of temperatures and densities, and hence physical regimes. As the laser

heats plasma at the front of the target, it will begin to expand, forming a profile that can

sometimes be approximated by the form

ne(x) = n0e
−x/L (2.11)

The Debye length and plasma frequency define fundamental length and time scales for

a plasma. The laser wavelength, period and the collionless skin depth define additional

scales for the interaction with light. In a case where the leading edge of a laser pulse (or

the noise light that often precedes the pulse) establishes a density profile like that of Eq.

2.11, the Debye length and plasma frequency will vary over many orders of magnitude over

a small multiple of L, a distance which, in turn, may be small or large compared to a

wavelength. Both cases are commonly encountered in practice and in the literature [55],

and require different treatments. The relative sizes of these scale lengths and times establish

the physical regime in which an experiment occurs. For example, the heating mechanisms

by which the laser transfers energy to the electronic system vary depending on the intensity

of the light and the sharpness of the interface, specified by L. Relativistic intensities tend

to be non-collisional, for example, but sharp interfaces provide an additional mechanism for

dephasing of the electrons with the light, Brunel heating [41]. Here, electrons can escape

the laser field by moving into the plasma if its density exceeds the critical density. Of

considerable importance to this work, the strategies for designing a numerical model are
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dictated in part by these scale lengths and times. For example, even if the Debye length

does not need to be resolved for the physical processes of interest, it may still need to be

resolved for numerical stability, as discussed in Chapter 3.
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Chapter 3

The Particle-In-Cell Method

3.1 Why and When to Use Particle-In-Cell

High density plasmas pose a challenge for theory. In the context of this work, they generally

involve a large range of conditions from solid density to well below critical density, and from

room temperature to temperatures greatly exceeding that of the surface of the sun. A large

number of processes can occur simultaneously in these interactions – laser self-focusing

and filamentation in preplasma, laser absorption in preplasma, and hot electron generation

at the target critical surface or front surface, to name a few. The data obtained from

an HEDP experiment is often not always straightforward to interpret, as diagnostics are

generally time-integrated and cannot directly give insight into dynamic processes. For these

reasons, simulations are needed to interpret experimental results and identify the underlying

physics. Two main categories of code for modeling HEDP plasmas are fluidic and kinetic.

Fluid codes assume the plasma is in local thermal equilibrium and that the particle dis-

tribution function can be described with a Maxwell-Boltzmann distribution. Macroscopic

state variables, such as temperature, pressure and density of each species (such as electrons

or protons), can be used to describe the plasma state and its evolution. However, there

are many areas of interest in HEDP that fluid codes cannot treat, for example ultrashort

pulse laser interactions where plasmas do not have sufficient time to equilibrate, and where

relativistic particles are present. In these cases, kinetic modeling is the better-suited ap-

proach, which treats the interactions between individual electrons and ions. The principal

difficulty in kinetic modeling is the sheer number of calculations involved which, for pair-
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wise interactions for example, scales as the square of the number of particles, N2. Consider

a singly-ionized carbon plasma at solid density, there are a total of 2 × 1023 particles/cm3

including electrons and ions. For a cubical volume 40 µm on a side, this amounts to ∼ 1016

particles, and ∼ 1032 calculations between them. Assuming one calculation per computer

clock cycle, a 3.0 gigahertz processor would take 1012 years to complete these once. Particle-

in-cell (PIC) modeling, one example of a kinetic method, cleverly reduces the number of

calculations required, and will be described in the following sections. The PIC method was

first developed in the early 1960s, arguably starting with the work of Buneman and Dawson

[56]. Early work introduced a grid and finite differencing, developed fast algorithms suit-

able for the computers of those times, and explored the consequences of the approximations

introduced. PIC has become a mainstay of the plasma physics community and the develop-

ment effort is, if anything, even more active today. PIC simulations play a prominent role

in the results described in this work and, accordingly, a brief discussion of the PIC method

is provided in this chapter.

3.2 The Grid and Macroparticles

Circumventing calculating pair-wise interactions is key to modeling a large number of par-

ticles kinetically and, for fully electromagnetic simulations, is desirable in any case. In Fig.

3.1, an example of the PIC grid is shown. Particles (red), exist in continuous space, but

space itself is divided into cells. Instead of calculating force interactions between each red

particle, the charge and current associated with each is assigned to a node (blue). The

exact manner in which this is done is referred to as the particle shape, discussed in Sec. 3.4.

At each node, the total charge and current assigned from surrounding particles are used to

solve Maxwell’s equations and obtain new electric and magnetic fields. While the number

of force calculations between particles goes as particle number squared N2, the PIC method

allows evolution of the system for, of order, N +M calculations, where M is the number of

nodes. The resulting increase in speed is dramatic.

It is worth noting that the current and charge play different roles depending on the
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Figure 3.1: Example of a two-dimensional particle-in-cell grid. Space is discretized into
cells (one is in gray), which contain particles (red circles). Nodes (blue squares), the cell
vertices, are where fields are calculated. The nodal distribution is usually more complicated
than this [3], but this is illustrative.

nature of the simulation and, for some types of simulation, both may not even be needed.

For the work described here, the current is used to advance the fields in time while the charge

is used for error correction and specialized physics models. This is a common arrangement

and, for simplicity of discussion, it is assumed this is the mode of operation. Likewise,

there are many variations in implementation, for example, in approximating the differential

equations with difference equations. The methods described below are sometimes simplified,

but illustrative, versions of the approaches used in this work.

Conveying information between particles and nodes for, say, 1016 particles is still a

prohibitively expensive operation. To model a relatively large volume, PIC employs a

“macroparticle”, which represents many particles of a single species (electrons, for example).

This macroparticle has the same charge to mass ratio as the particle it represents, and so

will be affected in the same way by the Lorentz force law. PIC simulations of the kind

discussed in Ch. 8 can have ∼ 108 macroparticles representing electrons; in the case of the

plasma in Sec. 3.1, each macro-electron would represent ∼ 6 × 107 real electrons. There

are many PIC codes in use in HEDP with different capabilities; the work described in this
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thesis was conducted using the Large Scale Plasma code (LSP) [57].

3.3 The PIC Cycle

3.3.1 Overview

With particle evolution and field evolution occurring at different locations, in general, some

method must be chosen to connect the two. In a PIC code, as shown in Fig. 3.2, the

following operations take place within a single timestep ∆t:

1. Particle velocities and positions are updated using forces calculated at their positions.

2. Particle charge and current information is assigned to nearby nodes according to

particle shape. Some frequently used particle weighting functions will be discussed in

Sec. 3.4.

3. Node currents are used to update electric and magnetic fields via Maxwell curl equa-

tions. Node charges are used for error correction and other models.

4. Fields at nodes are interpolated back to particle positions in preparation for the next

particle advance.

3.3.2 Leapfrog Integration

In LSP, the particle equations of motion and Faraday’s and Ampere’s law are integrated

as central-difference formulas, using the leapfrog method. Updating the electric field E at

a cell to Enew as in Fig. 3.3 requires Eold and Bnew; offsetting the evaluation of B with

respect to E provides a more current value for updating E. Leapfrog is used because the

error of this method goes as (∆t)2, while the error forward-centered formula where E and

B are located on the same time grid only goes as ∆t. Both the field solve and particle

advance are staggered in this way, with x and E evaluated on one time grid and v and B

on the other. The specific particle advance used in LSP and many other codes is discussed

in the next section. It should be noted that all methods described in this chapter are fully
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Figure 3.2: The PIC cycle over one timestep. Adapted from [4]. The “i” refers to a particle
and the “j” to a node.

Figure 3.3: Cartoon illustrating leapfrog integration. Particle velocities (magnetic fields)
are advanced on odd half-integer timesteps, while particle positions (electric fields) are
advanced on even half-integer timesteps. Adapted from [4].
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explicit, i.e. rely only on prior timesteps to advance quantities. Implicit integration, which

also uses the value at the current timestep, is included in LSP in a prediction-correction

form and used for the simulations in Ch. 8. Implicit simulations can be more forgiving of

some of the resolution restriction to which explicit PIC is bound, at the cost of increased

computation and possibly some numerical artifacts. A detailed treatment of this method

can be found in Ref. [58].

3.3.3 The Boris Pusher

In the Boris pusher [59], a particle with charge q and mass m has its momentum advanced

by ∆ #»p /∆t = q
(

#»

E + #»v × #»

B
)

, which is split into three steps. Here, it is written in terms

of #»u ≡ γ #»v .

1. A half acceleration using the electric field:

#»u− = #»u t−∆t/2 +
1

2

q∆t ~Et
m

. (3.1)

2. A full rotation using the magnetic field:

#»u
′

= #»u− + #»u− ×
#»
t t,

#»u+ = #»u− + #»u
′ × 2

#»
t t

1 + t2t
,

#»
t t = B̂ tan

(
q∆t

2mγt
Bt

)
.

(3.2)

This is equivalent to a rotation of the momentum vector by θ = qBt∆t/m – at

relativistic intensities, this has implications which will be discussed in Ch. 4.

3. A second half acceleration using the electric field:

#»u t+∆t/2 = #»u+ +
1

2

q∆t ~Et
m

. (3.3)

Once new momenta have been obtained at t+ ∆t/2, γt+∆t/2 is calculated, and particle
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positions are advanced:

γt+∆t/2 =
√

1 + (ut+∆t/2/c)2,

#»xn+1 = #»xn +
#»u t+∆t/2∆t

γt+∆t/2
.

(3.4)

3.4 Particle Weighting

To carry out the field solves and particle advances described in Sec. 3.3, the particle charge

and current quantities must be assigned to nodes, and the updated fields interpolated

back to particle positions to determine forces. This process is defined by the particle’s

weighting function, which determines how many nodes each particle contributes to and in

what amount. These interpolative steps should use the same particle shape in each direction

to avoid a particle exerting a spurious force on itself [4]. Two particle weighting functions,

nearest-grid-point (NGP) and cloud-in-cell (CIC), are shown in Fig. 3.4.

The NGP particle weighting function is the simplest method (and is rarely used) – the

charge and current from particle xi are all assigned to the nearest node Xj (Fig. 3.4(a)).

This results in a rectangular grid density of width equal to the cell size, ∆x, on the grid,

which while computationally efficient, generates noisy density and electric field distributions

because of the sudden changes as a particle leaves one cell and enters another.

In CIC weighting, used in this work, the particle’s weighting function is considered to

be a uniformly charged cloud of width ∆x; the particle charge is assigned to neighboring

nodes Xj and Xj+1 (Fig. 3.4(b)) as follows:

Qj = qi

(
Xj+1 − xi

∆x

)
, Qj+1 = qi

(
xi −Xj

∆x

)
. (3.5)

The grid density in CIC is a triangle of width 2∆x, which transitions in and out of cells

more smoothly, resulting in less noisy plasma densities and fields. The currents are weighted

similarly to the charges. It is common for higher order particle weighting functions than

these to be used [60], at the cost of increased computation but with less noise and better

resistance to some instabilities.
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Figure 3.4: Examples of (a) nearest grid point (NGP) and (b) cloud-in-cell (CIC) particle
weighting functions. NGP assigns all quantities from xi to the nearest node (Xj−1). CIC
splits the particle’s weight between its two nearest neighbors proportionately to their dis-
tance from it. Gray outlines indicate the grid density at the particle position produced by
these particle shapes. Adapted from [4].
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3.5 Resolution and Dimensionality Considerations

There are a number of restrictions on the minimum size of a cell or time step; which of

these is the most stringent depends on the specifics of the problem. For an underdense,

high temperature plasma, the laser period may determine the required timestep. A high

density cold plasma is more likely to be defined by the timestep required to resolve the

plasma frequency. In explicit PIC, a few conditions are required for simulation stability -

two are listed briefly below.

3.5.1 The Courant-Friedrichs-Lewy Condition and Debye Heating

Discretizing Maxwell’s equations leads to a restriction on timestep and cell size to ensure

light cannot cross more than one cell in one timestep, known as the Courant-Friedrichs-Lewy

condition [61] (commonly Courant condition):

(
1

c∆t

)2

≥
(

1

∆x

)2

+

(
1

∆y

)2

+

(
1

∆z

)2

. (3.6)

This simplifies to c∆t ≤ ∆x for a 1-D problem. Where a simulation operates with respect

to this limit is given as R = c∆t/∆x, the Courant ratio.

The Debye length which characterizes a plasma can lead to an unstable simulation if

not resolved, with the plasma temperature increasing nonphysically until the Debye length

is resolved by the chosen cell size. For very cold dense plasmas, λD can be less than a

nanometer, and resolving it is often not computationally possible. There are a few tactics for

avoiding or mitigating this problem currently in use in ion acceleration literature – curtailing

the simulation duration to keep it under the instability’s growth time, artificially raising

the plasma temperature and/or lowering plasma density at the simulation initialization, or

employing an implicit model, which is more resistant to the instability. A more detailed

discussion can be found in [62].
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3.5.2 Simulation Dimensionality

Since the size of a simulation and minimum cell size are often set by the problem being

considered, the number of simulation dimensions in which a particle can move is often

reduced to conserve computational power, or simply make the simulation possible. However,

only the spatial extent is reduced in dimensionality in PIC. Vector quantities retain all 3

components. For example, a particle may only be allowed to move in one dimension, but

its velocities are always accounted in 3 dimensions - this is notated as 1D3V. Electric and

magnetic fields are always computed in all three dimensions, but the dimensionality of the

simulation affects the falloff of the fields – for example, particles in a 2D3V simulation

effectively take the shape of line charges, and so the field due to such a particle goes as

1/r as opposed to 1/r2. A problem whose geometry naturally produces fields with this

dependence can be well modeled in 2D3V; a plasma which is blown out hemispherically

may not. Since particle movement is restricted in reduced dimensionalities, effects which

depend on target expansion are underestimated in 1D3V and 2D3V.
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Chapter 4

High Intensity Temporal
Resolution Criterion For

Relativistic Electron Motion

4.1 Introduction

1 Ongoing progress in laser engineering has significantly increased the maximum laser inten-

sity available for ultra-intense laser-plasma experiments. A number of emerging applications

now rely on the ability of high intensity laser beams to accelerate electrons to relativistic

energies that considerably exceed the electron rest mass [63, 64, 65]. It has therefore be-

come critical to accurately simulate electron dynamics in an ultra-intense electromagnetic

field. However, it is not always possible to determine whether the simulation has been done

with required accuracy and whether the simulation results are physically correct without

performing a convergence study. Such a study can be a time-consuming effort without guar-

antee of a conclusive outcome if the parameter space has not been narrowed down sufficiently

using relevant test cases. Convergence studies are best performed based on a fundamental

understanding of the numerical and physical constraints on simulation parameters.

A commonly used tool for simulating laser-plasma interactions is the particle-in-cell

(PIC) code. As described in the previous chapter, it consists of two key blocks: a wave

solver on a given spatial grid and a particle pusher that uses the calculated fields to ad-

1Much of this chapter is reprinted with permission from Alexey V. Arefiev, Ginevra E. Cochran, Douglass
W. Schumacher, Alexander P. L. Robinson, and Guangye Chen, Physics of Plasmas, vol.22, 013103 (2015).
Copyright 2015, American Institute of Physics [5].
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vance particles. Two key parameters, besides the number of particles, which determine the

accuracy and speed of a simulation are the cell size and the timestep. The choice of the two

is interrelated through the Courant criterion [4], which limits the maximum timestep for a

given cell size, particularly for explicit codes. Depending on the problem, different criteria

are used to determine the cell size and the timestep.

Here, we are particularly interested in the regime where the plasma density is signifi-

cantly below the critical density [66, 67, 68] or, equivalently, where the laser frequency is

significantly above the plasma frequency. This is, in some ways, a simpler and more funda-

mental regime than that of the higher density plasmas considered in the following chapters.

In this regime, the group and phase velocities of an electromagnetic laser pulse inside the

plasma are close to the speed of light, which enables electron acceleration to high energies

as the electron moves forward with the pulse via direct laser acceleration. For this type of

problem, one typically determines the spatial resolution first based on the wavelength of

the laser pulse and its transverse dimensions. The timestep is then determined using the

Courant criterion, so that the numerical scheme remains stable. It is usually chosen close

to its maximum value allowed by the Courant criterion in order to reduce the numerical

dispersion of the wave caused by the grid [4]. However, we find that at sufficiently high

intensities in a low density environment, the wavelength does not set the scale for accurate

treatment of electron motion. Instead, the electron motion near its stopping points becomes

the critical factor resulting in surprisingly stringent requirements for convergence. Given

the current widespread use of a large number of differing PIC codes, often incorporating

multiple algorithms, simple test cases and criteria for evaluating them are highly beneficial.

In particular, since experiments employing intensities of up to 1021W/cm2 [69] are now com-

monplace and experiments at significantly higher intensities are underway or anticipated

[70], evaluation of PIC codes in this regime is crucial. This chapter describes such a study.

We revisit the dynamics of a single free electron irradiated by a high-intensity plane

electromagnetic wave as a test problem for evaluating the performance of a particle-in-

cell code. The electron motion becomes relativistic at large normalized wave amplitudes,

a0 � 1. In this regime, most of the electron energy is associated with the longitudinal
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motion (parallel to the field propagation direction) and the maximum relativistic γ-factor

increases as γ ≈ a2
0/2. As a result of the longitudinal motion with relativistic velocity,

the frequency of the transverse electron oscillations decreases by a factor of γ, which can

become substantial for large wave amplitudes. If, for a given timestep, the simulation

correctly reproduces the electron motion with a0 ≈ 1, one might expect that the relativistic

motion of an electron with a0 � 1 would also be correctly reproduced since the period of

the oscillations increases with a0. The numerical results presented below (in 1D3V) show

an exactly opposite trend, with the accuracy quickly deteriorating with an increase of a0

for a fixed timestep. A primary goal of this chapter is to understand this effect and develop

a strategy for its avoidance or mitigation.

In what follows, we outline a criterion that must be considered when simulating electron

acceleration by a high amplitude electromagnetic wave in an under-dense plasma. We show

that the electron dynamics can be correctly reproduced only if the timestep is sufficiently

small to resolve the electron motion near stopping points along the trajectory. This con-

dition requires that the timestep in the simulation is less than 1/a0ω, where ω is the wave

frequency. This criterion is independent of constraints on spatial resolution. It becomes

more stringent at higher wave amplitudes due to the fact that the acceleration is more rapid

near the stopping points for larger a0. This means that the error accumulates primarily

along relatively small segments of the electron trajectory in the vicinity of the stopping

points. We therefore propose adaptive electron sub-cycling as an efficient remedy. The

idea is to reduce the timestep for a given electron when the acceleration can no longer be

correctly reproduced using the original timestep. Our results show that sub-cycling permits

a dramatic increase in accuracy with only a modest increase in the total number of time

steps. Given current interest in direct laser acceleration [71, 72, 73], the rapidly increasing

focus on using ultra-intense lasers to study radiation reaction [74, 75] and the ambition

to explore QED effects with lasers in the near future [76], it is important that the new

constraint on timestep described here be taken into account.

The rest of the chapter is organized as follows. In Sec. 4.2, we review the dynamics

of a free electron irradiated by an incoming electromagnetic wave to establish the context
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for the analysis that follows. In Sec. 4.3, we demonstrate using a significantly under-dense

plasma that relative numerical errors grow with wave amplitude in the case of an electron

accelerated by a laser pulse. In Secs. 4.4 and 4.5, we analyze the errors originating from

the particle pusher and derive a corresponding criterion for the timestep. In Sec. 4.6, we

show that the errors can be greatly reduced using adaptive sub-cycling which helps to better

resolve the electron dynamics near stopping points. Finally, in Sec. 4.7, we summarize our

results and discuss possible implementation of the sub-cycling in a particle-in-cell code.

4.2 Single Electron Dynamics in a Plane Wave

In this section, we summarize the key features of single electron dynamics in a plane wave

in order to establish the context for the subsequent analysis of the numerical results. We

consider a free electron irradiated by a plane wave that propagates along the x-axis. The

wave electric field is directed along the y-axis and the wave magnetic field is directed along

the z-axis. The wave propagation can be described using a normalized vector potential

a (x, t) = a (ξ) ey, (4.1)

where a is only a function of a dimensionless phase variable

ξ ≡ 2π (ct− x) /λ. (4.2)

Here, λ is the wave-length, c is the speed of light, t is the time in the laboratory frame

of reference, and ey is a unit vector. The electric and magnetic fields of the wave are given

by:

E = −mec

|e|
δa

δt
, (4.3)

B =
mec

2

|e|
δa

δx
. (4.4)

An initially stationary electron irradiated by this wave moves only in the (x, y)-plane
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according to the following equations:

d

dt

(
px
mec

)
= − |e|B

γmec

py
mec

, (4.5)

d

dt

(
py
mec

)
= −|e|E

mec
+
|e|B
γmec

px
mec

, (4.6)

dx

dt
=
c

γ

px
mec

, (4.7)

dy

dt
=
c

γ

py
mec

, (4.8)

where px and py are components of the electron momentum and

γ =

√
1 +

(
px
mec

)2

+

(
py
mec

)2

(4.9)

is the relativistic factor. This system of equations has two integrals of motion:

d

dt

(
py
mec

− a
)

= 0, (4.10)

d

dt

(
γ − px

mec

)
= 0. (4.11)

We skip the derivation here, which can, for example, be found in Refs. [77] and [66].

The second integral of motion implies that the electron dephases from the wave at a

constant rate. In order to show that, we first take the derivative of the phase variable ξ

defined by Eq. 4.2 with respect to time t, which yields

dξ

dt
=
ω

γ

(
γ − px

mec

)
. (4.12)

On the other hand, the proper time that we denote as τ and the time t are related by

the expression dτ/dt = 1/γ. The proper time is the elapsed time that would be measured
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by the electron itself. Using this relation in Eq. 4.12, we find that

dξ

dτ
= ω

(
γ − px

mec

)
. (4.13)

According to the integral of motion Eq. 4.11, the expression on the right-hand side

is a constant and, therefore, dξ/dτ is also a constant. This means that the phase of the

field sampled by the electron increases linearly with proper time. It is then appropriate to

interpret the integral of motion Eq. 4.11 as the corresponding dephasing rate. It should

be emphasized that the value of the dephasing rate has a direct and significant impact on

the maximum energy that the electron gains during acceleration by the wave [66, 68]. This

aspect will play a key role in the subsequent analysis in Secs. 4.3 to 4.6.

If the electron is at rest (px = py = 0) before the wave arrives (a = 0), then it follows

from Eq. 4.11 that

γ − px
mec

= 1. (4.14)

Using Eqs. 4.10 and 4.14, and the definition of γ, we find that

py
mec

= a, (4.15)

px
mec

=
a2

2
. (4.16)

In momentum space, the electron always moves along a parabola px/mec = (py/mec)
2/2,

with only the maximum displacement along px and py changing with the wave amplitude.

Eqs. 4.15 and 4.16 give px and py only in terms of ξ and one still needs to integrate Eq.

4.7 in order to find px(x, t) and py(x, t). One can find from Eq. 4.7 using the definition of

ξ given by Eq. 4.2 that

ct

λ
=

1

2π

∫ ξ

0
γdξ′, (4.17)
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x

λ
=

1

2π

∫ ξ

0
(γ − 1) dξ′, (4.18)

where γ = 1 + a2 (ξ) /2 according to Eqs. 4.9, 4.15, and 4.16. Equations 4.15 to 4.18

allow one to implicitly determine components of the electron momentum as functions of

time t and axial distance x. To summarize, a free electron irradiated by a plane wave moves

along a parabola in momentum space due to the fact that its dephasing rate γpx/mec

remains constant. The maximum electron γ-factor is γ = 1 + a2
0/2 and the corresponding

maximum electron energy gain is γmec
2, where a0 is the maximum value of a.

4.3 Simulation Results for a Significantly Underdense Plasma

In this section, we present several results from 1D3V particle-in-cell simulations (one spatial

and three velocity dimensions) in order to determine how well the single electron dynamics

described in Sec. 4.2 are reproduced numerically. We initialize a low-density hydrogenic

plasma slab (ne = ni = 10−3nc, where nc is the critical density for 1 µm light) with

cold electrons that are irradiated by a plane electromagnetic wave. The plasma density

is deliberately set very low so that space-charge effects are negligible during our runs and

each electron effectively behaves as a free electron in a vacuum. The plasma is essentially

acting as a convenient cold electron source. At this density, the effect of the electron

currents on the field of the wave is also negligible in our runs. This setup mimics the initial

conditions considered in Sec. 4.2. The normalized pulse amplitude a ramps up to a0 and

then remains constant. The exact profile of the electron density and the wave amplitude

are not important. All the plasma electrons are equivalent in this setup and they only differ

by their initial location. In what follows, we select one electron and track it throughout the

simulation.

Figure 4.1 shows numerical results for a0 = 10 and three different cell sizes, ∆x/λ =

1/20, 1/40, and 1/80. In all three runs, the ratio of the timestep ∆t to the cell size ∆x

was the same, with c∆t/∆x = 0.95. Figure 4.1(a) shows the trajectory of a single electron

in momentum space and (b) shows the corresponding dephasing rate as a function of the

30



distance traveled by the electron from its initial location. The electron data is shown

with dots, because it was recorded at discrete time intervals dt = 0.075λ/c. According

to the analytical solution of Sec. 4.2, the electron should be moving along a parabola

px/mec = (py/mec)
2/2, with |py/mec| ≤ a0 and 0 ≤ px/mec ≤ a2

0/2. The dephasing rate

must remain constant and equal to unity, γpx/mec = 1. Not surprisingly, the convergence

to the analytical solution improves as we decrease ∆x, which in this case is equivalent to

decreasing ∆t because their ratio is maintained.
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Figure 4.1: Electron momentum space (a) and the dephasing rate (b) for different values of
cell size, ∆x, at a0 = 10. For all three runs, we set c∆t/∆x = 0.95. Figure reprinted from
[5].
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Figure 4.1 shows that there is a correlation between the deviation of the dephasing

rate from unity and the deviation of the numerical solution in momentum space from the

analytical result. This trend is also not surprising, because the dephasing rate determines

how the field acting on the electron changes in time. An error in the dephasing causes

an error in the electron acceleration and, consequently, leads to an error in the electron

momentum. Note that errors in the dephasing rate also lead to considerable asymmetry in

the transverse momentum py (see the results for ∆x = λ/20 in Figs. 4.1 and 4.2), which can

result in an unphysical electron drift perpendicular to the direction of the wave propagation.
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Figure 4.2: Electron momentum space (a) and the dephasing rate (b) for different values of
cell size, ∆x, at a0 = 15. For all three runs, we set c∆t/∆x = 0.95. Figure reprinted from
[5].

34



There is a distinct periodic structure of sharp downwards spikes in the dephasing rate.

By comparing the time evolution of the dephasing rate and the electron momentum, we

find that the downwards spikes correspond to stopping points. The numerical errors in the

dephasing rate change considerably along the electron trajectory and they are the most

significant in the vicinities of the stopping points. This is immediately evident from the

change in the vertical distance between adjacent data points (dots) in Fig. 4.1(b). As stated

earlier, the time interval between the adjacent data points is constant and, therefore, the

dephasing rate changes at a greater rate around the downwards spikes.

Figure 4.2 shows the same quantities as Fig. 4.1, but for a higher wave amplitude of

a0 = 15. The already discussed trends seem to be similar in this case. We deliberately

used the same set of cell sizes and the same ratio c∆t/∆x as in the case of a0 = 10 in

order to determine how numerical errors scale with wave amplitude. Let us examine the

runs with ∆x = λ/40 for a0 = 10 and a0 = 15. The period of electron oscillations in

the laser field increases with a0 due to the increased γ-factor that is primarily associated

with the longitudinal motion. This can be seen by comparing the distance between the

downwards spikes in the dephasing rate that is also the distance between stopping points.

Since the velocity of the longitudinal motion is close to c, longer distance translates directly

into a longer interval between stopping points and thus a longer period of oscillations. The

timestep for both runs at a0 = 10 and a0 = 15 is the same, so one might expect that the

higher amplitude run would be better resolved and the numerical errors would be reduced.

The comparison of the deviation in the dephasing rate from unity indicates that the trend

is exactly the opposite. Greater errors in the dephasing rate then lead to greater errors in

the electron momentum at higher wave amplitude.

We therefore conclude that the numerical accuracy deteriorates with increasing wave

amplitude for a fixed timestep despite the fact that the period of the electron oscillations

increases. In Secs. 4.4 to 4.7, we examine the source of the discovered increasing inaccuracy.
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4.4 Analysis of Errors Originating from the Particle Pusher

In general, there are a wide range of factors that contribute to numerical errors in a particle-

in-cell simulation (see Refs. [4, 78, 79, 80]). The results of Sec. 4.3 indicate that in our test

problem the numerical errors in the dephasing rate tend to significantly increase around

specific points of the electron trajectory the stopping points. This observation serves as a

motivation for us to consider the particle pusher separately.

In what follows, we specify the wave field analytically. In the test problem under con-

sideration, this is simply an electromagnetic pulse propagating in a vacuum. This approach

allows us to isolate the errors introduced by the particle pusher. We use the standard Boris

pusher [4], coded in MATLAB, to advance the electron momentum and coordinates in time

using the analytical solution for the field at the electron location. The following results are

for an initially immobile single electron irradiated by a plane electromagnetic wave.

Figure 4.3 shows the results for three different wave amplitudes and the same timestep,

c∆t/λ = 1/50; (a) shows the electron momentum space. Deviation from the analytical

solution predicting px/mec = (py/mec)
2/2 [see Eqs. 4.15 and 4.16] increases with wave

amplitude. Part (b) shows the dephasing rate as a function of the longitudinal displacement.

The errors in the dephasing rate and the deviation from γpx/mec = 1 also increase with

a0. Both trends for the momentum and dephasing are similar to those that emerge from

comparing the results for a0 = 10 and a0 = 15 in Sec. 4.3 (see Figs. 4.1 and 4.2). However,

the wave fields in Sec. 4.3 were calculated numerically using a finite difference scheme for

the Maxwell equations. This suggests that the increase in numerical errors is caused by

the particle pusher, whereas the errors resulting from numerical integration of the field

equations are less significant for the cell size and timestep used.
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Figure 4.3: Electron momentum space (a) and the dephasing rate (b) for a0 = 5, 15, and
25 calculated using a particle pusher and an analytical field. We set c∆t/λ = 1/50 for all
three runs. Figure reprinted from [5].
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In order to see the trend for the numerical errors more clearly, we have performed field

amplitude scans for three different timesteps, c∆t/λ = 1/60, 1/120, and 1/180. The results

are shown in Fig. 4.4 for 5 ≤ a0 ≤ 40. Part (a) shows the discrepancy in the electron

energy gain and (b) shows the discrepancy in the dephasing rate. For each field amplitude,

we determine the maximum γ-factor achieved by the electron in the simulation, denoted as

γmax. The analytical solution in Sec. 4.2 predicts the maximum γ-factor to be

γ∗ = 1 + a2
0/2, (4.19)

where a0 is the peak amplitude of the pulse. The quantity plotted in Fig. 4.4(a) is

(γmaxγ)/γ, which is the relative error in the predicted electron energy gain. For each

wave amplitude, we also determine the maximum absolute deviation of the dephasing rate

γpx/mec from unity. This is the quantity plotted in Fig. 4.4(b).

38



Figure 4.4: Field amplitude scans of the relative error in the electron energy gain (a) and
the error in the dephasing rate (b) using three different time steps: c∆t/λ = 1/60, 1/120,
and 1/180. See discussion in text of these figures of merit. The enlarged markers indicate
the threshold intensity for the onset of large errors in the electron energy gain for each value
of c∆t/λ (see Table 4.1). Table reprinted from [5].
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There are several important trends that become apparent from the scans presented in

Fig. 4.4. The error in the dephasing rate gradually increases with a0 regardless of the

timestep used to integrate the electron equations of motion. In contrast with that, the

discrepancy in the electron energy gain exhibits a threshold behavior with the increase

of a0. The threshold for the onset of large errors in the electron energy gain appears to

scale inversely proportional to the timestep used in the particle pusher. If, for example, we

define this threshold as |γmax − γ|/γ = 0.025, then we find that the discrepancy exceeds the

threshold value at a0 = 11, 25, and 36 for c∆t/λ = 1/60, 1/120, and 1/180. This is indeed

a threshold, since the discrepancy in the energy gain jumps up considerably at these wave

amplitudes. We have listed these numbers in Table 4.1. We have also listed in Table 4.1

|γ − px/mec− 1|max above the threshold. The threshold clearly occurs at roughly the same

level of discrepancy in the dephasing rate in all three cases. The values from Table 4.1 are

shown with enlarged markers in Fig. 4.4.

We can summarize this section by concluding that there is a general trend for the

errors in the dephasing rate to increase with wave amplitude. Once the discrepancy in the

dephasing rate approaches 10%, a rapid increase in the discrepancy in the electron energy

gain takes place. The corresponding threshold wave amplitude scales inversely proportional

to the timestep used to integrate the electron equations of motion.

4.5 Criterion for the Timestep

In Secs. 4.3 and 4.4, we showed that the numerical errors tend to increase with wave

amplitude. In this section, we formulate a criterion for the timestep that must be satisfied

in order to accurately reproduce the electron dynamics in a strong electromagnetic wave.

Table 4.1: Threshold for errors in the energy gain. Table reprinted from [5].

c∆t/λ a0 |γ − px/mec− 1|max
1/60 11 0.080

1/120 25 0.088

1/180 36 0.083
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Chapter 3 described how a standard Boris particle pusher advances the electron mo-

mentum in time. It is done in three subsequent stages using given electric and magnetic

fields. It first accelerates the electron using the electric field. It then performs a rotation

in the magnetic field. The last stage is another push using the electric field. The (half)

rotation angle is

Ψ = −1

2

|e|Eλ
γmec2

c∆t

λ
, (4.20)

where B is the magnetic field and γ is the relativistic factor of the electron after the

first push by the electric field.

This procedure necessarily requires the rotation angle to be small, which can be easily

understood in the context of the test problem that we are considering. As the electron

is pushed forward by the wave, its transverse momentum oscillates while the longitudinal

momentum remains positive. Therefore, the electron never performs a full rotation in

momentum space. On the other hand, to pick an extreme case, if the rotation angle in the

Boris pusher is comparable to π, then the particle pusher qualitatively changes the electron

motion causing the electron to move backwards.

Our next step is to determine the relation between the rotation angle and the wave

amplitude in our test problem. Let us take a pulse that, after some initial ramp-up, has a

constant amplitude, with a = a0 sin(ξ). In this case, the electric and magnetic fields acting

on the electron are

E = B = −mec
2a0 cos(ξ)2π/λ|e|. (4.21)

According to the analytical solution of Sec. 4.2, the γ-factor of the electron is

γ = 1 +
a2

2
. (4.22)

The ratio B/γ has the largest absolute value for a = 0. Thus, the rotation angle for a
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given timestep ∆t has also the largest value for a = 0,

|Ψ|max = πa0
c∆t

λ
. (4.23)

The requirement |Ψ|max � π now yields

c∆t

λ
� 1

a0
. (4.24)

This condition indicates that the wave amplitude imposes an upper limit on the timestep

that can be used by the particle pusher. It should be noted that the discussed criterion is

equivalent to the requirement that the smallest time scale in the problem must be resolved.

In our case, the restriction is imposed by the wave magnetic field and the corresponding

time scale that must be resolved is the gyro-period at a = 0.

The points along the electron trajectory where a vanishes are stopping points. This

is evident from the analytical solution of Sec. 4.2. Equations 4.15 and 4.16 give px and

py as functions of a, with both vanishing for a = 0. On the other hand, the electric and

magnetic fields of the wave reach their maximum amplitude at a stopping point. Therefore,

the vicinity of a stopping point is that part of the electron trajectory where the electron

experiences the strongest acceleration and, as a result, the rotation angle has the largest

amplitude.

It might seem that the derived criterion for the timestep is unnecessarily restrictive due

to the fact that it is imposed by electron dynamics near stopping points. Indeed, even if the

criterion is not satisfied, the electron momentum gain that would be calculated incorrectly

would still be relatively small compared to both |py| = a0 and px = a2
0/2. However, this

argument does not take into account the corresponding error in the dephasing rate and its

impact on the subsequent electron acceleration by the wave.

In order to show that errors in acceleration near stopping points are indeed critical, let

us first estimate how the dephasing rate changes as a result of these errors. We define the
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dephasing rate as

I ≡ γ − px
mec

=

√
1 + 1 +

(
px
mec

)2

+

(
py
mec

)2

− px
mec

. (4.25)

Let us consider an electron as it starts its motion right at the stopping point with

correct initial conditions determined from the analytical solution, so that px = py = 0

and a = 0. The electron dephasing rate is then I = 1. We now use a standard Boris

pusher to advance the electron momentum by one timestep. We assume that the rotation

is calculated incorrectly and we want to estimate the resulting error in the dephasing rate.

The momentum gain resulting from the acceleration by the wave electric field over a time

interval equal to ∆t is roughly |∆p/mec| = 2πa0c∆t/λ. Deliberately assuming the worst

case scenario, we set py = 0 and px = ±|∆p| in Eq. 4.25. For |∆p/mec| � 1, we have the

following estimate for the dephasing after just one timestep:

I ≈ 1± |∆p/mec| ≈ 1± 2πa0c∆t/λ. (4.26)

An electron with an initial axial momentum px = ±|∆p| would have the same dephasing

rate. An analytical solution for such an electron is given in Ref. [66]. The maximum electron

γ-factor according to Eq. (25) of Ref. [66] is γmax = (1 + a2
0 + I2)/2I. The difference in the

maximum γ-factor achieved by this electron as compared to the case considered in Sec. 4.2

where the electron is initially at rest is

γmax − γ∗
γ∗

= (1− I)
1 + a2

0 − I
I
(
2 + a2

0

) . (4.27)

We can now employ this expression to estimate the impact that an error in the dephasing

has on the electron energy gain. We use the estimate for the dephasing rate given by Eq.

4.26 and assume that the error in the dephasing rate is relatively small, |1− I| � 1. It then

follows from Eq. 4.27 that

γmax − γ∗
γ∗

≈ 1− I ≈ ±2πa0
c∆t

λ
. (4.28)
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This estimate indicates that the relative error in the electron energy gain is of the same

order as the error in dephasing rate.

These estimates elucidate the physical basis for the restriction on the timestep given

by Eq. 4.24. If the condition Eq. 4.24 is not satisfied, then the numerical error resulting

from numerical integration of the electron equations of motion near a stopping point leads

to a considerable error in the dephasing rate. The error in the momentum gain is relatively

small at this stage. However, the error in the dephasing rate affects the subsequent electron

acceleration by the wave even if no additional errors are introduced, causing a considerable

error in the maximum electron energy gain.

4.6 Adaptive Sub-Cycling

We have so far examined the errors introduced by a standard Boris pusher and determined

that the electron dynamics in the vicinity of stopping points imposes a stringent upper limit

on the timestep. Guided by these observations, we develop in this section a procedure that

allows us to considerably improve the accuracy with only a modest increase of the total

number of time steps when calculating the electron dynamics.

A direct way to reduce numerical errors generated by the particle pusher is by decreasing

the timestep ∆t. However, if the timestep reduction necessary to satisfy the criterion Eq.

4.24 is significant, then this approach would greatly increase the total number of timesteps

needed to simulate the same time interval. On the other hand, the increased precision is

not helpful and thus unnecessary for the majority of the electron trajectory.

A more efficient way to reduce the numerical errors is by adaptively decreasing the

timestep only when necessary to ensure that the criterion Eq. 4.24 is always satisfied. We

implement this by introducing a critical rotation angle Ψ∗. We also choose a base value

for the timestep ∆t = ∆0. At the beginning of each timestep, we estimate the rotation

angle for the particle pusher, Ψest, using Eq. 4.20, where the value of γ is taken from the

previous timestep and ∆t = ∆0. If this estimate exceeds Ψ∗, then we reduce ∆t, which

reduces Ψest, to make Ψest less than Ψ∗. For convenience, we choose the reduced timestep
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from a list of discrete values ∆t = ∆0/4
k, where k = 1, 2, 3.... We pick the largest value

that yields Ψest < Ψ∗. The algorithm automatically resets ∆t to the base value ∆0 if a

reduced timestep is no longer necessary.

The standard Boris pusher updates electron position and momentum at interleaved time

points, staggered such that they leapfrog over each other. In order to successfully implement

the described algorithm, one must synchronize the electron position and momentum at a

time point corresponding to the momentum before changing the timestep. Therefore, the

particle pushing algorithm should involve the following two steps after the momentum has

been updated and the timestep has to be changed. The first step is to advance the electron

position by ∆t/2, where ∆t is the original timestep. The second step is to advance the

electron position by ∆t/2, where ∆t is the new timestep. After this, the standard particle

pushing algorithm can be used with a new timestep, starting with a momentum update.

4.6.1 Subcycling Example

As an example, we re-run the three cases presented in Fig. 4.3 (see Sec. 4.4) now using

adaptive sub-cycling. The base timestep for all three runs is set to c∆0/λ = 1/50, which was

the timestep used to generate Fig. 4.3. The critical rotation angle is set to Ψ∗ = 0.05. The

resulting electron momentum and electron dephasing are shown in Fig. 4.5. The deviation

of the dephasing rate from unity has been significantly reduced, as compared to the results

in Fig. 4.3(b). It is less than 10% even for a0 = 25. As a result, the deviation of the electron

momentum from the analytical solution given in Sec. 4.4 is no longer visually detectable.

It has been dramatically reduced compared to the results in Fig. 4.3(a).
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Figure 4.5: Electron momentum space (a) and the dephasing rate (b) for a0 = 5, 15, and
25 calculated using adaptive sub-cycling. The particle pusher uses an analytical field. The
base timestep is set at c∆0/λ = 1/50 for all three runs. Figure reprinted from [5].
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In Table 4.2, we have listed how many times each timestep value is used during the

sub-cycling. The relative number of steps using the base timestep value increases with

increasing a0, so that the number of reduced timesteps is less than 13% for a0 = 25. Recall

that the same value of a0 had the largest deviation from the analytical solution in Fig. 4.3.

Therefore, the sub-cycling algorithm becomes more efficient at higher wave amplitudes and

a significant improvement of the numerical results can be achieved using only a modest

increase in the total number of timesteps. This is not surprising, since the electron spends

only a small fraction of its time near the stopping points, as the time interval between the

stopping points increases as γmax ∝ a2
0.

We have performed wave amplitude scans for three different base timestep values,

c∆0/λ = 1/60, 1/120, and 1/180 for 5 ≤ a0 ≤ 40. The critical rotation angle was set

to Ψ∗ = 0.05. Without sub-cycling, these three scans would produce the results shown in

Fig. 4.4. The results using sub-cycling are shown in Fig. 4.6. As in the case of Fig. 4.4, part

(a) shows the discrepancy in the electron energy gain and (b) shows the discrepancy in the

dephasing rate. For each wave amplitude, we determine the maximum γ-factor achieved by

the electron in the simulation, denoted as γmax. The analytical solution in Sec. 4.2 predicts

the maximum γ-factor to be γ∗ = 1 + a2
0/2, where a0 is the peak amplitude of the pulse.

The quantity plotted in Fig. 4.6(a) is (γmaxγ)/γ, which is the relative error in the predicted

electron energy gain. For each wave amplitude, we also determine the maximum absolute

deviation of the dephasing rate γpx/mec from unity. This is the quantity plotted in Fig.

4.6(b).

Table 4.2: Number of timesteps used for sub-cycling. Figure reprinted from [5].

a0 Ψmax ∆t(%) ∆t/4(%) ∆t/16(%) ∆t/64(%)

5 0.05 58 30 12 0

15 0.05 78 13 8 1

25 0.05 87 7 4 2

47



Figure 4.6: Field amplitude scans of the relative error in the electron energy gain (a) and
the error in the dephasing rate (b) using adaptive sub-cycling for base timestep values
c∆0/λ = 1/60, 1/120, and 1/180. Figure reprinted from [5].

48



The trends seen in Fig. 4.5 are confirmed by the wave amplitude scans in Fig. 4.6.

The deviation from the analytical solution of the dephasing and the electron energy gain

has been dramatically reduced. The errors in the dephasing rate remain below 10% for all

runs. The errors in the electron energy gain now increase gradually with a0 and do not

exhibit the threshold behavior seen in Fig. 4.4. This is due to the fact that the amplitude

of the rotation angle in the particle pusher always remains smaller than Ψ∗ = 0.05, which

prevents the particle pusher from introducing qualitative changes to the electron dynamics

near the turning points.

4.6.2 Efficiency of the Subcycling Algorithm

The key metric of the proposed algorithm is the relative increase in the total number of

time steps between two stopping points due to the sub-cycling. In order to evaluate this

quantity, we consider a vicinity of a stopping point ξ = 0 where the wave amplitude is

a(ξ) = a0 sin(ξ). We assume that a0 � 1 and that the condition given by Eq. 4.24 is not

satisfied for ∆t = ∆0, so that the sub-cycling is required.

The fact that the criterion Eq. 4.24 is not satisfied implies that the rotation angle Ψ

defined by Eq. 4.20 exceeds Ψ∗ at ξ = 0. As the electron accelerates from the stopping

point, the rotation angle decreases with the increase of ξ. We use Eq. 4.20 together with

the expressions for the fields given by Eq. 4.21 to find that

Ψ (ξ) = π
c∆t

λ

a0 cos (ξ)

1 + a2
0 sin2 (ξ) /2

. (4.29)

The condition Ψ(0) = Ψ∗ sets the smallest timestep ∆tmin that the sub-cycling proce-

dure would have to use, which is

c∆tmin
λ

=
Ψ∗
πa0

. (4.30)

The sub-cycling is only needed for |ξ| < ξ∗, where ξ∗ is defined by the condition Ψ(ξ∗) =

Ψ∗. Away from the stopping point, where Ψ < Ψ∗, the sub-cycling is not necessary. We

assume that Ψ matches Ψ∗ close to ξ = 0, with ξ � π. Otherwise, the base timestep is too
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large and most of the electron trajectory has to be sub-cycled. The reduction of Ψ at ξ � 1

occurs due to the denominator in Eq. 4.29 when the term proportional to sin(ξ) starts to

dominate. In order to find the value of ξ that yields Ψ = Ψ∗, we retain only the sin(ξ)-term

in the denominator and expand the expression in Eq. 4.29 with respect to ξ. To the lowest

order in ξ, we then have

Ψ(ξ) = π
c∆0

λ

2

a0ξ2
. (4.31)

It follows from Eq. 4.31 that Ψ = Ψ∗ at

ξ ≈ ξ∗ ≡
√

1

a0

2π

Ψ∗

c∆0

λ
. (4.32)

The travel time from the stopping point to the point where ξ = ξ∗ can be calculated

using Eq. 4.17. Taking into account that γ = 1 +a2(ξ)/2 and assuming that ξ � 1, we find

that to the lowest order in ξ∗ this travel time is

ct

λ
=
ct∗
λ
≡ 1

2π

a2
0

2

ξ3
∗
3
. (4.33)

On the other hand, the travel time to the next stopping point is

ct

λ
=
cts
λ
≡ a2

0

8
. (4.34)

We found this expression by performing the integration in Eq. 4.17 from ξ = 0 to ξ = π

and retaining only the leading term, which involves a0. The total number of timesteps with

∆t = ∆a0 between two stopping points is

N0 = ts/∆0. (4.35)

The total number of timesteps N∗ with the sub-cycling can be estimated by using

∆t = ∆tmin for the time interval that requires the sub-cycling

N∗ =
ts − 2t∗

∆0
+

2t∗
∆tmin

. (4.36)
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This gives an upper estimate, since the actual algorithm is adaptive and not all timesteps

are as small as ∆tmin. The relative increase in the total number of timesteps is

N∗ −N0

N0
=

2t∗
ts

∆0

∆tmin
. (4.37)

We next use the expressions for t∗, ts, ∆tmin, and ξ to obtain that

N∗ −N0

N0
≈ 2

3π
a2

0ξ
5
∗ =

2

3π

1
√
a0

(
2π

Ψ∗

c∆0

λ

)5/2

. (4.38)

Therefore, the relative number of extra timesteps decreases at least as fast as 1/
√
a0,

which makes the sub-cycling mechanism more efficient at higher wave amplitudes.

Finally, it is important to point out the role of the adjustable parameter Ψ∗ on two

measures of performance. On the one hand, the number of extra steps increases as Ψ
−5/2
∗

according to Eq. 4.38, which means that the efficiency of the sub-cycling decreases with a

decrease of the critical rotation angle Ψ∗. On the other hand, the error in the dephasing

also decreases with a decrease of Ψ∗. This can be illustrated using the results presented

in Fig. 4.5. In addition to the oscillations in the dephasing between the stopping points,

there is also a clear downwards shift introduced by changing the size of the timestep during

the sub-cycling procedure. This trend leads to an error of roughly 8% at the end of the

run for a0 = 25. By reducing Ψ∗ from 0.05 to 0.025 and holding other parameters fixed,

we have reduced the dephasing error to less than 2%. Therefore, the value of the critical

rotation angle Ψ∗ must be carefully chosen such that the desired precision is achieved

without sacrificing the efficiency.

4.7 Discussion

We have revisited the classic test problem of a single electron irradiated by a high-intensity

plane electromagnetic wave to examine the performance of a particle-in-cell code. We found

that the numerical accuracy consistently deteriorates with increasing wave amplitude for a

fixed timestep. We have separately examined the accuracy of the standard Boris particle

pusher and found that the particle pusher introduces significant errors while integrating the
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electron motion in the vicinities of stopping points. Field amplitude scans reveal that the

deviation of the dephasing rate from unity increases with a0 regardless of the timestep. The

errors in the energy gain have a threshold behavior with increasing a0 caused by increased

error in the dephasing rate and the threshold amplitude scales inversely proportional to ∆t.

Based on these observations, we have derived a convenient criterion for the timestep

used in the particle pusher

c∆t/λ = 1/a0. (4.39)

Our analysis shows that the stopping points are more prone to numerical errors than

other parts of the electron trajectory. Numerical errors from the integration of the electron

equation of motion near a stopping point lead to considerable error in the dephasing rate.

The error in the momentum gain is relatively small at this stage; however, the error in the

dephasing rate affects the subsequent electron acceleration by the wave causing considerable

error in the maximum electron energy gain.

We have developed an efficient algorithm that allows us to reduce the numerical errors

generated by the particle pusher. The algorithm uses the derived criterion to adaptively

decrease the timestep to ensure that the criterion is always satisfied. We have demonstrated

that this adaptive sub-cycling actually becomes more efficient at higher wave amplitudes,

so that a significant improvement of the numerical results can be achieved using only a

modest increase in the total number of timesteps.

In our analysis, we have used a standard Boris pusher to calculate the electron dynamics,

since this is the integrator implemented in some of the PIC codes frequently used to model

laser-plasma interactions. It has been pointed out that the Boris pusher might lead to

errors when calculating orbits of relativistic electrons [79]. This can be important on those

segments of the electron trajectory where the electron is moving forward with a high γ-

factor and the electric and magnetic field contributions in the equation of motion almost

cancel each other out. The Boris pusher does not correctly cancel the electric and magnetic

field contributions in the case of a relativistic electron, which can lead to a spurious force
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[79]. The spurious force and the resulting errors can be eliminated by using the Vay particle

pusher [79] instead of the Boris pusher. In the regime considered in this chapter, the relative

role of these errors is, however, not as significant as the role of the errors from integrating

the electron equation of motion near the stopping points. This is evident from the dramatic

improvement that we have achieved by implementing the sub-cycling algorithm while still

using the Boris pusher.

Our discussion has so far been focused on the particle pusher as the main source of

numerical errors. The degradation in numerical accuracy observed in PIC simulations under

these conditions appears to be primarily from the particle pusher, rather than the field

advance. However, another potential source of errors is the numerical dispersion produced

by the field solver. It is well known that the frequency ω of a wave with wave-length λ is

less than ω∗ ≡ 2πc/λ

ω − ω∗
ω∗

≈ −π
2

6

(
∆x

λ

)2
[

1−
(
c∆t

∆x

)2
]
. (4.40)

This error can be greatly reduced by keeping the ratio c∆t/∆x close to unity. The

corresponding discussion can be found in Ref. [4].

The errors from the particle pusher that we have examined here should be particularly

critical when simulating electron acceleration in an underdense plasma. In a two- and

three-dimensional set-up, only a small group of electrons are accelerated directly by the

laser pulse. Our approach to adaptive sub-cycling would be well suited in this case to

improve the accuracy of the numerical results. Our algorithm would automatically single

out energetic electrons accelerated by a high-amplitude field, leaving the timestep for the

other electrons unchanged. In order to implement the adaptive sub-cycling in a given

particle-in-cell code, one has to orbit-average the current density of the sub-cycled electrons

in a way similar to those discussed in Refs. [81] and [82]. The orbit-averaged current can

then be directly used in the field solver to calculate the fields using the global timestep.

Finally, it is worth emphasizing that the primary role of the proposed algorithm is to

ensure that the multi-scale electron dynamics that takes place in the presence of a wave with
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a large amplitude a0 is recovered in a simulation by resolving the fundamental time-scale of

the electron motion given by Eq. 4.39. If for given simulation parameters the criterion Eq.

4.39 is not satisfied, then significant errors near stopping points are unavoidable regardless

of the numerical scheme. These errors can lead to significant errors in electron energy gain

even when the total energy in the system may appear well conserved due to the use of an

energy-conserving scheme. In fact, we have also observed the effect reported in Sec. 4.3

using the energy-conserving particle advance in the PIC code LSP [83]. This is the reason

why adaptive particle orbit integration was introduced in an implicit energy-conserving

scheme described in Ref. [84]. These general considerations also indicate that the proposed

algorithm should be applied regardless of the plasma density whenever the time-scale set by

a conventional PIC code is not sufficient to resolve the time-scale given by Eq. 4.39. The

impact of the discussed errors in the case of a dense plasma still remains to be evaluated

and only then can it be determined whether they are significant enough or can be ignored.
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Chapter 5

Liquid Crystal Film Development

5.1 Motivation

2Ultra-intense laser technology improvements are allowing new, high-power laser facilities to

achieve progressively higher repetition rates, soon to exceed 1 Hz with petawatt power[85].

Increased shot rates are necessary to probe new physics regimes [86] and also promise higher

flux for experiments such as ion acceleration, neutron radiography, and energetic beam

generation [87, 50, 88], and related applications like proton cancer therapy [89], but only if

the problems of target insertion and pulse contrast enhancement at higher repetition rates

can be solved. Many approaches originally developed for single-shot lasers will not work in

this regime. Presented here is a method of inserting low-Z targets at sustained, moderate

repetition rates in the form of freely suspended films made of the commonly available liquid

crystal, 8CB [90]. The film thickness can be tuned over three orders of magnitude to access

multiple experimental and optical application regimes. The basic approach described is

also scalable to much higher repetition rates. The development of liquid crystal targets

and the devices described in this chapter have taken several years and are the result of

a collaborative effort; details on the development of the first liquid crystal targets can be

found in Ref. [91], on the moderate-repetition rate target inserter in Ref. [6], and ongoing

progress on a high-repetition rate device was discussed in Refs. [92] and [93].

A successful insertion mechanism for ultra-intense laser experiments and applications

2Much of this chapter is reprinted with permission from P. L. Poole, C. Willis, G. E. Cochran, R. T.
Hanna, C. D. Andereck, and D. W. Schumacher, Applied Physics Letters, vol.109, 151109 (2016). Copyright
2016, American Institute of Physics [6].
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must meet multiple requirements. First, targets must be thin to enable efficient laser inter-

action, e.g. 10 nm to above 1 µm for fundamental ion acceleration experiments [89]; chang-

ing thickness to optimize these interactions with the current norm of pre-manufactured,

fixed thickness targets is cumbersome for single-shot experiments and impossible at rep-

etition rate. Second, ultra-high intensities above 1020 W/cm2 require few µm – accurate

target alignment methods that currently impede moderate repetition rate operation. Third,

targets must have sufficiently large extent to minimize plasma damage to the supporting

structures. Finally, the target expense must be low to enable practical, sustained runs at

moderate repetition rates. Other requirements, for example involving debris management,

may arise beyond this minimum set.

Several current methods satisfy some of these requirements. Gas and liquid sprays

allow for kHz repetition rate shots at mJ pulse energies [94, 95], but are non-ideal for some

applications due to their dispersed nature [94] and spherical droplet expansion reducing ion

energy and yield if ions are desired [95]. High rate liquid jets of cryogenic hydrogen [96] and

water [97] currently are cumbersome to install and have relatively high vapor pressure near

the target that disrupts ultra-intense laser propagation, respectively. A third technique

passes a ribbon target between two motors [98]; despite enabling shot rates near 1 Hz, a

several µm thick tape is required to survive laser interaction, and currently the motors cause

positional jitter of tens of µm. While improvement of these technologies continues, currently

none are feasible for moderate repetition rate, PW-class laser experiments using ultra-thin

targets such as are needed for fundamental laser interaction studies or investigation the full

range of ion acceleration mechanisms.

Laser pulse contrast enhancement also presents difficulties at moderate repetition rate

– shots on the order of 1/min. Laser interactions can be critically affected by blow-off

plasma and target expansion arising from poor intensity contrast [55]. This arises due

to undesired, intense light arriving ahead of the short pulse. Such light is often referred

to as “pre-pulse” and the resulting plasma, “pre-plasma”. This is often resolved with

a plasma mirror device, typically anti-reflection (AR) coated fused silica, which initially

transmits pre-pulse light before the main pulse leading edge forms a highly reflective plasma
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surface. Locally the AR coating is destroyed on shot, and the mirror must be moved to an

undamaged region. At moderate repetition rate, this is acceptable, but for high repetition

rate (≥ 1 Hz) this becomes cumbersome and a design which can be scaled to higher rates is

needed. Additionally, laser interactions may benefit [99] from polarizations other than that

easily generated from modern high intensity systems. Sufficiently large aperture zero-order

waveplates are expensive and difficult to obtain, especially since they must be thin enough

(sub-µm) to prevent nonlinear phase accumulation (B-integral) which otherwise degrades a

short pulse focus.

A thin, tunable thickness medium provides a solution to these issues–optimizing ion

acceleration from thickness-dependent processes; enhancing pulse contrast by selecting the

appropriate thickness for interferometric prepulse rejection; and polarization adjustment

with minimal pulse degradation using a zero-order waveplate film. Liquid crystal membranes

preserve planar geometry while adding the considerable benefit of on-demand thickness

variation between a few nm and several tens of µm [90], a range not possible with any other

target material. Very low vapor pressure allows formation at typical experimental vacuum

levels and low volume per film renders them ideal for long-term moderate repetition rate use.

A device has been developed that forms such films under vacuum with the temperature and

volume control necessary for thickness selection. The design passively maintains excellent

alignment even for tight focus geometries, and has been used to demonstrate rapid, thin

film target insertion and high power optics formation.

5.2 In-situ Film Formation Control

5.2.1 The Liquid Crystal 8CB

Liquid crystals exhibit mesophases incorporating features of conventional solid and liquid

phases and characterized by degrees of molecular structure, with transitions between phases

controlled by material temperature (thermotropic) or concentration in a solution (lytropic)

[100]. The thermotropic liquid crystal 4’-octyl-4-cyanobiphenyl (8CB), shown in Fig. 5.1,

is composed of two benzene rings and a long hydrocarbon tail, with ρ ∼ 1 g/cm3. 8CB has
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Figure 5.1: The liquid crystal 8CB (C21H25N). The transition from crystal to smectic A
phase takes place at 22 ◦C; from smectic A to nematic at 33.7 ◦C; and from nematic to
isotropic at 40.6 ◦C.

two phases between its crystal and isotropic states: smectic A3, which has positional and

orientational ordering of its molecules, and nematic, which only has orientational order.

The smectic A phase, in which 8CB forms two molecule layers 2.9 nm thick, is utilized

here for its molecular layering that allows thickness control and sufficient surface tension

for freely suspended film formation [90]. 8CB has the further advantages of a convenient

smectic phase near room temperature and low cost, making it an excellent choice for high-

repetition rate laser systems which plan to shoot in excess of twenty thousand times per

day.

5.2.2 Moderate Repetition Rate Target Insertion

Previous experiments using these targets were single-shot, where films were formed manually

in individual copper frames before being transferred to the vacuum chamber for pumping,

alignment, and the laser shot. Repetition-rated operation necessitates in-vacuum film for-

mation, and so the Linear Slide Target Inserter (LSTI) shown in Fig. 5.2(a) was designed

to be installed in-situ.

The LSTI consists of a wiper that moves vertically over a single aperture within a copper

3Smectic liquid crystal phases are defined in reference to the angle that the orientation of molecules in a
layer makes with the plane defined by the layer. In a smectic A phase, this angle is 90◦.
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Figure 5.2: (a) Isometric view of Linear Slide Target Inserter (LSTI) frame and wiper,
including a 4 mm aperture for film formation and side clearance holes for temperature
monitoring and control. (b) Four films demonstrating thickness control. (c) Aperture bevel
causes films to form within 2 µm of the same location each time. Here the wiper (moving
left to right) moves slightly above the aperture, pulling the film upward as it forms. Figure
reprinted from [6].
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frame, guided by a thermoplastic polymer bridge (not shown to reveal detail) fitted with

spring-loaded plungers to vary the force pressing the wiper down. Aperture diameters from

1 mm to over 11 mm are used for various applications and to prevent plasma damage to the

edge. Surface smoothness is critical to thickness control, so the copper frame is polished

to a mirror finish and the wiper is fitted with a Teflon bottom to prevent scratching.

Temperature regulation is necessary for precise thickness control [90] and is achieved by

water cooling the frame.

A liquid crystal charge is initially applied between the LSTI wiper and frame. A single

sub-µm thick film requires volume on the order of 100 nL, challenging to dispense alone.

Instead 1-10 µL or more is applied to act as a reservoir, and other formation parameters

are varied to control thickness. In this way one application of liquid crystal can provide

hundreds or thousands of films before the reservoir must be recharged, enabling prolonged

target formation. Proper control of temperature, volume, and LSTI surface polish results

in films of uniform thickness that are extremely smooth across their entire area, as shown

in Fig. 5.2(b). Film thickness is monitored by a commercial white light spectral reflectance

device relayed from outside the target chamber [90].

Of note is the LSTI formation plane repeatability. Figure 5.2(c) shows the 45◦ bevel

behind the frame aperture. The smectic phase surface tension moves a forming film to

the front bevel edge, resulting in formation to within 2 µm of the same position each

time as measured with a µm resolution confocal target positioner [101]. Film formation is

illustrated in Fig. 5.2(c): films begin stretched out of plane between the wiper and aperture

edge, causing film curvature which appears dark in this image. As the wiper proceeds

through the down-stroke the film lowers into the aperture plane. Targets form well within

even small Rayleigh ranges (F/2), eliminating the significant problem of repeated target

alignment at repetition rate.

Although temperature, applied volume, and surface polish all affect film formation, for

practical, long-term film repeatability, wiper speed is the quickest and most convenient

thickness-tuning variable. For example, while the volume applied sets an upper thickness

limit and in general a higher temperature results in thicker films, sub-100 nm films can still
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Figure 5.3: Film thickness control via wiper speed. Vertical bars show the range of thickness
formed over five draws at each speed, while dots indicate the average of those films. Average
thickness increases as the wiper speed decreases, but speeds in the right shaded area, Region
II, form films consistently at sub-100 nm thicknesses. Figure reprinted from [6].

be produced under the conditions of large volume and high temperature with a sufficiently

fast wiper speed. The effect can be seen in Fig. 5.3, where two observed regions of film

formation have been highlighted. The vertical bars indicate the range of film thicknesses

produced at the given wiper speed, while the circles show the average of these thicknesses.

Region II, at the fastest speeds, produces sub-100 nm films with precision within 10 nm

each time–this is ideal for applications where a consistent, thin target is desired, as is the

case of some ion acceleration mechanisms.

Film thickness increases with decreasing wiper speed, but Region I has less precision

due chiefly to the difficulty of controlling film volume on the necessary 100 nL level: slower

speeds allow more time for volume flow from the meniscus to the forming film. While

thickness scans are a typical tool for many experiments, in some a specific thickness is
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required for each shot. This requirement merely extends the time between shots and can

be achieved in one of two ways: one approach is to apply exactly the correct volume from a

precision syringe pump through a wiper hole designed for this purpose. A second approach,

and the one used here, is to start with a thicker film and reshape it with additional wiper

draws.

Wiping from further above the film aperture brings additional liquid crystal from the

reservoir, preferentially accessing the thicker section of a given wiper speed range. Then

redrawing at a slightly higher speed (typically a few µm/s increase) effectively wipes away

some smectic layers to reduce film thickness. Several redraws may be required depending

on the desired accuracy–however, the rapid LSTI draws allow for multiple iterations even

on shot/minute systems. Finally, smectic phase stability combined with low vapor pressure

enables films formed by the LSTI to maintain their thickness nearly indefinitely, making

them ideal as well for laser systems with low repetition rates of several shots per hour or

day.

5.3 High Repetition Rate Devices

Laser facilities are currently under construction with repetition rates of up to 10 Hz, which

will require rapid target insertion, as well as plasma mirrors. The spinning disk inserter,

or SDI (shown in concept in Fig. 5.4(a)), is being developed to provide targets and optics

for these new systems. By increasing the number of holes which pass a stationary wiper,

the repetition rate can be increased without a one-to-one increase in the speed with which

the wiper passes the aperture, so that the film formation success rate is higher. It is vital

for a plasma mirror to be of good quality to preserve the mode of the reflected beam;

using an absorbent wiper to form films decreases the amount of excess liquid crystal around

the aperture, dramatically improving film flatness (Fig. 5.4(b)). Currently, this device is

capable of forming at 3 Hz, and has been operated for up to 22 hours continuously, forming

more than 200,000 films.
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Figure 5.4: (a) The spinning disk target inserter concept. An incoming laser passes through
an aperture holding a film, which is formed and characterized at other positions on the disk.
Photo credit: R.J. Hanna. (b) SDI in operation using an absorbent wiper (gray). Photo
credit: Anthony Zingale.
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Figure 5.5: (a) Microscope image of laser-induced damage to edges of LSTI aperture. (b)
Higher magnification of part of the previous image; there are two levels of edge visible, so
that films cannot easily adhere to one plane and are more likely to break. (c) Accumulated
aluminum debris on rear side of aperture, which contributed to aperture degradation.

5.3.1 Device Longevity in Operation

High repetition rate lasers will likely produce great amounts of debris, and it is not clear

what degree of damage this will do to chamber optics. The 4 mm aperture LSTI was subject

to more than 500 shots from lasers with energies up to 10 J and tight foci, with no effect on

film formation. In contrast, just a few 110 J shots from the Texas Petawatt laser produced

substantial damage on the aperture edges shown in Fig. 5.5, although the ∼ 20µm laser

focus was positioned at the center. One possible explanation is uncharacterized energy in

the wings of the pulse, but it may also be that the amount of plasma produced in these

shots ate away at the edges of the aperture, preventing films from being formed. A larger 11

mm device suffered much less damage – this may be a solution for yet-unforeseen problems

at lasers which can produced more plasma per minute.
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5.4 Liquid Crystal Waveplates

Freely suspended liquid crystal films can also be used as waveplates due to their uniaxial

birefringence. The 8CB molecular arrangement results in efficient polarization rotation for

light incident off normal incidence. On-demand thickness tuning allows different polariza-

tion effects to be chosen with the same setup. To demonstrate this an alignment laser

was oriented through crossed cube polarizers with a LSTI placed in between, as shown in

Fig. 5.6(a). The results are shown in Fig. 5.6(b), where the amount of light transmitting

through the film and both polarizers is shown as a function of film thickness. For the 632

nm laser incident on the film at 58◦, quarter wave rotation was observed at 4.5 µm, and

half wave at 9 µm. At Brewster’s angle for an 800 nm central wavelength, a 5.5 µm film is

required for quarter wave rotation.

Critically, these films are true zero-order waveplates with the first quarter wave rotation

occurring for films on the order of a few microns, in contrast to much thicker compound

zero-order waveplates. This is necessary for short pulse polarization rotation, since even

short propagation distances through media will cause nonlinear phase accumulation from the

intense light that will degrade the focused laser mode. Another unusual and helpful aspect

is that, unlike traditional waveplates, the films must be operated off-normal incidence to

achieve birefringence, which means potentially damaging back-reflections are of no concern.

The exact angle is not critical so they are easy to align. The LSTI used for this test had a

4 mm aperture, but others have been developed to accommodate larger beam sizes, up to

50 mm currently (Fig. 5.7). The ionization threshold of 8CB is relatively low compared to

other materials used for optics, roughly 1011 W/cm2 for a 30 fs pulse. A 1 J pulse of this

duration could pass through the film without creating a plasma if expanded to a diameter

of 25 cm – this is the target size for a zero-order liquid crystal waveplate.
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Figure 5.6: (a) Schematic of LSTI device placed between crossed polarizers. Uniaxially
birefringent 8CB rotates the phase of light transmitting a film at non-normal incidence. (b)
Light transmitted through these optics versus film thickness, showing quarter and half wave
rotation. The laser emitted 632 nm light incident at 58◦. Figure reprinted from [6].

Figure 5.7: A chariot-and-rail film formation device. The piece outlined in red dashed lines
is stationary, while the slide moves to the right, forming a large area film (50 mm height
pictured). A thermocouple is affixed to monitor frame temperature.
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Chapter 6

Modeling Contrast-Enhancing
Plasma Mirrors

6.1 The Need for Contrast Enhancement

4Laser facilities with intensities and peak powers exceeding 1020W/cm2 and 1 PW are now

available at laboratories around the world, with several new facilities under construction

that will reach 1022 W/cm2 and 10 PW. These intensities exceed the ionization thresh-

olds of all materials (∼ 1013 W/cm2) by many orders of magnitude and therefore place

strict requirements on laser intensity contrast for performing well-controlled studies. Many

experiments using these lasers employ contrast enhancing plasma mirrors [102] to achieve

this, allowing experiments using ultrathin targets [103] and prepulse-sensitive front surface

structures. In addition to studies which characterize the plasma mirror efficiency [104, 105],

efforts are underway to develop focusing plasma mirrors which increase the on-target inten-

sity [106, 107, 108], and repetition-rate technologies that can keep up with the shot rates

of new facilities [8, 109].

Ultra-intense pulse generation and amplification naturally produce several forms of pre-

pulses ranging from ns to fs timescales prior to the main pulse. Pre-pulse light can orig-

inate as amplified spontaneous emission from high gain amplifiers, scattered reflections in

multipass amplifiers or retro-reflecting optical paths, imperfect phase correction in grating

compressors, and the early ramp up to peak intensity will generally occur on a timescale

4Much of this chapter is reprinted with permission from P. L. Poole, A. Krygier, G. E. Cochran, P. S.
Foster, G. G. Scott, L. A. Wilson, J. Bailey, N. Bourgeois, C. Hernandez-Gomez, D. Neely, P. P. Rajeev, R.
R. Freeman and D. W. Schumacher, Scientific Reports, vol.6, 32041 (2016) [8].
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longer than the width of the main pulse itself. Though this light may be significantly less

intense than the main pulse – 10−10 contrast or better is possible in systems designed with

pulse cleaning mechanisms – pre-plasma formation sufficient to influence experimental re-

sults is commonplace. Simply assessing whether a prepulse is sufficient to modify a target is

challenging due to the large dynamic range (9 orders for a peak intensity of ∼ 1022 W/cm2)

in question, and the timescales over which a measurement needs to be performed – tens of

ns.

Minimizing pre-plasma is critically important for solid target experiments in many cases

as hydrodynamic expansion ruins the initially sharp interface. Pre-plasma formation and

related target expansion is known to impact hot electron generation [110] and the ability

to control electron acceleration using recently demonstrated structured targets [111, 112]

as well as the optimization of sub-micron thick target-based ion acceleration [113, 114, 55]

and high-harmonic generation [112].

Figure 6.1 shows an example of laser contrast from the Scarlet laser [7] measured out to

175 ps preceeding the main pulse using a Sequoia third-order cross correlator. A scattered

light prepulse is visible at −165 ps at 10−7.5 orders of magnitude, while the laser pedestal

or ”skirt” exceedes 10−9 at 25 ps. Scarlet’s peak intensity on-target is 8× 1021 W/cm2, so

either of these features will ionize a target. Laser prepulses on the ns scale have a greater

effect on target evolution due to the greater time for hydrodynamic evolution, and are

typically measured with an oscilloscope and fast diode, which are limited to 6− 8 orders of

magnitude in dynamic range without using plasma switches or similar technique to block

the main pulse. The time window between ∼ 1 ns and ∼ 250 ps before the main pulse is

particularly difficult to characterize.

Several techniques have been developed to achieve contrast improvement, often requiring

significant laser architecture overhaul making them difficult to implement on an existing

facility. These include using low-gain optical parametric amplification in the laser front-

end [115], using a third order process like cross polarized wave generation (XPW) [116] for

pre-pulse reduction before amplification, or the installation of fast Pockels cells and spatial

filters to reduce early and incoherent pre-pulses [7].

68



Figure 6.1: Sequoia third-order cross-correlator scan of Scarlet prepulse after cross polarized
wave generation (XPW) contrast enhancement and partial amplification, where negative
time values indicate light arriving prior to the main pulse. Features circled in black are
known measurement artifacts. Modified from [7].
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A simple and commonly used approach is the plasma mirror, schematically shown in Fig.

6.2, typically an anti-reflection (AR) coated fused silica substrate [117, 102, 118, 104, 119,

120, 121, 105]. The AR coating is critical for good pre-pulse rejection with the resulting low-

field reflectance primarily determining the maximum achievable contrast enhancement. For

a properly focused pulse, the preplasma will remain below the ionization threshold, but the

main pulse will generate a highly reflective plasma surface with its main peak leading edge,

creating an ultra-fast temporal filter that enhances intensity contrast by roughly two orders

of magnitude at the cost of perhaps ∼ 25% of the incident energy. This has the advantage of

not requiring changes to laser architecture. However, each shot damages the affected region

so the plasma mirror must be rastered to a clean area or replaced; the requisite alignment

and cost remain obstacles to prolonged or high repetition rate pulse cleaning despite much

progress on plasma mirror technique [102, 105, 122]. As laser facilities reach higher native

repetition rates, they become limited by the ability to place a fresh plasma mirror in the

way of the beam. A possible alternative is the liquid jet plasma mirror [121], but it has not

yet demonstrated appropriate low-field reflectance due to the lack of an AR coating. Also,

such jets currently have the downside of producing a high vapor pressure that will degrade

a high intensity short pulse.

Another application for high-repetition rate plasma mirrors is beam redirection for

staged electron acceleration. Electrons can be accelerated to progressively higher ener-

gies by interaction with a series of laser pulses,but these staged beams need to be switched

in and out of the line of acceleration in order to optimize each stage and protect downstream

apparatus [123]. Currently this has been done with a VHS tape based plasma mirror, which

spools the tape between two motors [109]; however, the jitter in a spooled tape design can

cause undesirable variations in reflected laser pointing and intensity An additional consid-

eration is the 15 µm thickness of the tape, which increases the divergence of the electron

beam passing through it – a thinner target would reduce this.

The following sections discuss the solution we developed, the liquid crystal plasma mirror

(LCPM). Section 6.2 will overview a proof-of-principle experiment testing LCPMs, and PIC

simulations developed to include the physics needed to model them will be covered in Sec.
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Figure 6.2: Schematic of pulse-cleaning plasma mirror operation. A high intensity main
pulse, preceded in time by a lower intensity prepulse, is incident on an anti-reflection coated
dielectric. This optic is placed at the appropriate distance with respect to the focusing
geometry of the incoming beam so that the prepulse is below the ionization threshold and
transmits. The leading edge of the main pulse ionizes the surface when it arrives, creating
a plasma which reflects it.

6.3.

6.2 Experimental Implementation with Liquid Crystals

An efficient plasma mirror will transmit as much prepulse as possible, with minimal losses

once the plasma mirror ionizes and reflects the main pulse. The maximum possible contrast

enhancement is often characterized by Rhigh/Rlow, the ratio of high field reflectivity to

low field reflectivity. The actual contrast enhancement depends on the structure of the

prepulse itself. For conventional plasma mirrors, this is typically between two and three
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Figure 6.3: Experimental setup used to test liquid crystal plasma mirrors (LCPM) at the
Astra laser facility. Amount of transmitted light and reflected near- and far-field were
collected from plasma mirrors as a function of incident intensity, as well as the thickness of
the liquid crystal film used. Described in more detail in the text. Figure reprinted from [8].

orders of magnitude. In order to evaluate LCPM efficiency, both the low field and high field

reflectivity were measured.

6.2.1 Low Field Characterization

Liquid crystal films can be optimized for plasma mirror use by selecting the thickness that

minimizes low-field reflectance for a given laser wavelength and incidence angle. The low-

field reflectance of a thin film etalon is

R = 1− 1

1 + Fsin2 (∆/2)
, for ∆ =

4π

λ
nd cos (θt) , (6.1)

where F is the Fresnel reflection coefficient, λ is the laser wavelength, n is the index of

refraction, d is the film thickness, and θt is the light angle after first surface transmission.

72



Figure 6.4: Low field reflectance (a) and transmittance (b) as a function of film thickness.
Red points are experimental data, mapped over a black curve plotting Eq. 6.1 (a) and 1
minus that quantity (b). Figure reprinted from [8].

We used the liquid crystal 8CB (C21H25N) whose molecules are uniaxial with the crystal

axis pointing along the film normal, so S and P polarized light will experience different

reflection coefficients and indices of refraction (ne = 1.73 and no = 1.53 for 8CB at 28◦C

[124]) and as such require slightly different optimal thicknesses for pre-pulse rejection.

A series of shots were taken with S-polarized light and relatively low intensity (I =

1011W/cm2) to measure the liquid crystal reflectance below the ionization threshold. The

vacuum chamber setup with diagnostics can be seen in Fig. 6.3. Figure 6.4 shows the

low-field reflectance as a function of liquid crystal thickness plotted over the curve given by

Eq. 6.1. Error bars (smaller than the data point for the reflectance graph) come primarily

from inconsistencies in the camera filtering used on the measurements. For the parameters

used here the ideal film thickness is 270 nm which corresponds to < 0.2% reflected light–

this is similar to typical results on ion beam sputter-coated slides and superior to those

coated with vapor deposition [125]. Of note is the low reflectance also possible with < 30

nm films–while tuning to precisely 270 ±10 nm takes several wipes with the current linear

sliding target inserter (LSTI) film formation device [6], the properties of liquid crystal cause

them to preferentially form films of < 30 nm thickness when the wiper speed is above a

certain value. This means that rapid low reflectance films are readily available with the

current technology, and more robust pre-pulse reduction can be achieved with longer film

thickness adjustments.
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Figure 6.5: Integrated reflectance as a function of laser intensity for s-polarized light. The
maximum reflectance – 0.75 – occurs at I = 2× 1016 W/cm2. Figure reprinted from [8].

6.2.2 High Field Characterization

The plasma mirror reflectance testing was performed on the Astra laser [126] at the Central

Laser Facility, which is a 0.6 J, 0.1 Hz titanium:sapphire based system with 40 fs pulse

duration. The 100 mm FWHM diameter beam was focused by an F/7 off axis parabola

onto the LSTI-formed liquid crystal film, where the position could be varied to adjust the

incident intensity. The laser wavelength was centered on 800 nm, and the angle of incidence

onto the liquid crystal film was 15◦, so the optimum thickness for pre-pulse rejection based

on the angle-dependent index of refraction was 270 nm. A ground glass scatter screen was

placed behind the LSTI to intercept transmitted light, observed with a 12-bit Andor CCD

camera.

Reflectance of S polarized light at a range of intensities is shown in Fig. 6.5. Here the

error bars result from uncertainties in the filters used in the various cameras, each of which

was calibrated with spectrophotometry measurements after the experiment. Maximum re-

flectance occurs near intensities of 1×1016W/cm2, similar to other materials [102, 122]. The
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Table 6.1: LCPM PIC simulation parameters. λ is the laser wavelength, τ the FWHM
pulse duration, φ the beam waist, θi the incidence angle, Te the electron temperature, ρ the
species density, n the index of refraction, and ∆x and ∆z the cell sizes.

Laser Target Numerics

I0 (W/cm2) 5× 1012−16 d(nm) 270 explicit, absorbing BCs

λ (nm) 800 Te (eV) 1 ∆x×∆z (nm) 2.5 × 3

τ (fs) 60 ρH (/cm3) 5.35 ×1022 particles/cell 10

φ(µm) 1.2 ρC (/cm3) 4.33 ×1022 Courant ratio 0.75

θi 16◦ n 1.53 dim. 2D3V

pol. S (Y-dir) vac. gap (µm) 4 Spitz. rate (Hz) 0.5-2×1016

S polarized reflectance is 75% for the optimum incident intensity, comparable to conven-

tional fused silica plasma mirrors.

The actual contrast enhancement from a dielectric plasma mirror depends on the spe-

cific nature of the laser pre-pulse and the resulting plasma dynamics. However, as is com-

monly done, we can estimate the enhancement by taking the ratio of the peak high field

reflectance to the low field (non-ionizing) reflectance. The resulting ratio for a single liquid

crystal plasma mirror exceeds 350. Thus, a dual plasma mirror system would in principle

yield a contrast enhancement exceeding five orders of magnitude while still retaining >50%

transmission of the incident laser energy. Additionally, unlike conventional systems, liquid

crystal plasma mirror operation can be continued indefinitely and at low cost using a LSTI

or similar device with occasional reservoir resupply.

6.3 Particle-In-Cell Modeling of LCPMs

6.3.1 PIC Platform Development for LCPMs

Particle-in-cell (PIC) simulations are commonly used to analyze and optimize plasma mirror

operation for high harmonic generation from metals [119, 127, 128, 129] and have played a

critical role in the development of that field. PIC simulations have not played an equivalent

role in the study of plasma mirror operation for pulse cleaning from dielectric plasma mirrors

(DPMs), however, due to the unique challenges involved; several simplifying assumptions

typically made to arrive at interpretable results with reasonable computational cost for the
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former case would invalidate a simulation for the latter. In particular, the initial state of

the dielectric substrate, photoionization, and collisions within the resulting plasma play a

crucial role.

PIC simulations using metal substrates as targets or plasma mirrors are typically ini-

tialized as a singly or multiply ionized plasma to mimic the properties of the conductor and

because the substrate is expected to be rapidly heated by the laser pulse. Doing this for

a DPM would begin the simulation with the plasma mirror in its “on” (highly reflective)

state, completely omitting the pulse cleaning operation. Instead, DPMs must be modeled

using neutral particles which can subsequently be photoionized [130]. Further, the basic

PIC algorithm is fundamental and emergent properties such as reflectivity (or thermal con-

ductivity, resistivity, etc.) cannot simply be set at some value. A proper treatment of the

low-field response requires modeling the dielectric response of this neutral system. The

impinging light must reflect (with appropriate phase shifts), refract, and transmit so that

the etalon response is correctly modeled: at the proper thickness for minimum etalon reflec-

tion, the multiple reflections from the front and back surfaces of the film must destructively

interfere. Next, as the intensity increases, the neutral particles must ionize to produce the

plasma that will cause DPM reflection once the density is high enough, approximately at

the critical density nc = 1.75 ×1021/cm3 for 800nm light. The central, most intense region

of the laser beam will reach this threshold first with the spatial wings reflecting later or not

at all and this can affect the outgoing spatial mode and so must also be modeled. Sufficient

intensity for the spatial mode wings to reach critical density can cause the significantly

higher intensity central region to form a highly overdense plasma which will affect the sub-

sequent laser-plasma interaction. Finally, the primary loss mechanism is via absorption

in the evolving plasma. Although the transmitted light contains the pre-pulse, the total

energy of the pre-pulse is generally quite small. A variety of absorption mechanisms such

as inverse-Bremsstrahlung or Brunel heating can be at play, depending on how long the

pulse is and the specific plasma conditions that arise [131]. Collisions within the plasma

must be modeled for some of these mechanisms as they cause the electrons to dephase from

the driving laser field and to heat the growing plasma. In summary, from before the onset
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of significant ionization to well above the threshold for turning the DPM on, a simulation

must correctly treat five orders of magnitude variation in intensity or more.

PIC simulations of LCPMs are presented in the following sections that, to our knowledge

for the first time, correctly capture a plasma mirror as a dielectric, as a growing plasma,

and in its reflective state. This work was done using the code LSP [57]. These simulations

begin with 8CB represented as relatively cold neutral atoms (1 eV) which are ionized by

a laser matching the parameters of Astra and varying in intensity between 2×1012W/cm2

and 5×1016W/cm2. Detailed simulation parameters are listed in Table 6.1.

This discussion will focus on the novel aspects of this simulation framework necessary

for capturing the physics relevant to plasma mirror operation. The low field behavior, i.e.

the interaction of the leading edge of the pulse with the dielectric, is crucial to determining

the efficacy of contrast enhancement. In addition to starting with neutral atoms, a dielectric

model was implemented (Sec. 6.3.2). These simulations were performed in 2D3V, which

affects the spatial intensity distribution with respect to what would be found experiment

- an approximation to correct this is discussed in Sec. 6.3.3. Next, the ionization model

used will determine when the plasma mirror turns on, and thus the degree of contrast

enhancement. Determining and implementing the correct ionization model is addressed in

Sec. 6.3.4. Finally, collisional losses are important to include in this model, but ideal plasma

collision rates are not well suited for these plasma conditions - some possible improvements

are discussed in Sec. 6.3.5).

6.3.2 Low Field Behavior

The low field reflectivity of a plasma mirror is vital to model correctly, as otherwise the

degree of transmission of the laser’s leading edge will not be captured. LSP incorporates

a spatially varying dielectric model which was used to overlay the LCPM region with an

n = 1.53 block to properly model the thin film reflection characteristics. Figure 6.6(a) shows

this model interacting with the laser electric field at the time the peak of the pulse reaches

the target without any atoms present to ionize; the light is predominantly transmitted. In

Fig. 6.6(b), the laser is shown at the same point in time, having reflected from a plasma
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Figure 6.6: (a) The simulation target thickness is tuned for Fresnel anti-reflection in the
low-field limit for the index of refraction of the liquid crystal 8CB, using LSPs dielectric
model. The electric field at the time of the peak of the pulse in the polarization direction is
plotted as the laser refracts in the target (black rectangle). (b) The same grid area is initially
populated with neutral particles which ionize, exhibiting high-field plasma reflectivity. The
laser pulse at the same time in this case is now predominantly reflected. Figure reprinted
from [8].

generated when neutral atoms were introduced and ionized. The amount of reflected light

was determined by measuring the field flux normal to the laser outlet boundary. For a

target thickness of 270 nm, the low-field reflectance in the simulation was observed to be

0.2%, in agreement with experiment.

6.3.3 Dimensionality

These simulations were performed in 2D3V due to the wide range of simulation options

which were investigated, and the large number of different laser intensities that had to be

tested to validate the simulation against the experimental data. While 2D simulations can

provide valuable qualitative insight in many cases, they often fall short when quantitative

agreement is desired. Here, the intensity falloff of the laser beam in the simulation’s vir-

tual dimension (the dimension normal to the 2D grid) is neglected by a 2D simulation,
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Figure 6.7: Representation of the correction method for simulation dimensionality. (a) An
intensity distribution with Y and Z dependence is not well approximated by any one 2D
line beam (colored slices). (b) Topdown view of intensity distribution, showing the indi-
vidual 2D3V simulation slices which contribute to the full beam schematically. In practice,
simulations were used at varying intensity to construct the reflectivity contributions at 14
intensity slices. In this depiction, X is the propagation direction of the laser.

overestimating the reflectivity in these regions.

A 3D approximation was achieved by treating each 2D3V simulation as a slice of the

3D pulse profile (Fig. 6.7(a) and (b)) and several such runs were summed over, weighted

by their fractional contribution to the total pulse energy. This took into account the shape

of the beam in three dimensions, integrating out to 20 times the beam waist in the full

dimension. The equation used to find the 3D reflectivity was

R3D =

∑
nR2D,n

∫ yn
yn−1

I(y)dy∑
(I(y))

, (6.2)

for the 2D simulation reflectivities R2D,n and spatial intensity distributions I(y). The Y

dimension of the beam, taken from 0 − 5ω0, is divided into sections based on the number

of simulations, so that yn = 5ω0/14 × n for n = 0 to 14. Without this 3D correction, the

simulation results would have been too high by about 5% at the highest intensities and

more at lower intensities, indicating 3D effects are also significant.
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Figure 6.8: (a) Multiphoton ionization cartoon. The electron (red) is promoted from its
groundstate to the continuum over ionization potential Ip by N photons whose collective
energy is enough to overcome the potential well. (b) Tunneling ionization cartoon. An
atom’s potential well (purple) is deformed by the presence of an external electric field. For
sufficient depression, the electron (red) has a significant probability of tunneling through
the well.

6.3.4 Ionization Model

The ionization mechanism by which an LCPM transitions from transparent dielectric to

reflecting plasma, and at what time this happens with respect to the rising edge of the

pulse, are critical for correctly modeling not only the reflected energy typically measured,

but aspects such as pulse shortening that are more difficult to capture. Two limiting cases

for possible photoionization mechanisms are multiphoton ionization (MPI) and tunneling

ionization. Figure 6.8 shows the processes by which ionization takes place in these models.

In MPI, the ionization potential of an electron is overcome by several photons imparting

their energy to the electron, allowing it to escape into the continuum, if the photon density

is sufficient. The MPI ionization rate can be approximated as [132]

ΓNMPI
= σNMPI

INMPI
L , (6.3)

where ΓNMPI
is the rate of electron ionization, which requiresNMPI = int(Ip/(hν)) photons,

IL is the incident laser intensity, and σNMPI
is a coefficient.
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Table 6.2: Relevant ion/molecular charge states for 8CB. Ionization potentials are given,
as well as appearance intensities for that charge state, Keldysh parameter at appearance
intensity, and number of photons required for MPI with 800 nm light. Ionization potentials
taken from [23, 24].

Species Ip (eV) Iapp (W/cm2) γ(Iapp) NMPI (800 nm)

C1+ 11.26 6.4 ×1013 1.2 8

C2+ 24.38 3.5 ×1014 0.8 16

H+ 13.6 1.4 ×1014 0.9 9

C6H
+
6 9.24 2.9 ×1013 1.6 6

Tunneling ionization takes place when the electric field of the laser deforms the atom’s

potential well, allowing an electron to tunnel through the depressed potential with some

finite probability. For hydrogen-like ions, the rate of tunneling ionization can be expressed

as [133]

Γtunnel ∝
(Ip)

5/2

I
1/2
L

e−2/3(Ip)3/2/IL
1/2

. (6.4)

More elaborate formulations such as the Ammosov-Delone-Krainov (ADK) model [134]

take into account more complex ions.

In the limit where the height of the barrier drops below the ionization potential, the

probability of ionization goes to 1 – this is known as barrier suppression ionization (BSI).

The appearance intensity at which BSI takes place can be estimated as follows [135]:

Iapp =
cεo(4πεo)

2

32Z2e6
I4
p , (6.5)

where Z is the ion charge state after ionization, Ip is the ionization potential, c is the speed of

light, and e the fundamental charge. 8CB is mostly hydrogen and carbon with appearance

intensities of 1.4 × 1014 W/cm2 and 6.4 × 1013 W/cm2, respectively.

The Keldysh parameter [133], γ =
√

Ip
2Φ where Φ = e2E2/(4mω2) is the ponderomotive

potential, provides a figure-of-merit for which ionization mechanism dominates. Typically

it is required that γ ≈ 0.5 or lower for tunneling rates to apply [136].

Since 8CB is predominantly composed of hydrogen and carbon5, the appearance inten-

5The ionization potentials of molecular 8CB are not well known; however, the first ionization level of
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sities of the first charge states for these atoms and Keldysh parameters at these intensities

determine which ionization model is appropriate for the LCPM turnon. Table 6.2 lists the

Keldysh parameters at appearance intensity for C1+, C2+, and H+ and 800 nm light. For

all these charge states, γ ≥ 0.8, suggesting an LCPM composed of these constituents will

operate in the MPI regime. This will generally be the case for any dielectric based plasma

mirror. Typically intensities up to or above 1016 W/cm2 will be present during the oper-

ation of an LCPM, but ionization of hydrogen and carbon will have saturated well before

these intensities are reached such that significant tunneling may never occur. Thus, there

will be a significantly overdense plasma near the center of the spot with multiple species

present whereas underdense plasma with only first stage ionization contributing will be

present farther from the central spot.

Tunneling models such as the ADK model will greatly understate the ionization rates

in the MPI regime, but use of MPI models in PIC in uncommon for ultraintense laser

simulations. To our knowledge, there is not a well established MPI model for these con-

ditions. Accordingly, an MPI model [132] was added to LSP, where the ionization rate

P = (CE)2NMPI with an adjustable rate coefficient C, where E is the laser electric field

and NMPI is the minimum number of photons required for photoionization. The MPI coef-

ficient of C = 1×10−9 cm/kV was chosen by matching the reflectance at a single data point,

the lowest intensity, and then using this for the rest of the intensity curve. Equation 6.3

is based on intensity, not instantaneous electric field, and so the formulation implemented

here in LSP will not have the same time dependence within a laser cycle. However, the

correct intensity dependence is achieved, which is the relevant physics for this problem.

6.3.5 Low Temperature Collisions

PIC simulations do not represent close-range physics such as particle collisions due to finite

cell size or, equivalently, the particle shape, and so when the problem calls for it these effects

must be added back in to the basic PIC cycle. These simulations use LSP’s implementation

benzene, C6H
+
6 , which is present in 8CB, has been measured. Table 6.2 shows that it has an even higher

Keldysh parameter at appearance intensity, suggest that 8CB itself would also fall in the MPI regime.
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of the Jones scattering model [137], which assumes a scattering “field” calculated from the

average velocity and temperature of species (assumed to be Maxwellian), avoiding the need

to calculate individual collisions between particles. Particle velocities are then modified by

this field according to a collision rate. Most PIC codes which include collision models use

the Spitzer collision rate [138], which considers collisions in a hot dilute plasma:

νei = 4
√

2π
Z2

3
√
me

(
e2

4πε0

)2
ni ln Λ

T
1/2
e

, (6.6)

where ni is the ion density, Z is the ionization state, Te is the electron temperature, and

Λ is the Coulomb logarithm – lnΛ is commonly taken to be 16. This is valid in the case of

a hot dilute plasma, where there are many particles in the Debye sphere. In the conditions

needed to model the transition from neutral atoms to ionization in 8CB, it is necessary

to have an electron density up to ne = 3.3×1023/cm3, at a temperature initially < 10 eV

to avoid ionization before the laser arrives. Temperatures under 225 eV at this density

result in fewer than 10 electrons per Debye sphere, while temperatures under 1035 eV have

fewer than 100 particles. In the low temperature limit, the Spitzer rate is inaccurate – if

the standard ln Λ = 16 assumption is used, the rate continues to increase as temperature

drops, and other forms of ln Λ cause the collision rate to turn negative under a certain

temperature. The simplest way to avoid this is by capping the collision rate at some value

νmax, coarsely mimicking the the saturation of the rate that actually takes place. Above

a transition temperature T0, the normal Spitzer model is used, and below T0 the collision

frequency is constant at νmax (Eq. 6.7).

νei[Te] =

 νSpitzer[Te] Te > T0

νmax Te ≤ T0

(6.7)

In this work, different values of νmax were tested for their effects on low-intensity reflec-

tivity. As Fig. 6.9 shows, below a laser intensity of 1014 W/cm2, the reflectivity was nearly

constant for a given νmax, with little effect on the reflectivity behavior above 1015 W/cm2.

For this work, νmax = 5 × 1015 Hz, corresponding to T0 ' 696 eV, or roughly 55 electrons

per Debye sphere. This is well resolved by the timestep chosen for the simulation, but acts
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Figure 6.9: Effect of varying collision rate cap νmax on reflectance as a function of intensity.
In the low field limit (I < 1015 W/cm2), the reflectance is constant for a given νmax, and
increases as νmax decreases. At higher intensities, the difference as a function of νmax
becomes negligible. Simulation parameters follow Table 6.1.
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mainly as a tuning parameter here, chosen in concert with the MPI coefficient to give the

best match to experiment. Two physically motivated possibilities for νmax are discussed

below, and will be investigated in future work.

Alternate Collision Rate Caps

When Debye shielding is no longer a valid model, a more useful scale length is the inter-

particle spacing. This can be used as a surrogate for the average mean free path between

particle collisions – for electron-ion collisions, this is λmfp ∼ (ni)
−1/3. The average time

an electron takes to travel λmfp is τmfp = λmfp/vth, where vth =
√

3kBTe/me. Using this

approximation, νmax = 1/τmfp, which is ∼ 3× 1015 Hz for LCPM temperature and density.

For ni = 5.5× 1022/cm3, T0 ∼ 1035 eV.

As the plasma temperature goes to 0, degeneracy determines the characteristic (Fermi)

energy of the electrons EF = h̄2/(2me)
(
3π2ne

)2/3
. Setting T0/(mec

2) ∼ EF yields a much

higher collision rate cap – this is the approach used in Ref. [139]. In this model, T0 ∼ 18

eV for ne = 3.3× 1023/cm3, with νmax = 6.5× 1016 Hz. This approximation would require

a much smaller simulation timestep.

6.3.6 Results

Figure 6.11 shows the experimental S polarization data along with three simulation curves

using different models. Collisionality and the choice of ionization model are seen to have

a large effect on the simulation results, illustrating the importance of these models. The

ADK tunneling model (green squares) drastically underestimates the onset of plasma mirror

reflection, as expected. It does better at high intensities, but this is because it eventually

saturates the ionization of hydrogen and carbon, even if not at the correct intensities. Using

an MPI ionization model with C = 1× 10−9 cm/kV and collisions with νmax = 5× 1015 Hz

yields in an excellent match to experiment (black diamonds vs. red triangles) over three

orders of magnitude in intensity. The importance of modeling a collisional plasma can be

seen by turning the collisional model off. These results (blue diamonds) overestimate the

reflectance by 25% or more, indicating the degree of loss due to excitation of the temporally
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Figure 6.10: Spitzer collision rate (blue) as a function of plasma temperature Te, and poten-
tial cutoff temperatures and maximum collision frequencies to address its low temperature
shortcomings. Mean free path based νmax (purple), Fermi energy based νmax (green), and
νmax = 5× 1015 Hz (orange), the value used for the LCPM simulations. Frequencies above
the dashed line cannot be resolved by the simulation timestep used here.
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and spatially varying plasma layer.

The rapid decrease in reflectivity beginning at 5× 1016 W/cm2 is a interesting feature.

Similar trends as a function of laser intensity have been observed in other experiments

measuring energy absorption [35, 102]. In some experiments, the rollover intensity is ∼

1018 W/cm2, which points toward a relativistic source for the reflectivity change, but the

reflectivity drop occurs at about an order of magnitude too low with LCPMs for this to

contribute.

A few non-relativistic mechanisms could be responsible for this rollover. Inverse brem-

strahlung (IB) absorption, where an electron absorbs a photon during a collision with an

ion, can take place in preplasma up to the critical density and has been shown [140] to have

an absorption coefficient ηIB = 1 − exp(−32/15νei(ncrLn/c)), where Ln is the preplasma

scalelength. ηIB is large for laser intensities up to 1017 W/cm2, for low temperature plas-

mas, and for large Ln [141]. Another potential contributing mechanism is sheath-transit

absorption (STA) [142], more commonly known as the anomalous skin effect (ASE) [143]

and sheath inverse bremsstrahlung (SIB) [144], its two limiting cases. When vth/νei > δs,

the plasma skin depth, electrons can travel out of the skin depth, carrying laser energy away

into the plasma bulk. STA is an important process for steep plasma gradients [131]. It is

difficult to be certain which of these mechanisms is more likely to have been responsible

since preplasma was not measured in the LCPM experiment, but it seems probable that

the Ln was small – the laser was defocused for this experiment, and any prepulses likely

transmitted through the target without ionizing.

Whether STA or IB is responsible, a recent paper by Kemp and Divol [145] may shed

light on why these simulations did not follow the experimental trend in reflectivity above

∼ 5× 1016 W/cm2. In that work, it was shown to be necessary to resolve δs with 5-50 cells

per skin depth in order to capture how laser energy is transmitted from the skin depth into

the bulk of the target, where δs/∆x = 3.7 for the LCPM simulations. Another potential

source of error is under-resolving the Debye length. During one of these simulations, the

density can reach several hundred times critical density and temperatures as high as 100

eV. Although the simulation was numerically stable to Debye heating effects, absorption
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Figure 6.11: S polarization reflectance curves obtained from LSP PIC simulations. An
MPI model is required to capture plasma mirror turn-on and a collisional plasma must
be modeled to include plasma losses (black compared to green curves). The experimental
results are reproduced for comparison (red). Figure reprinted from [8].

processes may require that this length is resolved. However, over the orders of magnitude

responsible for plasma mirror agreement, the agreement between simulation and experiment

is of a level rarely reached in this field.

6.4 Future Work

The framework developed here for modeling plasma mirror behavior may prove useful for

designing better plasma mirrors, as well as for determining the temporal profile of the laser

pulse that hits a target. Two effects of particular importance are pulse shortening and the

quality of the reflected laser mode, which may mar the laser focal spot – a technique has

been developed [146] to use electric field point probes to reconstruct the far field intensity

distribution using the Fresnel propagator, although this may require a larger grid in order

to allow the incident and reflected beams to be spatially separated. An initial qualitative

analysis of pulse shortening has been performed in 2D for I = 5 × 1015 W/cm2, shown in
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Figure 6.12: Pulse shortening after plasma mirror. Reflected pulse (red) has a 30 fs shorter
rising edge than the incident pulse (blue).

Fig. 6.12. The reflected intensity, as measured by point field probes centered in the beam’s

k-vector, is greatly reduced in the first 30 fs of the rising edge of the beam when compared

to the incident pulse. Implementing alternate pulse shapes which more closely resemble

the laser pedestal, while computationally intensive, will be a key test of the validity of this

simulation technique.
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Chapter 7

Solid Target Ion Acceleration
at Oblique Ultrashort Laser

Incidence

7.1 Introduction

6 The acceleration of protons from solid targets using high power lasers to greater than

1 MeV was first reported in 2000 [147, 148, 149]. Over the next two decades, efforts to

improve peak proton energy, yield, and ion beam divergence have revealed a number of

underlying acceleration mechanisms [150, 151] in addition to the sheath acceleration which

was first observed [149, 152]. Detailed surveys of the history of this field can be found in

Refs. [153, 87, 154], which also discuss the variety of applications which can be enabled by

laser-accelerated ions.

The realization of proposed ion beam applications such as neutron radiography and

hadron therapy faces two critical challenges. From a practical perspective, one needs the

ability to produce sufficient ion flux through efficient procedures – rapid target insertion,

laser operation, and optimized on-line diagnostics. More fundamentally, a thorough under-

standing of the underlying processes that govern ion acceleration in order to better control

aspects such as kinetic energy, particle number, and beam profile is required. For this,

increases in laser energy and power have not yielded ion energies necessary to achieve ap-

6Much of this chapter is reprinted with permission from P. L. Poole, L. Obst, G. E. Cochran, J. Metzkes,
H.-P. Schlenvoigt, I. Principe, T. Kluge, T. Cowan, U. Schramm, and D. W. Schumacher, New Journal of
Physics, vol.20, 013019 (2018) [22].
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plications like cancer therapy due in part to poor scaling with laser intensity and also to

stringent requirements on laser parameters like pulse contrast, which measures the inten-

sity of unwanted but often unavoidable pre-pulse light preceding the main beam relative to

that of the peak pulse. While several mechanisms have been identified for ion acceleration

[149, 152, 155, 156, 151] and multiple reviews have been done to accumulate experiment,

simulation, and model descriptions of these [153, 87], the optimization of a given mechanism

for an application on any particular facility remains difficult. We performed an experiment

that varied the target thickness over two orders of magnitude so that, according to current

understanding, two or more of these mechanisms should have made a significant contribu-

tion to the measured ion energies. Moreover, the experiment was performed at a large angle

of incidence, 45◦ with respect to the target normal. This introduced two natural directions,

target normal and laser axis, and ion spectra were measured in both directions to better

distinguish between mechanisms. We found that target normal behavior was seen for all

thicknesses; a result that requires explanation.

Figure 7.1 shows a survey of target thickness scans reported in the literature, separated

by angle of incidence and laser pulse duration. Lasers at normal incidence (triangles)

generally produce higher peak proton energies than those at oblique incidence (circles), and

lasers with τ > 500 fs (hollow symbols) generally outperform those with τ < 100 fs. Many

of the scans shown here follow a similar pattern, where an optimum target thickness exists

at which the highest peak proton energy is achieved, and below which the energy typically

drops monotonically. The range, granularity, and minimum value of target thicknesses

in this type of experiment can be limited by a number of factors, including target cost,

difficulty in manufacturing, and slow alignment speeds. Additionally, it is at times difficult

to repeat target thicknesses, meaning observed trends can be highly suspectible to shot-to-

shot variation. Using liquid crystal targets and the 1 Hz repetition rate DRACO laser [13],

an impressive 450 shots were collected in 5 days [22], in the first experiment to span the

few nm to few µm range with a single target material. This allowed the investigation of

different laser contrasts and diagnostics, and produced a data set from which average peak

proton energies could be extracted at a number of target thicknesses (solid black stars).
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Figure 7.1: Proton energy target thickness scans reported in the literature, separated by
incident laser energy. Data represented by circles are near 45◦ incidence ([9] (averaged
data), [10], [11], [12], [13], [14], [15] (22◦)) and triangles indicate normal or near-normal
(< 10◦) incidence interactions ([16], [17], [18], [19], [20] (averaged data), [21]). Filled data
points are from pulses of 50 fs duration or less, while open points indicate greater than 500
fs. The averaged results from this experiment are shown as black stars; this is the first
dataset to span the full range from few nm to few µm with a single target material. Figure
reprinted from [22].

This experiment, and the ion acceleration mechanisms which are responsible for its results,

will be the focus of this chapter.

7.2 Overview of Ion Acceleration Mechanisms

7.2.1 Target Normal Sheath Acceleration

Target Normal Sheath Acceleration [149, 152], or TNSA, is the most-studied and most

robust method of laser ion acceleration using solid targets. In TNSA, fast electrons are gen-

erated in the front-side pre-plasma and propagate through the target. The highest energy

electrons are able to escape from the target, which then acquires a positive charge, creating

a strong sheath field at the target surface that will cause slower electrons to be accelerated

92



Figure 7.2: Cartoon of target normal sheath acceleration. An incoming laser accelerates
hot electrons at the front surface, which propagate through the target. The electrons in
the target are heated, and create a strong sheath field on both sides of the target, which
accelerates surface ions.
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back toward the target and continue to oscillate (or “reflux”) about the remaining ion pop-

ulation as its distribution evolves. These electrons then expand due to their own pressure.

The separation between these charged species results in a large (MV/µm) quasi-static elec-

tric field oriented along the target normal direction. Atoms in the rear surface layer are

thereby ionized and accelerated to energies ∼10s of MeV/nucleon. The discussion of this

mechanism will follow the treatments in [153] and [87].

The magnitude of the accelerating sheath field can be estimated by Es ∼ Thot/eλD,

assuming a sharp plasma/vacuum interface at the target rear surface, where Thot is the

characteristic temperature of hot electrons accelerated by the laser at the front surface.

Determining the hot electron density nhot is more difficult – assuming the energy flux lost

from the laser is converted into hot electrons traveling at c, one can write ηhotI ' nhotcThot,

where ηhot is the conversion efficiency, typically between 10 and 40 percent.

Thot scales with laser intensity, increasing the strength of the sheath field and peak energy

of accelerated ions. Thot can be estimated as roughly the cycle-averaged laser oscillation

energy mec
2(〈γ〉 − 1) = mec

2(
√

1 + a2
0/2 − 1). In the context of hot electron generation,

this is referred to as the Wilks scaling [157, 87], and can be written as

TWilks = 0.51MeV

(1 +
I18λ

2
µm

1.38

)1/2

− 1

 . (7.1)

For I = 1021 W/cm2 and 1 µm light, TWilks = 13.2MeV, nhot = 1.6×1021/cm3, and

λD = 0.7µm, yielding a sheath field magnitude Es = 19.4 MV/µm.

Ions at the target rear surface are accelerated in this field. Assuming that the sheath

field can evolve, and that the electrons and ions can be treated as isothermal fluids [158],

the maximum ion energy attained via TNSA can be estimated by

Emax = 2Thot

[
ln
(
tp +

√
t2p + 1

)]2

, (7.2)

where the normalized acceleration time tp ' 0.43ωpiτacc, and the ion plasma frequency

ωpi =
√
nhotZe2/Miε0 for an ion of charge Z and mass Mi. As above, the number density of

hot electrons nhot ' ηhotI/cThot (more sophisticated models take into account the angular
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divergence of hot electrons within the target, which increase the transverse extent of the

rear sheath field). Fuchs et al. [159] have found by fitting to experimental data that

τacc ' 1.3τFWHM . Using these parameters and TWilks, a 1 µm laser with I = 1×1021

W/cm2, τFWHM = 30 fs, and ηhot = 30% is predicted to produce TNSA protons with

energies up to 38 MeV. A laser with a 500 fs pulse duration, but the same parameters

otherwise, can produce proton energies of 410 MeV according to this model. Increasing

the number of hot electrons or Thot will improve ion yield and/or peak energy; much effort

has been devoted to optimizing front surface structures to increase the conversion of laser

energy into hot electrons and protons [160, 161, 162].

TNSA can benefit from pre-pulses – the resulting target pre-plasma is abundant with

electrons available for laser acceleration, yielding a larger rear-surface sheath field–but will

suffer if the target is sufficiently deformed by these early pulses or if the pre-pulse scale

length becomes too long [163, 87, 55]. Because of this TNSA is typically maximized for

targets robust enough to withstand initial interaction with the laser pre-pulse and main

pulse rising edge, typically above several hundred nm. TNSA is nevertheless observed on

both short and long pulse systems: current experimental benchmarks for TNSA include 40

MeV protons for ultra-short pulse interaction [164] and 85 MeV for longer pulse lasers [9],

both achieved with ∼ 1 µm thick foils.

7.2.2 Radiation Pressure Acceleration

Other ion acceleration mechanisms can arise for thinner targets (thicknesses down to a few

nm have been explored, as in this work). Experiments in this regime typically require

intensity contrasts superior to 10−10:1 for times at least one picosecond before the main

pulse arrives to preserve target integrity. Targets can also undergo Radiation Pressure

Acceleration [155], where the target receives momentum from the laser. In the simplest

picture, the radiation pressure due to an incident light wave can be written as Prad =

(1 +R)I/c, with reflectivity R ≤ 1. As with TNSA, the laser pushes on the ions indirectly

through the electrons, since the larger mass of the ions makes them respond more slowly

to the laser interaction. However, with TNSA the laser interaction is localized at the front
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Figure 7.3: Cartoon of light sail RPA. The laser-driven ion front has reached the rear of
target and caused the focal spot area to separate from the bulk of the target, allowing it to
be driven in front of the laser as it propagates.
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surface of the target whereas the electrons accelerate the ions on the back surface. In RPA,

there is no such division. (There is front surface TNSA, as well, but there is still a division

between the laser-plasma interaction heating the electron and the acceleration process from

the hot electron population.) For thin enough targets, RPA can be more effective than

TNSA – at the time of this writing, the highest peak proton energy is 94 MeV with a 90

nm target, accelerated through RPA [165]. Two limiting cases have been defined for RPA

[87] for very thick and very thin targets.

In the case of a very thick target, a laser pushes against the surface, driving a deformation

into the plasma – this is referred to as hole boring radiation pressure acceleration (HB-

RPA). The velocity of this deformation, the hole boring ion velocity vHB, can be estimated

[157, 166] by applying a momentum flow conservation argument to the laser and ions, such

that

vHB =
c
√

Π

1 + 2
√

Π
,Π =

I

minic3
. (7.3)

In the lab frame, the maximum energy of ions traveling in this front is

Emax = 2mpc
2Π/

(
1 + 2

√
Π
)
, (7.4)

and so Emax ∝ I1/2.

For very thin targets on the order of the laser skin depth, the RPA interaction must be

approached differently. If the hole boring ion front reaches the target rear surface before

the laser pulse ends [167], the laser can punch through the target, continually accelerating

electrons and ions. This is called light-sail RPA (LS-RPA). In this limit, the energy of

accelerated ions can be estimated as

ELS = 2π
Z

A

me

mp

a2
0τ

ζ
, (7.5)

where the surface density ζ = π(ne/nc)(d/λ).

In both HB- and LS-RPA, the accelerated ion spectrum is largely monoenergetic, though

recent work has suggested that this can only be expected for a normally incident laser, and
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so spectral shape cannot be used as an indication of underlying mechanism for oblique

incidence [168].

7.2.3 Relativistic Transparency

Equation 7.5 suggests that RPA-LS energies will continue to increase as the laser intensity

does. However, the laser itself can spoil the target opacity that RPA-LS relies on. The laser

will penetrate up to the density at which ωL = ωp – at ultrahigh laser intensities, electrons

become relativistically massive (mrel,e = 〈γ〉me) and ωp is reduced, so now transparency

occurs when ωL = ωp/
√
〈γ〉. Alternately, the target can also become transparent if it

is compressed so that its new thickness d is less than the laser’s relativistic skin depth

δs, rel ∼ c
√
〈γ〉/ωp, taking into account the compressed target’s increased electron density.

Which of these occurs first depends on the initial target parameters. By considering the

dynamics of an infinitesimally thin foil, it has been shown [150] that if the surface density

of the target ζ ≤ a0, relativistic transparency will take place and shut off RPA. For an 800

nm 30 fs laser with I = 1× 1021 W/cm2, this suggests that the minimum target thickness

at which transparency effects can be avoided is d (nm) ' 1025/ne(/cm3). Relativistic

transparency can occur at different points during the laser pulse [169].

Upon initiation of transparency, a number of effects which enhance ion energy can take

place. A laser transmitting through the target can expel some or all of the electrons in its

wake, leaving the ions to be violently repelled in a Coulomb explosion [170, 171]. Breakout

afterburner [172] or the relativistic plasma aperture [173] also have been demonstrated to

enhance laser-axis accelerated ions after the onset of transparency for longer pulses.

7.2.4 Determining Dominant Mechanisms

The scaling laws presented give some indication of whether a laser-target interaction is

TNSA or RPA dominant, but in practice parameters such as electron density when the

peak of the laser pulse hits or peak intensity are difficult to measure. Accelerated ion

directionality is much easier to determine, and has been used as an indicator of underlying

mechanism by separating laser axis and target normal ion acceleration directions. In a
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number of papers [174, 9, 175, 58], ions directed along the target normal have been described

as TNSA, and RPA ions are expected to appear along the direction of pulse propagation

[12, 175]. The DRACO experiment described in the following sections used an oblique laser

incidence angle to determine where the transition between these signatures occurred.

7.3 DRACO Experimental Setup

The experiment was performed on the DRACO laser facility at HZDR, which before a 2018

upgrade was a 3.5 J, 30 fs, 10 Hz Titanium:sapphire based system capable of intensities

exceeding 1×1021 W/cm2 in a 3 µm diameter FWHM focal spot. Figure 7.4 shows a

simplified schematic of the primary diagnostic setup, which included an optional single

plasma mirror for pulse contrast enhancement. Contrast measurements with and without

a plasma mirror are shown in Fig. 7.5. The optics design focused light onto and then

recollected it from the plasma mirror with off-axis parabolas which allowed the setup to be

bypassed if desired by moving an additional mirror into the beam-path. The entire plasma

mirror optics path had an energy throughput of 80%, resulting in energies between 2.55 -

2.75 J on target. Near-field measurements after plasma mirror reflection were monitored

on each shot and did not reveal modulations that would suggest a reduction in final focal

spot quality. The plasma mirror substrate had dimensions of 50 mm × 95 mm which

allowed about 450 few mm spots to be used before it needed to be replaced. The DRACO

contrast as measured by a third-order cross-correlator was improved by nearly 3 orders of

magnitude when the plasma mirror was in use, allowing comparison between moderate and

high contrast shots to investigate the effects of target pre-expansion. The performance of

this plasma mirror system was unusual and at the high end of reported performance for

such systems [176].

Liquid crystal films were formed within a Linear Slide Target Inserter device, or LSTI

[6]. The 4 mm diameter circular aperture was oriented at 45◦ with respect to the incoming

laser axis. 10 µL of the liquid crystal 4-cyano-4’-octylbiphenyl (8CB) was applied to the

wiper, which allowed several dozen films to be formed before the chamber needed to be
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opened for new liquid crystal application. A cooled water line pumped by a small chiller

unit was installed through the chamber wall to maintain the LSTI frame at the desired

temperature for film control, typically around 28.0 ◦C. Film thicknesses were measured on-

demand by white light interferometry, which was relayed from outside the chamber. The

LSTI design utilizes the same liquid crystal mesophase surface tension that enables freely

suspended film formation to draw films at the front aperture edge within 2 µm of the same

position each time, which eliminates the need for target alignment after it is performed

on the first film. This alignment, performed with a scattered light imaging system, was

verified by observing the accelerated proton energy with on-shot diagnostics as the target

was shifted along the incoming laser axis. All data shown here was taken at best focus.

Ions accelerated from the target rear side were captured by two diagnostics: Thomson

parabola spectrometers (TPS), on laser axis and target normal, and radiochromic film

(RCF) stacks on some shots centered on target normal. A schematic of TPS operation

is shown in Fig. 7.6. Charged particles enter a small pinhole, typically a few hundred

microns in diameter, and are deflected by parallel electric and magnetic fields and form

parabolic traces for each charge-to-mass ratio. Neutrons and x-rays, unaffected by these

fields, provide a reference neutral point from which ion deflections distances, and thus

energies, can be calculated. Electrons are steered away from the diagnostic plane. In this

case, the parabolic traces were incident on a microchannel plate (MCP). This diagnostic

provides high resolution energy and species information at one specific angle. The TPS

used in this experiment had an energy resolution of 0.5-1 MeV from 0 to 30 MeV.

The TPS were supplemented by an RCF stack on some shots (example given in Fig.

7.10). RCF darkens when exposed to radiation, and gives an indication of spatial ion

distributions as well as coarse spectral information. Ion species cannot be distinguished

when analyzing RCF, so stacks are often wrapped in a filter layer to block heavy ions. The

liquid crystal targets used are composed of hydrogen and carbon, and the 25 µm aluminum

filter layer used could block up to 27 MeV carbon ions. In this experiment, RCF stacks

were used predominantly to examine proton spatial distributions. Located 55 mm behind

the target, these captured an angle of ±22.5◦ centered around the target normal direction,
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Figure 7.4: Experimental setup at the DRACO laser facility. Laser (red) was reflected
from a contrast-enhancing plasma mirror and focused onto the target film formed in the
LSTI. Ions emitted on laser axis (0◦) and target normal (45◦) were observed using Thomson
parabola spectrometers (TPS) and radiochromic film stacks (RCF), discussed in more detail
in the text. Transmitted light was measured on a Spectralon scatter screen. Reflected light
in 1ω and 2ω were imaged from a Macor scatter screen - electrons in this direction were
also observed on a LANEX screen. Figure reprinted from [22].
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Figure 7.5: Contrast improvement through use of a single anti-reflection coated dielectic
plasma mirror. DRACO intrinsic contrast (blue), is improved by ∼ 3 orders of magnitude
(black dots), on the picosecond level. Figure reprinted from [22].
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Figure 7.6: Schematic of a Thomson parabola spectrometer (TPS). Incoming ions pass
through a pinhole and parallel electric and magnetic fields, and are deflected differing
amounts depending on their energies and charge-to-mass ratios. Neutrons and photons
are unaffected, and create a neutral reference point on the screen.

with a small aperture to allow ion signal to reach the TPS.

Additional diagnostics were implemented to investigate the reflected and transmitted

light upon interaction with the optical quality target surface. This would not only reveal

the onset of transparency effects and allow their interaction with ion acceleration to be

observed, but also would allow target morphology conditions to be determined at the time

of laser interaction. The interplay between ion energy and laser transmission is fundamental

to ultrathin target studies, and so it was critical to also have a measure of transmitted laser

light on every shot. A piece of Spectralon (Lambertian Scatterer) was used to collect the

transmitted beam mode, was absolutely calibrated to 100% transmission when a target was

absent. A ceramic (MACOR) screen served the same purpose for the reflected light. Two

cameras filtered for 1ω and 2ω observed scattered light imaged from the ceramic screen along

the same line of sight by using a dichroic mirror. A final diagnostic was a sheet of LANEX,

which fluoresces upon impact by energetic electrons, to reveal the spatial distribution of
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Figure 7.7: Peak proton energy in MeV as a function of target thickness in microns. The
optimum target thickness without a plasma mirror is ∼ 900 nm and 10 MeV (red points).
With a plasma mirror (blue points), proton energies increase monotonically as target thick-
ness is decreased - no optimum thickness is seen. Points represent average maximum proton
energy seen at this target thickness, while bars indicate broadest range of energies seen at
that thickness over the course of the run - variability increased as target thickness decreased.
Figure credit: Patrick Poole.

target front-surface electrons ejected in the reflection direction. On some shots a rough

electron energy spectrum was obtained using transmission through a wedged aluminum

piece in front of the screen.

7.4 Key Experimental Results

7.4.1 Effects of Prepulse

The central experimental result is shown in Fig. 7.7: maximum proton cutoff energy

recorded on the target normal Thomson parabola spectrometer for film thicknesses ranging
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from > 1 µm to 10 nm. Without a plasma mirror, DRACO’s moderate 10−7 contrast pro-

duced a typical maximum proton energy trend with target thickness as measured by the

TPS, shown in Fig. 7.7. The “optimum thickness” at which the maximum proton energy

of 10 MeV was observed, was approximately 900 nm. As target thickness was decreased

from this point, maximum proton energy decreased monotonically. When the plasma mirror

was employed to improve the laser contrast to ∼ 10−10, the proton maximum energy was

instead seen to monotonically increase with target thickness, and no optimum thickness was

observed - a peak proton energy of 26 MeV was recorded for a target thickness of 6 nm

(not pictured). This is an interesting result, particularly in light of the fact that the target

thickness is less than the laser skin depth.

The high proton energy achieved for ultra-thin targets suggests a high contrast laser

interaction, where the target surfaces remain intact before the main pulse arrives. This is

supported by observations of the specular-directed optical emission during laser interaction

recorded with both 1ω and 2ω filters. Here we expand the measurement of previous target

emission studies [122, 177] by always using peak laser intensity but with deliberate pulse

contrast differences: Figure 7.8 shows representative images of the moderate (no plasma

mirror, left) and high contrast laser reflection (right). High contrast results in significantly

enhanced reflected light levels and a better-defined spatial mode. Under this condition of

unperturbed target surface at the initiation of high intensity laser interaction, 2ω emission

becomes visible, with expected spatial modulations due to the strongly intensity-dependent

generation process. This improved reflection quality indicates a minimally expanded critical

surface in the high contrast case [178] and was observed even for ultra-thin targets.

High contrast interaction is further corroborated by the LANEX diagnostic observing

electrons ejected in the laser reflection direction during target interaction. Up to 30 nC

sr−1 was measured in electron distributions with energies exceeding 9 MeV, obtained by

recording the calibrated [179] LANEX fluorescence behind different thicknesses of the Al

wedge. This is similar to recent results [180] where electrons ejected in this manner required

laser interaction with a sharp density profile originating from high contrast pulse irradiation.
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Figure 7.8: 1ω and 2ω reflected modes from moderate and high contrast pulses, showing
a significant difference in the target morphology at the time of laser interaction for these
cases. The inset in the left hand images shows the moderate contrast reflection raw images
(unscaled dynamic range), which reveal significantly less overall reflection compared to high
contrast conditions. Figure reprinted from [22].
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Figure 7.9: Proton spectrum (number/MeV/steradian) as a function of energy (MeV) ob-
served on a Thomson parabola spectrometer in the target normal direction for a 9 nm target
(solid dark blue), 300 nm target (dashed dark blue), and 1.7 µm target (solid light blue).
The averaged proton signal on laser axis, on the few shots where it was observed, is plotted
in red. Figure reprinted from [22].

7.4.2 Ion Directionality

Figure 7.9 shows target normal ion energy traces for various thickness targets (blue lines)

for comparison to an average of those laser axis ion spectra observed (red). While all targets

have similar spectral shape at low proton energies, the thinnest targets also exhibit increased

high energy component suggesting a greater hot electron population. The majority of shots

(≥90%) at high contrast showed no laser axis ion signal for any thickness, and when present

the laser axis energy cutoff and yield were always significantly lower than that observed along

target normal for the same shot.

The target normal spatial distribution of proton emission, shown for various thicknesses
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Figure 7.10: Sample layers from RCF stacks irradiated by target layers of different thick-
nesses. Five shots are shown: from left to right, 6 nm, 24 nm, 430 nm, and 1270 nm shot in
high contrast mode, and 6500 nm, shot in moderate contrast mode. From top to bottom,
layers corresponding to proton energies of 4.7 MeV, 9.0 MeV, 12.1 MeV, and 17.8 MeV are
shown, stopping at the last layer at which signal was observed for each target. The hole in
the center of each film allows line of sight for the target normal TPS. Figure reprinted from
[22].
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in Fig. 7.10, was of consistently small divergence (≤ 10◦) at low and high energy for all

thicknesses. This was true even for ultra-thin targets near the transparency threshold with

the exception of radial streaking in the low energy ion signal (as in the 4.7 MeV, 6 nm sheet

in Fig. 7.10). For comparison, the rightmost film is one layer from a moderate contrast,

6500 nm target result, demonstrating significantly larger beam divergence. The energy

spectra, spatial distribution, and directionality of the acceleration ions suggests TNSA as

the dominant mechanism for low and high contrast shots for thicknesses from 40 nm and

above.

7.4.3 Transmitted Light

Additional characteristics were observed for ultra-thin targets in the relativistic trans-

parency regime. This state was verified in several ways, but most directly by measuring

the laser pulse transmitted through the target. These values are shown in Fig. 7.11 as a

function of film thickness. Thicknesses above 40 nm exhibit a nearly constant average of

∼ 5% transmission, but those below show both increased average transmission as well as

greater shot-to-shot fluctuation.

There is a similar increase in maximum proton energy fluctuations for these ultra-thin

targets. Near 10 nm target thickness proton energies ranged from 18 to 25 MeV (see Fig.

7.7) – despite this the average maximum energy was higher for these thinnest targets. A

third observation from the transparency regime was a radial streak pattern outside the

primary proton spatial structure visible in the lowest energy RCF layers, as in the top left

stack of Fig. 7.10. These thinnest targets still showed a high quality reflection during laser

interaction, so this burst proton pattern is suspected to originate not from target expansion

via pre-pulse but rather from late-time TNSA fields still accelerating particles as the target

volume expands after laser interaction.

Although fluctuations in the transmitted light, maximum proton energy, and low-energy

spatial distribution were observed for ultra-thin target interaction, none of these effects are

seen to correlate strongly with each other, nor with other measured values such as the

quality of the reflected or transmitted modes. Additionally, the proton energy only weakly
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Figure 7.11: Transmitted light measurements with respect to target thickness collected
by imaging scatter from a spectralon sheet, absolutely calibrated to shots with no target
present. Dark circles are transmission averages over thickness bins indicated by the shaded
regions, and the curve is present to guide the eye. Transparency increases significantly near
40 nm. Figure reprinted from [22].
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correlates with the ±2% laser energy fluctuations on target.

7.5 Conclusions

In high contrast mode, essentially no laser axis signal was seen at any target thickness – in

the literature, this is a clear indication of TNSA. The ion spectral shapes are also TNSA-

like, with reasonable agreement in predicted peak ion energies. The ion directionality does

not change even in cases of significant laser transmission. What caused this experiment

to pass directly from the TNSA regime to that of transparency without ever seeing RPA,

which is expected to dominate between the two? This question, and its unexpected answer

– that RPA was indeed present, but produced the same experimental signatures as TNSA

– were investigated through PIC simulations presented in the following chapter.
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Chapter 8

Distinguishing Ion Acceleration
Mechanisms Through PIC

Simulations

8.1 Introduction

The ion energy and angular signatures obtained in the DRACO experiment are commonly

understood to be signifiers of TNSA, but these occurred at target thicknesses well below

where RPA is expected to dominate, and even where the target thickness is less than a

skin depth and significant amounts of transmitted light are detected. These facts seem to

be in contradiction and could not be resolved based on the available experimental data

set. To explain this, and to identify which acceleration mechanisms were taking place in

the experiment, a series of PIC simulations were run to replicate different target thickness

regimes and analyze their behavior. These will be described, and their results discussed, in

the following sections.

8.2 Simulation Design

Many of the simulation parameters were set by the laser and target used in the experiment,

and are listed in full in Table 8.1. A 30 fs laser with a peak intensity of 4×1021 W/cm2

was incident at 45◦ on a fully ionized 8CB target. Three target thicknesses were chosen for

detailed analysis, 30, 100, and 300 nm. A number of choices were made in designing these

runs to balance simulation accuracy and feasibility, which will be discussed in the following
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Table 8.1: DRACO ion acceleration simulation parameters. I0 is the peak laser intensity,
λ the laser wavelength, τ the FWHM pulse duration, θi the laser incidence angle, Te the
electron temperature, ne the initial electron density, and ρH and ρC are the initial densities
of protons and C+

6 .

Laser Target

I0 (W/cm2) 4× 1021 Te (keV) 10

λ(µm) 0.8 ne (/cm3) 3.3 ×1023

τ (fs) 30 ρH (/cm3) 5.35 ×1022

θi 45◦ ρC (/cm3) 4.33 ×1022

pol. P (XZ-dir) vacuum gap (µm) 1.8

sections.

8.2.1 Testing Short Scalelength Preplasmas

Experimental measurements of reflected laser light in the second harmonic indicated that

the plasma mirror used to remove prepulses was effective in minimizing premature target

expansion, though it was difficult to say there was no preplasma whatsoever. Character-

ization of the plasma mirror [176] showed that ionization, and thus expansion, began no

earlier than 3 ps before the main pulse reached the target.

Two-dimensional simulation studies with 300 nm targets showed essentially no difference

in accelerated proton spectrum at late times between a clean target interface and one with an

added exponential preplasma with scalelength L = 0.1 µm, and only a small enhancement in

peak energy with L = 0.5 µm (see Fig. 8.1). Accordingly, for simplicity in simulation design

and in analyzing the underlying physics, a clean interface was used in the 3D production

simulations. To preserve a steep interface until the rising edge of the laser reached the

target, particle motion was artificially suppressed during the laser travel time to the target.

Tests were also conducted to determine the effect of different pulse shapes. While the

experimental pulse shape was roughly Gaussian, this pulse shape produced target pre-

expansion in simulation which made analysis more difficult. Accordingly, a sin-squared

pulse shape was used.
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Figure 8.1: Effects of including preplasma in 2D simulations. A laser was incident on a 300
nm target, both following the parameters in Table 8.1, with either a clean front interface
(purple), 0.1 µm scalelength preplasma (green), or 0.5 µm scalelength preplasma (blue).
Evaluating the spectrum of the accelerated protons (normalized, on a logarithmic scale)
shows essentially no difference between a clean interface and 0.1 µm scalelength preplasma,
and only a small difference using a 0.5 µm scalelength preplasma.
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8.2.2 Physically Accurate Simulation Dimensionality

As discussed in Ch. 3, PIC simulations are frequently performed in lower dimensionalities

to conserve computing time or model an otherwise intractable problem. The validity of

results obtained this way is highly dependent on the geometry and other aspects of the

problem being modeled. 2D3V simulations were investigated as an option for this work,

as the time durations and small timesteps necessitated by resolving ultrathin targets are

computationally intensive. However, the differences in field falloff and target expansion with

number of simulation dimensions were dramatically different in two and three dimensions

for this problem, leaving 3D simulations as the only option for quantitative simulation

comparison to the experiment results that needed to be explained. An example of this

difference is shown in Fig. 8.2; two snapshots of the electric field normal to the target from

an I = 1×1021 W/cm2 laser interacting with a 300 nm overdense carbon target centered at

x = 0. In Fig. 8.2(a) and (b), Ex in a 2D simulation is shown in orange 100 fs and 150 fs

into the target evolution, a factor of 40 higher in both cases than the field in the equivalent

3D simulation in blue. The goal of these simulations was to attain as close as possible

quantitative agreement with experiment; overly strong accelerating fields will overestimate

proton energies, and target transparency will also be mischaracterized in unclear ways.

Choosing to run in three dimensions necessitates a few other compromises, which will be

discussed in the following sections.

8.2.3 Obtaining Stable Simulations

The constraints applied to these simulations – that they be three dimensional, and run

not only for the laser pulse duration but as long as possible after to follow the evolution

of the ion distribution – mean that these are prone to numerical instability. Accordingly,

the production simulations were run in LSP’s implicit mode, which reduces the amount

of unphysical energy which accumulates from numerical error. This also allows the Debye

length resolution requirement to be neglected, which will be discussed in more detail in

the next section. It is important to note, however, that the implicit mode lowers the peak
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Figure 8.2: Comparison of Ex amplitude between 2D (orange) and 3D (blue) simulations
(a) at 100 fs and (b) 150 fs into the target evolution. Note the 2D and 3D results use
different scales. At both times, the 2D field strength is ∼ 40× that of the 3D field strength.

Table 8.2: Target thickness-dependent simulation parameters. ∆x, y, z are cell sizes, φ is
the beam waist.

Target thickness (nm) ∆x (nm) ∆y,∆z (nm) particles/cell φ(µm)

300 15 45 125 1.2

100 5 in target, 15 outside 30 8 1.2

30 1.5 in target, 9 outside 12 8 0.8

energy of accelerated ions (Fig. 8.3). An explicit 2D simulation of a laser interacting with

a 300 nm target has a peak accelerated proton energy of nearly 50 MeV (blue), which is

reduced to roughly 40 MeV in the equivalent 2D implicit simulation.

8.2.4 Cell Size and Other Resolution Requirements

The target thicknesses of interest for this study compose a wide range of length scales.

It has been shown [145] that there are dramatic differences in the amount of laser light

absorbed and how it is conveyed to the target bulk as the cell size is reduced to δs/5 or even

less. For fully ionized 8CB, δs ∼ 10 nm. However, for the relativistic laser intensities used,

it is appropriate to consider the relativistic skin depth δs,rel ∼ 〈γ〉1/2c/ωpe; for I = 4 ×1021

W/cm2, this is more than 50 nm. A more stringent requirement is the number of cells
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Figure 8.3: Comparison between implicit and explicit simulations. Using the same 2D
300 nm ion acceleration test case as described earlier, accelerated proton spectra on a log
scale along target normal are compared for an explicit simulation (orange) and implicit
simulation (blue). Running implicitly produces the same spectral shape, with a reduction
in peak proton energy of roughly 10 MeV.
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comprising each target thickness - as this number is decreased, the evolution of the target

density becomes more noisy. The cell sizes chosen in Table 8.2 vary with target thickness

to maintain 20 cells per target thickness. For the 100 and 30 nm targets, these small cell

sizes cannot be maintained over the large simulation volume, and are expanded outside

of the target to a more forgiving value. The laser waist φ is smaller than what was used

in experiment, again to keep the size of the simulation volume small enough to allow the

simulation to be run. Additionally, a small interval between snapshots of field and particle

behavior was needed; both of these are recorded every 1 fs to capture dynamics within a

laser cycle.

Implicit simulations allow some relaxation of the Debye length resolution requirement,

but this may still be necessary in order to model the problem correctly. The question of

whether to resolve the Debye length in a simulation of laser-target interaction in order

to capture relevant physics has attracted a great deal of interest in the context of ion

acceleration. Yin, et al. [172] have argued that one of the necessary components of a

simulation of BOA is a well-resolved Debye length. For a plasma with ne = 3.3× 1023/cm3

and Te = 10keV, λD is 1.3 nm, which would require ∆x = 0.5 nm or less, an expensive

cell size. As a surrogate test of what effect resolving the Debye length has, 2D simulations

were performed with the same laser interacting with a 300 nm thick target with the same

electron density and Te = 30 keV, which has a Debye length of 2.3 nm. Figure 8.4 shows the

effects of resolving the Debye length at this temperature - ∆x = 15 nm (in blue) produces

an accelerated proton spectrum with a higher slope temperature and nearly a factor of 2

higher maximum energy than resolving the Debye length with ∆x = 1 nm does (in yellow).

A 2D run with ∆x = 15 nm and Te = 10 keV (orange), the conditions used in the 300 nm

target 3D production run, yield a similar spectrum to the unresolved case - this effect is

in the opposite direction than the one from running implicitly, but both are important to

consider for the validity of these results.
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Figure 8.4: Effects of resolving or underesolving the Debye length in simulations. A target
temperature Te = 30 keV with ∆x = 15 nm (blue), which underresolves the Debye length,
produces a much higher peak proton energy than one at the same Te with ∆x = 1 nm
(yellow), which does resolve the Debye length. Using ∆x = 15 nm and Te = 10 keV (orange)
produces a nearly identical spectrum (on a log scale) to that of the higher temperature run,
indicating that this difference is due to resolution of relevant scalelengths and not target
expansion effects.
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8.3 Benchmarking Against Experiment

No simulation can have a perfect match with experimental diagnostics, due to inescapable

limitations in simulation volume and resolution. Often, a trend in an observable such as

peak proton energy can be used to inform the physics interpretation without matching

experimental conditions. However, in this case, it was important to verify that the match

to experiment was close enough to lend validity to the interpretation of the simulations.

Specifically, the goals were to obtain reasonable quantitative match to ion spectra and peak

energies, angular ion distribution, and amount of transmitted light as a function of target

thickness.

8.3.1 Ion Energy Trend as a Function of Target Thickness

Firstly, it was important to verify that the proton energy increased as target thickness

was decreased. This was assessed using a probe which captured the kinetic energies of all

protons to the rear of the target - in Fig 8.5, this is shown on a log scale 50 fs after the

peak of the pulse hits the target for a 300 nm (blue), 100 nm (orange), and 30 nm (yellow)

target. This time is chosen to compare between target thicknesses as it is the latest point

at which the highest energy protons from each target are still within the simulation volume,

and is not intended as a perfect surrogate for the time-integrated ion diagnostics used in the

experiment. A signal cutoff was chosen of 2.5 orders of magnitude to mimic the dynamic

range of the TPS. At this level, the protons accelerated from the 300 nm target reach a peak

energy of ∼ 16 MeV, while the 100 nm target protons reach ∼ 23 MeV and those from the

30 nm target reach ∼ 34 MeV. These peak energies follow the trend seen in experiment, and

furthermore are in reasonable agreement quantitatively – something that is not typically

attained in 2D simulations.

8.3.2 Emitted Ion Direction

To determine the angular trajectories of accelerated protons, an angle in the XZ plane

was constructed from the particle’s instantaneous momenta px and pz such that θxz =
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Figure 8.5: Accelerated proton spectra from 3D simulations on a log scale. A 300 nm target
(blue) reaches a peak proton energy of ∼ 16 MeV; a 100 nm target (orange) reaches a peak
proton energy of ∼ 23 MeV; and a 30 nm target (yellow) reaches a peak proton energy of
∼ 34 MeV. All three target thicknesses produce sptrea with a roughly exponential shape.
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tan−1 (pz/px). To focus on the dynamics in the plane of the laser’s angle of incidence,

only protons which originated within ±0.3 µm of y = 0 were included in this analysis. The

protons of the most interest are those that attain high energy, 5 MeV or more. To select only

these particles, LSP’s particle tracking feature was used, which assigns each macroparticle a

unique identifier (xi, yi, zi) which is its initial position in space. Once a simulation has been

completed, the particles of interest are found, and their identifiers are selected and followed

back through the simulation to reconstruct their behavior as a function of time. The results

of this analysis applied to angular trajectory are shown in Fig. 8.7; this technique will be

applied to particle energy and initial position in Sec. 8.4. In the 300 nm target, Fig. 8.7(a),

the accelerated protons are centered on 5◦, roughly target normal, with a fairly narrow

spread of ∼ ±5◦. Figure 8.7(b) shows the 100 nm target protons centered on the same

angle, albeit with a slightly wider ∼ ±10◦ spread. The shape described by the expanding

protons is different for the 30 nm target (Fig. 8.7(c)), but although the angular spread is

large, it is also still roughly centered along the target normal.

8.3.3 Transmitted Light with Target Thickness

Experimentally, the time-integrated amount of transmitted light was the only measure of

transparency. The target was observed to be largely opaque down to a thickness of ∼ 30 nm,

below which the amount of transmitted light increased dramatically. In small simulation

volumes like those used here, it can be difficult to separate target-driven fields from those

due to the laser. To address this, the time-average of the Poynting vector
#»

S =
(

#»

E × #»

B
)
/µ0

was calculated to attempt to isolate the laser envelope component. Examples of this are

shown for a slice in the XZ plane in Fig. 8.7 – part (a) shows an initially 300 nm thick target

which still reflects the vast majority of the laser light, while the 30 nm target in part (b)

is transmissive at the same point in time. While not a quantitative measure of agreement

with experiment, this is sufficient to show that the target thicknesses we have chosen span

the interesting range from opacity to transparency.
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Figure 8.6: High energy protons accelerated from 3D laser-target simulations, color-coded
by their momenta-derived angular trajectories. Snapshot is taken 50 fs after the peak of
the laser pulse reaches the target, and restricted to particles originating within ±0.3 µm of
y = 0. (a) Protons accelerated from a 300 nm target are roughly centered on 5◦, where 0◦

is target normal and 45◦ is laser axis. (b) Protons accelerated from a 100 nm target are
also roughly centered on 5◦. (c) Protons accelerated from a 30 nm target are also roughly
centered on 5◦, albeit with a much larger angular spread.
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Figure 8.6: Cont.

8.4 High Energy Protons as a Function of Target Thickness

Applying particle tracking to determine the time histories of high energy protons not only

reveals their angular trajectories, but their energies and points of origin as well, and this

is an illuminating way to determine which acceleration mechanism dominates at different

target thicknesses. An example of this is shown in Fig. 8.8. All snapshots are taken using

the same sorting mechanism described above, at a point 50 fs after the peak of the laser

reaches the target, but here color-coded by particle energy or initial x position. In the top

row, protons accelerated from the 300 nm target can be seen to reach a peak energy of ∼ 20

MeV (part (a)) – all of the high energy protons in this simulation originate in the front or

rear 30 nm of the target (part (b)), with the majority, and highest energy ones, coming

from the target rear. This indicates that TNSA is the dominant mechanism at this target

thickness.
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Figure 8.7: (a) Magnitude of the Poynting vector taken at t0 + 20 fs for a 300 nm tar-
get(logarithmic scale). The laser has not yet penetrated the target thickness, and is pre-
dominantly reflected along the specular direction. Target initial position marked in dashed
cyan. (b) Magnitude of the Poynting vector taken at t0 + 20 fs for a 30 nm target (log-
arithmic scale). The laser has penetrated the target and moved several microns beyond
its initial position at this point in time, and laser reflection along the specular direction is
minimal. Adapted from [22].

In contrast, the 100 nm target’s high energy protons, which reach a higher peak energy

of ∼ 24 MeV (part (c)), originate throughout the volume of the target. Furthermore,

the highest energy protons originate in the front 10 nm of the target, and protons which

originated between 0 and 90 nm are reflected around xi = 90 nm during their acceleration

when compared to their initial positions. Volumetric acceleration and the greatest push

being imparted to ions at the front of the target identifies this as RPA. All experimental

signatures at this target thickness were consistent with TNSA, but these simulations show

that these can also be produced through RPA. Bulanov, et al. [168] have also discussed that

the characteristic exponential TNSA signature can be produced through RPA at oblique

laser incidence – this misidentification may apply to a number of experiments, particularly

those with a short pulse.

Finally, in the 30 nm target case, some elements of the acceleration seen in the 100 nm

target are present – part (f) shows that the acceleration is also volumetric, and all high

125



Table 8.3: Energy fraction due to different acceleration mechanisms as a function of target
thickness.

Target thickness (nm) TNSA RPA Transparency

300 90% 10% 0%

100 30% 30% 40%

30 0% 0% 100%

energy protons (peak energy now at ∼ 32 MeV) are well-mixed with respect to their initial

x positions. However, the shape formed by the accelerated protons is qualitatively different

than in the two thicker targets (roughly a hemisphere). This is also the first thickness at

which a significant portion of the laser pulse is transmitted. The acceleration here is driven

by relativistic transparency (possibly Coulomb explosion), which shuts off the initial RPA

dynamics.

Using some simple categories to describe these three mechanisms, it is possible to make

an estimate of how much energy in high energy protons is due to each mechanism, using

the following criteria:

• energy in protons from the rear 10% of the target will be counted as TNSA protons

until transparency turns on

• energy in protons from the front 90% of the target will be counted as RPA protons

until transparency turns on

• once transparency turns on, all energy gain is counted as transparency-driven.

Applying this, Table 8.3 shows how each of these target’s energy in protons can be

broken down. Most notably, roughly 40% of the energy imparted to protons from the 100

nm target is due to transparency effects, while all the energy is due to transparency in the

30 nm target simulation. By this analysis method, it is clear there is a transition to RPA for

thinner targets as theoretical models would predict, and that the interplay between these

effects is complicated to untangle, even in simulations where more information is available.
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Figure 8.8: Analysis of high energy protons within yi = ±0.3 µm, shown at t = t0 + 50
fs. (a) Protons from a 300 nm target, colorcoded by energy, with a peak energy of 18
MeV. (b) Protons from a 300 nm target, colorcoded by initial x position; high energy
particles originate exclusively in the target front and rear. (c) Protons from a 100 nm
target, colorcoded by energy, with a peak energy of 24 MeV. (d) Protons from a 100 nm
target, colorcoded by initial x position; high energy particles originate throughout the target
volume, with the highest energy protons coming from the front of the target. (e) Protons
from a 30 nm target, colorcoded by energy, with a peak energy of 34 MeV. (f) Protons from
a 30 nm target, colorcoded by initial x position; high energy particles originate exclusively
in the target front and rear and are well mixed.

127



Figure 8.8: Cont.

8.5 Radiation Pressure Description of a Deformable Target

Once RPA is established to be dominant for thinner targets at oblique incidence for these

laser and target parameters, it is natural to attempt to extend existing simple RPA models to

describe the behavior seen here. In Sec. 8.5.1, an analytical model for the target deformation

from radiation pressure is laid out, and it is tested against simulation in Sec. 8.5.2.

8.5.1 Analytical Model for Momentum Transfer at Oblique Incidence

An electromagnetic wave with intensity I transfers its momentum when it hits a surface –

at normal incidence, and for a perfect (rigid) reflector, this translates to a radiation pressure

P = 2I/c. To extend the usual light pressure model to the targets in these simulations, we

introduce a deformable target, where the local laser incident angle θi = θL− θT varies with

space and time (Fig. 8.9). To begin, we consider the physical meaning of the Maxwell stress

tensor
←→
T . Tij is the force per unit area in the ith direction acting on an a surface element

oriented normal to the jth direction. To obtain a change in momentum from this, we must
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Figure 8.9: Schematic depicting RPA model taking into account a deformable target and
oblique laser incidence. (a) The initial state, in which the laser is imperfectly reflected
from a flat target, transferring perpendicular and parallel momentum components to the
target. (b) A later stage, at which the target was substantially deformed; the transferred
momentum can be determined from the laser incident angle and local target normal.

find d #»p /dt =
〈←→
T
〉
· #  »

dA. The definition of the Maxwell stress tensor is given below:

Tij = ε0

(
EiEj −

1

2
δijE

2

)
+

1

µ0

(
BiBj −

1

2
δijB

2

)
. (8.1)

To evaluate the elements of this tensor at each point (xi, zi) along the surface of the

deformed target, we must first rotate into the coordinate system of the incoming laser (Eq.

8.2):

zL
rL

 =

 cosθi sinθi

−sinθi cosθi


xi
zi

 . (8.2)

Any description of the laser electric field could be used here; as LSP uses a Gaussian

spatial profile by default, the electric field amplitude for our test case is

E(rL, zL) = E0
ω0

ωZ
exp

(
−
r2
L

ω2
L

)
cos

(
π(t− t0)

2a

)
, (8.3)

where E0 is the maximum electric field amplitude, ω0 is the Gaussian beam waist, and

ωL = ω0

√
1 + (zL/zR)2 and zR = πω2

0/λ.

Since the experiment in question was p-polarized, we will do the same with our laser for
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Figure 8.10: Schematic of incoming laser for RPA model derivation in the local target
normal frame of reference. An incident p-polarized laser (E in the X and Z directions, B in
the Y direction) is reflected from a flat surface with normal vector −ẑ.

this calculation. Figure 8.10 shows how the directions of E and B are changed on reflection

in this case, with the axes defined with respect to the local target normal - we are here

restricting ourselves to the plane of polarization.
# »

Ei can then be written in those axes as

# »

Ei = E(rL, zL) (− cos θix̂+ sin θiẑ) , (8.4)

and
# »

Er as

# »

Er = E(rL, zL) (r cos θix̂+ r sin θiẑ) , (8.5)

where r < 1. The magnetic field does not change orientation on reflection, so
# »

Bi and
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#  »

Br can be written

# »

Bi =
E(rL, zL)

c
ŷ,

#  »

Br =
rE(rL, zL)

c
ŷ (8.6)

and finally

#»

E = E(rL, zL) (− cos θi(1− r)x̂+ sin θi(1 + r)ẑ) ,

#»

B =
E(rL, zL)

c
(1 + r)ŷ.

(8.7)

It can be seen from Fig. 8.10 that the surface element
#  »

dA = −dAẑ, so we need only

calculate Txz, Tyz, and Tzz. Due to the directions of the components, Tyz vanishes, and we

are left with

Txz = −ε0E(rL, zL)2(1− r2) cos θi sin θi,

Tzz = −ε0E(rL, zL)2(1 + r2) cos2 θi.

(8.8)

Finally, using the definition of intensity, taking the cycle average of E(rL, zL), and

defining r2 = R, we obtain

dpz
dt

= −〈Tzz〉 dA =
(1 +R)I(rL, zL)

c
cos2 θidA,

dpx
dt

= −〈Txz〉 dA =
(1−R)I(rL, zL)

c
cosθi sin θidA.

(8.9)

As a sanity check, let us return to the familiar case of normal incidence and perfect

reflection, R = 1 – we regain dpz/dt = 2I/c, as expected.

8.5.2 Testing Radiation Deformation Model Against Simulation

Now that these expressions have been obtained as a function of I(rL, zL), they can be dis-

cretized and implemented numerically to compare to the deformation of the target observed

in simulations. The assumptions used, in brief, are that

• the entire areal mass of the target is contained in an infinitesimal membrane;
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• up until the time of target transparency, R is equal to the time-integrated value

obtained from the PIC simulation;

• and after the time of transparency, no further momentum is transferred to the target.

To test this model, a 2D3V simulation was run with the same laser at normal and 45◦

incidence, but using a target 100 nm thick composed solely of protons and electrons to

avoid effects from having ion species with different masses. The position of the protons on

a linear scale is shown in Fig. 8.11, overlaid with the position of target curvature predicted

using the radiation deformation model for 0◦ in part (a) and 45◦ in part (b). The agreement

at both angles of incidence is quite good, especially for such a simple model. This strongly

suggests that radiation pressure is the dominant acceleration mechanism in this regime.

8.6 Conclusions

3D PIC simulations are necessary to model the expansion of ultrathin targets irradiated

at oblique incidence due to their complex geometry. This dimensionality, combined with

careful choice of resolution and other parameters, allow atypically good agreement between

simulations and proton peak energy, proton angular trajectory, and amount of transmitted

light at a range of target thicknesses. Since the simulation set is demonstrably a reasonable

match to experimental conditions, it can be used to determine aspects of the acceleration

physics that were not apparent from the data. The expected TNSA for thick targets is sur-

passed by RPA for thinner targets, and by relativistic transparency effects for the thinnest,

despite maintaining a target normal acceleration direction for both non-TNSA mechanisms.

This is revealed by analyzing the initial positions of protons which attain high energy in

each target. The deformation of the target surface can be attributed to RPA, for which a

simple analytical model has been developed.
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Figure 8.11: Testing deformable target RPA model against 2D simulations using a 100 nm
fully ionized hydrogen target. (a) Deformation from a normally incident laser at t = t0 + 35
fs; colored contour indicates proton density, normalized with respect to nc, with overlaid red
outline of deformable target RPA model prediction. (b) Deformation from a 45◦ incident
laser at t = t0 + 35 fs; colored contour indicates proton density, normalized with respect to
nc, with overlaid red outline of deformable target RPA model prediction.
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Chapter 9

Conclusions

As discussed in Chapter 1, the generation of secondary radiation in general, and laser ion

acceleration in particular, is a prominent aspect of the relativistic laser-plasma interaction.

One thing that distinguishes the plasma state from that of solid, liquid, or gas is that

increasing amounts of energy can be deposited without additional phase changes. The

possibility exists to drive the system to extremes, seemingly without limit, and this is

fundamentally interesting. This requires that the energy be deposited rapidly before the

target can disassemble, hence the need for ultrafast laser systems. Moreover, ion acceleration

is already useful as a probe of the laser plasma interaction, for example, of evolving magnetic

fields, and it has the potential to be a competitive source for neutron radiography and cancer

therapy. Much of the research in this field focuses on controlling yield, peak energy, and

spectrum of accelerated ions through choice of laser intensity and contrast, and target

material and thickness. With the possible exception of TNSA, the underlying mechanisms

that accelerate ions are not sufficiently well understood, due in part to limits in existing

data. Existing lasers are limited in their shot rate, and targets are slow to align and can be

expensive to fabricate. As a result, many ion acceleration studies have only 20-30 usable

shots, which makes it difficult to assess trends with target thickness or other key factors.

Different laser systems with nominally similar pulse characteristics and targets can produce

significantly different results because of their pre-pulse, the effect of which is not always

well understood.

It is now commonplace for reports of experimental results in the literature to be comple-
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mented by PIC simulations as described in Chapter 3, which can give insight into dynamics

that are not visible to experimental diagnostics. PIC simulations can also play a key role in

the design of experiments by treating several target designs so that the most advantageous

can be fabricated. One of the exciting developments underway that might significantly

change our understanding of laser based ion acceleration, and high energy density laser-

based experiments in general, is the development of high repetition rate petawatt-class

lasers with their promise of larger data sets and better statistics. Several ultraintense lasers

with repetition rates in excess of 1 Hz are already in operation, with some laser facilities

planned to come online within the next few years with shot rates greater than 10 Hz. I have

continued the work in high repetition rate plasma mirror and target development begun by

past members of my group, as detailed in Chapter 5.

Chapter 4 discusses how an electron accelerated via direct laser acceleration in an ul-

traintense wave becomes harder to model as the wave intensity increases, due to the difficulty

of resolving the stopping points in the electron trajectory. I identified which part of the

PIC computation cycle was responsible for this inaccuracy, the Boris pusher, and derived

the criterion on the timestep required to correctly resolve electron motion in this regime,

∆t� T/a0, where a0 is the dimensionless vector potential. An adaptive time step algorithm

based on this criterion is also presented which improves the scaling in number of timesteps

required to resolve the electron motion by a factor of 1/
√
a0. Direct laser acceleration of

electrons in a low density plasma occurs naturally in some laser-plasma interactions, for

example those with structured targets; this work will improve the accuracy of simulations

of these phenomena.

High pulse contrast is crucial for performing many experiments using high intensity

lasers in order to minimize modification of the target surface by pre-pulse. Dielectric plasma

mirrors are commonly used to enhance the contrast of laser pulses and their subsequent ion

production, but have not been modeled extensively. In Ch. 6, I described my development

of a PIC framework using LSP for simulations of dielectric plasma mirrors and demonstrated

its use for plasma mirrors made of thin, free-standing liquid crystal films. The simulations

include a dielectric model, multiphoton ionization, low temperature modifications to the
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collision model, and dimensionality corrections, allowing less expensive simulations to be

used. For the first time in the literature, I modeled plasma mirror behavior as a function

of laser intensity, with excellent agreement to experiment over three orders of magnitude.

In the future, this simulation framework can be used to make predictions of plasma mirror

behavior on aspects that are difficult to measure, such as pulse shortening and laser spatial

mode degradation at full power.

Results from a high-contrast, ion acceleration experiment I helped conduct were pre-

sented in Ch. 7. The Draco laser (∼3 J, 1021 W/cm2) at 45◦ angle of incidence on liquid

crystal targets was used to collect 450 shots in 5 days with each shot having up to 9 diag-

nostics in use. The data showed predominantly target normal directed ions for all target

thicknesses from > 1 µm down to 10 nm, with peak protons energies up to 26 MeV found

for the thinnest targets. Target normal ions are often considered to be an indication of the

target normal sheath acceleration (TNSA) mechanism, but the TNSA-like signal in this ex-

periment persisted down to target thicknesses < 30 nm, well under the predicted theoretical

transition to radiation pressure acceleration (RPA) of ∼ 130 nm for these conditions. The

range of target thicknesses with the same target material was larger in this experiment than

in any other at the time it was conducted, so far as we know.

Chapter 8 discussed 3D particle-in-cell simulations I conducted using LSP which repro-

duce the dominance of target normal acceleration seen in the DRACO experiment.These

simulations agree well with experimental peak proton energies, direction of emitted ions,

and trends in amount of transmitted light. Tracking individual particles in simulations

revealed that target normally directed ions are produced by TNSA for thick targets, but by

RPA for thin targets. I derived a simple analytical model for RPA-driven target deforma-

tion that agrees well with 2D and 3D simulation results, supporting this conclusion. Using

these simulations, the amount of energy in accelerated protons can be broken down into

TNSA and RPA contributions. For a 300 nm target, TNSA makes up 90% of this energy

with RPA contributing 10%, while in a 100 nm target TNSA and RPA each make up 30%,

with the remaining due to relativistic transparency effects. The simulations here show that

multiple ion acceleration mechanisms can produce target normally directed ions under these
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laser conditions; existing understanding of when TNSA and RPA are dominant may need to

be reevaluated. Also, I explored the conditions necessary for performing valid simulations

for ultrashort pulses incident on very thin, solid density targets - a key regime for effec-

tive ion acceleration. Although 2D3V simulations are still the most commonly performed,

simulations in 3D were found to be vital to not exaggerate the strength of the accelerating

fields. Cell sizes comparable to the Debye length were also found to be important which is

difficult to achieve in this regime. It was found that an initial target temperature could be

found that was a reasonable compromise between having sufficiently small cells and avoiding

excessive target expansion.

In total, this research has advanced the field of high energy density physics by using

a combined computational and experimental approach to study the regime of relativistic

laser-plasma interactions. Simulations must necessarily make approximations, either by not

treating selected physical processes (eg. different types of collisions, different ionization and

recombination processes, cold target condensed matter properties, and more) or compro-

mising on numerical aspects (eg. grid size and temporal extent, resolution in space and

time, etc.) There are multiple natural temporal and spatial scales given by the plasma fre-

quency, Debye length, laser period and wavelength, cyclotron frequency, collision rate, and

more that might be important for a valid physical representation or for achieving numerical

stability. In a similar vein, experiments may not be as well diagnosed as one would like:

targets can oxidize or deform after they are prepared or become coated with debris after

mounting in the experiment, laser pre-pulse is often not known well, the laser spot size at

high power is difficult to measure and low power measurements may not represent actual

experimental conditions, beam pointing jitter can result in variation of the spot size on the

target when at non-normal incidence, and more. Most experimental diagnostics are time-

integrated and their connection to the desired physics can be indirect. The close interplay

of numerical modeling and experiment is a necessary outcome of work to overcome these

challenges. Experiments are vital to validate the many approximations used in simulations

and simulations are equally vital to interpret experiment and to address its sensitivity to

error. The work described here has advanced both these aspects. Although specific issues
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have been addressed (eg. how best to perform simulations of highly relativistic electron

acceleration or how to use the unusual properties of liquid crystals to facilitate ion accel-

eration experiments), we hope the results will be far-reaching. Higher intensity lasers are

coming on-line that will challenge current PIC models, higher repetition rate lasers have

also become available which require high repetition rate plasma mirrors and target inser-

tion, there is growing interest in using plasma mirrors for longer pulse lasers which requires

better plasma mirror modeling, and ion acceleration is still not sufficiently well understood.

This work can benefit each of these issues and likely more.
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[94] S. Karsch, S. Düsterer, H. Schwoerer, F. Ewald, D. Habs, M. Hegelich, G. Pretzler,
A. Pukhov, K. Witte, and R. Sauerbrey. High-intensity laser induced ion acceleration
from heavy-water droplets. Phys. Rev. Lett., 91:015001, Jul 2003.
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