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Abstract

Central to the advancement of many biomedical and nanotechnology capabilities is the

capacity to precisely control the motion of micro and nanostructures. These applications

range from single molecule experiments to cell isolation and separation, to drug delivery and

nanomachine manipulation. This dissertation focuses on actuation of biological micro- and

nano-entities through the use of weak external magnetic fields, superparamagnetic beads,

and ferromagnetic thin films. The magnetic platform presents an excellent method for ac-

tuation of biological systems due to its ability to directly control the motion of an array

of micro and nanostructures in real-time with calibrated picoNewton forces. The energy

landscape of two ferromagnetic thin film patterns (disks and zigzag wires) is experimen-

tally explored and compared to corresponding theoretical models to quantify the applied

forces and trajectories of superparamagnetic beads due to the magnetic traps. A magnetic

method to directly actuate DNA nanomachines in real-time with nanometer resolution and

sub-second response times using micromagnetic control was implemented through the use

of stiff DNA micro-levers which bridged the large length scale mismatch between the micro-

actuator and the nanomachine. Compared to current alternative methods which are limited

in the actuation speeds and the number of reconfiguration states of DNA constructs, this

magnetic approach enables fast actuation (∼ milliseconds) and reconfigurable conforma-

tions achieved through a continuous range of finely tuned steps. The system was initially

tested through actuation of the stiff arm tethered to the surface, and two prototype DNA

nanomachines (rotor and hinge) were successfully actuated using the stiff mechanical lever.

These results open new possibilities in the development of functional robotic systems at

the molecular scale. In exploiting the use of DNA stiff levers, a new technique was also
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developed to investigate the emergence of the magnetization of individual superparamag-

netic beads as a function of the applied field. Last, since proteins are frequently used for

surface adhesion in assembling biomedical devices, preliminary tests were implemented to

dynamically pattern proteins on a substrate using transformed E. coli that are magnetically

labeled.
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3.6 DNA structures were purified using spin column purification steps shown in
the diagram. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

4.1 Potential energy landscapes for a 2.8 µm bead on a 5 µm disk in (A) HZ

= ±80 Oe and HXY = 30 Oe. (B) HZ = ±30 Oe and HXY = 80 Oe. (C)
Experimentally measured magnetic forces on the same bead displaced off the
5 µm disk corresponding to the potential energy landscapes in A (blue) and
in B (red). (E) The bright-field image of the initial position of the bead
corresponding to the blue energy landscape in D. (F) The bright-field image
of the initial position of the bead corresponding to the red energy landscape
in D. (G,H) The schematic of the bright-field images of E and F, respectively,
displays the shift of the bead (G, blue and H, red) on the disk (gray). . . . 31

4.2 Potential energy landscapes for a 2.8 µm bead on a 5 µm disk in (A) HZ =
±120 Oe and HXY = 80 Oe. (B) HZ = ±80 Oe and HXY = 120 Oe. (C)
Experimentally measured magnetic forces on the same bead displaced off the
5 µm disk corresponding to the potential energy landscapes in A (blue) and
in B (red). (E) The bright-field image of the initial position of the bead
corresponding to the blue energy landscape in D. (F) The bright-field image
of the initial position of the bead corresponding to the red energy landscape
in D. (G,H) The schematic of the bright-field images of E and F, respectively,
displays the shift of the bead (G, blue and H, red) on the disk (gray). . . . 33

4.3 Potential energy landscapes for an 8.8 µm bead on a 30 µm disk in (A) HZ

= ±80 Oe and HXY = 30 Oe. (B) HZ = ±30 Oe and HXY = 80 Oe. (C)
Experimentally measured magnetic forces on the same bead displaced off the
30 µm disk corresponding to the potential energy landscapes in A (blue) and
in B (red). (E) The bright-field image of the initial position of the bead
corresponding to the blue energy landscape in D. (F) The bright-field image
of the initial position of the bead corresponding to the red energy landscape
in D. (G,H) The schematic of the bright-field images of E and F, respectively,
displays the shift of the bead (G, blue and H, red) on the disk (gray). . . . 34

4.4 Potential energy landscapes for an 8.8 µm bead on a 30 µm disk in (A) HZ

= ±120 Oe and HXY = 80 Oe. (B) HZ = ±80 Oe and HXY = 120 Oe. (C)
Experimentally measured magnetic forces on the same bead displaced off the
30 µm disk corresponding to the potential energy landscapes in A (blue) and
in B (red). (E) The bright-field image of the initial position of the bead
corresponding to the blue energy landscape in D. (F) The bright-field image
of the initial position of the bead corresponding to the red energy landscape
in D. (G,H) The schematic of the bright-field images of E and F, respectively,
displays the shift of the bead (G, blue and H, red) on the disk (gray). . . . 35

4.5 CoFe zigzag wires are magnetized with a large in-plane field of 1 T in which
the magnetization relaxes to lie along the direction of the wire after removing
the external field creating head-to-head (HH) and tail-to-tail (TT) domain
walls. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
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4.6 Potential energy landscapes for a 2.8 µm bead on a wire in (A) HZ = ±40 Oe
and HXY = 10 Oe. (B) HZ = ±40 Oe and HXY = 80 Oe. (C) HZ = ±10 Oe
and HXY = 10 Oe. (D) HZ = ±80 Oe and HXY = 10 Oe. In the presence
of a positive HZ field, the initial position of the bead (expected position
indicated by a dark circle) is at the initial trap S0. HZ is then reversed,
causing the bead to move to the lower energy at Sf . The movement of the
bead along the energy profile is indicated by arrows. S0, Si, and Sf indicate
initial, intermediate, and final traps. Vertical lines (blue) indicate locations
of wire vertices. The largest deviation of Si and Sf from the vertices occurs
at large HXY values (| HXY | > | HZ |). . . . . . . . . . . . . . . . . . . . . 38

4.7 Experimentally measured speed of 2.8 µm bead moving along the wire (solid
lines) and corresponding potential energies (dashed lines) calculated from the
model. Plots are for HZ = −40 Oe and HXY = (A) 10, (B) 70, and (C) 80
Oe. As HXY increases, an intermediate secondary trap Si emerges, causing
the bead (B) to slow or (C) come to rest. Experiments on the same bead
with HXY = 10 Oe and HZ = (D) −10, (E) −70, and (F) −80 Oe do not
result in intermediate traps and the bead reaches the destination vertex. . . 39

4.8 Experimentally measured speed of the 11 µm bead along the wire and corre-
sponding potential energy landscape calculated from the model. (A) and (B)
Potential energy in elds HZ = ±40 Oe and HXY = 60 and 150 Oe, respec-
tively. (C) and (D) Potential energy for HXY = 10 Oe and HZ = ±10 and
±80 Oe, respectively. Vertical lines (blue) indicate locations of wire vertices.
(E) Experimentally determined particle speed in HZ = −40 Oe and HXY

= 60 and 150 Oe. (F) Measured particle speed for HXY = 10 Oe and HZ

= −10 and −80 Oe. As HZ increases relative to HXY secondary traps shift
closer to wire vertex and, as predicted in (A)(D), the particle travels a larger
distance. S01, S02, Sf1, and Sf2 are the initial and final traps for different
field values. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4.9 11 µm Janus particle exhibits (A) rolling and (B) sliding motion during
vertex-to-vertex transport. Schematic images (iiv) are paired with (vviii)
illustrating the orientation of dark- and light (translucent)-colored regions
during rolling and translational motion. . . . . . . . . . . . . . . . . . . . . 42

4.10 Magnetic forces on a SPM bead with a diameter of 2.8 µm. (A) Theoretical
in-plane magnetic force derived from differentiating the energy landscape of
bead on wires for field strengths HXY = 10 Oe and HZ = 10, 25, 40, and 60
Oe. (B) Experimental in-plane magnetic force calculated from spatial and
temporal coordinates of bead transported from on vertex to another for the
same field strengths in A. In both plots, the CoFe wires were 14.5 µm long. 44
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5.1 Structure of DNA. (A) Each nucleotide which forms DNA is comprised of a
sugar, a phosphate and one of four nitrogenous bases (adenine (A), thymine
(T), guanine (G) and cytosine (C)). (B) Single Stranded DNA (ssDNA) forms
when these nucleotides are chemically linked together through the sugar-
phosphate backbone. (C) Double-stranded DNA (dsDNA) construct when
complementary basis (AT and GC) hybridize via hydrogen bonds. (D) ds-
DNA most commonly assembles a helix structure in which the base pair
stacking separation is around 0.34 nm, the distance for a complete turn is
around 3.4 nm, which is about 10.5 bases, and the width is around 2 nm
[193, 195]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

5.2 DNA Junctions(A) A 4-arm semimobile junction was designed using 4 ssDNA
that are complimentary to the other strands such that two possible binding
configurations can form. Hence, the junction is able to move by one base pair
[123]. (B) A 4-arm immobile junction was designed using 4 ssDNA such that
only one binding configuration is formed. Hence the junction is not able to
move [123]. (C) An 8-arm junction formed by 8 ssDNA and 12-arm junction
formed by 12 ssDNA [125]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

5.3 Constructs formed from DNA junctions and motifs. (A-F) Lattices: (A) The-
oretical design showing how DNA junctions can form 2D lattice using ′′sticky
ends′′ such that A and A′ bind and B and B′ bind [123]. (B) AFM image of
a two-unit lattice. Scale bar: 300 nm [126]. (C) AFM image of DNA triangle
arrays. Scale bar: 100 nm [130]. (D) TEM image of a RuvA-DNA crystal lat-
tice. Scale bar: 100 nm [131]. (E) AFM image of 2D crystalline DNA arrays
self-assembled from three-point-star motifs. Inset is the Fourier transform.
Scale bar: 100 nm [132] (F) AFM image of two layers of a DNA hexagonal
array rotated 20◦ with respect to one another. Inset is Fourier transform. A
diagram of the two layer assembly is illustrated such that the blue and red
dots correspond to dots on AFM image. Scale bar: 200 nm [135]. (G-H)
Nanotubes: (G) Fluorescent image of DNA filaments. Scale bar: 5 µm [137].
(H) AFM image of DNA nanotube formed from triple-crossover tiles. Scale
bar: 300 nm [138]. (I-K)Polyhedral objects: (I) Synthetic scheme used to
synthesis a cube-like object [141]. (J) Three views of the 3D DNA octahe-
dron projection reconstructed from individual raw cryo-electron microscopy
images [143]. (K) Three views of the 3D DNA dodecahedron projection re-
constructed from individual raw cryo-electron microscopy images. Scale Bar:
20 nm [146]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

5.4 Origami Folding Principle. DNA origami is folded by suspending a scaffold
strand, which is a long loop of ssDNA, with staples that are piecewise comple-
mentary to sections on the scaffold. In the single fold illustrated, the staple
with the red and the green sequence design will hybridize to the red and
green template strand on the scaffold and the staple with the blue and the
yellow sequence design will bond to the blue and yellow template strand on
the scaffold. When the staples attach in this manner, the scaffold strand is
pulled together in the middle. Using this principle, more complex structures
can be folded. Image curtsy of Dr. Hendrik Dietz at Technical University of
Munich (TUM). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
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5.5 Constructs Formed from DNA Origami (A) Scaffold routing of 2D disk-
shaped smiley. Diagram shows the bending of helices at crossovers. AFM
images of structure. Scale bar: 100 nm (both)[150]. (B) Cylinder model of
slotted cross (cylinder=helix) and TEM image. Scale bar: 20 nm [155]. (C)
Fluorescence microscopy image of 8 Helix nanotubes. Scale bar: 5 µm [159].
(D) Cylinder model of 3-by-6helix bundle modified to bend into a quarter
circle with a 50 nm radius in which a hierarchical assembly yields 12-tooth
gears. TEM images of structures. Scale Bar: 20 nm [164]. (E) Schematic
representation of DNA nanoflask. (Top) AFM images, Scale bar: 75 nm.
(Bottom) TEM images, Scale bar: 50 nm [165] (F) AFM images of hexag-
onal staple tiles assembled into a superstructure. Scale 200 nm [169] (G)
TEM images of polymerized DNA origami bundles. Scale bar: 500 nm and
20 nm respectively [173] (H) Cylinder model of DNA hinge joint. TEM im-
ages showing hinge at two orientations. Scale bar: 20 nm [182]. (I) Cylinder
model of slider Joint. TEM images of joint at two orientations. Scale bar:
50 nm [182]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

5.6 Designing DNA Origami Structure. (A) Structures are composed of dsDNA
in which the helix is represented by a cylinder. The helix is formed when the
scaffold strand (white) binds to the staple (red). (B) Individual helices are
connected to adjacent helices through interhelix cross-overs in which a staple
binds two different sections of the scaffold. (C-D) Cylinder model represent-
ing the design of two structures. (E-F) Scaffold routing for each structure.
(G-H) Completed scaffold-staple layout where the staples are shown in mul-
tiple colors. Figure from Castro et al. [195]. . . . . . . . . . . . . . . . . . . 56

5.7 The DNA helices in the structure can either be close-packed into (A) a square
lattice with fourfold symmetry or into (B) a honeycomb lattice with threefold
symmetry. (C) In order to form crossovers every 240◦ to connect adjacent
helices at 0◦, 120◦ and 240◦, staples must crossover every 7 bases. Figure
from Castro et al. [195]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

5.8 Table of possible joints with listed degrees of freedom, macroscale diagram
and cylindrical model representing possible DNA origami design. Links are
connected with single-stranded overhangs shown in blue in the cylindrical
model of the (A) hinge joint, (B) slider joint, (C) ball bearing joint. Table
and figure from Marras et al. [201]. . . . . . . . . . . . . . . . . . . . . . . . 63

6.1 The Prototype nanomachines include (A) a nano-rotor composed of two sep-
arate nanoconstructs, the nano-brick and a nano-platform, which are con-
nected together via ssDNA overhang and (B) a nano-hinge consists of two
stiff nano-rods with 36 double-stranded DNA (dsDNA) helices attached by
8 single-stranded DNA. Prototype nanomachines are actuated using the(C)
56-helix nano-brick composed of 56 dsDNA helices bundled together to form
a nano-brick with a large bending stiffness. (D)The DNA mechanical lever
arm for actuation is composed of a 1D array of nano-bricks connected via ss-
DNA. Cylindrical models are shown for each with each cylinder representing
a DNA helix. AFM and TEM images are shown respectively with Scale bar
50 nm for images A-C and 500 nm for image D. . . . . . . . . . . . . . . . . 67
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6.2 Schematic illustration of three DNA micosystems (A) DNA Rod System,
(B) DNA Rotor System, and (C) DNA Hinge System − were assembled from
DNA nanostructures to actuate three DNA nanoconstructs 56 Helix nano-
brick, nano-rotor and nano-hinge. (A) The nano-rod was attached to the
surface via biotin-streptavidin affinity while a micro-lever arm attached to
the other end. (B) The nano-platform in the nano-rotor was attached to
the surface via biotin-streptavidin affinity while two micro-lever arms were
attached on both sides of the nano-rotor arm. (C) Two micro-lever arms are
attached to the nano-hinge. One micro-arm of the hinge is fixed to the surface
via biotin-streptavidin affinity while the other micro-arm is free to fluctuate.
Micromagnetic beads are attached to the free end of the micro-lever arm in
each system. Rotating in-plane fields apply a torque on the bead precessing
the nano-rod and nano-rotor and opening and closing the nano-hinge. . . . 68

6.3 Assembly of Systems. (A) ssDNA connecting two structures (polymerization
strands) were designed with a u-shaped motif where half have a higher affinity
to attach to the end of one structure while the other half have a higher affinity
to the opposite end of another structure. (B) Stiff micro-levers are assembled
by attaching 56 helix nano-bricks end to end using polymerization strands.
AFM and TEM images of micro-levers. Scale Bar, 1 µm. (C) The nano-rotor
is assembled by attaching a nano-platform to a nano-brick via a single ssDNA
overhang. AFM and TEM images of the nano-rotor construct. Scale Bar,
50 nm. (D) Stiff micro-levers are formed off the arm of the nano-rotor using
polymerization stands to connect the nano-arm to the micro-lever. AFM and
TEM images of polymerized nano-rotor. Scale Bar, 100 nm. (E) A single
nano-brick is attached initially to the top and bottom of the nano-hinge using
two separate sets of polymerization strands for top (green-blue) and bottom
(red-blue). AFM and TEM images of the hinge with top and bottom nano-
bricks attached. AFM image with Scale Bar, 100 nm and TEM image with
Scale bar 50 nm. (F) Stiff micro-levers are formed off the initial nano-bricks
by attaching top nano-rods (green) and bottom nano-rods (red) using two
separate sets of polymerization staples for the top (green) and the bottom
(red). Zoomed out image of AFM and TEM image of polymerized nano-
hinge with Scale Bar, 500 nm. Zoomed in image of the nano-hinge from in
the AFM image with Scale Bar, 50 nm. . . . . . . . . . . . . . . . . . . . . 70
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6.4 Actuation of Nano-brick. (A) TIRF images of nano-brick magnetically actu-
ated via extension of the micro-lever arm attached to micromagnetic beads.
Nano-brick is rotated by 360◦ with a frequency of 1 Hz and rotates by 90◦

every fourth of a second corresponding to video time frames at 0 s, 0.25 s,
0.5 s, 0.75 s and 1 s. (B) Nano-bricks were actuated at four different fre-
quencies 0.1 Hz, 0.5 Hz, 1 Hz and 2 Hz (black, blue, green and red) with
rotation rates overlaid for 17 different beads. Inset: Representative tracking
of one microbead attached to the micro-lever. (C) External in-plane mag-
netic fields were applied in 4 orthogonal directions reorienting the nano-rod
via the extended micro-lever labeled with a magnetic bead. (D) Representa-
tive tracking of the bead fluctuations in an in-plane external magnetic field
oriented in the +y direction with strengths 10 Oe, 20 Oe, 30 Oe, 40 Oe, 50
Oe and 100 Oe (black, blue, green, red, yellow, and cyan). (E) The standard
deviation of the in-plane fluctuations of 4 tethered beads decreases as a func-
tion of the in-plane external magnetic field. (F) The standard deviation of
the out-of-plane fluctuations of the 4 tethered beads decreases as a function
of the in-plane external field. For both E and F, each data point indicates
the mean fluctuation and standard deviation of the 4 measured orientations
for each bead. The orange data points correspond to the tracking shown
in D. (G) The in-plane angular distribution of the bead shown in purple in
E and F shows greater confinement at 100 Oe (cyan) compared to 10 Oe
(purple). (H) The energy landscape assuming Boltzmann weighting was cal-
culated from the probability distributions for the Bead at 10 Oe (purple)
and 100 Oe (cyan). (I) The torque on the magnetic bead was calculated
for the Bead at 10 Oe (cyan) compared to the bead at 100 Oe (purple) by
differentiating the energy landscape. . . . . . . . . . . . . . . . . . . . . . . 73

6.5 Rotation of Nano-rotor . (A) Schematic of nano-rotor (nano-platform (gray)
attached to nano-brick (green) with fully extended arms (green). (B) Nano-
platform attached to surface via biotin streptavidin.. (C) TIRF images of
nano-rotor magnetically actuated in a flow channel using the extension of
micro-lever arms attached to micromagnetic beads. Nano-rod is rotated by
360◦ with a frequency of 1 Hz and rotates by 90◦ every fourth of a second
corresponding to video time frames at 0 s, 0.25 s, 0.5 s, 0.75 s and 1 s. . . . 75
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6.6 Rotation of Nano-hinge. (A) Schematic of nano-hinge (blue) with extended
free arm (green) and fixed arm (red) to the surface via biotin and streptavidin.
(B) Close up showing surface attachment. (C) TIRF images of nano-hinge
magnetically opened and closed in a flow channel using the extension of
micro-lever arms attached to micromagnetic beads. Nano-hinge was labeled
with Alexa 488 and confirmed at the end of the extended arms labeled with
Alexa 555. Video time shots of the hinge closing (0, 0.2, 0.4 seconds) and
reopening (2, 2.2 seconds) such that the hinge was left closed from 0.4 s -
1.8 s before being reopened. (D) The angular distribution of static hinges
measured from TEM shows a preferred angle of being open at 74◦ with an
ability to open to 165◦. (E) The energy landscape assuming Boltzmann
weighting was calculated from the probability distributions. (F) The torque
required to hold each hinge at a specific angle was calculated by differentiating
the from the energy landscape. . . . . . . . . . . . . . . . . . . . . . . . . . 77

7.1 A single nanoparticle has an easy axis due to shape anisotropy. Therefore
the magnetic moment of the individual nanoparticle will rotate to align with
the easy axis and the field depending on the strength of the field and the
anisotropy constant. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

7.2 (A) The nano-brick (also called the 56hb) is composed of 56 dsDNA bound
together in a honeycomb lattice with a central cavity. The AFM (B) and
TEM (C) images of the 56hb. Scale Bar 50 nm. (D) The 56hb are attached
end to end using 17 ssDNA that bind the right end of the 56hb to the left
end of another 56hb to form a long stiff micron length rod. The AFM (E)
and TEM (F) images of the polymerized microrod. (G) In the channel one
end of the rod is attached to the surface while the other end is attached to
the superparamagnetic bead. In a planar precessing field the bead will rotate
around the surface attachment site. . . . . . . . . . . . . . . . . . . . . . . . 86

7.3 (A) Schematic of the channel formed by double sided tape and Biotin-PEGylated
coverslips. (B) Schematic showing the magnetic set up for an inverted mi-
croscope. ((C-F) Formation of microrods in channel. (C) TIRF Image of
fluorescently labeled nano-bricks and (D) schematic of a nano-brick attached
to the surface. (E) TIRF image of fluorescently labeled microrods and (F)
schematic of microrod attached to the surface. . . . . . . . . . . . . . . . . 87

7.4 (A,B) Anisotropic magnetization (ma = mp+mia) along the bead’s anisotropy
axis is aligned with the DNA rod. (A) Tracking of a single bead held at four
different orientations with HXY = 100 Oe (direction indicated by red arrows
at each position). The rod-surface attachment site where the bead pivots is
marked by the black asterisk. (B) Schematic of a tethered bead attached to
DNA rod which lies parallel to HXY (red) and ma (white). (C,D) Anisotropic
magnetization (ma) along the bead’s anisotropy axis is not aligned with the
DNA rod. (C) Tracking of a single bead held at four different orientations
with HXY = 100 Oe (direction indicated by red arrows at each position). The
rod-surface attachment site is marked by the black asterix. (D) Schematic of
a tethered bead attached to DNA rod which is not parallel with HXY (red)
and ma (white). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

xxi



7.5 A single bead held at HXY = 10, 20, 30, 40, 50, and 60 Oe for two differ-
ent field directions 180◦ from one another (red). (a-f and m-r) Schematics
showing the position of the bead relative to the rotation radius of the bead
attached to the DNA rod with respect to HXY . The rotational circumference
of the bead attached to the rod is shown in green and the bead is shown in
gray. (g-l and s-x) Bright field images of the position of the bead with respect
to HXY . For HXY = 10 Oe to HXY = 30 Oe, the bead changed position
but for HXY = 40 Oe to HXY = 60 Oe it remained at the starting location. 92

7.6 Percentage of 52 beads with principal mp (red) or mia (green) magnetization
components as a function of the field measured by reversing HXY = 10, 20,
30, 40, 50, 60, 70, 80, 90 and 100 Oe and monitoring the change in the
tethered beads orientation with respect to the DNA rod pivot. At 10 Oe,
90% of the beads were controlled by mp but as the field increased to 100 Oe
the beads responses were dominated by the presence of mia. . . . . . . . . . 94

7.7 A single bead fixed to a DNA rod attached the surface was precessed in HXY

= 20 Oe precessing at frequencies between 1 Hz to 10 Hz. At frequencies
below, 4.4 Hz, the critical frequency (fc), the bead rotated synchronously
with HXY . At frequencies above fc, the bead lagged to the field. . . . . . . 96

7.8 Field-dependent anisotropic magnetization (ma) was calculated for two beads
(A) for HXY = 35, 50, 65, and 80 Oe and (B) for HXY = 20, 35, 65 and
80 Oe. Experimental measurements are plotted as blue dots and fit linearly
(black dashed line). The permanent moment (mp) (red dotted line) was
calculated from the y-intercept and the anisotropic induced moment (mia)
(green dot-dashed line) from the slope. The crossover frequency for which
mia > mp changes from 25 Oe in A to 120 Oe in B. . . . . . . . . . . . . . 97

7.9 (A-C)mp and mia are aligned − therefore the position of the bead does not
change with HXY . (D-F) mp and mia are in-plane but with some angular
difference − therefore the position of the bead changes in-plane with HXY .
(G-I) mp and mia have some out-of-plane angular difference − thus the
position of the bead changes with HXY in out-of-plane direction as displayed
from the projection as a radial change. (A,D,H) At low HXY , mp (white) will
dominate and will torque the bead to line up with HXY (red). (B,E,G) At
high HXY , mia (yellow) will dominate and will torque the bead to align along
the easy axis (cyan dashed line). (C,F,I) The tracking of a single bead held
at 4 different orientations with HXY = 10, 20, 30, 40, 50, 100 Oe − black,
blue, green, red, yellow, cyan respectively. The rod-surface attachment site
where the bead pivots is marked by the black asterisk. . . . . . . . . . . . . 100

8.1 Protein Patterning Using Photolithography. (A) Photoresist is spun and cur-
ried on the substrate. (B) A patterned region of the photoresist is exposed to
UV light using a mask to block specific regions. (C) The exposed photoresist
is removed using a developer and the protein is deposited on the surface. (D)
The remaining photoresist is removed using lift-off resist leaving behind the
pattern proteins on the substrate. . . . . . . . . . . . . . . . . . . . . . . . . 105
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8.2 Patterning Proteins using Soft Lithography using a stamp method (A-C) and
blocking method (D-F). (A) PDMS stamp is coated with protein. (B) PDMS
is pressed against the surface and (C) removed leaving behind a substrate
with patterned proteins. (D)PDMS is placed on the surface to block specific
regions of the substrate. (E)The proteins are deposited on the device and
(F) then the PDMS is removed leaving behind a substrate with patterned
proteins. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

8.3 Magnetically labeled transformed E. coli are transported to desired location
utilizing thin permalloy disks and external fields where the protein is detached
from the cell and absorbed on the surface. . . . . . . . . . . . . . . . . . . 107

8.4 Fig. 4 Transformed E. coli engineered to express the fluorescent protein
AmCyan. (A) Schematic of E. coli with plasmid expressing the AmCyan
protein on the outer membrane. The plasmid sequence includes the Lpp and
OmpA (embedded in the outer membrane) and the linker connecting to the
AmCyan protein. The Lpp, OmpA and linker acts as a protein pen holding
the fluorescent protein Ink, AmCyan. Image curtsy of Dr. Brian and Steven
Lower at The Ohio State University (OSU)(B) Bright-field and (C) florescent
image of transformed bacteria which fluorescence due to the expression of the
AmCyan protein. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

8.5 Fluorescent images of magnetically labeled transformed E. coli. (A) 4 µm
amino-coated bead circumferentially surrounded by fluorescing E. coli. (B)
20 µm carboxyl-coated beads circumferentially surrounded by fluorescing E.
coli. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

8.6 Transport of magnetic beads on permalloy disks. (A-D) Energy landscape
showing the energy minimum [12] where the bead is trapped on the disk at
the corresponding location. Rotating in-plane field (HXY ) rotates the bead
around the disks from location A through C. By reversing the out-of-plane
field (HZ) the bead is repelled from location C to the new energy minimum
at the neighboring disks at location D. . . . . . . . . . . . . . . . . . . . . . 110

8.7 Transport of transformed E. coli on permalloy disks. Fluorescent images of
magnetically labeled E. coli (circled in red) transported to a permalloy disk
5 neighboring disks over. It hops to the neighboring disk at time shots shown
at 0, 1.6, 3.6, 5.7 and 8.4 seconds . . . . . . . . . . . . . . . . . . . . . . . . 111

8.8 (A) Standard spectrum from BD Bioscience of the AmCyan absorption shown
by the dashed line and excitation emission shown by the green area. (B) Ex-
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Chapter 1

Introduction

The ability to control the motion of micro and nanostructures in real-time with well-defined

spatial and temporal precision is fundamental to the development of many biomedical and

nanotechnologies. For example, these types of fine control are necessary for single molecule

[1–4] studies where polymer dynamics and molecular motors [5, 6] are further understood.

Often biomedical devices require exact control and coordination of biological systems in-

cluding manipulation, isolation, and separation of cells [7–17]. Biosensors [18, 19] and

therapeutic devices involving electroporation [20–23] and drug delivery [24–32] also exploit

this level of control over biological entities.

Several techniques have been developed to control the movement of structures on the

micron and nanoscale which include optical tweezers [33–38], atomic force microscopy [39–

44], conventional magnetic tweezers [45–51], dielectrophoresis [52? –61], acoustic traps

[62–64], fluid flow [65–69], electromagnetic tweezers [70, 71] and micromagnetic tweezers

via ferromagnetic thin films [10–12, 22, 72–102]. In the 1970s and 1980s, optical tweezers

were first observed to apply forces and to localize dielectric beads via laser beams [33, 34].

Later, even biological particles were trapped using optical tweezers which used infrared light

to reduce damage to living cells [35]. Studies have shown that optical tweezers can apply

calibrated forces and displace objects over distances ranging from tens of nanometers to

tens of micrometers with nanometer precision [36, 37]. Particles with varying indices of

refraction could even be sorted using optical tweezers [38].

Although Atomic Force Microscopy (AFM) was initially developed for high resolution
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imaging [39, 40], the associated cantilevers are effective as a probe to apply forces on bi-

ological objects with picoNewton resolution [41–43] and move particles with nanometer

precision [44]. In 1950, conventional magnetic tweezers were first demonstrated to measure

the cell’s elastic properties by use of large permanent magnets that apply forces on mag-

netic beads [45]. Later these principles were applied to other biological systems to study

the elasticity of DNA [46] with femto to nanoNewton forces [47–50]. Through the use of

microcontact protein patterning, an array of DNA tethered magnetic beads were formed

enabling multiplexing of the experiment [51].

In Dielectrophoresis (DEP), non-uniform electric fields are applied to dielectric particles

including biological materials that become polarized and experience a force in the direction

with the greatest electric field gradient [52]. Biological entities such as viruses, bacteria,

and eukaryotic cells as well as submicron particles have been transported, localized, sepa-

rated and concentrated using DEP [53? –59]. Furthermore, the direct planar orientation of

nanorods has been controlled by changing the electric field [60, 103]. In addition, multiple

cells have been manipulated by illuminating a pattern of light on a photosensitive surface

to create non-uniform local electric fields for DEP manipulation [61]. In microfluidic chan-

nels, acoustic traps created using standing waves give dynamic control of the position of

microparticles or cells [62–64]. Alternatively, microfluidic devices have been designed to

directly control fluid flow on the microscale [65, 66], trap particles [67] and stretch DNA to

study its properties [68, 69].

Although all these methods mentioned above demonstrate a range of abilities in control-

ling micro and nanostructures, they are accompanied by several limitations and disadvan-

tages. In applying forces on biological entities, careful measures must be taken to reduce

damage to the structure under study. Lasers in optical tweezers can induce photodamage

and local heating. Stiff probes utilized in AFM can lead to damage of soft biological materi-

als and electric fields utilized in DEP must be calibrated to low enough levels to prevent cell

lysis. Additionally, optical tweezers, AFM, DEP and microfluidics are generally limited in

selectivity. In utilizing optical tweezers, since any dielectric particle in solution can become

trapped, high purity samples are necessary and are often diluted to low concentrations. In
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AFM measurements, it can be difficult to distinguish the interactions of the tip with the tar-

geted structure from nonspecific binding. DEP will transport any dielectric structure which

includes most biological entities, and microfluidics will, in general, move most microscopic

structures in the fluid, and thus they, generally, lack a high level of specificity. Further-

more, both optical tweezers and AFM are usually limited to studying single molecules, and

conventional magnetic tweezers and microfluidics are constrained in their ability to finely

manipulate structures.

Many of these challenges are overcome in the following methods by utilizing patterned

thin films to form magnetic traps. The electromagnetic tweezers system creates local mag-

netic field gradients by sending current through patterned microwires and has been used in

nanoparticle assemblies [70] and cell manipulation [71]. However, these devices are limited

to producing low magnetic fields due to its restraint in current to reduce local heating. In

contrast, a larger range of magnetic field gradients is produced from patterning soft and

harder ferromagnetic thin films and demonstrate greater control over conventional magnetic

tweezers [72]. In patterned magnetic thin films, domain walls can be controlled by changing

the orientation of an external field [104–106]. Using this principle, particles and cells have

been isolated, manipulated and separated through simple repetitive changes in the magnetic

field [10–12, 73–98]. Using this micromagnetic system, structures are even assembled into

different arrangements [107] with tunable interactions [11, 12, 108–110].

Unlike previous methods which could easily damage biological entities, the micromag-

netic tweezers system rely upon magnetic fields which can directly probe biological env-

iorments and manipulate biological structures without adverse consequences. Additionally,

this method is highly selective in that only magnetic particles are actuated. Due to the abil-

ity to readily label magnetic beads with proteins or anti-bodies most biological structures

can be targeted and attached to magnetic beads for specific manipulation. Although some

of the alternative methods of control over structures have shown some capability to simalta-

neously actuate multiple structures, the micromagnetic system greatly enables multiplexing

and cyclic experiments with fine control over spatial and temporal movement as well as are

characterized by picoNewton forces [22, 99]. Furthermore, both micro and nanostructures
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[100, 101] as well as various biological entities such as microtubules [102] are able to be

actuated. Although the micromagnetic system enables applications in direct manipulation

of biological micro- and nano-entities, demonstrates improved selectivity and permits multi-

plexing and cyclic manipulation, the ability to actuate with nanoscale resolution is limited.

By utilizing stiff DNA microlever arms with a high aspect ratio (nanometer cross section

and micron lengths) and a relatively large persistence length (∼20 µm), this dissertation

uses micromagnetic control to directly manipulate nanosystems with nanometer resolution.

Underlying these studies is the use of weak external magnetic fields, superparamagnetic

beads, and ferromagnetic thin films since they offer excellent avenues to controllably actu-

ate biological structures on the micron and nanoscale.

In applying thin film magnetic traps to biological systems, quantifying the forces and the

motion of superparamagnetic beads moving from one trap to another is useful in advancing

these technologies. Chapter 4 studies the energy landscape of both soft ferromagnetic (NiFe)

disks and hard ferromagnetic (CoFe) zigzag wires and compares the theoretical models that

correlate experimental trajectories and forces of several different sizes of superparamag-

netic beads. In Chapter 6, nanomachines assembled from DNA using the method of DNA

origami (discussed in Chapter 5) were magnetically actuated using a stiff mechanical lever,

superparamagnetic beads, and weak external magnetic fields. In applying this approach,

nanostructures were directly actuated in real-time within milliseconds and reconfigured over

a continuous range of finely tuned steps - an advantage over alternative systems that are

generally limited to actuation times of minutes and reconfiguration amongst a few states.

By exploiting the use of the stiff DNA lever, the anisotropic component (i.e. permanent

and anisotropic induced moments) of superparamagnetic beads were studied and quantified

in Chapter 7. These results offer a new approach to determining the factors that control

the magnetic torques on superparamagnetic beads in uniform magnetic fields. Preliminary

results for developing a method to dynamically pattern proteins on the surface using the

thin film magnetic traps with magnetically labeled E. coli engineered to express the desired

protein for patterning were presented in Chapter 8. Last, Chapter 9 summarize the results

from this dissertation and presents future work that could be continued.
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Chapter 2

Background of Micro-Magnetic
Traps and Superparamagnetic

Beads

2.1 Superparamagnetic Beads

Superparamagnetic beads are often integrated into nanoscience and biomedical technology

due to their fast magnetic response in an external magnetic field and negligible remanence

when the field is removed which limits bead aggregation. In the experiments discussed,

superparamagnetic beads were used since they can be strongly magnetized through external

fields to apply femto and picoNewton forces and yet still remain singular during storage.

In order to create this characteristic, small iron oxide nanoparticles are embedded in the

polystyrene matrix of a spherical bead [111].

2.1.1 Characteristics of Nanoparticles in Superparamagnetic Beads

In order for the superparamagnetic beads to hold these ideal characteristics, the majority of

the nanoparticles need to be smaller than the single domain limit and the superparamagnetic

limit [112–114]. In magnetic materials, multiple domains of non-uniform magnetization

separated by domain walls exist in order to optimize its free energy. Magnetic domains

form to reduce the demagnetizing energy by reducing stray fields however in return increase

the exchange energy created by the preferred alignment of the magnetic moments as shown

in Fig. 2.1. At a critical volume, it energetically cost more to form an additional domain

5



Figure 2.1: Multi-domains formation to decrease the demagnetizing energy. The demag-
netizing energy from the stray fields caused by the surface charge of the magnetization is
decreased from A to C as more domains are introduced to reduce the stray fields. How-
ever, as more domains are introduced the magnetic moments become less aligned and the
exchange energy is increased.

then to remain as a single-domain state. This critical size, known as the single domain

limit, is generally around a few tens of nanometers and is material dependent[112, 113].

Additionally, in order for the single domain particle to display paramagnetic behavior in

the absence of an external field, the thermal fluctuations of the magnetic moment must be

relatively rapid such that the magnetization averages to zero on short time scales. Due to the

anisotropy of the particle, the magnetization of each single domain particle is considered

to have a constant magnetic moment which randomly reverses direction due to thermal

fluctuations. The magnetic moment is held to a specific orientation due to the anisotropy

energy of the particle given by

E = KV sin2(θ) (2.1)

where the magnetic anisotropy energy density is represented by K, the volume of the particle

by V and the angle between the magnetization and the easy axis is represented by θ. The

magnetic moment has two stable orientations along the easy axis which are anti-parallel to

each other and are separated by a uniaxial anisotropy energy barrier (KV ) shown in Fig.

2.2. As the particle size is decreased, the thermal energy (kBT ) needed to overcome the

energy barrier and reorient directions is reduced. The superparamagnetic limit is therefore
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defined by the size of the particle whose thermal energy is greater than the anisotropy energy

barrier in which it appears as a paramagnet. The time that it takes for the magnetization

to reverse is defined as Neel relaxation time (τ) and is given by the following expression

τ = τ0exp(
KV

kBT
) (2.2)

where τ0 depends weakly on the temperature. Therefore, it is generally assumed to be

constant, varying from (10−13 − 10−9 seconds) [114]. As expressed in equation 2.2, the

relaxation time depends on the ratio of the anisotropy energy compared to the thermal

energy. Due to superparamagnetic relaxation, the magnetization hinges on the time scale

of the experimental technique, also known as the characteristic measurement time (τm). If

the relaxation is fast compared to τm (τ � τm), then the magnetization will reverse numer-

ous times during a measurement. Hence, the magnetization will average to zero showing

paramagnetic behavior in which the particle size is lower than the superparamagnetic limit.

However, the magnetic susceptibility is much greater than paramagnets. If the relaxation is

slow compared to the measurement time (τ � τm), then the magnetization does not reverse

during that measurement. Hence, the magnetization will be static showing ferromagnetic

behavior [112–115].

The temperature at which the relaxation time is equal to the time scale of the experi-

mental technique (τm = τ) is the blocking temperature. For a single particle, the blocking

temperature is given as

TB =
KV

kBln(
τm
τ0

)
(2.3)

where TB is directly related to the size of the energy barrier [115]. Larger the energy barriers

will trap the magnetization in one orientation at lower temperatures. As the particle size

increases so will the blocking temperature. Therefore, the critical volume is also directly

proportional to the temperature with the critical size being larger at higher temperatures.

Bigger particles will become superparamagnetic at higher temperatures [114].
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Figure 2.2: The magnetic moment of the nanoparticle has two stable orientations at the
anisotropy energy minima 0 and π which is separated by an energy barrier.

2.1.2 Magnetization of Superparamagnetic Beads

The response of the entire bead from the net magnetization of each individual magnetic

moment shows overall superparamagnetic behavior. The magnetization resulting from the

vector sum of moments increase linearly as an external magnetic field is applied until it

begins to saturate such that most of the magnetic moments are aligned with the field. The

magnetization of the bead is given by

m = χVH (2.4)

where the response of the bead is given by the magnetic susceptibility χ, the volume of

the bead is V and the applied field is H. In the linear regime before the magnetization

begins to saturate, the susceptibility is approximated as a constant. The field at which the

microbeads saturate is around 200 Oe [99]. Although, some residual magnetism as well as
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overall bead anisotropy is observed, the strength of the permanent moment compared to

the induced moment is relatively small. Generally, these anisotropic terms can be neglected

in calculating forces on the bead in a non-uniform applied field except when specifically

studying the torque on the bead caused by the permanent moment or easy axis from the

induced moment. Cases, when the anisotropic components are the primary contributors of

the torque an a superparamagnetic bead, will be discussed in more detail in Chapter 7.

2.2 Patterned Ferromagnetic Thin Films

Patterned soft and harder ferromagnetic thin films (permalloy and cobalt iron, respectively)

were used to magnetically trap superparamagnetic beads. Through the use of external

magnetic fields coupled with these ferromagnetic thin films, the beads could be transported

to different trapping locations. The cobalt iron patterned thin films consisting of zigzag,

straight and ′′L′′ shaped wires were initially magnetized using a large magnetic field (1

Tesla) after which the magnetization relaxed to lie in plane along the easy axis of the

patterned structure as illustrated in Fig. 2.3. When small fields (< 100 Oe) were applied,

the magnetization of the CoFe films remained fixed. For permalloy patterns generally

consisting of circles, octagons or other geometric shapes, the magnetization of the structure

was random. However, as weak external fields were applied (< 100 Oe), a net magnetization

in the direction of the field resulted.

2.2.1 Magnetic Fields from Patterned Ferromagnetic Thin Films

Magnetic Point Charge Approximation

Magnetic fields from the change in magnetization at the domain walls can be calculated

from the magnetic charge distribution and sometimes approximated as an effective magnetic

point charge (ie. monopole). The magnetic charge density of the patterned ferromagnetic

thin films can be calculated from the divergence of the magnetization (M) given by

ρm = ∇ ·M (2.5)
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Figure 2.3: Magnetization of CoFe ZigZag Wires. (A) Initially, the wires are magnetized
by applying a large external field of 1 T. (B) When the field is removed the magnetic
moments relax along the direction of the wires due to shape anisotropy. Once magnetized,
the magnetization of the wires do not change orientations in weak fields (< 100 Oe).

The magnetic charge density only arises when the divergence is non-zero which occurs at the

domain walls specifically found at the vertexes in the case of the CoFe zigzag wires or on the

perimeter of the circular permalloy disks. The stray fields at the vertices where the domain

walls arise can be approximated as a magnetic point charge in which the effective magnetic

charge can be found by integrating over the region where the domain wall exists.The effective

magnetic charge can be calculated using the divergence theorem

qm =

∫∫∫
ρm dV = −

∫∫∫
∇ ·M dV =

∮
S
M · n̂ dA (2.6)

such that n̂ is the outwardly directed normal to the surface [116]. In the case of the wires,

only two sides of the surface will yield a non-zero flux resulting in the effective magnetic

charge to be approximated as

qm = 2Mstw (2.7)

such that Ms is the saturation magnetization of CoFe (16 × 105 A/m), t the thickness of

the wires and w the width of the wires. This approximation best models wires whose length

is much longer than the width and assumes a single domain wall whose magnetization is

orientated toward or away from the domain wall on both sides of the wall. The field created
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by the effective magnetic point charge at a distance r from the vertex is then equivalent to

H =
qm
4π

r

r3
(2.8)

Magnetic Charge Distribution Approximation

Additionally, the magnetization specifically around the vertex can be simulated using Object

Oriented Micromagnetic Framework (OOMMF) which provides the magnetization profile

as a 2D grid of magnetized cells [117]. The magnetization in the cell is confined to two

dimensions since it generally lies in-plane due to the shape anisotropy of the thin film. To

calculate the magnetization for CoFe patterned structures, an applied field of one Tesla

was simulated and then removed allowing the magnetic moments in each cell to relax along

their preferred anisotropy orientations along the wire. However, for permalloy structures,

magnetic moments are initialized at random directions before reorientation through simu-

lation of an applied weak in-plane field (between 10 Oe and 100 Oe). Using equation 2.5,

the charge density can be calculated from the divergence of the simulated magnetization at

each cell. The effective charge for each cell can then be determined from the charge density

qm = ρmVc (2.9)

where Vc represents the cell volume. The stray fields produced at the domain walls can

then be determined from the vector sum of the fields due to each effective point charge at

each cell location using equation 2.8.

Magnetic Dipole Approximation

Furthermore, the magnetic moment in each quantized cell from the OOMMF simulations

can be characterized as a magnetic dipole with a magnetic moment given by

md(x, y, z) = M(x, y, z)Vc (2.10)

where M(x, y, z) is the magnetization in a specific cell of volume Vc. The magnetic field of
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each dipole a distance r from the vertex can be calculated from

H =
1

4πr3
(3(md · r̂)r̂ −md) (2.11)

The vector addition of the stray fields at each dipole location gives the total field as a

function of the position. The magnetic charge distribution approximation and magnetic

dipole approximation give very similar results.

2.2.2 Potential Energy and Magnetic Forces

The potential energy of a magnetic dipole with moment m in an applied field is given by

U = −µ0m ·Hnet (2.12)

where µ0 is the permeability of free space and Hnet is the total magnetic field. For a

superparamagnetic bead, the magnetic moment varies as a function of the field (Equation

2.4). Therefore, the total potential energy as a function of the field can be calculated by

integrating over the field.

dU = −µ0dm ·H (2.13)

dm = χV dH (2.14)

U = −µ0χV
∫ Hnet

0
HdH (2.15)

U = −1

2
µ0χV H

2
net (2.16)

Although the magnetic field produced at the domain walls from the patterned structures is

much weaker than the external fields applied, it is vital in creating field gradients which will

trap and repel the bead. The external field increases the trap strength and magnetizes the

superparamagnetic bead, such that in aligning the magnetic moment with the stray fields

at the domain wall, the bead will be attracted and repelled at specific domain walls.

12



Using the potential energy for a given bead in an applied magnetic field, the force on the

bead can be calculated by differentiating the potential energy with respect to the position

[91]:

F (r) = −∇U(r) =
1

2
µ0χV∇H2

net (2.17)
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Chapter 3

Experimental Methods

3.1 Fabricating Patterned Magnetic Thin Films

Magnetic thin films were patterned onto substrates to trap and transport superparamag-

netic beads as discussed in Chapter 2. Two methods have been used to pattern thin films

which include electron beam (e-beam) lithography and photolithography. Micropatterns

are created in photoresist polymers using a scanning electron microscope (as in e-beam) or

ultraviolet light incident through a photomask (as in photolithography). In general, e-beam

lithography has higher spatial resolution due to its direct exposure and is faster in making

single prototypes since a mask is not required to be first fabricated.

3.1.1 CoFe Patterned Traps

E-beam lithography was used to pattern CoFe patterns (Fig. 3.1) with wire widths generally

around 1 µm. Structures were often patterned on silicon substrates but were also patterned

on glass coverslips for use on inverted microscopes. The substrate was initially cleaned

by sonicating the substrate in acetone for 5 minutes followed by rinsing it with acetone,

isopropyl alcohol and deionized water (DI). The substrate was then exposed to ultraviolet-

ozone (UVO Cleaner 42, Jelight Company Inc.) for 5 - 10 minutes and any remaining

moisture was removed by heating the sample on a hot plate (∼ 190◦C) for 5 minutes. Two

e-beam resists are spun onto the substrate which assists in creating a uniform thickness and

enabling better lift-off [118]. LOR 3B is initially spun for 5 seconds at 300 rpm to remove

any bubbles and excess material and then spun for 1 minute at 3,000 rpm. The resist is
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Figure 3.1: CoFe patterned Thin Films (A) Zigzag wires studied in Chapter 4. (B)
′′Invisible′′ zigzag wires designed for use on an inverted microscope enabling visualization
of bead movement from one trapping sight to another. Image captured on an inverted
microscope. Red lines show the zigzag path unblocked by thin film patterns.

cured on the hot plate by baking for 1 minute at 190◦C. Following the same procedure,

Shipley S1813 is spun initially for 5 seconds, then for 1 minute at 3,000 rpm followed by

curing on the hot plate for 1 minute at 115◦C. After the photoresist layers were deposited

and cured on the substrate, the pattern is exposed for 18 milliseconds to an electron beam

from a scanning electron microscope (FEI Helios Nanolab 600). Next, the patterns are

developed by gently agitating the sample in MF-319 for 50 seconds. If not fully developed,

the sample was agitated for an additional 30 seconds. Co0.5Fe0.5 is sputter deposited onto

the chip and followed by a lift-off using heated acetone (60◦C) removing the extra magnetic

material and leaving behind the patterned CoFe wires. The wires were then capped by

sputter deposition of a thin layer of SiO2 (AJA Orion RF/DC Sputter Deposition Tool,

RF, Ar 20 sccm, 3 mTorr, 500 W) to protect the wires from oxidation. Finally, the wires

were magnetized in an external magnetic field of 1 Tesla.

3.1.2 Permalloy Patterned Traps

Permalloy (Ni0.81Fe0.19) disks (Fig. 3.2) were patterned on silicon wafers, quartz slides and

glass coverslips using photolithography. Initially, the substrate was cleaned by rinsing it

with acetone and isopropyl alcohol and then dried by baking for 5 minutes at 115◦C. Using
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a spin coater (CE 100CB Resist Coater and Hot Plate), two layers of positive photoresists

are deposited onto the substrate to reduce any fences on the sides of the structure and

improve the lift-off [118]. First, the lift-off resist LOR 2A is deposited at a rate 3,000 rpm

and 10,000 rpm/s for 60 seconds followed by a 2 minute bake at 190◦C. Then, S1813 resist

is deposited at a rate 500 rpm and 300 rpm/s for 5 seconds and then increased to 3,000

rpm and 10,000 rpm/s for 45 seconds. The sample is then baked for 60 seconds at 115◦C.

The hardened resist is exposed to ultraviolet light for 3.5 seconds through a pre-designed

mask in hard contact mode using an aligner (EV Group 620 Advanced Contact Aligner).

Next, the sample is developed for 45 seconds by gently agitating the chip in MicropositTM

MFTM -319 developer to remove the photoresist in the patterned region.

Once the sample is developed, 50-60 nm of permalloy (Ni0.81Fe0.19) is deposited using

a sputter deposition tool (AJA Orion RF/DC Sputter Deposition Tool, DC, Ar 20 sccm, 3

mTorr, 200 W). If the substrate was a quartz wafer or glass coverslip, an initial 2 nm layer

of titanium (RF, Ar 20 sccm, 3 mTorr, 300 W) was deposited before the permalloy to assist

in the adhesion of the permalloy. Following deposition, the excess permalloy and titanium

were removed in a lift-off step in which the sample was incubated in N-Methyl-2-Pyrrolidone

(NMP) for 0.5 - 1 hour following a rinsing with isopropyl alcohol. The remaining permalloy

disks were then capped by sputter deposition of a thin layer of SiO2 (RF, Ar 20 sccm, 3

mTorr, 500 W) to protect the wires from oxidation.

3.2 Experiment Magnetic Setup

External magnetic fields could be applied to superparamagnetic beads on magnetic thin

film patterns to trap and transport the bead or applied to superparamagnetic beads on a

glass or silicon substrate to rotate or roll the bead. The setup generated in-plane magnetic

fields using four orthogonal electromagnetics (opposite pole steel core electromagnets OP-

2025, Magnetech Corp.) while generating an out-of-plane magnetic field from a wound

copper solenoid surrounded by the electromagnets. The sample is placed in the center of

the solenoid in which the magnetic fields are approximately uniform over the micron lengths
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Figure 3.2: Permalloy Patterned Thin Films. Two sizes of disks were studied in Chapter 4
including disks with diameters of (A) 5 µm and (B) 30 µm. These disks were also used in
Chapter 8 to transport beads labeled with E. Coli for applications in protein lithography.

studied.

Two setups were used to supply current to the electromagnets and solenoid. The first

platform used a LabView interface to send current from three power supplies (solenoid,

Kepco BOP 20-10ML; electromagnets, Kepco BOP 20-10ML4886) to the electromagnets

and solenoid. However, it was necessary to design a platform which was portable and cost

effective. New control hardware consisting of a small circuit board (′′Lodestone′′) was de-

signed by Mr. George Voigt to interface the software programmed in C++ (′′MagMaestro′′),

the small power supply (12 V, Mean Well NES-350-12), the electromagnets (OP-1212, Mag-

netech Corp.) and solenoid as illustrated in Fig. 3.3. The magnetic fields could be controlled

through the software interface, an Xbox controller or voice commands.

It was also essential to design the the magnetic setup for use on different types of

microscopes. Originally, the design was built for an upright microscope where the sample

is imaged from above and the electromagnets and solenoid rested on the microscope stage.

However, with an inverted microscope the electromagnets, solenoid, and sample need to

be suspended so as to view the sample from below. Two separate designs were built such

that one designed enabled use of the larger electromagnets (2.5 inches long, 2 inches in
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Figure 3.3: (A) External fields in three orthogonal directions are produced using four or-
thogonal electromagnets and one solenoid. For the inverted setup, the sample holder rests
on an inside edge of the solenoid and is imaged through the objective from below. (B) Con-
trol hardware called Lodestone was designed to communicate to the (A) magnetic setup,
(C) small 12 V Mean Well Nex-350-12 power supply and (D) the computer using a software
interface called MagMaestro. An Xbox control was used to direct the external magnetic
fields.

diameter, OP-2025, Magnetech Corp) utilized on the original upright microscope and the

other design utilized smaller electromagnets (1.25 inches long, 1.25 inches in diameter,

OP-1212, Magnetech Corp). Since the stage of a Nikon Eclipse Ti Microscope has a small

removable inset platform, the magnetic setup was designed to fit the dimensions of the stage

inset in order to be accessed on this microscope. The electromagnets and solenoid were

suspended from a platform which rested in the stage inset. The solenoid had a 3D printed

lip inside the center where a 3D printed sample holder rested. Smaller electromagnets (1.25

inches long, 1.25 inches in diameter, OP-1212, Magnetech Corp) had to be used due to the

space limitation of the stage inset. However, larger electromagnets were used on inverted

microscopes by shifting the entire stage down so that the objective could reach the sample
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focal plane inside the solenoid. The electromagnets and solenoid could then set directly on

top of the stage. A concentric opening was located on the platform in line with the solenoid

which enabled imaging of the sample from below.

3.3 Channels

3.3.1 PDMS O-rings

In experiments where the introduction and removal of additional solutions were not required,

a polydimethylsiloxane (PDMS) o-ring was used to confine the fluid and structures being

studied. By changing the ratio of the curing agent to the liquid PDMS the thickness of

the PDMS was tuned with a 1:1 ratio being the thinnest and 1:10 ratio being the thickest.

After the liquid PDMS and curing agent were mixed together, it was placed under vacuum

for 15 - 30 minutes to remove bubbles. Next, the mixture was poured into a petri dish and

curried at 65◦C for 30 minutes to 2 hours depending on the thickness. Alternatively, the

PDMS could be curried at room temperature but would require several days to harden.

After curing, a PDMS o-ring used to contain the fluid was created by cutting out a section

of the PDMS and punching a hole in the center. When utilized on an upright microscope,

a coverslip was often placed on top of the o-ring.

When the PDMS need to be bonded to the surface, two instruments could be used to

oxidize the surface. Using the PTS Oxygen Plasma System (10 - 20 sccm O2, 50 W power,

35 mT base pressure), the PDMS and substrate were exposed for 15 - 30 seconds to oxygen

plasma and pressed together afterward. Alternatively, the PDMS and substrate were oxi-

dized in UVO cleaner for 15 - 30 minutes and pressed together. The oxygen plasma method

generally had faster bonding and the sample could be used immediately after bonding.

3.3.2 Tape Channels

In experiments which required introduction and removal of different reagents, tape channels

were employed. Two strips of double sided tape were laid down in parallel along a coverslip

(22 mm x 22 mm) to form the edges of the channel. A smaller coverslip (18 mm x 18 mm)
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Figure 3.4: Tape channels were assembled using double sided tape to stick two coverslips
together creating a channel with a width ∼0.5 cm.

was placed on top forming the top of the channel as illustrated in Fig. 3.4. Coverslips were

exploited on the top and bottom of the channel so that the sample could be viewed on

an inverted microscope from below and an upright microscope from above. The fluid was

introduced into the channel by placing fluid on one side of the channel and pulled through

using filter paper.

3.4 Surface Treatments for Reducing Nonspecific Binding

One large challenge, when working with structures near a surface, is reducing non-specific

binding and increasing binding of specific proteins or structures of interest to the surface.

Using various surface treatments and surfactants, the chemistry of the surface and interac-

tions of molecules with the substrate can be altered to reduce nonspecific binding. Various

cleaning techniques in combination with polymer, protein, and detergent blockers were

employed in the experiments conducted in this dissertation and are discussed below.

3.4.1 KOH Coverslip Cleaning

Potassium Hydroxide (KOH) was exploited to etch the surface of a coverslip, clean the

surface of impurities and reduce nonspecific binding. Initially, KOH (100 g) is dissolved in

100% ethanol (300 mL) and degassed along with another beaker of 100% ethanol (300 mL)
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and two beakers of double distilled H20 (ddH20) (300 mL). The coverslips were placed in

the KOH ethanol solution and sonicated for 5 minutes and then submerged slowly in the

100% ethanol beaker and two ddH20 beakers. The coverslips were rinsed off with ddH20

and followed by ethanol. The coverslips were dried with nitrogen and further desiccated in

the oven at 65◦C for 1 hour. The coverslips were sealed in an airtight container and usable

for about one month following the process.

3.4.2 PEG-Biotin Coating

In experiments requiring structure fixation to the surface, mono-functional Poly-ethylene

Glycol (m-PEG) and biotin-modified PEG (bio-Peg) was coated on the surface for attach-

ment of streptavidin and reduced nonspecific binding. PEG is a common polymer blocker

which blocks non-occupied sites and improves the material’s affinity to water. The process

involves an initial slide cleaning step using piranha, a silanization step to prepare the sur-

face for adherence of PEG molecules and a pegylation step using PEG and bio-PEG. In

a staining jar, sulfuric acid (H2SO4 Sigma 320501 - 2.5 L) is mixed with 50% Hydrogen

Peroxide (H2O2 Sigma 516813 - 500 ML). The coverslips are incubated in the hot, bubbling

piranha solution for 1.5 hours preceded by rinsing in ddH20 through submersion in three

beakers of ddH20. The coverslips are then dried using Nitrogen.

Next, the coverslips are silanized. An unopened bottle of highly purified acetone (Sigma

650501-1 L) is poured over the slides in the staining jar (enough to fully submerge) and

mixed on a shaker table for 10 minutes on medium-low so as to swirl vigorously without

exposing the slides to air. Then 8 mL of silane (MP biomedicals 215476680) is slowly dripped

into the swirling acetone over the course of 1 - 2 minutes to reach a final concentration of

about 2%. The reaction is allowed to proceed for 2 more minutes before the coverslips

are quickly transferred to a staining jar containing 50% acetone/50% ddH20 to quench the

reaction. The slides are washed by submerging in three beakers of ddH20 and then dried in

the oven at 65◦C overnight.

Last, the slides are PEGylated. m-Peg (m-PEG-SVA MW 5,000) and bio-PEG (bio-

functional Biotin-PEG-SVA MW 5,000) are mixed together at a mass ratio of 100 m-Peg :
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1 bio-Peg in solution with potassium tetraborate buffer (K2B4O7 0.1 M, pH 8.11). bio-PEG

and m-Peg solution are placed on one side of a coverslip with an additional coverslip placed

on top and squeezed together to spread the solution across the area of the two coverslips.

The solution is incubated in between the coverslips for 1 - 1.5 hours before being rinsed

off in a beaker of ddH20. Finally, the slides are dried with nitrogen and stored in a dried

airtight container for up to three months following the procedure.

3.4.3 PEG-Silane Treatment

In the previous treatment, biotin molecules were bound to the surface for streptavidin

adherence. However, when structure-surface fixation is not necessary, PEG without bio-

PEG could be absorbed to the surface to reduce nonspecific binding. Initially, the surface

was oxidized using a UV-ozone cleaner for absorption of PEG molecules and then soaked

for 30 minutes in 1 mM Peg Silane (mPeg - SIL MW 2,000 Laysan Bio, Inc., lot #114-08)

dissolved in ethanol. The surface was then rinsed with ethanol and dried on a hot plat at

110◦C for 30 minutes.

3.4.4 Protein Blockers

Additional blocking proteins were utilized to reduce nonspecific binding in most experi-

ments. Both Casein, which is a protein commonly found in mammalian milk, and Bovine

Serum Albumin (BSA), a serum albumin protein derived from cows, were used interchange-

ably. These proteins absorb on the surface and block non-occupied sites [119]. Although

they are considered permanent blockers, the protein may occasionally disabsorb. Therefore,

additional blocking proteins or blocking detergents are sometimes included in the buffer so-

lution. Generally, casein was incubated in channels at 1 mg/mL for 10 minutes to limit

beads sticking to the surface whereas BSA was incubated in channels at 0.1 mg/mL to

reduce molecular binding. The proteins were dissolved in the buffers that the samples were

suspended in.
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3.4.5 Detergent Blockers

Detergents were often included in the buffers to disrupt ionic and hydrophobic biomolecule-

surface bonds [119]. Detergent blockers are temporary blockers. If a new buffer was in-

troduced into the channel, the detergent blocker would be removed, unlike the blocking

polymers and proteins. The common detergents appropriated in the experiments conducted

in this dissertation include NP40 and Tween20. Generally, detergents were added at 0.1 -

0.2% however, in some cases, the detergent was added up to 1%.

3.5 Superparamagnetic Bead Functionalization

3.5.1 Janus Particles

Janus particles (Fig. 3.5) were used in Chapter 4 to study the motion of superparamagnetic

particles transported along CoFe zigzag wires. By generating asymmetric particles such that

one side was darker (less opaque) than the other side, the orientation of the particle can

be readily observed. This was accomplished by placing a thin layer of gold (Au) on one

side of the particle. The process involved initially washing carboxyl functionalized beads

in isopropyl alcohol (IPA) and then drying with an air gun to create a layer of beads on

a silicon wafer. Using an evaporator (Denton DV-502A E-Gun Evaporator) 100 nm of Au

is deposited at a rate of 0.3 A/s on the wafer hence coating one side of the particles with

Au. Particles are removed by rinsing the wafer with DI. The particles can be concentrated

and resuspended in another buffer using the centrifuge to pellet the particles, removing the

original buffer and resuspending in a new buffer.

3.5.2 Beads Labeled with Anti-digoxigenin

Beads employed in actuation of DNA origami structures in Chapter 6 and 7 mandated anti-

digoxigenin labeling for attachment to DNA structures. Carboxyl coated beads (Dynabeads

MyOneTM Carboxylic Acid, Catalog # 65011) were labeled by initially washing and resus-

pending in 15 mM 2-(Nmorpholino)ethanesulfonic acid (MES) buffer (pH 6.0). Next, the

beads were affixed with 1-Ethyl-3-(3-dimethylaminopropyl)carbodiimide (EDC) by incubat-
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Figure 3.5: Janus particles were made by coating one side with gold (Au) as seen by the
darker section on the bead (A) imaged in bright field and (B) illustrated in the schematic.

ing with 10 mg/mL of EDC for 2 hours on a rotisserie followed by a wash step to remove

the excess EDC. Then, the beads were incubated on the rotisserie overnight with 2 mg/mL

of anti-digoxigenin suspended in 15 mM MES buffer. Last, the excess anti-digoxigenin was

removed and resuspended in the desired buffer.

3.6 DNA Structure Purification

DNA origami structures which will be discussed in Chapter 5, 6, and 7 were purified using

three different techniques: Gel Electrophoresis Purification, PEG Purification, and Spin

Column Purification. While gel purification produces a higher purity, it results in a much

lower yield than the other methods. PEG purification generates a much higher yield how-

ever can sometimes interfere with structure polymerization. Spin Column Purification also

generates a higher yield but requires more resources to purify the same amount of structure.

3.6.1 Gel Electrophoresis Purification

DNA structures are purified by separating excess staples from structures in a gel through

the process of electrophoresis. The gel is fabricated by dissolving 2% agarose (Invitrogen,

Carlsbad, CA) with 0.5x TAE (buffer containing tris base, acetic acid, and EDTA) through

heating the solution in the microwave. MgCl2 is added to the gel to bring the salt concen-

tration to either 4 mM MgCl2 or 11 mM MgCl2. In order to image the DNA structures
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under ultraviolet light, 400 ng/ml of ethidium bromide was added to the gel and mixed for

1 - 2 minutes before pouring into the gel tray. To create wells for sample placement, a comb

was inserted in the gel before it hardens. A small gel (49.6 g) with 10 wells and a large gel

(124 g) with 20 wells were used depending on the sample size. The samples were prepared

by mixing 15 µL of folded DNA structures with 3 µL of 6x gel loading dye (New England

Biolabs Inc., Ipswich, MA) and 17 µL of the solution were loaded into the wells. Gels were

run at 70 V for 2 hours (small) to 3 hours (large) and imaged on a UV illumination table.

The bands formed from well-folded DNA structures were cut out and extracted from the gel

by centrifuging Freeze′N SqueezeTM gel extraction spin columns (Bio-Rad, Hercules, CA)

containing the gel bands for 10 minutes at 10,000 rpm and 4◦C. Gel electrophoresis was not

only valuable in structure purification but also in structure analysis. Typical images from

gel purification and analysis can be viewed in Appendix A.

3.6.2 PEG Purification

Another method for purifying DNA nanostructures used PEG 8000 to separate DNA nanos-

tructures from excess staples which are much smaller. Equal volumes of 15% PEG 8000

with 500 mM NaCl and DNA nanostructures were mixed together in a tube and spun at

16,000 relative centrifugal force (rcf) for 25 minutes at room temperature [120]. The su-

pernatant containing the excess staples was removed leaving behind a small DNA pellet of

nanostructures which was not always observable by eye. The structures were then resus-

pended in the desired buffer to any specific concentration (normally 0.5x TAE with 4 mM

MgCl2). Last, structures were incubated at 37◦C overnight to further break up the pellet

and reduce structure aggregation.

3.6.3 Spin Column Purification

DNA nanostructures could also be purified using Amicon filters through spin column purifi-

cation (Fig. 3.6). Initially, a 100 kDa Amicon filter membrane is equilibrated by centrifuging

500 µL of the buffer solution through the filter at 5000g for 15 minutes. After the solution

is removed, unpurified DNA structures are diluted to 5 nM in 0.4x TAE with 4 mM MgCl2
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Figure 3.6: DNA structures were purified using spin column purification steps shown in the
diagram.

and spun down at 2000g for 30 minutes. The remaining solution at the bottom of the tube,

which contains the excess staples, is extracted out. For further staple removal, 500 µL of

the buffer can be spun multiple times through the filter at 2000g for 30 minutes. Last, the

DNA structures are recovered by reversing the filter tube in a new tube and centrifuging at

1000g for 2 minutes. Around ∼ 25 µL of solution should be recovered.

3.7 Imaging Preparation

DNA origami structures which will be discussed in Chapter 5, 6 and 7 were imaged using

Atomic Force Microscopy (AFM), Transmission Electron Microscopy (TEM) and in real-

time using Total Internal Reflection Fluorescence (TIRF) Microscopy. In each case, the

samples had to be initially prepared for imaging using any of these technique. These
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preparations are discussed below.

3.7.1 AFM Imaging

Nanostructures were imaged using a Bruker AXS Dimension Icon AFM (Bruker, Billerica,

MA). DNA nanostructures were fixed onto a 12 mm Mica Discs (Ted Pella, Inc., Redding,

CA). By removing a strip of double-sided tape adhered to the mica substrate, a mono layer

of mica was formed. Next, 5 µL of structures at 1 nM were incubated on the mica substrate

for 2 minutes and washed off with 1 mL of ddH20. The substrate was quickly dried using an

air gun and filter paper. The structures were imaged on the AFM in Scanasyst Air mode.

3.7.2 TEM Imaging

In order to image the DNA origami structures on TEM the following steps were initially

taken to prepare the sample for imaging. First, stock solutions of 2% Uranyl-Formate (UFo)

stain solution with 25 mM NaOH. 5 ml of UFo (SPI-Chem - 16984-59-1) was dissolved in

boiled de-oxygenated ddH20 by vortex vigorously and then was filtered through the 0.2

µm syringe filter (Fisher - SLGP033RS). Aliquotes were made of the solution, covered in

aluminum foil to reduce exposure to light and stored in -20◦C freezer for later use up to

two months. When using the UFo aliquoted solution for staining, 5 M NaOH was added

to the thawed UFo solution and vortexed for 2 minutes before centrifuging at top speeds

for 3 minutes. Second, samples were deposited on the substrate and stained. TEM grids

(Electron Microscopy Sciences - FCF400-Cu-50) were initially exposed to oxygen plasma

for 30 seconds to create a hydrophilic surface for structure attachment. 3 µL of sample were

deposited on the grid for ∼4 minutes. Drops of UFo staining solution were placed on the

sample in the last minute of incubation. The excess fluid was absorbed off the edge of the

grid using filter paper (Fisher 1004070) and the grid sample was immersed in 10 µL drop of

UFo staining solution. The solution is then dabbed off the grid with filter paper followed by

a second immersion in a 20 µL drop of UFo staining solution and 40 second incubation with

the staining side faced down. Excess UFo staining solution is removed using filter paper

and is air-dried for 15 minutes before being imaged.
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3.7.3 TIRF Imaging

For real-time imaging, DNA structures were imaged using TIRF on an inverted microscope

(Nikon Eclipse Ti). To visualize the structures, fluorophores were attached via single-

stranded DNA (ssDNA) overhangs. If the structures were in a tape channel, 6 µL of

conjugated ssDNA with fluorophores at 10 nM were flown into the channel and incubated

for 4 minutes. Several 20 µL of buffer was flowed through the channel afterward to remove

excess fluorophores. Structures were also confined to 2D surfaces by placing 0.5 µL - 1

µL of structure between 2 coverslips. To reduce attachment of structures to coverslips, 1

mg/mL of casein was first incubated between the slides for 10 minutes, washed off with

ddH20 and then dried. If the structures did not have fluorophores already attached, 0.5

µL of conjugated ssDNA with fluorophores at 10 nM was incubated with 1 µL of structure

before placement between coverslips.
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Chapter 4

Energy Landscape of Patterned
Magnetic Traps

Thin magnetic patterns used to create mobile magnetic traps as discussed in Chapter 2 were

studied by exploring their energy landscape using superparamagnetic beads as the probe. In

order to fully utilize the capabilities of these mobile magnetic traps, it is vital to understand

the changes in energy landscape due to external fields and bead sizes, the trapping locations

of the bead and the forces acting on the bead. As discussed in Chapter 8, these mobile

magnetic traps transport beads labeled with E. coli to targeted locations for applications

in protein lithography. Additionally, the thin magnetic patterns could be incorporated into

actuating and confining DNA origami structures as discussed in the future work in Chapter

9. The energy landscape of Co0.5Fe0.5 wires and permalloy (NiFe) disks (5 µm and 30 µm

diameter) were studied. The theoretical models (Chapter 2) of the energy landscape and

forces were compared with the experimental forces measured from the spatial and temporal

coordinates of beads transported from vertex to vertex on the wires and displaced off the

disks visualized using a high-speed camera (Phantom Miro M120, Vision Research).

4.1 Permalloy Disks

In displacing a superparamagnetic (SPM) bead off a permalloy disk, the in-plane (HXY )

and out-of-plane fields (HZ) are tuned. Since permalloy is a relatively soft ferromagnetic

material, disks become magnetized in the direction of weak in-plane external fields. The

mobile domain wall on the perimeter of the disk produces stray fields HDW and can be
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circumferential rotated around the disk by precessing HXY . The induced moment in a

SPM bead located at a given height above the disks is determined by the net field, Hext +

HDW . In an applied external field (Hext), the SPM will become trapped on the perimeter

of the disk at the domain wall. By reversing HZ , the SPM will be repelled from the trap

off the disk. When HXY < HZ , the bead will be forced away from the disk, however when

HXY > HZ , a secondary trap is formed slightly off the outer edge of the disk and the bead

remains trapped near the disk edge. Two sizes of disks with a diameter of 5 µm and 30

µm were studied using a bead of diameter 2.8 µm and 8.8 µm under two field comparisons:

HXY = 30/80 Oe, HZ = 80/30 Oe and HXY = 80/120 Oe, HZ = 120/80 Oe.

4.1.1 Probing the Energy Landscape of Permalloy Disks with 5 µm Di-

ameter

Permalloy disks with 5 µm diameters (50 nm thick) were initially studied by displacing

superparamagnetic beads with diameters of 2.8 µm (Dynabeads cat. no. 14305D) off the

disk. Fig. 4.1 compares the energy landscape and forces on the SPM bead when HXY = 30

Oe, HZ = ±80 Oe and when HXY = 80 Oe, HZ = ±30 Oe. In Fig. 4.1A, the out-of-plane

field (HZ) is reversed from +80 to −80 Oe while the in-plane field remains at HXY = 30 Oe.

For HZ = +80 Oe (dashed curve), the particle (dark circle) sits in a potential minimum near

the perimeter of the disk. When HZ is reversed to −80 Oe (solid curve), this trap becomes

repulsive and the bead moves steadily from this unfavorable energy state away from the

disk to lower energy levels until it slows to a stop. When | HXY | > | HZ |, as in Fig.

4.1B (HXY = 80 Oe, | HZ | = ±30 Oe), a secondary trap near the disk perimeter results

such that the bead is trapped quickly after HZ is reversed to −30 Oe. As demonstrated

in Fig. 4.1C, when | HXY | < | HZ |, the bead moves much farther (∼5 µm) than when

| HXY | > | HZ | where the bead is abruptly trapped (∼1 µm) which are in agreement with

the energy landscape as seen in Fig. 4.1A and B. The peak magnetic forces repelling the

bead off the disk were experimentally calculated from spatial and temporal coordinates of

the bead to be 12 and 9 pN (Section 4.2.4). The initial trapping location relative to the

disk edge as displayed by the energy landscape in Fig. 4.1D agrees with the experimentally
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Figure 4.1: Potential energy landscapes for a 2.8 µm bead on a 5 µm disk in (A) HZ =
±80 Oe and HXY = 30 Oe. (B) HZ = ±30 Oe and HXY = 80 Oe. (C) Experimentally
measured magnetic forces on the same bead displaced off the 5 µm disk corresponding to
the potential energy landscapes in A (blue) and in B (red). (E) The bright-field image
of the initial position of the bead corresponding to the blue energy landscape in D. (F)
The bright-field image of the initial position of the bead corresponding to the red energy
landscape in D. (G,H) The schematic of the bright-field images of E and F, respectively,
displays the shift of the bead (G, blue and H, red) on the disk (gray).

verified starting locations of the bead shown in the bright-field images in Fig. 4.1E and

F and the corresponding schematic images in Fig. 4.1G and H. When | HXY | < | HZ |,

the bead is trapped inside the perimeter of the disk whereas when | HXY | > | HZ |, it is

trapped outside of the perimeter (Fig. 4.1E and F). Due to the translucent nature of the

bead, a lighter center is visualized when the bead is located on the disk since more light is

reflected.

In Fig. 4.2A, the out-of-plane field (HZ) is reversed from +120 to −120 Oe while the

in-plane field remains at HXY = 80 Oe. For HZ = +120 Oe (dashed curve), the particle

(dark circle) sits in a potential minimum near the perimeter of the disk. When HZ is

reversed to −120 Oe (solid curve), this trap becomes repulsive and the bead moves steadily
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from this unfavorable energy state away from the disk to lower energy levels until it slows

to a stop. When | HXY | > | HZ |, as in Fig. 4.2B (HXY = 120 Oe, | HZ | = ±80 Oe), a

secondary trap near the disk perimeter results such that the bead is trapped quickly after

HZ is reversed to −80 Oe. As shown in Fig. 4.2C, when | HXY | < | HZ |, the bead moves

much farther (∼5 µm) than when | HXY | > | HZ | where the bead is quickly slowed down

and trapped (∼1.5 µm) which are in agreement with the energy landscape as seen in Fig.

4.2A and B. The peak magnetic forces repelling the bead off the disk were experimentally

calculated from spatial and temporal coordinates of the bead to be 12 and 9 pN (Section

4.2.4). The initial trapping location relative to the disk edge as displayed by the energy

landscape in Fig. 4.2D agrees with the experimentally verified starting locations of the

bead shown in the bright-field images in Fig. 4.2E and F and the schematic images in Fig.

4.2G and H. When | HXY | < | HZ |, the bead is trapped inside the perimeter of the disk

whereas when | HXY | > | HZ |, it is trapped outside of the perimeter. In this case, the

difference between the bead starting location is much smaller than when the fields are HXY

= 30/80 Oe, HZ = 80/30 Oe.

4.1.2 Probing the Energy Landscape of Permalloy Disks with 30 µm Di-

ameter

Permalloy disks with 30 µm diameters (60 nm thick) were initially studied by displacing

superparamagnetic beads with diameters of 8.8 µm (Spherotech cat. no. CM-80-10) off the

disk. Fig. 4.3 compares the energy landscape and forces on the SPM bead when HXY = 30

Oe, HZ = ±80 Oe and when HXY = 80 Oe, HZ = ±30 Oe. In Fig. 4.3A, the out-of-plane

field (HZ) is reversed from +80 to −80 Oe while the in-plane field remains at HXY = 30

Oe. For HZ = +80 Oe (dashed curve), the particle (dark circle) sits in a potential minimum

near the perimeter of the disk. When HZ is reversed to −80 Oe (solid curve), this trap

becomes repulsive and the bead moves steadily from this unfavorable energy state away

from the disk to lower energy levels until it slows to a stop. When | HXY | > | HZ |, as

in Fig. 4.3B (HXY = 80 Oe, | HZ | = ±30 Oe), a secondary trap near the disk perimeter

results such that the bead is trapped quickly after HZ is reversed to −30 Oe. As shown
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Figure 4.2: Potential energy landscapes for a 2.8 µm bead on a 5 µm disk in (A) HZ =
±120 Oe and HXY = 80 Oe. (B) HZ = ±80 Oe and HXY = 120 Oe. (C) Experimentally
measured magnetic forces on the same bead displaced off the 5 µm disk corresponding to
the potential energy landscapes in A (blue) and in B (red). (E) The bright-field image
of the initial position of the bead corresponding to the blue energy landscape in D. (F)
The bright-field image of the initial position of the bead corresponding to the red energy
landscape in D. (G,H) The schematic of the bright-field images of E and F, respectively,
displays the shift of the bead (G, blue and H, red) on the disk (gray).

in Fig. 4.3C, when | HXY | < | HZ |, the bead moves much farther (∼8 µm) than when

| HXY | > | HZ | where the bead is abruptly trapped (∼ 2µm) in agreement with the

energy landscape as seen in Fig. 4.3A and B. The peak magnetic forces repelling the bead

off the disk were experimentally calculated from spatial and temporal coordinates of the

bead to be 60 and 15 pN (Section 4.2.4). The initial trapping location relative to the disk

edge as displayed by the energy landscape in Fig. 4.3D is similar to the experimentally

verified starting location of the bead shown in the bright-field images in Fig. 4.3E and F

and the schematic images in Fig. 4.3G and H. When | HXY | < | HZ |, the bead is trapped

inside the perimeter of the disk whereas when | HXY | > | HZ |, it is trapped outside of the

perimeter (Fig. 4.3E and F). Due to the translucent nature of the bead, a lighter center is
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Figure 4.3: Potential energy landscapes for an 8.8 µm bead on a 30 µm disk in (A) HZ =
±80 Oe and HXY = 30 Oe. (B) HZ = ±30 Oe and HXY = 80 Oe. (C) Experimentally
measured magnetic forces on the same bead displaced off the 30 µm disk corresponding
to the potential energy landscapes in A (blue) and in B (red). (E) The bright-field image
of the initial position of the bead corresponding to the blue energy landscape in D. (F)
The bright-field image of the initial position of the bead corresponding to the red energy
landscape in D. (G,H) The schematic of the bright-field images of E and F, respectively,
displays the shift of the bead (G, blue and H, red) on the disk (gray).

visualized when the bead is located on the disk since more light is reflected.

In Fig. 4.4A, the out-of-plane field (HZ) is reversed from +120 to −120 Oe while the

in-plane field remains at HXY = 80 Oe. For HZ = +120 Oe (dashed curve), the particle

(dark circle) sits in a potential minimum near the perimeter of the disk. When HZ is

reversed to −120 Oe (solid curve), this trap becomes repulsive and the bead moves steadily

from this unfavorable energy state away from the disk to lower energy levels until it slows

to a stop. When | HXY | > | HZ |, as in Fig. 4.4B (HXY = 120 Oe, | HZ | = ±80 Oe), a

secondary trap near the disk perimeter results such that the bead is trapped quickly after

HZ is reversed to −80 Oe. As shown in Fig. 4.4C, when | HXY | < | HZ |, the bead moves

much farther (∼7 µm) than when | HXY | > | HZ | where the bead is quickly slowed down

34



Figure 4.4: Potential energy landscapes for an 8.8 µm bead on a 30 µm disk in (A) HZ =
±120 Oe and HXY = 80 Oe. (B) HZ = ±80 Oe and HXY = 120 Oe. (C) Experimentally
measured magnetic forces on the same bead displaced off the 30 µm disk corresponding
to the potential energy landscapes in A (blue) and in B (red). (E) The bright-field image
of the initial position of the bead corresponding to the blue energy landscape in D. (F)
The bright-field image of the initial position of the bead corresponding to the red energy
landscape in D. (G,H) The schematic of the bright-field images of E and F, respectively,
displays the shift of the bead (G, blue and H, red) on the disk (gray).

and trapped (∼4 µm) in agreement with the energy landscape seen in Fig. 4.4A and B.

The peak magnetic forces repelling the bead off the disk were experimentally calculated

from spatial and temporal coordinates of the bead to be 50 and 35 pN (Section 4.2.4). The

initial trapping location relative to the disk edge as displayed by the energy landscape in

Fig. 4.4D stands in agreement with the experimentally verified starting locations of the

bead shown in the bright-field images in Fig. 4.4E and F and the schematic images in Fig.

4.4G and H. When | HXY | < | HZ |, the bead is trapped inside the perimeter of the disk

whereas when | HXY | > | HZ |, it is trapped outside of the perimeter. In this case, the

difference between the bead locations is much smaller in the cases when the fields are HXY

= 30/80 Oe, HZ = 80/30 Oe.

35



4.2 CoFe Zigzag Wires

Similar analysis was done for the CoFe zigzag wires in which these results were published [96]

and further discussed in Howdyshell’s dissertation [99]. These findings have been included

for completeness. In transporting a SPM bead from one vertex to an adjacent vertex, the

in-plane (HXY ) and out-of-plane fields (HZ) are tuned. These weak fields do not modify

the general location of the domain walls in the zigzag wires in any significant way [91]

and thus the associated domain wall fields (HDW ) are determined solely by the CoFe wire

dimensions and initial magnetization. The moment induced in a SPM bead located at a

given height above the wires is determined by the net field, Hext + HDW . In the absence

of Hext, adjacent vertices and their associated HDW act as primary trapping sites for the

bead. With increasing HZ , the bead induced moment is proportionally determined by Hext

and the energy landscapes of adjacent HH and TT vertices, which steadily transform to

become attractive and repulsive, respectively as seen in Fig. 4.5. The introduction of HXY

in the presence of HZ , with HXY oriented along the straight segment of the zigzag wire,

further transforms the character and location of the traps. In particular, the primary traps

weaken and shift away from the zigzag vertex to positions that lie between vertices. The

resulting secondary traps (Si) are crucial to the transport of the beads, which, depending on

the depth of the trapping potential, can be slowed down, momentarily stalled, or completely

halted in their movement between vertices. These features are highlighted in Figs. 4.6, 4.7

and 4.8 for beads (diameters 2.8 µm and 11 µm) of different magnetic susceptibilities.

4.2.1 Probing the Energy Landscape with 2.8 µm Beads

The CoFe zigzag wires (14.5 µm long, 1 µm wide and 12 nm thick) were initially studied

by transporting superparamagnetic beads with diameters of 2.8 µm (Dynabeads cat. no.

14305D) from one vertex to another. The Dynabeads have a very narrow size distribution

that ranged in diameter between ±1.4% of the mean diameter of 2.8 µm [111, 121]. Fig.

4.6 shows the influence of HXY and HZ on the energy landscape during transport of a 2.8

µm diameter bead along the wire between adjacent vertices. In Fig. 4.6A, the out-of-plane
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Figure 4.5: CoFe zigzag wires are magnetized with a large in-plane field of 1 T in which
the magnetization relaxes to lie along the direction of the wire after removing the external
field creating head-to-head (HH) and tail-to-tail (TT) domain walls.

field (HZ) is reversed from +40 to −40 Oe while the in-plane field HXY = 10 Oe. For HZ

= +40 Oe (dashed curve), the particle (dark circle) sits in a potential minimum (initial trap

S0) near the first vertex.

When HZ is reversed to −40 Oe (solid curve), this vertex becomes repulsive and, since

no intermediate traps are stabilized between the vertices, the particle moves steadily from

this unfavorable energy state toward the neighboring final trap (Sf ) located at the other

vertex. When | HXY | > | HZ |, as in Fig. 4.6B (HXY = 80 Oe, | HZ | = 40 Oe),

two secondary traps of different energy depths occur. The intermediate trap (Si) nearer to

the initial vertex is weakened by the repulsive contribution of HZ to the potential energy

while the constructive superposition of HZ and HDW at the second vertex renders a deeper

secondary trap (Sf ). For a given | HZ |, the intermediate trap Si steadily becomes more

pronounced with increasing HXY and Si transforms from a weak shoulder to a distinct

trap that slows the particle’s motion. For weak planar fields (| HXY | ≤ | HZ |), HXY is

not strong enough to effectively influence the orientation of the bead’s induced magnetic

moment to generate a clear intermediate trap, as shown in Fig. 4.6C and D, where HXY

= 10 Oe and | HZ | = 10 and 80 Oe, respectively.

As shown in Fig.4.7, the energy profiles presented in Fig. 4.6 are consistent with the

measured speeds of the bead. Fig. 4.7A confirms that for low HXY (10 Oe) and HZ (40
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Figure 4.6: Potential energy landscapes for a 2.8 µm bead on a wire in (A) HZ = ±40
Oe and HXY = 10 Oe. (B) HZ = ±40 Oe and HXY = 80 Oe. (C) HZ = ±10 Oe and
HXY = 10 Oe. (D) HZ = ±80 Oe and HXY = 10 Oe. In the presence of a positive HZ

field, the initial position of the bead (expected position indicated by a dark circle) is at the
initial trap S0. HZ is then reversed, causing the bead to move to the lower energy at Sf .
The movement of the bead along the energy profile is indicated by arrows. S0, Si, and Sf
indicate initial, intermediate, and final traps. Vertical lines (blue) indicate locations of wire
vertices. The largest deviation of Si and Sf from the vertices occurs at large HXY values
(| HXY | > | HZ |).

Oe), the bead initially accelerates reaching speeds ∼60 µm/s as it moves away from the

initial trap (S0), which is transformed into a repulsive site by reversing HZ . The motion is

then slowed as the bead encounters a flatter energy landscape before emerging and gaining

speed as it moves toward the deeper final trap (Sf ) where it is rapidly brought to rest. In

Fig. 4.7B, HXY = 70 Oe (| HXY | > | HZ |) and an intermediate trap causes the particle to

be temporarily localized before eventually escaping from Si to reach target destination Sf .

For HXY = 80 Oe (Fig. 4.7C), however, the intermediate trap is sufficiently deep that the

particle is, as expected, permanently halted well before reaching the adjacent vertex. Fig.
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Figure 4.7: Experimentally measured speed of 2.8 µm bead moving along the wire (solid
lines) and corresponding potential energies (dashed lines) calculated from the model. Plots
are for HZ = −40 Oe and HXY = (A) 10, (B) 70, and (C) 80 Oe. As HXY increases, an
intermediate secondary trap Si emerges, causing the bead (B) to slow or (C) come to rest.
Experiments on the same bead with HXY = 10 Oe and HZ = (D) −10, (E) −70, and (F)
−80 Oe do not result in intermediate traps and the bead reaches the destination vertex.

4.7D-F demonstrates experimental confirmation that when | HXY | < | HZ |, intermediate

traps do not form thereby enabling the particle to reach the next vertex.

4.2.2 Probing the Energy Landscape with 11 µm Beads

CoFe wires with the same dimensions were probed with a SPM bead that had a diameter

of 11 µm (Spherotech cat. no. CM-80-10). The beads from Spherotech normally had a

much wider distribution with diameters on average ranging from 8.0 to 9.9 µm. A single

bead of 11 µm in diameter was used in all the experiments presented in this section to
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reduce variation in the experimental results since the magnetic content and susceptibility

vary from bead to bead. The 11 µm SPM bead offer different responses compared with

their 2.8 µm counterpart. These changes can be traced to the effective bead moment above

the vertex. Despite having larger expected susceptibilities (which increases the magnetic

potential energy), the 11 µm beads experience weaker effective fields and broader primary

traps due to the large field gradients associated with HDW . The initial (S01, S02) and final

(Sf1 and Sf2) traps are located along the wire a few micrometers from the vertex center;

this distance increases with increasing HXY . On 14.5 µm long wires, the broadened primary

traps approach each other with no intermediate traps evident (Fig. 4.8A-D). According to

the model, for wires ∼40 µm and longer, the initial and final traps are more separated (not

shown), enabling an intermediate trap to emerge for the 11 µm sized particles. The exper-

imental results of Fig. 4.8E and F for the 11 µm particles confirm that the corresponding

translational speeds are smaller than those on the 2.8 µm particles. The smaller measured

speeds and reductions in the distance traveled along the wire with increasing HXY are in

line with the model. Confirmation of theoretical predictions (Fig. 4.6 Fig. 4.8) of the

measured starting and ending locations, as well as recorded changes in particle speed with

applied fields for the different particles thus validates the models related to: 1) domain-wall

generated fields (HDW ); 2) response of the energy landscape to HXY + HZ ; and 3) the

magnetic properties of the beads.

4.2.3 Rotational and Translational Motion of Beads observed using Janus

Particles

We have also observed (Fig. 4.9) that the 11 µm Janus particles exhibit an initial rolling

motion prior to sliding along the wire. Upon reversing HZ , (Fig. 4.9A, iviii), the entire

bead is observed to rotate to align with the net field prior to sliding along the wire to reach

the neighboring vertex while maintaining its orientation (Fig. 4.9B, iviii). These findings

reveal a field-induced rotational torque on the microparticle immediately after the field is

reversed. This, in turn, suggests the presence of a small permanent characteristic due to

larger nanoparticles with slower relaxation times embedded in the bead or easy axis char-
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Figure 4.8: Experimentally measured speed of the 11 µm bead along the wire and cor-
responding potential energy landscape calculated from the model. (A) and (B) Potential
energy in elds HZ = ±40 Oe and HXY = 60 and 150 Oe, respectively. (C) and (D) Potential
energy for HXY = 10 Oe and HZ = ±10 and ±80 Oe, respectively. Vertical lines (blue)
indicate locations of wire vertices. (E) Experimentally determined particle speed in HZ =
−40 Oe and HXY = 60 and 150 Oe. (F) Measured particle speed for HXY = 10 Oe and
HZ = −10 and −80 Oe. As HZ increases relative to HXY secondary traps shift closer to
wire vertex and, as predicted in (A)(D), the particle travels a larger distance. S01, S02, Sf1,
and Sf2 are the initial and final traps for different field values.
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Figure 4.9: 11 µm Janus particle exhibits (A) rolling and (B) sliding motion during vertex-
to-vertex transport. Schematic images (iiv) are paired with (vviii) illustrating the orienta-
tion of dark- and light (translucent)-colored regions during rolling and translational motion.

acteristic from shape anisotropy of the smaller nanoparticles with faster relaxation times.

Further studies are done characterizing these smaller contributions in superparamagnetic

beads in Chapter 7. However despite these smaller contributions, the overall field response

of the beads is largely in agreement with that of a SPM microsphere.

4.2.4 Forces

The in-plane magnetic force on the SPM bead moving from one vertex to another can

be calculated from the spatial and temporal coordinates of the bead. To experimentally
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calculate this force, two primary forces are taken into account acting on the bead - the

magnetic force propelling it forward and the hydrodynamic drag force resisting the forward

propulsion which is determined by Stokes law:

Fd = 6πηrv (4.1)

where η is the dynamic viscosity of the fluid, r is the radius of the bead and v is the

velocity of the bead. The near wall effects are neglected in this model. The velocity and

acceleration for the bead can be calculated thus finding the drag force and the net force

which is negligible. Therefore, the magnetic force which equivalently opposes the drag force

can be evaluated as shown in Fig. 4.10A for the 2.8 µm beads. Furthermore, the theoretical

magnetic force can be calculated from differentiating the energy landscapes shown in Fig.

4.6. The qualitative comparison of the theoretical forces to the experimental forces match

very well. However, quantitatively, the peak forces are slightly larger for the theoretical

predictions. This may be due to the model not including the initial rolling motion of

the bead before translating down the wire and not considering the near-wall effects. These

results confirm the ability of the micromagnetic tweezers system to apply picoNewton forces

on SPM beads which is very relevant in biological environments.

4.3 Conclusion

The CoFe zigzag wires and permalloy disks are beneficial in trapping and transporting

particles. The traps can be tuned in both the CoFe and NiFe ferromagnetic patterned thin

films during the design of the structure and choice of microbead diameters as well as during

the experiment by applying different strengths of external fields. The energy landscape was

probed and the forces on the bead were calculated for multiple external fields. In general

for both the wires and the disks, when | HXY | < | HZ |, no secondary traps were created.

In this case, when HZ was reversed, the bead was repelled from the initial trap to a final

trap on the wires or off the disk. If another disk would have been within reach, then the

bead would have been trapped at a new location on a neighboring disk. However, when
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Figure 4.10: Magnetic forces on a SPM bead with a diameter of 2.8 µm. (A) Theoretical
in-plane magnetic force derived from differentiating the energy landscape of bead on wires
for field strengths HXY = 10 Oe and HZ = 10, 25, 40, and 60 Oe. (B) Experimental in-
plane magnetic force calculated from spatial and temporal coordinates of bead transported
from on vertex to another for the same field strengths in A. In both plots, the CoFe wires
were 14.5 µm long.

| HXY | > | HZ |, a secondary trap was created in which the bead could either be slowed

down or completely stopped before reaching the final trap. When utilizing the disks, the

secondary trap was normally 1 - 4 µm outside of the edge of the disk depending on the

disk dimensions and the field strength. By changing the ratio between | HXY | and | HZ |,

new traps were created as a function of the position of the bead relative to the patterned

structure and could be tuned such that the bead would slow down more abruptly or more

gradually. The peak forces on the bead located on the wires and disks were measured to

lie in the picoNewton regime with forces as high as 60 pN from the 8.8µm beads on 30 µm

44



permalloy disks. Furthermore, the initial trapping locations can be tuned by changing the

ratio between | HXY | and | HZ | and well-predicted using the theoretical model. This

ability to finely control and tune the trapping location for soft and hard magnetic material

offers excellent avenues to actuate biological structures.
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Chapter 5

Background to DNA Origami

Micron and nanosized molecular machines enable the cell to function and perform tasks in

our body in comparable ways to everyday machines used in the world. In order to study

biological systems or utilize the potential of these molecular machines, it is necessary to

engineer devices on the micron to nanoscale. Watson and Crick’s discovery of the base-

pairing interaction of DNA [122] established DNA as the best candidate for programming

and constructing these small machines. In the early 1980s, Nadrian Seeman paved the way

to utilize the base pairing interactions in DNA to form structures through flexible branched

DNA junctions [123–125]. More rigid structures were developed from these junctions and

DNA motifs assembling including lattices [126–136], enabling fabrication of nanotubes and

arrays [137–140], and forming polyhedral constructs [141–146]. Later, 2-dimensional [147]

and 3-dimensional [148] shapes were formed from DNA tiles and blocks made from the DNA

junctions which also included some curvature [149].

The initial breakthrough in the advancement of complex 2D and 3D shapes was greatly

enabled through the technique called DNA origami, first introduced by Paul Rothmand in

2006 [150]. Prior to the DNA origami method, the technique to create DNA structures uti-

lized only short strands of single-stranded DNA (ssDNA). Measuring precise stoichiometric

ratios of ssDNA is challenging, and often led to low folding yields. However, DNA origami

does not depend as much on precise stoichiometric ratios to produce high folding yields

since it uses a long loop of ssDNA and short strands of ssDNA to fold the structure [151].

Furthermore, it has allowed for more complex structures to be engineered with nanoscale
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precision including 3D structures [152–156], DNA bundles and nanotubes [157–163], pro-

grammed twist and curvature [164–166], microstructures from polymerized DNA nanostruc-

tures [167–174] and dynamic DNA devices [175–188]. These DNA structures have shown

great potential in measurement techniques, precise nanoscale templates, molecular motors,

medical applications such as drug delivery, and electronic applications [151, 179, 189–191].

This chapter will briefly discuss the progression of DNA nanotechnology and will explain

the background of DNA origami and the energetics of its formation. In Chapter 6, the op-

timization, assembly and actuation of three specific DNA nanostructures will be discussed.

In Chapter 7, micron length DNA rods assembled from DNA nanostructures will be utilized

to study the magnetic moments in superparamagnetic beads.

5.1 Deoxyribonucleic Acid (DNA)

The building material of DNA origami structures is deoxyribonucleic acid (DNA) which is

composed of a chain of nucleotides. In nature, DNA encodes the genetic makeup of each

person. Each nucleotide is assembled from a sugar, a phosphate and one of four nitrogenous

bases [192, 193] (Fig. 5.1A). The names of these bases are adenine, thymine, guanine and

cytosine, often symbolized as A, T, G and C respectively. These nucleotides are chemically

linked to one another when the sugar base of one nucleotide binds to the phosphate group of

an adjacent nucleotide forming single-stranded DNA (ssDNA) including a sugar-phosphate

backbone with a string of connected nitrogenous bases (Fig. 5.1B). Furthermore, ssDNA is

directional in that the ends of the strand are not chemically identical since one side ends

with a sugar base (hydroxyl group) and the other ends with a phosphate (phosphate group)

and are referred to as the 3′ and 5′ ends respectively. When the sequence of bases is written

down, generally, it is written from the 5′ to the 3′ end.

Double-stranded DNA (dsDNA) forms when the nucleobases hybridize with comple-

mentary nucleobases (adenine and thymine, guanine and cytosine) via hydrogen bonds

(Fig. 5.1C). The specificity of which bases is complementary are determined by the confor-

mational design of each base including the number of hydrogen bonding sites available and
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Figure 5.1: Structure of DNA. (A) Each nucleotide which forms DNA is comprised of a
sugar, a phosphate and one of four nitrogenous bases (adenine (A), thymine (T), guanine
(G) and cytosine (C)). (B) Single Stranded DNA (ssDNA) forms when these nucleotides
are chemically linked together through the sugar-phosphate backbone. (C) Double-stranded
DNA (dsDNA) construct when complementary basis (AT and GC) hybridize via hydrogen
bonds. (D) dsDNA most commonly assembles a helix structure in which the base pair
stacking separation is around 0.34 nm, the distance for a complete turn is around 3.4 nm,
which is about 10.5 bases, and the width is around 2 nm [193, 195].

the size of the base molecule [194]. Adenine and guanine referred to as purines are larger

than thymine and cytosine referred to as pyrimidines. Therefore, each of the base pairs

in dsDNA form between a large (purine) nucleobase and a small (pyrimidine) nucleobase.

This selection is specific to the number of hydrogen bonds in each case in that A-T has only

two hydrogen bonds whereas C-T has three hydrogen bonds.

DNA is energetically more stable when it creates double helical strands (Fig. 5.1D)

rather than single strands or straight double strands due to the base pairing interaction,

base stacking interaction and hydrophobic interaction [196]. The base pairing interaction

describes the attraction of the specific complementary bases. The base stacking interaction
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− a complex interaction depending on several noncovalent forces − refers to the vertical

attraction between nucleotides. The hydrophobic interaction, sometimes included in the

base stacking interaction, denotes the repulsive interaction of the hydrophobic bases in

water. Since sugars and phosphates both are hydrophilic, the sugar-phosphate backbone

surrounding the bases reduces the contact between water and the bases by forming a helical

structure. When dsDNA constructs its standard helical state, the nucleobases become

spaced out by 0.34 nm with a diameter of approximately 2 nm [193]. These geometric size

dimensions are very important constraints when using dsDNA to construct 3D structures.

5.2 Progression of DNA Nanotechnology

5.2.1 Junctions

Structural DNA nanotechnology emerged in 1982 when Nadrian Seeman first self-assembled

DNA junctions and used it to form 2-dimensional lattices [123]. These DNA junctions

were based on naturally occurring DNA crossovers called Holliday junctions where two

dsDNA are separated into four ssDNA in order to exchange certain genetic information.

The sequence of the strands is such that the junction is mobile. However, Seeman showed

that semimobile and immobile junctions could be assembled by limiting the number of bases

that were complementary to one another near the junction. In the case of the semimobile

junction shown in his original work in Fig. 5.2A, a base on ssDNA 1 which is initially bound

to a base on ssDNA 4 is also made complementary to the base on ssDNA 2 such that 3 or

4 bases in ssDNA 1 can bind to ssDNA 2. In Fig. 5.2B, Seeman designed a junction that

was completely immobile such that only the first 8 bases on ssDNA 1 would bind to ssDNA

4 while the second 8 bases would only bind to ssDNA 2. Seeman′s 4-arm junctions paved

the way to junctions of increased number of connection strands with others creating 8-arm

and a 12-arm junctions [125] as shown in Fig. 5.2C.
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Figure 5.2: DNA Junctions(A) A 4-arm semimobile junction was designed using 4 ssDNA
that are complimentary to the other strands such that two possible binding configurations
can form. Hence, the junction is able to move by one base pair [123]. (B) A 4-arm immobile
junction was designed using 4 ssDNA such that only one binding configuration is formed.
Hence the junction is not able to move [123]. (C) An 8-arm junction formed by 8 ssDNA
and 12-arm junction formed by 12 ssDNA [125].

5.2.2 Constructs Assembled from DNA Junctions and Motifs

These junctions can then be used to form 2- and 3-dimensional lattices. Fig. 5.3A shows

Seeman′s original design to form 2 dimensional lattices structures from immobile 4-arm

junctions. ′′Sticky ends′′ were formed on each side of the junction in which single strands

of DNA were left in excess and made complementary to the single strands on other sides of

the junction. For example in Fig 5.3A, the ssDNA at A is complementary to the ssDNA at

A′ and ssDNA at B is complementary to the ssDNA at B′. Therefore, when the junctions

are combined together they self-assemble into a 2-dimensional lattice by binding the com-

plementary sticky ends together. This theoretical design was later confirmed by arranging

these 4-arm junctions such that 2D arrays were formed and imaged on the AFM (Fig. 5.3B)
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[126]. Other lattice formations were then realized [126–136] with some images showing the

different lattice formations in Fig. 5.3C-F.

Nanotubes constructed from these DNA junctions and motifs were then formed [137–

140]. The nanotubes were made up of DNA tiles constructed from DNA motifs and junctions

that were connected together to assemble DNA helices circumferentially connected together

to create nanotubes with DNA helices completing the parameter. The diameter of the

nanotubes ranged from 7 nm up to 25 nm with lengths in the tens of microns. Fig. 5.3G

and H show a fluorescent and an AFM image respectively of two different nanotubes that

were fabricated.

Nano Polyhedral structures were also designed and assembled using DNA junctions and

DNA motifs [141–146]. Seeman first synthesized a 3D block-like structure (Fig. 5.3I) in a

series of steps where ssDNA was hybridized to form these specific junctions [141]. Other

structures were formed including octahedron, tetrahedra, bipyramid and polyhedra. Fig.

5.3J and K show two of these structures that were constructed and imaged using cryo-

electron microscopy (cryo-EM). Furthermore, dynamic nanodevices were also assembled

from DNA junctions and DNA motifs where structures could reconfigure as well as dis-

play a range of complex motions. Since this dissertation focuses on the method of DNA

Origami to self-assemble 3D devices, the dynamics of these initial DNA structures will not

be discussed. The following reviews can be explored for more information on dynamic nan-

odevices and static structures formed from DNA junctions and motifs and the progression

of nanotechnology [151, 179, 189–191].

5.2.3 Constructs from DNA Origami

Assembly of more complex geometries was greatly enabled through the development of DNA

origami where a long loop of ssDNA (scaffold) is folded into a precise, compact geometry

using hundreds of short oligonucleotides (staples), via programmed molecular self-assembly.

The initial breakthrough came in 2006 when Rothmund demonstrated that a long scaffold

strand derived from the M13mp18 bacteriophage viral genome (∼7,000 bases long) was

programmed to self-assemble into two-dimensional shapes such as a square, rectangle, star,
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Figure 5.3: Constructs formed from DNA junctions and motifs. (A-F) Lattices: (A) The-
oretical design showing how DNA junctions can form 2D lattice using ′′sticky ends′′ such
that A and A′ bind and B and B′ bind [123]. (B) AFM image of a two-unit lattice. Scale
bar: 300 nm [126]. (C) AFM image of DNA triangle arrays. Scale bar: 100 nm [130]. (D)
TEM image of a RuvA-DNA crystal lattice. Scale bar: 100 nm [131]. (E) AFM image of
2D crystalline DNA arrays self-assembled from three-point-star motifs. Inset is the Fourier
transform. Scale bar: 100 nm [132] (F) AFM image of two layers of a DNA hexagonal
array rotated 20◦ with respect to one another. Inset is Fourier transform. A diagram of
the two layer assembly is illustrated such that the blue and red dots correspond to dots on
AFM image. Scale bar: 200 nm [135]. (G-H) Nanotubes: (G) Fluorescent image of DNA
filaments. Scale bar: 5 µm [137]. (H) AFM image of DNA nanotube formed from triple-
crossover tiles. Scale bar: 300 nm [138]. (I-K)Polyhedral objects: (I) Synthetic scheme used
to synthesis a cube-like object [141]. (J) Three views of the 3D DNA octahedron projection
reconstructed from individual raw cryo-electron microscopy images [143]. (K) Three views
of the 3D DNA dodecahedron projection reconstructed from individual raw cryo-electron
microscopy images. Scale Bar: 20 nm [146].
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Figure 5.4: Origami Folding Principle. DNA origami is folded by suspending a scaffold
strand, which is a long loop of ssDNA, with staples that are piecewise complementary to
sections on the scaffold. In the single fold illustrated, the staple with the red and the green
sequence design will hybridize to the red and green template strand on the scaffold and
the staple with the blue and the yellow sequence design will bond to the blue and yellow
template strand on the scaffold. When the staples attach in this manner, the scaffold
strand is pulled together in the middle. Using this principle, more complex structures can
be folded. Image curtsy of Dr. Hendrik Dietz at Technical University of Munich (TUM).

smiley, and triangle through the use of short ssDNA as seen in Fig. 5.5A [150]. This folding

principle is illustrated in Fig. 5.4 in which a scaffold or template strand, composed of a long

(7,000 to 8,000 bases) loop of ssDNA, is folded into a structure using 100 to 200 piecewise

complementary staples (short ssDNA 30 to 50 bases long) according to the Watson-Crick

interaction [195].

Three-dimensional structures were designed through utilizing the DNA origami method

to form structures such as a prism structure [152], tetrahedron molecular container [153],

box with a controllable lid [154], and other 3D shapes including a rectangular prism, square

nut, railed bridge, slotted cross (Fig. 5.4B) and a stacked cross [155]. Cryo-EM imaging of

3D DNA origami structures enabled more precise imaging and mapping of the each helix

composing the structure [156]. The method of DNA origami could not only be used to make

DNA nanotubes [157–159] as seen in the fluorescent image in Fig. 5.4C but also could easily

modify various versions of nanorods with rectangular lattices [160, 163], honeycomb lattices
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[161, 163] and even hybrid versions with both lattices [162]. By varying the number of

helices, the thickness and length of the structure could be modified. In exploiting mechanical

stress in DNA nanostructures, twist and curvature were then programmed into these 3D

objects to design bends such as nanogears (Fig. 5.4D) [164] and spherical objects such

as a nanoflask (Fig. 5.4E)[165]. Incorporating ssDNA components creates entropic forces

that further induce compression or bending in DNA structures [166, 167]. Although these

3D nanostructures are limited in size (10 - 100 nm), they can be designed to polymerize

and form larger structures (several microns in length) via ssDNA that bind one side of the

structure to another forming two-dimensional arrays [168], larger patterned tiles (Fig. 5.4F)

[169, 170], nanoribbons [171, 172] and nanorods (Fig. 5.4G) [173, 174].

Furthermore, structures were designed to exhibit dynamic behavior and functionality

such as reconfiguration or actuation. Initial progress was made in conformational changes

such as reconfiguration of nanoribbons [175], sensing devices such as DNA pliers and forceps

which reconfigure in sensing certain molecules [176], or opening and closing of containers

[154, 177, 178]. Further dynamic structures were designed by utilizing the mechanical

properties of DNA and exploiting the ability to induce mechanical stress [179] such as in

creating bistable mechanisms [180, 181], and joints such as hinges (Fig. 5.4H) and sliders

(Fig. 5.4I) [182, 183]. By combining joints and stiff rods together more complex mechanisms

can be formed such as the crank slider, bennett linkage [182] and a multicomponent rotor

[184]. Other work has involved exploring how to utilize these machines to perform work in

which several methods have initially been tested including using strand displacement [154,

175, 177, 180, 182, 183, 185], molecular sensing [176, 178, 186], hydrophobic interactions

[187], temperature changes [185], ionic changes [185] and exploiting plasmonic nanoparticles

[188]. Most of these approaches release or facilitate local interactions, and hence their

control is limited typically to stabilizing a pre-programmed state as opposed to directly

manipulating the structure with an applied force to achieve a specific state. In Chapter 6, a

magnetic approach to directly manipulate the structures by exploiting superparamagnetic

beads will be discussed.
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Figure 5.5: Constructs Formed from DNA Origami (A) Scaffold routing of 2D disk-shaped
smiley. Diagram shows the bending of helices at crossovers. AFM images of structure. Scale
bar: 100 nm (both)[150]. (B) Cylinder model of slotted cross (cylinder=helix) and TEM
image. Scale bar: 20 nm [155]. (C) Fluorescence microscopy image of 8 Helix nanotubes.
Scale bar: 5 µm [159]. (D) Cylinder model of 3-by-6helix bundle modified to bend into a
quarter circle with a 50 nm radius in which a hierarchical assembly yields 12-tooth gears.
TEM images of structures. Scale Bar: 20 nm [164]. (E) Schematic representation of DNA
nanoflask. (Top) AFM images, Scale bar: 75 nm. (Bottom) TEM images, Scale bar: 50
nm [165] (F) AFM images of hexagonal staple tiles assembled into a superstructure. Scale
200 nm [169] (G) TEM images of polymerized DNA origami bundles. Scale bar: 500 nm
and 20 nm respectively [173] (H) Cylinder model of DNA hinge joint. TEM images showing
hinge at two orientations. Scale bar: 20 nm [182]. (I) Cylinder model of slider Joint. TEM
images of joint at two orientations. Scale bar: 50 nm [182].
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Figure 5.6: Designing DNA Origami Structure. (A) Structures are composed of dsDNA in
which the helix is represented by a cylinder. The helix is formed when the scaffold strand
(white) binds to the staple (red). (B) Individual helices are connected to adjacent helices
through interhelix cross-overs in which a staple binds two different sections of the scaffold.
(C-D) Cylinder model representing the design of two structures. (E-F) Scaffold routing
for each structure. (G-H) Completed scaffold-staple layout where the staples are shown in
multiple colors. Figure from Castro et al. [195].

5.3 Basics of DNA Origami

5.3.1 Steps to Assemble a DNA Origami Structure

Five basic steps can be followed to assemble DNA structures using the method of DNA

origami [195]. First, the targeted structure is envisioned, which includes identifying the

dimensions, packing lattice and mechanical functions of the structure. Since dsDNA has a

diameter of around 2 nm, often each individual helix is represented as a cylinder of 2 nm with

the length given by the specific length of each helix in the design (Fig. 5.6A). Structures are

formed by connecting helices together (Fig. 5.6B). Examples of two envisioned structures

represented using the cylindrical models are shown in Fig. 5.6C and D.

Second, the structure is engineered by designing scaffold routing (Fig. 5.6E and F)
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Figure 5.7: The DNA helices in the structure can either be close-packed into (A) a square
lattice with fourfold symmetry or into (B) a honeycomb lattice with threefold symmetry.
(C) In order to form crossovers every 240◦ to connect adjacent helices at 0◦, 120◦ and 240◦,
staples must crossover every 7 bases. Figure from Castro et al. [195].

and determining its complementary staple sequences (Fig. 5.6G and H) which are often

accomplished through the assistance of the computer program caDNAno [161]. In this

interface, the user can initially design the cross-section of the structure and route the scaffold

such that it travels through all the cylinders without going through a cylinder twice. When

populating the scaffold with the staples, the program takes into account specific crossover

rules which determine the packing lattice structure and prohibits incorrect staple crossovers.

The DNA helices in the structure can either be close-packed into a square lattice with

fourfold symmetry or into a honeycomb lattice with threefold symmetry (Fig. 5.7). The

staple crossover position along the helical axis of one helix to a neighboring helix determines

the placement of the neighboring helix. In order to form a square lattice, a helix will have

four neighbors that are 90◦ from one another whereas the honeycomb lattice will have three

neighbors that are 120◦ from one another. Since the B-form DNA double helix has a natural
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helicity of 10.5 base pairs per turn, the double helical domain will rotate 240◦ in 7 base

pairs. Therefore, honeycomb lattices are formed by placing staple crossovers every 7 base

pairs giving the threefold symmetry with neighboring helices at 0◦, 120◦ and 240◦. The

natural helicity of the B-form DNA, however, does not easily form 90◦ rotations. Therefore

by assuming an average helicity of 10.67 base pairs per turn, fourfold symmetry can be

accomplished with 8 bases between crossovers which would relate to a 270◦ turn of the

backbone. Although this crossover rule enables square lattice formation, it introduces an

internal torque which can result in global twist deformation [160, 164, 195].

These staples form the majority of crossovers in the structure and are generally designed

to lie between 30 - 50 bases in length using 150 - 200 unique staples in total. Generally, the

staples should have at least three sections of 7 sequential base pairs complementary to the

scaffold in order to be energetically favorable to remain bound at room temperature. Since

the scaffold is circular, the staple sequence is determined by choosing a virtual starting point

for the scaffold and then assigning the reverse complementary sequences to the staples. By

shifting the starting location, a complete set of different staples can form the exact same

structure.

Third, the scaffold is prepared through phage plus purification of the M13mp18 bac-

teriophage genomic DNA and the staples are commercially purchased. A protocol for the

scaffold production from the M13mp18 bacteriophage genomic DNA [157] producing a loop

of 7249 bases can be found in the supplemental information of Castro et al [195]. Derivatives

of this scaffold can also produce scaffolds of other lengths including 7560 and 8064 bases.

The staples were commercially purchased either from Eurofins or IDT and typically came

in single tubes or multiwell plates with a concentration around 100 µM.

Fourth, the staples are pooled with the correct volumetric ratios. Staples are combined

together in equal amounts to form several pre-stocks which form a collection of different

sections or components of the structure. The pre-stocks are then merged together in equal

volumetric ratios to form a working stock where all the staples will result in the same

concentration (500 nM for structures in this dissertation). For one structure, multiple

workstocks may be made which will have different modifications to the same structure.
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Finally, the folding reaction is prepared and thermal annealing cycle is implemented

for molecular self-assembly of the structure. The folding reaction varied from structure to

structure. Generally, the scaffold strand (final concentration of 20 nM or 40 nM) is combined

with the working stocks (final staple concentration of 200 nM) such that the staples are 5 to

10 fold excess to the scaffold to ensure better folding yields. The assembly buffer contained 1

mM EDTA, 5 mM NaCl, 5 mM Tris, and MgCl2 ranging between approximately 16 - 22 mM

(varied from structure to structure). The positive divalent ions from the magnesium served

to screen the negative phosphate backbone of DNA in order to form close-packed structures.

This will be further discussed in the following section which presents the energetics of folding

the structure.

The structures are then self-assembled through a slow or quick fold thermal denaturation

and annealing procedure. The slow fold reaction entails heating the sample to its melting

temperature at 65◦C and then slowly cooling it to 4◦C over a time period of days depending

on the complexity of the structure. The quick fold reaction, first introduced in 2012 [197],

entails heating the sample to its melting temperature at 65◦C and then holding the tem-

perature constant at a specific lower annealing temperature for a much shorter amount of

time which varies from structure to structure. Using this process structures can be folded

within a few hours. The salt concentrations and annealing temperature and ramps must be

specifically optimized for the highest folding yields for each structure. The constructs are

confirmed to be well folded through gel electrophoresis, TEM or AFM imaging. Further-

more, structures are purified from the excess staples through multiple methods including

gel electrophoresis, peg purification, and spin column purification which are discussed in

Chapter 3.

5.3.2 Energetics of Folding DNA Origami Structures

Similar to the stability of dsDNA, DNA origami structures are more stable in lower free

energy states. In minimizing the free energy, there is competition between minimizing the

internal energy of the DNA origami structure and maximizing the entropy which measures

the number of possible folding states of the structure. At high temperatures, maximizing
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the entropy is more beneficial and at low temperatures minimizing the internal energy

is more beneficial. Therefore, DNA structures will unfold at high temperatures, known

as the melting temperature, since this increases its entropy more, and will fold at lower

temperatures, since this decreases its internal energy more.

The internal energy of DNA origami structures is decreased through stabilizing interac-

tions and increased through destabilizing interactions. The base pairing interaction and the

base stacking interaction, both of which are also important in the formation of the DNA

double helix, are stabilizing interactions in the formation of DNA origami constructs [198].

As explained earlier, the base pairing interaction describes the attraction of complementary

bases. In minimizing the internal energy, the attraction of bases causes the structure to fold

since more internal energy is needed to separate bases in close proximity than used to allow

them to bind. This effect is amplified as the number of complementary bases in a strand is

increased, causing faster attachment. Futhermore as previously explained, the base stacking

interaction describes the attraction between vertically stacked bases. Interestingly, the base

stacking interaction more largely impacts the stability of DNA structures than the base

pairing interaction [198]. Furthermore, there is a greater attraction in GC stacks than in

AT stacks, causing sequences with more GC patterns to have higher melting temperatures.

Both base pairing and base stacking interactions are increased as bases are brought closer

together. Therefore, a structure can more easily fold when key staples attach to the scaf-

fold, making it more energetically favorable for other staples to bind. This effect, known as

cooperative folding, largely enables the folding of the structure. Cooperative folding may

potentially be the reason why the fast folding technique works, although this is not fully

understood.

The main destabilizing interactions in the formation of DNA origami structures are

electrostatic repulsion between the DNA helices and internal stress. Since DNA helices

are negatively charged, a greater amount of internal energy is needed to fold the structure

by bringing the DNA helices closer [195]. By adding salt into the solution, positive ions

from the salt act as a shield causing the DNA helix to appear neutral at a certain distance.

This reduces the electrostatic repulsion allowing the structure to fold more easily [192]. The
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distance in which the DNA will appear neutral is dependent on the concentration of positive

ions in the solution and therefore the formation of DNA origami structures are dependent

on salt concentration. Hence, by increasing the salt concentration in the solution, structures

becomes more stable and the melting temperature increases [195]. Internal stress energy

arises from several factors including mechanical strain and incorrect scaffold or staple pairing

[195]. Mechanical strain refers to energy stored in bent or twisted structures programmed

to occur by engineering staple crossovers at certain helix locations. Incorrect scaffold or

staple pairing refers to energy from incorrect binding of the scaffold strand or staples which

prohibit correct staples from attaching.

As the structure seeks to minimize its internal energy and maximize its entropy, the

system can become caught in smaller energy minima referred to as kinetic traps [195].

Programming of the sequences and routing of the staples can be important in helping to

reduce these kinetic traps. For example, if a staple is routed to connect four helices in which

its longer sequence strands are located on the outer helices, the longer stands will attach

first, since it is more energetically favorable. However, the inner helices will not attach since

the ends are not free to move to enable the staples to twist and form the double helix with

the scaffold strand. This kinetic trap can be avoided by programming the larger sequences

to form along inside helices. There is other similar scaffold and staple routing rules that

can be followed to reduce the number of kinetic traps.

5.3.3 Mechanical Properties of DNA Origami Structures

In designing structures on the nanoscale, the mechanical properties play a vital role in the

functionality of the structure. By increasing rigidity, thermal fluctuations of the structure

can be reduced and more well-defined shape created. In designing kinematic mechanisms

and machines, two design parameters are necessary: (1) relatively stiff links that connect to

joints and (2) joints need to be flexible to allow for various degrees of freedom. Typically,

the links are assumed to be infinitely rigid, however, in practice, this implies that the

mechanical stiffness of the link must be much greater than the stiffness of the joint. These

parameters hold true whether the designing macro or nanomachines.
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In the fabrication of nanomachines out of DNA, these design criteria are met by utilizing

dsDNA for links and ssDNA for joints. The main deformation mode that affects the links is

bending which is characterized in terms of the persistence length (Lp) given by the equation:

LP =
EI

kBT
(5.1)

where EI is the beam bending stiffness, kB is Boltzmann′s constant, and T is absolute

temperature. The bending persistence length of a filament characterizes the competition

between the entropy of the filament wanting to increase, by allowing the filament to bend

in various orientations, and the internal energy that would increase due to the energetic

cost of bending the filament. Hence, Lp describes the length in which the filament will bend

significantly due to thermal fluctuations. Therefore, if the filament is much shorter than

Lp, it will behave as a stiff straight rod. However, if the filament is much longer than the

Lp, it will freely bend in all directions and behave as a random coil.

Type Size Persistence Length Reference

Nanotubes 7-20 nm diameter 3.9 µm [137]
Nanotubes 5 helix tube 2.0 µm [159]
Nanotubes 10 helix tube 16.8 µm [159]

DNA Origami Bundles 6 hb 1.6 µm [166]
DNA Origami Bundles 4 hb 0.74 µm [158]
DNA Origami Bundles 6 hb 1.88 µm [158]

Table 5.1: Persistence Length of DNA Structures. Summary of persistence length measured
for DNA nanotubes and DNA origami bundles. Persistence length increases with increasing
number of helices.

Although the persistence length is partially dependent on salt concentration, for ssDNA,

its Lp is approximately 2 nm [199] and for dsDNA, its Lp is approximately 50 nm [200]. By

bundling multiple helices together, the difference in Lp compared to ssDNA can be further

magnified. Table 1 shows the experimentally measured persistence lengths for nanotubes

and DNA origami bundles with different number of helices. Castro et al. has further
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Figure 5.8: Table of possible joints with listed degrees of freedom, macroscale diagram
and cylindrical model representing possible DNA origami design. Links are connected with
single-stranded overhangs shown in blue in the cylindrical model of the (A) hinge joint, (B)
slider joint, (C) ball bearing joint. Table and figure from Marras et al. [201].

analyzed how Lp scales as a function of the number of helices [179]. In order to make

micron length stiff rods out of DNA, DNA origami bundles of 56 helices were used in the

work presented in this dissertation.

Joints in nanomechanisms are created by connecting these stiff DNA bundles together

via ssDNA to define the motion and degrees of freedom of each stiff DNA bundle. Even

more complex paths can be created by combining joints together. Marras et al, discuss and

illustrate six types of joints (revolute, prismatic, cylindrical, universal, spherical, and planar

joints) with their corresponding potential DNA origami design as shown in Fig. 5.8 [201].

Flexible ssDNA join two rigid DNA structures in which a revolute joint acts like a hinge, a

prismatic joint extends the length of the ssDNA, and a spherical joint behaves as a ball and

socket joint. Specifically hinges and rotors were assembled and magnetically actuated in

the work presented in this dissertation. In Chapter 9, future work will discuss the potential

of magnetically actuating similar joints.
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Chapter 6

Real-time control of DNA
origami nanodevices via
Magnetic Actuation

6.1 Introduction

The ability to control the motion of molecular devices in real-time with well-defined tempo-

ral and spatial control is a central goal of nanotechnology. Tremendous advances have been

made in the self-assembly of complex nanodevices or nanomaterials from DNA [189, 202–

204], amino acid components [205–207], colloids [208–210], or nanomaterials [211–213]. In

particular, DNA origami nanotechnology [150, 155, 195] has enabled the design and fabrica-

tion of dynamic nanodevices that can exhibit complex motion [179, 182, 185], programmed

conformational changes [180, 185, 188], long range motion or transport [214], and tunable

mechanical response [167], making this a highly attractive approach for the development

of nanomachines. The ability to control these nanodevices in real-time is essential to en-

able functional robotic systems at the molecular scale. Current methods to actuate DNA

nanodevices typically rely on introducing strands into solution that bind to or displace com-

ponents on the structure to reconfigure a device with response times of ∼1 min or greater

[182]. Other recent developments have introduced changing buffer conditions such as ion

concentrations to reconfigure structures [215], and one study demonstrated actuation times

on the scale of ∼10 seconds via temperature changes [185]. Achieving actuation response

times at the sub-second scale remains a challenge. Furthermore, all current actuation ap-
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proaches release or facilitate local interactions, and hence the control is limited to stabilizing

one or a few pre-programmed states as opposed to directly manipulating the device into a

specific configuration with an applied force. The goal of this work is to establish a robust

approach for the direct real-time manipulation of DNA nanodevices with precise spatial

resolution, sub-second response times, and tunable applied forces.

While direct manipulation is challenging at the molecular scale, mechanical control

of microscale systems is well-established, for example through manipulation of micron-

sized magnetic particles via an externally applied magnetic field [85, 91, 92]. The main

challenge of translating this approach to directly manipulate molecular scale devices is

that scaling magnetic particles down in size results in increased thermal fluctuations and

decreased forces. For example, Xu et al. [216] measured forces of <1 femtoNewton for

superparamagnetic nanoparticles with a diameter of ∼30 nm at magnetic fields up to 300

Oe. However, previous studies have shown the forces and torques required to reconfigure

dynamic DNA nanostructures to be on the scale of ∼1 picoNewton or ∼10 - 50 pN·nm [182],

respectively, which would require superparamagnetic beads that are ∼1 µm in diameter.

Therefore, providing the necessary forces for actuation presents the challenge of a large

mismatch in length scales between the actuator and the machine.

In this study, the challenge of bridging microscale manipulation to nanoscale devices was

overcome using a stiff mechanical lever with a high aspect ratio where the cross-sectional

dimensions are on the scale of the nanomachines (∼24 nm), but the length is on the scale of

the actuator (∼1 µm). To effectively couple the motion of the bead to the nanomachine,a

highly stiff lever was designed that exhibits a persistence length of 22 µm, which allows

nearly rigid mechanical coupling of microscale bead motion to nanoscale reconfiguration of

the DNA device over lever lengths of ∼1 − 5 µm. Magnetic manipulation of two prototype

DNA origami nanomachines including a rotor system that can exhibit continuous rotational

motion (Fig. 6.1A), and a hinge system that exhibits a finite range of angular motion (Fig.

6.1B) are demonstrated. This approach allows specific control over the angular conformation

with resolution of ±4◦, continuous rotational motion up to 2 Hz, and we confirmed the

capability of applying up to 80 pN·nm/rad of torque.
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6.2 Design of DNA Origami Systems

6.2.1 Design and fabrication of nanoscale components and microscale as-

semblies

Two prototype nanomachines were designed to demonstrate our manipulation capabilities,

which are similar to previously published DNA origami devices. Our continuous rotational

motion prototype machine, the nano-rotor (Fig. 6.1A), utilizes a rotor anchored to a plat-

form by a flexible connector similar to a pin connection located at the center of the rotor

so steric interactions force in-plane rotations. Specifically, the nano-rotor consists of three

components: (i) a base platform, (ii) a 56 helix nano-brick that functions as the rotor arm,

and (iii) a flexible pivot that connects the rotor to the base platform. Our finite angular

motion prototype machine (Fig. 6.1B), the nano-hinge, design builds on previous hinge de-

signs [182, 217, 218] with two arms connected along an edge via ssDNA linkers that enable

relative rotation of the arms over a finite range of angles. Specifically, the nano-hinge de-

signed in this study is constructed from two ∼40 nm long arms, each containing 36 dsDNA

helices, which are connected at one edge by eight ssDNA linker connections to form the

hinge joint. For actuation of these two prototype machines, a stiff mechanical lever was

designed with the following primary design criteria: i) the length of lever arm should be ≥

1 µm for compatibly with micro beads, and ii) the lever arm should be mechanically stiff

to enable effective coupling of bead motion to the DNA nanomachines. Therefore, a large

cross-section composed of 56 double-stranded DNA (dsDNA) helices bundled together to

form a nano-brick with a large bending stiffness was chosen(Fig. 6.1C). This nano-brick

was connected end-to-end to construct the mechanical lever (Fig. 6.1D). For both the

nano-rotor and nano-hinge, the cross-section of the rotor or hinge arm components was

specifically designed to enable connection to the lever arm.

Three assemblies for microscale actuation were developed(Fig. 6.2). First, the mechani-

cal lever was directly actuated as a test system to quantify our manipulation capabilities in

terms of position resolution, speed, and force. In actuating the mechanical lever, one of its

ends is affixed to the substrate, and then a superparamagnetic bead is attached to the free
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Figure 6.1: The Prototype nanomachines include (A) a nano-rotor composed of two separate
nanoconstructs, the nano-brick and a nano-platform, which are connected together via ss-
DNA overhang and (B) a nano-hinge consists of two stiff nano-rods with 36 double-stranded
DNA (dsDNA) helices attached by 8 single-stranded DNA. Prototype nanomachines are ac-
tuated using the(C) 56-helix nano-brick composed of 56 dsDNA helices bundled together
to form a nano-brick with a large bending stiffness. (D)The DNA mechanical lever arm
for actuation is composed of a 1D array of nano-bricks connected via ssDNA. Cylindrical
models are shown for each with each cylinder representing a DNA helix. AFM and TEM
images are shown respectively with Scale bar 50 nm for images A-C and 500 nm for image
D.
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Figure 6.2: Schematic illustration of three DNA micosystems (A) DNA Rod System, (B)
DNA Rotor System, and (C) DNA Hinge System − were assembled from DNA nanostruc-
tures to actuate three DNA nanoconstructs 56 Helix nano-brick, nano-rotor and nano-hinge.
(A) The nano-rod was attached to the surface via biotin-streptavidin affinity while a micro-
lever arm attached to the other end. (B) The nano-platform in the nano-rotor was attached
to the surface via biotin-streptavidin affinity while two micro-lever arms were attached on
both sides of the nano-rotor arm. (C) Two micro-lever arms are attached to the nano-hinge.
One micro-arm of the hinge is fixed to the surface via biotin-streptavidin affinity while the
other micro-arm is free to fluctuate. Micromagnetic beads are attached to the free end of
the micro-lever arm in each system. Rotating in-plane fields apply a torque on the bead
precessing the nano-rod and nano-rotor and opening and closing the nano-hinge.

end of the lever arm. Rotation of the lever arm can then be driven by a rotating magnetic

field (Fig. 6.2A). In the case of the nano-rotor, two stiff levers are coupled to each end of

the 56-helix rotor arm to form a micro-rotor. A magnetic bead was added to one of the free

ends of the extended lever arm to enable rotation of the nano-rotor about the central pivot

between the rotor-arm and nano-platform (Fig. 6.2B). Similarly, in the nano-hinge system,

mechanical levers are connected to both of the nano-hinge arms to form a micro-hinge. One

lever arm is fixed to the surface while the other is rotated by a magnetic bead attached to

its end (Fig. 6.2C).

6.2.2 Assembly/Fabrication of Microscale Systems for Actuation

The microscale mechanical lever arm was constructed from a 1D array of nano-bricks con-

nected in series via single-stranded DNA (ssDNA) strands which connected the right edge

68



of one nano-brick to the left edge of another (Fig. 6.3A). These ssDNA strands are referred

to as polymerization strands. The lever arm was constructed in a channel by incubat-

ing purified nano-brick structures with polymerization strands at a concentration that was

five times in excess of the structure concentration, which yielded stiff DNA origami lever

arms ranging in length from ∼1 - 5 µm. The persistence length of the lever was charac-

terized through analysis of shape fluctuations in TEM images as previously done for actin

filaments [219] as well as compared to preliminary characterization done by tracking the

bending fluctuations of levers confined in plane between two coverslips as previously done

for actin filaments, microtubules, and amyloid fibers [220, 221]. The persistence length was

determined by measuring the variance in transverse fluctuations from TEM images to be

22 ± 4 µm (mean ± standard deviation). This compares with the preliminary results of the

TIRF images giving a persistence length to be 27 ± 19 µm (mean ± standard deviation).

The rotor was assembled by first connecting the platform to nano-brick (the rotor arm)

via a single complementary ssDNA overhang (Fig. 6.3) and showed an attachment efficiency

of ∼14% with 27% of nano-bricks and nano-platforms remaining unattached quantified by

gel intensity analysis (Fig. A.5). Well-formed nano-rotors (i.e, nano-bricks attached to

platforms) were purified via gel electrophoresis. Pre-assembled lever arms formed in a tube

were then attached to the nano-rotor to form a micro-rotor by incubating the lever arms

together with the nano-rotors, polymerization strands and lever arms at an 1 - 5 fold excess

concentration relative to the nano-rotors(Fig. 6.3D). When attached to the surface in a

channel, 3 - 6 fully formed micro-rotors on average were observed in an 80 µm by 80 µm

window.

The final system, the extended hinge, was assembled by adding two levers to the nano-

hinge to extend each arm to microscale lengths. The lever attachment was carried out in

two steps. First, a single nano-brick was attached to the top and bottom arms of the nano-

hinge through ssDNA strands that connect the ends of the hinge arms to the left end of a

nano-brick. To allow specific attachment of a nano-brick to each arm, a different version

of the nano-brick was constructed that has the same exact design, but the scaffold was

shifted by 30 bases to change the sequences that are available for binding at the left edge
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Figure 6.3: Assembly of Systems. (A) ssDNA connecting two structures (polymerization
strands) were designed with a u-shaped motif where half have a higher affinity to attach to
the end of one structure while the other half have a higher affinity to the opposite end of
another structure. (B) Stiff micro-levers are assembled by attaching 56 helix nano-bricks
end to end using polymerization strands. AFM and TEM images of micro-levers. Scale Bar,
1 µm. (C) The nano-rotor is assembled by attaching a nano-platform to a nano-brick via a
single ssDNA overhang. AFM and TEM images of the nano-rotor construct. Scale Bar, 50
nm. (D) Stiff micro-levers are formed off the arm of the nano-rotor using polymerization
stands to connect the nano-arm to the micro-lever. AFM and TEM images of polymerized
nano-rotor. Scale Bar, 100 nm. (E) A single nano-brick is attached initially to the top and
bottom of the nano-hinge using two separate sets of polymerization strands for top (green-
blue) and bottom (red-blue). AFM and TEM images of the hinge with top and bottom
nano-bricks attached. AFM image with Scale Bar, 100 nm and TEM image with Scale bar
50 nm. (F) Stiff micro-levers are formed off the initial nano-bricks by attaching top nano-
rods (green) and bottom nano-rods (red) using two separate sets of polymerization staples
for the top (green) and the bottom (red). Zoomed out image of AFM and TEM image of
polymerized nano-hinge with Scale Bar, 500 nm. Zoomed in image of the nano-hinge from
in the AFM image with Scale Bar, 50 nm.
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of the nano-brick. The specific arm attachment is critical to define which arm is attached

to the surface. This approach also decreases the number of steps needed to assemble the

extended hinge system by allowing simultaneous attachment of the nano-bricks to the top

and bottom arms of the hinge in the first step and concurrent attachment of top lever arm

(composed of top nano-bricks) and bottom lever arm (composed of bottom nano-bricks).

The initial nano-bricks were attached to the top and bottom arms of the nano-hinge by

mixing them together in equal concentrations with excess polymerization strands for both

nano-bricks shown in corresponding colors in Fig. 6.3E resulting in high yield of ∼27%

attachment of nano-bricks to nano-hinges with less than 4% excess nano-bricks and nano-

hinges remaining unattached as quantified by gel intensity analysis (Fig. A.6). When only

a single nano-brick is attached to the nano-hinge the attachment efficiency is increased to

47% since there is no aggregation which is around 26% in the case of the attachment of

both nano-bricks. This sample was gel purified to remove excess hinge-brick polymerization

strands, so they would not interfere with subsequent attachment of the lever arms. The

microscale lever arm extensions were subsequently added by incubating this assembly with

pre-made micron length rods (Fig. 6.3F). This approach yielded micro-hinges with typical

arm lengths of 1 - 5 µm with 2 - 5 micro-hinges attached to the surface in an 80 µm by 80

µm viewing window.

6.3 Magnetic Actuation

6.3.1 Actuation of Rod System

Each of the three systems was actuated using external magnetic fields provided by four

orthogonal electromagnets and a solenoid. First, to quantify our actuation capabilities, the

lever arm was directly actuated by attaching one end to a streptavidin functionalized cover-

slip through a biotin-labeled strand on the structure and the other end to an anti-digoxigenin

coated superparamagnetic bead via a digoxigenin-labeled strand on the structure. Com-

plete and continuous 360◦ rotations of the lever were driven by applying a weak (< 100 Oe)

in-plane precessing magnetic field. A torque can be applied to superparamagnetic beads due
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to the anisotropic component of the magnetization which rotates the bead in a precessing

field. Earlier studies as well as results in Chapter 7 characterizing MyOne Dynabeads have

shown that in low fields (< 30 Oe) a small permanent moment has been measured [222],

and in high fields (> 150 Oe) and anisotropic component of the induced magnetization is

manifested as an easy axis such that it is favorable to align in opposing directions along the

axis [223]. Under bright-field, beads attached to lever arms tethered to the surface are read-

ily confirmed from their circumferential motion since a detached bead would simply spin

on its own axis. As illustrated in Fig. 6.4, it was thus possible to rapidly (∼milliseconds)

rotate the DNA nano-brick and to finely tune its speed of actuation up to rotation rates of

2 Hz with an in-plane precessing field of 40 Oe. For fields (40 Oe) rotating at frequencies

beyond 2 Hz, due to their different magnetic content [223], most beads did not consistently

maintain pace and track synchronously with the field. The inset in Fig. 6.4B displays the

circumferential path from representative trajectories of a single bead attached to a lever and

actuated at frequencies of 0.1, 0.5, 1 and 2 Hz for 10 seconds. Levers with lengths ranging

from 0.5 µm to 2 µm were consistently actuated at these distinct frequencies. Even though

the magnetic moments of each bead differ largely from bead to bead [223], the trajections

vs time plot of the overlaid rotation rates for 17 individual beads with varying extension

lever lengths demonstrates the reproducibility of each bead rotating synchronously with the

field (Fig. 6.4B).

In addition to driving continuous rotation, it is also possible to hold the lever arm

at a specific orientation by applying a constant in-plane magnetic field as shown in Fig.

6.4C. To quantify the corresponding position resolution, several lever arm constructs were

magnetically restrained at four distinct angles under six different magnetic field strengths

(10, 20, 30, 40, 50, and 100 Oe). An example of tracking the Brownian fluctuations of one

bead linked to a lever arm constrained to a given position is shown in Fig. 6.4D. From the

bead tracking which detects the center of the bead in each frame, the in-plane fluctuations

were determined from the angular changes around the circumferential path of a tethered

bead. Since the lever arm is relatively stiff, radial changes seen in the projects from the bead

tracking were understood as out-of-plane fluctuations. The in- and out-of-plane fluctuations
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Figure 6.4: Actuation of Nano-brick. (A) TIRF images of nano-brick magnetically actuated
via extension of the micro-lever arm attached to micromagnetic beads. Nano-brick is rotated
by 360◦ with a frequency of 1 Hz and rotates by 90◦ every fourth of a second corresponding
to video time frames at 0 s, 0.25 s, 0.5 s, 0.75 s and 1 s. (B) Nano-bricks were actuated
at four different frequencies 0.1 Hz, 0.5 Hz, 1 Hz and 2 Hz (black, blue, green and red)
with rotation rates overlaid for 17 different beads. Inset: Representative tracking of one
microbead attached to the micro-lever. (C) External in-plane magnetic fields were applied
in 4 orthogonal directions reorienting the nano-rod via the extended micro-lever labeled
with a magnetic bead. (D) Representative tracking of the bead fluctuations in an in-plane
external magnetic field oriented in the +y direction with strengths 10 Oe, 20 Oe, 30 Oe,
40 Oe, 50 Oe and 100 Oe (black, blue, green, red, yellow, and cyan). (E) The standard
deviation of the in-plane fluctuations of 4 tethered beads decreases as a function of the in-
plane external magnetic field. (F) The standard deviation of the out-of-plane fluctuations
of the 4 tethered beads decreases as a function of the in-plane external field. For both
E and F, each data point indicates the mean fluctuation and standard deviation of the 4
measured orientations for each bead. The orange data points correspond to the tracking
shown in D. (G) The in-plane angular distribution of the bead shown in purple in E and F
shows greater confinement at 100 Oe (cyan) compared to 10 Oe (purple). (H) The energy
landscape assuming Boltzmann weighting was calculated from the probability distributions
for the Bead at 10 Oe (purple) and 100 Oe (cyan). (I) The torque on the magnetic bead
was calculated for the Bead at 10 Oe (cyan) compared to the bead at 100 Oe (purple) by
differentiating the energy landscape.
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of four different beads held at the four orthogonal positions were measured as a function of

increasing field strengths (Fig. 6.4E-F). The fluctuations in both cases were more confined at

higher field strengths. However, the degree of confinement varied from bead to bead, likely

due to the differences of the anisotropic magnetic moment of each bead [223]. The standard

deviation of the in-plane angular fluctuations for the 4 beads ranged from ± 36◦ to ± 9◦ at

low fields (10 Oe) (Fig. 6.4E) with out-of-plane fluctuations between ± 11◦ to ± 4◦ (Fig.

6.4F). However, at larger fields (100 Oe), the Brownian fluctuations are more suppressed

and the standard deviation of in-plane angular fluctuations decreased to lie between ± 15◦

to ± 4◦ with out-of-plane fluctuations between ± 7◦ to ± 3◦. Therefore, magnetic actuation

allows the lever arm, and ultimately other DNA nanodevices to be confined in-plane, via

the lever arm, down to ± 4◦ and out-of- plane down to ± 3◦ with a 100 Oe field and hence

be controlled to be positioned at ∼45 (=360◦/8◦) distinct angular orientations where each

distinct orientation is two standard deviations apart. This approach provides an advantage

over strand binding and displacement approaches [180, 182, 185], which are largely limited

to switching between one well-defined conformation and another freely fluctuating state.

The extent of the Brownian fluctuations and spread in confinement angles also enables

characterization of the strength of magnetic traps that localize the magnetic beads at a

given field strength. For the bead corresponding to the data set shown in purple in Fig.

6.4E-F, the probability distribution was used to calculate the free energy assuming a Boltz-

mann probability distribution, and the angular variation of the free energy differentiated

to determine the corresponding torque that acts to confine the bead (Fig. 6.4G-I) [182].

The spread in the probability distribution of the bead held at 10 Oe is greatly reduced

when confined at 100 Oe in Fig. 6.4G. By increasing the magnetic field strength the trap

stiffness can be tuned as evident in the narrowing of the potential well (Fig. 6.4H). The

larger magnetic field provides a greater torque to confine the beads (Fig. 6.4I).

6.3.2 Actuation of Rotor System

A similar framework was used to actuate the first prototype nanomachine, the nano-rotor.

Nano-rotor constructs with the rotor extended by lever arms were immobilized to a glass
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Figure 6.5: Rotation of Nano-rotor . (A) Schematic of nano-rotor (nano-platform (gray) at-
tached to nano-brick (green) with fully extended arms (green). (B) Nano-platform attached
to surface via biotin streptavidin.. (C) TIRF images of nano-rotor magnetically actuated
in a flow channel using the extension of micro-lever arms attached to micromagnetic beads.
Nano-rod is rotated by 360◦ with a frequency of 1 Hz and rotates by 90◦ every fourth of a
second corresponding to video time frames at 0 s, 0.25 s, 0.5 s, 0.75 s and 1 s.

coverslip via biotin-labeled strands attached to the bottom of the platform (Fig 6.5A-B).

Superparamagnetic beads were added to the ends of the lever arm via a digoxigenin-labeled

strand at the end of the lever that binds to an anti-digoxigenin coated bead. By applying

a weak (40 Oe) in-plane precessing magnetic field, the rotor pivots about the attachment

point to the platform and rotates through 360◦ as illustrated in Fig. 6.5C. The rotor system,

similar to the nano-rod, was also actuated at several distinct frequencies up to 2 Hz. The

rotor system could, as in the rod system, be held at 45 distinct angular orientations each

separated by 8◦ (two standard deviations apart).
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6.3.3 Actuation of Hinge System

To enable actuation of the nano-hinge, the lever arm extension on the bottom arm was

attached to a coverslip surface via biotin-labeled ssDNA strands on the side of the fixed

arm of nano-hinge so the opening and closing of the hinge occurred parallel to the plane

of the coverslip (Fig. 6.6A-B). The fixed lever arm was added to the hinge to allow for

easy visualization of the opening and closing of the hinge. The lever arm extension on the

mobile hinge arm was functionalized with a magnetic bead to open and close the hinge using

in-plane external magnetic fields as shown in Fig. 6.6C. To estimate the torque required to

open or close the hinge, the angular distribution of nano-hinges in the absence of a magnetic

field were measured from TEM image analysis. The angular conformations range from ∼10◦

to 165◦ (Fig. 6.6D). A Gaussian distribution fit to the data suggests the equilibrium angle

of the hinge is 74◦ ± 30◦ (mean ± standard deviation). The free energy was calculated from

the probability distribution assuming a Boltzmann distribution (Fig. 6.6E) and the torque

required to open and close the hinge was calculated from the angular variation of the free

energy (Fig. 6.6F). These results show that the torque needed to open or close the hinge

(e.g. 15 pN·nm/rad) is smaller than the magnetic torque (e.g. 20 pN·nm/rad) supplied by

the bead attached to an extended lever arm in a low external field (10 Oe) as shown in Fig.

6.4I. Therefore, the hinge can be actuated with applied magnetic fields as low as 10 Oe.

Direct magnetic actuation revealed the hinge can be opened beyond 90◦ in agreement with

the TEM angular distributions (Fig. 6.6D). As in the nano-brick and -rotor systems it was

further confirmed that the hinge can be opened and closed at distinct frequencies. From

the in-field confinement determined from the fluctuations of a bead linked to a lever, at the

high fields of 100 Oe, the nano-hinge could be held ∼20 (=160◦/8◦) distinct orientations

(two standard deviations apart).

6.4 Conclusion and Discussion

This work demonstrates an integrated approach to control DNA nanodevices by combining

hierarchical assembly of distinct nanoscale DNA origami constructs into microscale assem-

76



Figure 6.6: Rotation of Nano-hinge. (A) Schematic of nano-hinge (blue) with extended
free arm (green) and fixed arm (red) to the surface via biotin and streptavidin. (B) Close
up showing surface attachment. (C) TIRF images of nano-hinge magnetically opened and
closed in a flow channel using the extension of micro-lever arms attached to micromagnetic
beads. Nano-hinge was labeled with Alexa 488 and confirmed at the end of the extended
arms labeled with Alexa 555. Video time shots of the hinge closing (0, 0.2, 0.4 seconds) and
reopening (2, 2.2 seconds) such that the hinge was left closed from 0.4 s - 1.8 s before being
reopened. (D) The angular distribution of static hinges measured from TEM shows a pre-
ferred angle of being open at 74◦ with an ability to open to 165◦. (E) The energy landscape
assuming Boltzmann weighting was calculated from the probability distributions. (F) The
torque required to hold each hinge at a specific angle was calculated by differentiating the
from the energy landscape.
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blies that can be functionalized with micron-sized magnetic beads for direct manipulation

via an externally applied magnetic field. Critical to this approach is the ability to effec-

tively couple the microscale motion of the bead to the nanoscale reconfiguration of the

DNA nanodevice. To achieve effective coupling, a highly stiff microscale mechanical lever

arm with a persistence length of 22 µm was designed. The lever arm was constructed as

a linear array of DNA origami nanostructures so the cross-section can be matched to a

DNA origami device. While DNA is generally a flexible polymer, bundling many dsDNA

helices into the cross-section yields a filament with bending stiffness comparable to actin, a

structural polymer [220].

Here we focused on driving rotational motion which allows relatively large movement

of micromagnetic beads to be de-amplified to mobility on the scale of the nanomachines

via the mechanical lever arm. For example, with a 1 µm lever arm, which was a typical

length for our assemblies, the position of the bead was held within a standard deviation of

±4◦. Given the length of the original nano-hinge (Fig. 6.1B) arms of 40 nm, this suggests

our current direct manipulation assemblies could control the position of molecules with ± 5

nm resolution at the ends of the nano-hinge arms, or even more accurately if the molecules

were positioned closer to the vertex. This is comparable to the typical position resolution of

molecules statically immobilized on DNA origami nanostructures [156]. One recent study

demonstrated the ability to position molecules with angstrom-scale resolution using a DNA

origami structure, but this structure was static [218]. Here the ability to directly manipulate

DNA origami nanodevices with nanometer scale precision with sub-second response times

and torques ranging from ∼20 − 80 pN·nm/rad at magnetic fields of ∼10 − 100 Oe has

been demonstrated.

In particular, continuous rotational motion of a nano-rotor and oscillating opening and

closing of a nano-hinge up to frequencies of 2 Hz was driven by external magnetic fields.

For continuous rotation up to 750 radians of rotation was achieved, which corresponds to

750 µm of bead motion for a 1 µm lever arm. The total amount of rotation could easily

be increased but was limited in this study just based on the experiment time. The angular

rotational space of the rotor is characterized by 45 distinct conformations with little overlap
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in the fluctuations (i.e. separated by one standard deviation on either side). The opening

and closing of the hinge were characterized by 20 similarly defined distinct conformations.

Such well-defined hinge conformations clearly illustrate the advantage of direct manipulation

via a magnetic torque relative to previously established approaches that typically actuate

between one fixed and one freely fluctuating state [182, 185] or between a few stable states

[180]. In addition, previous approaches are typically limited to actuation response times on

the scale of minutes or greater [154, 182, 188]. One previous study demonstrated actuation

response time of ∼10 seconds based on temperature changes [185], while another quantified

inherent conformational dynamics of DNA origami nanodevices at sub-second timescales

[224]. This present work is the first demonstration of actuation with direct control over a

large range of conformations achieved with sub-second response times.

Given recent advances in DNA origami nanotechnology, the manipulation capabilities

established here could be integrated into applications ranging from control of chemical

reactions to manipulation of protein complexes. For example, recent studies have used DNA

origami hinge or tweezer-like devices to control enzyme function by bringing an enzyme and

co-factor together [225], to probe the conformation and stability of nucleosomes [217], or

to detect biomolecules in solution via structure closing [176]. The ability to manipulate

similar DNA origami devices via magnetic actuation could improve capabilities to control,

study, and detect biomolecular interactions in real-time. In addition, our magnetic actuation

approach is amenable to control more complex devices [182], which serve as a foundation

for nano or microscale robotic systems based on DNA origami assemblies.
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Chapter 7

Field-Dependent Strength and
Orientation of

Superparamagnetic Bead
Magnetization

Great advances in nanotechnology have been realized through the ability to finely control

the spatial and temporal movement of micro- and nano-actuators using superparamagnetic

beads. These actuators have been especially useful in bio and medical technologies where

magnetic fields can directly apply femto and picoNewton forces. For example, detection

[226] and medical diagnosis and treatments [227–229] have emerged using superparamag-

netic microbeads including drug delivery [30] and gene transfection [22]. By studying single

rotating beads and chains of beads [230–232], the viscoelastic properties of fluids [233, 234]

and intracellular environments have been studied [235, 236]. Cells have also been trans-

ported and manipulated through their attachment to micromagnetic beads [11, 12, 96, 237].

Furthermore, magnetic beads have found use in separation and isolation of cells and DNA

[7, 15, 238–244]. Advancements have also been made in microfluidic devices such as mi-

cropumps that rely on magnetic beads [245–247]. Additionally, even microconstructs and

lattices have been assembled and manipulated using magnetic beads [108, 110, 248–257].

Despite these range of applications, the nature of the magnetization of microscopic

superparamagnetic beads has not been fully investigated. To quantify the torque on super-

paramagnetic beads in precessing external magnetic fields, it is important to understand
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how the individual magnetic dipoles within a bead respond to the changing magnetic fields.

The magnetic moment of a superparamagnetic bead is created by an ensemble of individual

dipoles (typically iron oxide nanoparticles) dispersed in the bead. The range of magnetic

relaxation times of each individual dipole (permanent and induced) leads, in general, to

two distinct responses in the magnetization of the bead. When the magnetic dipole relax-

ation time (τm) is fast relative to the time associated with the frequency (f) of the external

magnetic field (H)(τm �
1

f
), the dipoles reorient rapidly to align with H leading to a

field-dependent induced moment (mi). However, when τm is slow relative to the change

in H (τm �
1

f
), the entire bead rotates in order to align the ensemble of dipoles with the

magnetic field and thus responds as a permanent moment (mp) [222, 258–260].

Therefore, in general, the net moment (m) results from the contributions of both the

induced moment (mi) and permanent moment (mp) (m = mi + mp). For low fields (H <

30 Oe), the contribution from mi is small, and in this case, the torque is mainly due to mp.

For H ∼ 150 Oe when generally mi > mp, the anisotropy from the nanoparticles creates an

easy axis which is energetically more favorable to align with the field. The easy axis is ′′pi

periodic′′ [223] such that alignment is favorable along two directions oriented 180◦ from one

another. The results from Ref. [223] showed that mi consists of an isotropic contribution

(mii) which is aligned with H and an anisotropic component (mia). In contrast to the

low field case, at higher fields, while the contribution of mp still prevails, mia begins to

contribute greatly to the torque on the bead. The net torque can also be considered in

terms of its anisotropic magnetic moment (ma = mp + mia) in a uniform field while its

isotropic contribution (mii) only contributes to the strength of the moment.

Early studies exploring the permanent moment (mp) [222, 258–260] or anisotropic con-

tribution mia [223] have focused on either the low (< 30 Oe) or high (> 150 Oe) field regime

where the combined effects of both moments have not been simultaneously observed. Fur-

thermore, due to the difficulty of tracking the rotational orientation of individual spherically

symmetric beads, measuring the permanent and induced moments separately is challenging.

Therefore, single bead rotation measurements have not been conducted for systems such as

MyOne Dynabeads. Although the permanent moment (mp) may be estimated in experi-
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ments on rotating dimers [222], the anisotropic component of the induced moment (mia) is

not easily observed in dimer-based measurements due to the dominance of inter-bead dipole

interactions.

In this study, these difficulties are overcome by attaching a single bead to a microscopic

lever arm such as a stiff DNA rod and the strength and orientation of both mp and mia is

investigated for individual beads in external fields (H) lying between 10 Oe and 100 Oe. In

this case, the character of the dominant moment (mp or mia) is determined as a function

of an in-plane external field (HXY ) from the response of the DNA rod-tethered bead when

HXY is reversed. The magnitude of the moment is measured from its dynamics in an in-

plane rotating field (HXY ) while its orientation deduced from the response in a constant

HXY . At low fields (mp >mia), the bead will orient along a unique direction with respect

to HXY . However as HXY is increased, the anisotropic component of the induced moment

begins to dominate (mia > mp) and the tethered bead remains in the same position for

field orientations differing by 180◦. Such pi periodicity is thus displayed due to the easy

axis of mia. Furthermore, the magnitude and direction of the net moment are tuned with

increasing HXY . These results point to the field-dependent competition between mp and

mia which provides for a previously unreported approach to investigate the field dependence

of the magnetization of individual beads.

7.1 Background

7.1.1 Model of Single-Domain Nanoparticles in an External Field

Superparamagnetic beads contain a distribution of non-uniform, single-domain nanoparti-

cles (e.g. iron oxide) embedded in a polystyrene matrix [111]. The effect of the applied

field (H) on individual dipoles from the embedded nanoparticles can be described by the

Stoner Wohlfarth (SW) model [261]. In the SW model, the magnetization (m) of the dipole

for one of these individual nanoparticles does not change magnitude as H is varied and its

orientation is determined by the competition between the energy to align along a preferred

direction due to the anisotropy of the particle and the energy to align with H. The free
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Figure 7.1: A single nanoparticle has an easy axis due to shape anisotropy. Therefore the
magnetic moment of the individual nanoparticle will rotate to align with the easy axis and
the field depending on the strength of the field and the anisotropy constant.

energy of the nanoparticle is thus:

E = KV sin2(φ− θ)−mµ0Hcos(φ) (7.1)

where K is the anisotropy constant, V the nanoparticle volume, φ and θ respectively the

angle between m and the easy axis to the field (H) (Fig. 7.1). The first term in the free

energy is the penalty for misalignment of the magnetic dipole whereas the second term

describes the preference of the moment to align with H. The dipole will orient at the angle

which will minimize its free energy.

At low fields (µ0H � KV ), the moment will strongly align with the easy axis (φ ' θ)

independent of the direction of the field. In this case, the moment will experience a torque

due to the misalignment of m and H given by:

τ = µ0Hsin(θ) (7.2)

In the high field limit (µ0H� KV ), the moment will align with the field and thus m will
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not experience a torque due to H but instead responds to a torque due to its misalignment

with the easy axis given by:

τ = KV sin(2θ) (7.3)

Since alignment with the easy axis is uniaxial, the maximum torque would occur at θ = 45◦

independent of H. Between these low and high field extremes, m will align between the

field direction and the easy axis at an angle that minimizes the free energy. Its orientation

will thus change with field strength and the angle (θ) between H and the easy axis.

In this case, a torque is experienced by the dipole due to particle anisotropy. However,

dipole-dipole interactions of interacting isotropic nanoparticles within anisotropic clusters

would also display an easy axis and cause a torque on the cluster. For example, if two

isotropic nanoparticles are in near proximity such that the dipoles interact, an effective

anisotropy axis results from the individual moments tending to align with one another.

7.1.2 Magnetization and Magnetic Torque on Superparamagnetic Beads

The vector sum of the individual magnetization from each iron oxide particle within the bead

determines the net magnetization of the superparamagnetic bead. In low fields (typically

< 100 Oe), the induced magnetization (mi) is given by:

mi = χVH (7.4)

where χ is the susceptibility and V the volume of the magnetic material in the bead. At

higher fields, mi will begin to saturate.

The magnetic relaxation time of each individual nanoparticle depends on its size and

anisotropy energy barrier (KV ). From the characterization of the magnetic anisotropy con-

stant for Fe2O3 particles as a function of the particle diameter [112], KV ≈ 1.5 - 3.5 kBT

at room temperature for particles with diameters between 8 nm to 22 nm. The magnetic

dipoles can be categorized as Neel or Brownian dioples depending on their relaxation times:

(1) Neel dipoles which have relaxation times longer than the average time between mag-

netization reversals (i.e. the Neel relaxation time) and (2) Brownian dipoles which have
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relaxation times shorter than the Neel relaxation time [260]. The Neel dipoles rapidly reori-

ent due to their relatively fast relaxation time and are best understood by a time average of

the magnetic moments due to the stochastic reorientations of each individual dipole. The

resulting Neel induced magnetization is field dependent (see equation 7.4). Furthermore,

it is frequency-dependent, such that at frequencies > 100 Hz the magnetization is unable

to reorient fast enough to align with the field - thus causing the magnetization to have

a time delay (lag) with respect to the field. This delay can be accounted for by a com-

plex frequency-dependent susceptibility in which the imaginary part is only significant at

frequencies above hundreds of Hz [222, 258–260]. The Brownian dipoles often result from

larger nanoparticles or clusters of particles that behave as permanent moments due to their

slow relaxation times and are independent of the applied field.

The torque experienced by the bead is given by the vector sum of the torques on the

individual nanoparticles or clusters of nanoparticles. Due to their distribution within the

bead, large parts of this torque cancel. However, with the anisotropy of a finite number of

individual or clusters of nanoparticles, a net torque would result and the bead would have

an easy axis or preferred magnetic orientation which would cause the bead to rotate to align

with H. The torque is therefore due to a permanent moment (mp) from a finite number

of aligned Brownian dipoles and an anisotropic induced moment (mia) arising from a finite

number of aligned Neel dipoles in an applied field.

7.2 Experimental Details

The principal design of this experiment involved attaching the microbead to a stiff DNA

microrod assembled from smaller DNA nanostructures as discussed in Chapter 6. One end

of the stiff microrod is fixed to the surface (pivot) and the other end bound to the super-

paramagnetic bead. In-plane magnetic fields were then applied and the bead monitored as

it rotated about the surface pivot site to align with the magnetic field. If untethered to the

DNA rod, the bead would simply spin in place with the resulting changes in orientation of

the microscopic bead made harder to monitor and track.
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Figure 7.2: (A) The nano-brick (also called the 56hb) is composed of 56 dsDNA bound
together in a honeycomb lattice with a central cavity. The AFM (B) and TEM (C) images
of the 56hb. Scale Bar 50 nm. (D) The 56hb are attached end to end using 17 ssDNA that
bind the right end of the 56hb to the left end of another 56hb to form a long stiff micron
length rod. The AFM (E) and TEM (F) images of the polymerized microrod. (G) In the
channel one end of the rod is attached to the surface while the other end is attached to
the superparamagnetic bead. In a planar precessing field the bead will rotate around the
surface attachment site.

7.2.1 Assembly of Stiff DNA Microrod in Channels

The DNA microrod was assembled from the DNA nanostructure (56 helix bundle (hb))

described in Chapter 6 and shown in Fig. 7.2. This structure is composed of 56 dsDNA

connected together to form a cylinder with a central cavity. The 56hb is polymerized using

17 ssDNA which bind the right end of the 56hb to the left end of another 56hb. Although

the polymerization process can easily be achieved in a tube, the resulting microrods do not

readily attach to the surface since it is not as entropically favorable to fix one end of the

microrod in place using a single biotin protein. Therefore, the microrod was self-assembled

in channels using a surface polymerization process.

An important parameter in achieving a high yield of attachment of microrods to the
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Figure 7.3: (A) Schematic of the channel formed by double sided tape and Biotin-PEGylated
coverslips. (B) Schematic showing the magnetic set up for an inverted microscope. ((C-F)
Formation of microrods in channel. (C) TIRF Image of fluorescently labeled nano-bricks
and (D) schematic of a nano-brick attached to the surface. (E) TIRF image of fluorescently
labeled microrods and (F) schematic of microrod attached to the surface.

channel surface was using a treated surface which reduced nonspecific binding. At first, KOH

cleaned coverslips were used. However, this treatment method was not always reproducible

and led to inconsistent yields in the attachment of structures. Using pegylated biotin

slides, nonspecific binding was consistently reduced. The process to make pegylated biotin

slides (described in detail in Section 3.4.2) involves initial slide cleaning using piranha, a

silanization of the slides and finally pegylation using PEG and bi-functionalized Biotin-

PEG.

Two strips of double sided tape formed the channel edges and connected two coverslips

to form the top and bottom of the channel (Fig. 7.3A). Free streptavidin at 0.1 mg/mL

concentration mixed with 0.1 mg/mL Bovine Serum Albumin (BSA) to further reduce non-

specific binding was flowed into the channel and incubated for 5 minutes to allow attachment

to the biotin on the surface. The excess streptavidin was washed out of the channel before
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the initial 56hb with a single biotin overhang on the end was introduced and incubated for

10 minutes to ensure complete attachment to the streptavidin on the surface (Fig. 7.3C and

D). Excess 56hb were washed out of the channel and the surface polymerization mixture

flowed in. This mixture is composed of gel purified 56hb with two digoxigenin overhangs

on the end (normal concentration 5nM), polymerization and neighbor staples in 5x excess

to the structure, 15mM MgCl2 and 0.2% NP40 (a detergent). The channels were placed in

sealed containers with a reservoir of double distilled water (ddH20) to prevent evaporation

from the channel and incubated for 18 - 20 hours at 37◦C. The microrods that formed using

the surface polymerization process (Fig. 7.3E and F) were generally shorter compared to

those created by polymerization in the tube.

The microrods were imaged in the channel using Total Internal Reflection Fluorescence

(TIRF) (Fig. 7.3E). Each 56hb composing the rod had 5 fluorophore overhangs that could

bind to ssDNA with ends functionalized either with Alexa 488, Alexa 555 or Alexa 647

fluorophores. In these experiments, the fluorophores were attached to the structures in

the channel by flowing in 10 nM ssDNA functionalized with Alexa 488 fluorophore and

incubating 4 minutes. The excess fluorophore strands were then washed out and the channels

imaged on the microscope.

After confirming surface polymerization, MyOne superparamagnetic beads function-

alized with anti−digoxigenin were attached to the microrods in the channel. To reduce

nonspecific binding of the beads to the surface 1 mg/mL of casein (a surface protein blocker

discussed in Section 3.4.4) was introduced into the channel and incubated for 10 minutes.

The excess casein was removed and the beads flowed in at 50x dilution to stock concentration

and incubated for 5 minutes. The excess beads were then washed out. Lastly, the channel

was sealed on the ends with nail polish to prohibit evaporation during the experiments.

7.2.2 Magnetic Setup

The magnetic setup for actuation was composed of four electromagnets which provided in-

plane magnetic fields and one solenoid which supplied the out-of-plane field (Fig. 7.3B).

This setup was designed for an inverted microscope in order to acquire TIRF images of
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the DNA rods during actuation. In this setup the sample rested within the solenoid. Due

to space limitation on the inverted microscope, small electromagnets (1.25 inches long,

1.25 inches in diameter, OP-1212, Magnetech Corp) were used which limited the magnetic

field range that could be reached. Therefore, most experiments were implemented on the

upright microscope with larger electromagnets (2.5 inches long, 2 inches in diameter, OP-

2025, Magnetech Corp). Confirmation of attachment of beads to the DNA rods could

be established through fluorescence as well as by observing the rotation of the beads in

bright-field.

7.3 Alignment of Bead Anisotropy Axis with DNA Rod

Prior to exploring the field-dependence of the bead magnetization, the alignment of the

bead’s magnetic anisotropy axis with respect to the DNA rod and its role in influencing

the position of the bead under HXY must be understood. The anisotropic component of

the magnetization (ma = mp + mia) rotates the entire bead to align its anisotropy axis

with HXY . In cases when this axis and the DNA rod are parallel, the bead relocates in

the direction of HXY and the rod orients to lie parallel to HXY (Fig. 7.4B). Fig. 7.4A

shows the thermal fluctuations of such a bead held at four different positions with HXY =

100 Oe. Since anti-digoxigenin is uniformly distributed on the bead surface for attachment

to the DNA rod, the bead anisotropy axis will not necessarily always lie parallel with the

microrod. Therefore, the radial line from the pivot to the position about which the bead

fluctuates in the presence of HXY does not always align with HXY . Fig. 7.4C shows an

example of the thermal fluctuations of a different bead when held at four different positions

with HXY = 100 Oe. In this case since ma is not oriented parallel to the rod, the DNA

rod will thus not orient parallel to HXY but instead rotates to allow ma to align with

HXY (Fig. 7.4D). These two examples showcase situations when ma and the rod lie both

in-plane. Moreover, the anisotropy axis could also lie out-of-plane such that the bead would

have to move out-of-plane to align ma with HXY .

When analyzing the bead fluctuations, such orientation effects must be taken into ac-
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Figure 7.4: (A,B) Anisotropic magnetization (ma = mp +mia) along the bead’s anisotropy
axis is aligned with the DNA rod. (A) Tracking of a single bead held at four different
orientations with HXY = 100 Oe (direction indicated by red arrows at each position). The
rod-surface attachment site where the bead pivots is marked by the black asterisk. (B)
Schematic of a tethered bead attached to DNA rod which lies parallel to HXY (red) and
ma (white). (C,D) Anisotropic magnetization (ma) along the bead’s anisotropy axis is not
aligned with the DNA rod. (C) Tracking of a single bead held at four different orientations
with HXY = 100 Oe (direction indicated by red arrows at each position). The rod-surface
attachment site is marked by the black asterix. (D) Schematic of a tethered bead attached
to DNA rod which is not parallel with HXY (red) and ma (white).

count. Two possible alternative methods could be implemented to better align the bead

anisotropy axis and rod orientation to lie in-plane and thereby reduce the out-of-plane move-

ment of the bead. In the first method, by introducing beads into the channel in the presences

of HXY , ma would torque the bead to lie parallel to HXY . Thus ma will lie in-plane (al-

though not necessarily parallel) to the rod during attachment. However, this method has

the potential to create chains of beads in the channel thereby reducing the number of single

bead attachments to the rods. The second method would utilize a circumferential ring of

ssDNA around the bead (complementary to the overhangs on the DNA microrod) which lie

in the same plane as the anisotropy axis (although not necessarily parallel to the rod when

it is attached). This step could be implemented by rolling a steptavidinated magnetic bead

across a surface treated with ssDNA conjugated with biotin. Due to the biotin-streptavidin

affinity, the ssDNA would bind to the bead creating a circumferential ring of ssDNA which

would be in the same plane as the anisotropy axis. When the beads are combined with the
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DNA rods tethered to the channel surface, the bead attachment would be limited to these

specific orientations.

7.4 Field-Dependence of Torque on Magnetic Beads due to

Permanent Moment or Anisotropic Induced Moment

In previous works [259, 260], an easy axis from an anisotropic induced moment (mia) of

single MyOne superparamagnetic Dynabeads was observed for fields above 150 Oe by at-

taching the bead to a bacteria tethered to the surface [260]. Also, a permanent moment(mp)

was measured by rotating bead dimers with fields lower than 20 Oe [259]. However, the

combined effects of both mia and mp have not been simultaneously observed. In such ro-

tating dimer experiments, mia is not detected due to the dominance of inter-bead dipole

interactions. However, single bead rotation experiments, which would enable measurements

of both mia and mp, have not yet been implemented due to the challenges of tracking the

rotational orientation of individual spherically symmetric beads. By attaching a stiff DNA

rod tethered to the surface and a superparamagnetic bead (MyOne Dyabeads), it was pos-

sible to study the effects of both mp and mia. In the field range explored 10 Oe to 100

Oe, mp initially is the main influence on the torque on the bead and then transitioned to

major contributions from mia in agreement with the previous work on Dynabeads at low

[259] and high fields [260]. This cross-over between mp and mia can be directly observed

by studying the periodicity of the underlying magnetic potential − mp displays a single

preferred orientation whereas mia is pi periodic and thus has two preferred orientations.

Furthermore, if mp is not parallel with mia, the bead’s orientation will shift as HXY is

increased when mia begins to lead.

7.4.1 Field-Dependent Periodicity of Magnetization Orientation

To understand the relative contributions of the different moments at each field strength for

a single bead, the periodicity of the underlying magnetic potential was explored. When

mp is the principal moment, thermal fluctuations are not fast enough to align with an
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Figure 7.5: A single bead held at HXY = 10, 20, 30, 40, 50, and 60 Oe for two different field
directions 180◦ from one another (red). (a-f and m-r) Schematics showing the position of
the bead relative to the rotation radius of the bead attached to the DNA rod with respect
to HXY . The rotational circumference of the bead attached to the rod is shown in green
and the bead is shown in gray. (g-l and s-x) Bright field images of the position of the bead
with respect to HXY . For HXY = 10 Oe to HXY = 30 Oe, the bead changed position but
for HXY = 40 Oe to HXY = 60 Oe it remained at the starting location.

instantaneous 180◦ magnetic field direction change in which case mp facilitates rotation of

the entire bead to align with the new field orientation. However, when mia is dominant,

reversing HXY by 180◦ would cause the Neel dipoles to thermally reorient and align with

HXY . Therefore no torque would be applied on the dipoles causing the bead to remain

fixed in the same location without any rotational changes; the magnetic potential, in this

case, will display pi periodicity.

Reorienting HXY by 180◦ and monitoring the bead orientation (which reflects the re-

sponse of the magnetization) was implemented on several DNA rod-linked beads at 10

different field strengths ranging between 10 Oe and 100 Oe. Fig. 7.5 shows the orientation

of such a single bead at two field orientations 180◦ from each other for six field strengths.
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Increasing HXY from 10 Oe to HXY = 30 Oe (Fig. 7.5, right columns 1-3), the bead

changed locations when HXY was reversed. Their responses confirm that mp >mia in this

field range. Between HXY = 40 Oe to HXY = 60 Oe (Fig. 7.5, right columns 3-6), the

bead orientation remained unchanged when the field direction was reversed showing that

mia >mp and is under a pi periodic potential in this field range. The field at which transi-

tions between these distinct behaviors occur varied from bead to bead due to the variance in

the permanent moment and susceptibility. In order to understand the variance from bead

to bead, the same experiment of reversing HXY and monitoring the bead orientation with

respect to the tethered DNA pivot was conducted for 52 tethered beads. By determining

the field strength at which the bead begins to remain in the same position when the field is

reversed, the field range for which mp or mia is the principle contributor was determined

for each bead. The percentage of beads with mp or mia dominating was found as a function

of the field (Fig 7.6). As evident, 90% of the beads were characterized by strong mp at

10 Oe thus displaying mp as the primary component to torque the bead. However, as the

field was increased to 100 Oe, only 31% of dominating mp component beads were identified.

This method of field reversal allows determining the specific field regimes for which mp and

mia will be the primary contributor to the magnetic torque on the bead.

7.4.2 Anisotropic Magnetization Calculation from Critical Frequency

The anisotropic magnetization (ma) which includes the permanent(mp) and anisotropic

induced (mia) moments of the bead can be approximated from the rotational dynamics and

frequency of the bead as a function of the HXY rotational frequency. In previous studies

[222, 258–260], at low fields (< 30 Oe) the anisotropic magnetization is generally identified

to be due to mp. The magnetic torque on the bead orients ma to align with HXY and

precess in the rotating HXY . However, beyond a critical field frequency (fc), the bead is

unable to keep up with HXY due to drag forces. Below fc, the rotation of the bead and

the field are synchronized (Fig. 7.7) where fc = 4.4 Hz. The bead rotation slows down as

the frequency of the field is increased beyond fc due to a phase lag between HXY and ma.

The equation of motion in which inertial forces are negligible relates the magnetic and drag
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Figure 7.6: Percentage of 52 beads with principal mp (red) or mia (green) magnetization
components as a function of the field measured by reversing HXY = 10, 20, 30, 40, 50, 60,
70, 80, 90 and 100 Oe and monitoring the change in the tethered beads orientation with
respect to the DNA rod pivot. At 10 Oe, 90% of the beads were controlled by mp but as
the field increased to 100 Oe the beads responses were dominated by the presence of mia.

torques:

maµ0Hsin(ωHt− φB) = γ
dφB
dt

(7.5)

where ma is the anisotropic magnetization, µ0 is the permeability of free space, ωH is

the angular rotation frequency of the field (H), φB the angle between the line formed

from the pivot to the position of the tethered bead and the positive x-axis and γ is the

hydrodynamic drag constant. The bead experiences a rotational and translational torque

where the hydrodynamic drag constants are each given by [262, 263]:

γr = 8πηr3 (7.6)

γt = 6πηr (7.7)
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where η and r are the dynamic viscosity of the fluid and the bead radius respectively.

The rotational and translational drag torques around the circumference of radius l are

respectively:

τrot.drag = γr
dφB
dt

(7.8)

τtrans.drag = Fdragl = γtvl = γtl
2dφB
dt

(7.9)

where Fdrag is the drag force on the bead, l the rotation radius of the bead (length from

the center of the bead to the surface attachment site of the DNA rod), v and
dφB
dt

the

tangential and angular velocity of the bead. The net torque due to drag is therefore given

by

τdrag = (γr + γtl
2)
dφB
dt

= (8πηr3 + 6πηrl2)
dφB
dt

(7.10)

The equation of motion given by equation 7.5 can be rewritten with the given hydrodynamic

torque (equation 7.10) as:

maµ0Hsin(ωHt− φB) = (8πηr3 + 6πηrl2)
dφB
dt

(7.11)

At the critical frequency, the torque on the anisotropic moment (ma) will be maximum such

that sin(ωHt−φB) = 1. By solving equation 7.11 at the critical frequency (ωH =
dφB
dt

) for

ma, the anisotropic moment is determined:

ma =
2πη(4r3 + 3rl2)ωc

µ0H
(7.12)

where ωc(= 2πfc) is the critical angular frequency. For the bead in Fig. 7.7 whose critical

frequency (fc) is 4.4 Hz, ma was calculated to be 5.7 × 10−17 Am2 at 20 Oe which is

comparable to 1.50 × 10−16 Am2 (the permanent moment calculated in dimmer rotation

experiments[222]).

7.4.3 Field-Dependent Magnetization Strength

By measuring the critical frequencies (Section 7.4.2) for the same bead at multiple field

strengths, the total anisotropic moment (ma) can be calculated as a function of the external
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Figure 7.7: A single bead fixed to a DNA rod attached the surface was precessed in HXY

= 20 Oe precessing at frequencies between 1 Hz to 10 Hz. At frequencies below, 4.4 Hz, the
critical frequency (fc), the bead rotated synchronously with HXY . At frequencies above fc,
the bead lagged to the field.

field. Since ma is the sum of the permanent(mp) and induced anisotropic (mia)moments,

both will contribute. mia is linearly dependent on the field with zero remanence. Therefore

ma will be also linearly field dependent. However, due to the contribution from mp which

is independent of the field, ma will have some remnant magnetization in the absence of an

external field.

In Fig. 7.8A, ma for a single bead is calculated for HXY = 35, 50, 65, 80 Oe by

determining the critical frequency (fc) at each field and using equation 7.12. At low fields

(≤ 65 Oe), ma increases linearly with the field as shown by the linear fit (black dash line).

At high fields (≥ 80 Oe) ma begins to saturate which is a lower saturation point than the

total moment that includes the isotropic induced moment. mp is determined from the y-

intercept of the fit which for this bead is 0.6 × 10−17 Am2 and is plotted as the red dotted

line. Since mia does not have any remnant magnetization but is the sole contributor to
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Figure 7.8: Field-dependent anisotropic magnetization (ma) was calculated for two beads
(A) for HXY = 35, 50, 65, and 80 Oe and (B) for HXY = 20, 35, 65 and 80 Oe. Experimental
measurements are plotted as blue dots and fit linearly (black dashed line). The permanent
moment (mp) (red dotted line) was calculated from the y-intercept and the anisotropic
induced moment (mia) (green dot-dashed line) from the slope. The crossover frequency for
which mia > mp changes from 25 Oe in A to 120 Oe in B.
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the linear increase in ma, mia varies with the same slope deduced from the fit with a y-

intercept at the origin indicated by the green dot-dashed line in Fig. 7.8. The field strength

at which the dot-dashed green and dotted red lines intersect is the crossover field in which

mia begins to lead over mp. The change from mp to mia dominating was observed (Fig.

7.5) and discussed in Section 7.4.1. The change in the field-dependence of the moments was

observed by the difference in the response of the tethered bead when HXY was reversed

by 180◦. When mp > mia, the bead rotated 180◦ around the pivot to align with the field.

However, when mia > mp, the bead remained in the same position with no rotational

change. The field at which this change in the bead response occurred is indicated by the

crossover field shown in 7.8A at ∼25 Oe.

As expended, this crossover field varied from bead to bead with some beads having a

permanent moment (mp) that continues to be the primary contributor (mp >mia) at 100

Oe. In Fig. 7.8B, a bead with a larger mp was studied to determine ma at HXY = 20, 35,

65, 80 Oe. The response as HXY approaches zero (y-intercept) provides for mp and was

1.6 × 10−17 Am2 (2.7 times larger than the bead in Fig. 7.8A). From mia determined from

the slope of the fit for this particular bead, the crossover field is determined to be HXY

= 120 Oe. This higher crossover field agrees with Fig. 7.6 showing that some beads were

reversing positions even up to 100 Oe (the highest field measured).

7.4.4 Field-Dependent Magnetization Orientation

The direction of the net anisotropic magnetization (ma) of the bead is given by the vector

sum of mp and mia (m = mp+mia) in which the isotropic induced moment (mii) increases

the net magnetization but does torque the bead. At low fields (mp � mia), ma will be

mostly aligned with mp. However, at high fields when mia �mp, ma will be more aligned

along mia. As long as mp and mia lie in the same direction, ma will not change directions

as HXY is increased as illustrated in Figs. 7.9A-C. Fig. 7.9A and B show a schematic of

the alignment of the moments at low and high fields respectively when mp and mia are

aligned. In this case, due to alignment of mp and mia, thermal fluctuations of the bead

under HXY = 10, 20, 30, 40, 50 and 100 Oe for four orthogonal directions are all centered
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around the same position (Fig. 7.9C).

If, however, the orientations of mp and mia are different, the angular position of the

bead will shift as HXY is changed. The shift would not be greater than 45◦ due to the pi

periodicity of the easy axis arising from mia. When held at four orientations at HXY = 10,

20, 30, 40, 50 and 100 Oe, a field-dependent shift of the bead was often observed at each

location. The shift varied from bead to bead but consistently showed similar modifications

for the same bead at all four orientations. Figs. 7.9D-F illustrates a case where mp or mia

are in-plane but offset by some angle. Fig. 7.9D and E show a schematic of how the bead

has to rotate to more closely align with mp or mia as the field is increased. The thermal

fluctuations of the bead with respect to HXY = 10, 20, 30, 40, 50 and 100 Oe for four

orthogonal directions shown in Fig. 7.9F all shift in-plane in the clockwise direction as

HXY is increased since mp and mia are not aligned (Fig. 7.9F).

Apparent radial shifts in the location of beads were also observed for some beads as

HXY increased. Since the rod is stiff with a persistence length of ∼20 µm (for the low

associated pN forces), these shifts are likely due to out-of-plane bead movements which,

when viewed from above, appears to reflect a radial change of the radius of rotation. Figs.

7.9G-I illustrate a case where mp and mia lie out-of-plane from one another. A schematic

of how the bead has to rotate from an out-of-plane to an in-plane position to align with mp

or mia as the field is increased is shown in Fig. 7.9H and G. The thermal fluctuations of a

bead with respect to HXY = 10, 20, 30, 40, 50 and 100 Oe for four orthogonal directions

all shift radially from projected positions closer to the pivot to further away displaying a

shift from the out-of-plane direction to an in-plane orientation as HXY is increased (Fig.

7.9I). Furthermore, in this case, the anisotropy axis does not lie parallel with the rod and

therefore, this axis is not aligned with H as discussed in Section 7.3.

7.4.5 Conclusions

The anisotropic magnetizations (ma) of superparamagnetic beads were studied in single

bead experiments by exploiting stiff DNA levers to detect the bead orientation. Previous

studies have focused on either the permanent moment (mp) at low field (< 30 Oe) or the
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Figure 7.9: (A-C)mp and mia are aligned − therefore the position of the bead does not
change with HXY . (D-F) mp and mia are in-plane but with some angular difference −
therefore the position of the bead changes in-plane with HXY . (G-I) mp and mia have
some out-of-plane angular difference − thus the position of the bead changes with HXY

in out-of-plane direction as displayed from the projection as a radial change. (A,D,H) At
low HXY , mp (white) will dominate and will torque the bead to line up with HXY (red).
(B,E,G) At high HXY , mia (yellow) will dominate and will torque the bead to align along
the easy axis (cyan dashed line). (C,F,I) The tracking of a single bead held at 4 different
orientations with HXY = 10, 20, 30, 40, 50, 100 Oe − black, blue, green, red, yellow, cyan
respectively. The rod-surface attachment site where the bead pivots is marked by the black
asterisk.
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anisotropic induced moment (mia) manifested as an easy axis at high fields (> 150 Oe)

and therefore, the combined effects of both moments were not simultaneously investigated.

Due to the challenge of tracking the orientation of spherically symmetric beads, measuring

mp and mia separately is difficult. Therefore, single bead rotation experiments had not

previously been conducted for MyOne Dynabeads and other smaller beads. While dimers

are often used instead to approximate mp, mia cannot be observed in these cases due to

inter-bead dipole interactions. This study has overcome these challenges by attaching stiff

DNA levers tethered to the surface and by providing a direct measure of ma as a function

of the field in which the contributions of both mp and mia were observed.

The field regime determining which component of the moment dominates was deter-

mined by reversing an in-plane external field (HXY ) and observing the change in the posi-

tion of the bead. When mp is the primary component, upon field reversal the bead would

rotate 180◦. However, when mia is the significant component, it would remain in the same

position since mia would internally reverse directions synchronously with the field and in

effect act as an easy axis. The crossover field at which mia begins to be the primary con-

tributor was tested by reversing the field for HXY lying between 10 to 100 Oe. The beads

displayed a wide range of crossover fields from 10 Oe to over 100 Oe since some beads were

still rotating 180◦ with respect to the pivot at 100 Oe.

The strength of ma was calculated from the critical frequency (fc)(frequency at which

the bead cannot synchronously rotate with a precessing HXY ). From the equation of

motion, ma was determined by measuring the fc at a specific HXY . As the field was

increased, ma increased linearly and then began to saturate. The linear increase in ma

with the field is solely due to mia. From fitting the linear regime of ma, mp was deduced

(y-intercept) which was consistent with ma having some magnetic remanence. The mp of

two beads varied from 0.6 × 10−17 to 1.6 × 10−17 Am2. Differences in mp and mia lead to

different crossover fields that ranged from 25 Oe to 120 Oe for the two beads studied (Fig.

7.8). This behavior illustrates variations from bead to bead with the dominating moment

varying largely in the field region for 10 Oe to 100 Oe (Fig. 7.6). Finally, the orientation

of ma was also observed to be field dependent since the position of the bead occasionally
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changed with the field strength. This is due to the difference in orientations of the mp and

mia and changes in their strengths.
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Chapter 8

Preliminary Study of Magnetic
Actuation of Escherichia coli for

Protein Patterning

Technologies that control matter at the nano and microscale are crucial towards developing

new engineered materials and devices. Specifically, patterning surfaces into bio-adhesion

and non-adhesion regions have attracted interest in devices ranging from the spatial control

of cellular organization to engineering cell-based sensors [264, 265]. While these more tra-

ditional approaches often depend on lithographic fabrication, they can be expanded upon

by taking advantage of the biological systems within a living cell which also operates on

the nano and microscale. In this study, a system to functionalize a targeted location on the

surface of a chip with the protein AmCyan from transformed Escherichia coli cells is being

developed in collaboration with Profs. Steven and Brian Lower at The Ohio State Univer-

sity. Using established methods in molecular biology where a plasmid with the amcyan gene

sequence is inserted into the cell, E. coli are engineered to express the AmCyan protein on

their outer surface. In order to transport the cells to a targeted location, the transformed E.

coli are labeled with superparamagnetic microbeads which exert directed forces on the cells

in an external field. This system overcomes multiple challenges of alternative lithographic

methods which will be discussed in this chapter and presents potentially new abilities to

pattern proteins dynamically during different time points of an experiment. Primary re-

sults of protein expression by E. coli, the transport of the cell with weak magnetic fields to

targeted locations and detachment of the protein from the cell are presented in this chapter.
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8.1 Methods to Pattern Proteins on a Surface

8.1.1 Photolithography

There are two traditional ways to pattern proteins on a surface. The first method utilizes

photolithography [266, 267] which was used to pattern the thin film structures discussed in

Chapter 2 and 3. In this method, a layer of photoresist is initially spun onto a substrate

and cured (Fig. 8.1A). A mask is used to block UV light from exposing certain regions of

the photoresist to form the designed pattern (Fig. 8.1B). Next, the exposed photoresist is

removed by gently agitating the chip in a developer solution after which the proteins are

deposited on the substrate coating the regions directly in contact with the substrate and

regions with existing photoresist (Fig. 8.1C). Subsequently, the excess proteins are removed

using a lift-off resist that removes the remaining photoresist leaving behind the patterned

proteins that were initially on the substrate (Fig. 8.1D). Although biotin, a small protein,

has been shown to be patternable using this method [266, 267], not all proteins are able to

be patterned with this photolithographic approach. In the final step, the system is exposed

to chemicals that can often lead to denaturing of the protein which thus limits the choice

of available proteins.

8.1.2 Soft Lithography

An alternative method which does not expose the protein to harmful chemicals utilizes

polymers to physically stamp the proteins on the surface (Fig. 8.2A-C) or to block spe-

cific regions where proteins do not bind (Fig. 8.2D-F) [264, 265, 268]. In the case of the

stamp, the polymer, polydimethylsiloxane (PDMS), which is most commonly used, is ini-

tially formed into a stamp with elevated areas shaped with the design pattern. Proteins are

deposited across the PDMS surface (Fig. 8.2A). The PDMS stamp coated with proteins

is pressed against the surface (Fig. 8.2B) and removed leaving behind only the proteins

in contact with the surface (Fig. 8.2C). Alternatively, PDMS can be used to physically

block regions of the surface such that only the segments where proteins are desired remain

uncovered (Fig. 8.2D). Proteins are then deposited onto the device (Fig. 8.2E) and the
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Figure 8.1: Protein Patterning Using Photolithography. (A) Photoresist is spun and curried
on the substrate. (B) A patterned region of the photoresist is exposed to UV light using a
mask to block specific regions. (C) The exposed photoresist is removed using a developer
and the protein is deposited on the surface. (D) The remaining photoresist is removed using
lift-off resist leaving behind the pattern proteins on the substrate.

PDMS removed leaving behind a patterned region of proteins (Fig. 8.2F). Although in this

method, any protein may be used, the alignment of the proteins with specific locations on

the device is very challenging.

8.1.3 E. coli Microlithography

These challenges are not only overcome by utilizing labeled E. coli for microlithography but

it also potentially enables dynamic labeling of surfaces such that during an experiment new

protein locations can be patterned. Using transformed E. coli to produce desired proteins,

the E. coli essentially act as a factory to create and secrete proteins. Magnetic beads are

then attached to the bacterial surface and, using thin magnetic patterns and weak external

fields, the E. coli are transported to a targeted location where the protein is detached from

the microorganism and is absorbed onto the substrate (Fig. 8.3).

8.2 Engineering the AmCyan Factory

The ′′protein factory′′ is engineered, in collaboration with the Lower groups at The Ohio

State University, by transforming a bacteria to overexpress the desired protein. AmCyan,
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Figure 8.2: Patterning Proteins using Soft Lithography using a stamp method (A-C) and
blocking method (D-F). (A) PDMS stamp is coated with protein. (B) PDMS is pressed
against the surface and (C) removed leaving behind a substrate with patterned proteins.
(D)PDMS is placed on the surface to block specific regions of the substrate. (E)The proteins
are deposited on the device and (F) then the PDMS is removed leaving behind a substrate
with patterned proteins.

a 108 kDa fluorescent protein, was selected to enable easy confirmation of transformation

of the bacteria. AmCyan has a maximum excitation peak of 457 nm and a maximum

absorption peak of 491 nm. Previously, Brian H. Lower et al [269] genetically engineered

E. coli to express AmCyan on the outer surface using a plasmid which is a circular loop of

double-stranded DNA encoding the information needed to synthesize AmCyan and export

this protein to the outer membrane (Fig. 8.4A). The plasmid sequence consists of: (1)

LPP protein (targets protein to outer membrane), (2) OmpA protein (anchors protein in

the outer membrane), (3) linker amino acid sequence (connected the OmpA protein to the

AmCyan protein) and (4) AmCyan (fluorescent protein used for patterning). Additionally,

the ampicillin resistant gene is also included in the plasmid to ensure that the plasmid is

not lost during cell division, i.e., apply selective pressure on dividing cells through growth

in the presence of the antibiotic, ampicillin. The plasmid is incubated in solution with E.

coli in which the outer membrane becomes permeable and the plasmid is taken into the cell.

The cells were grown in Luria-Bertani (LB) medium containing ampicillin at 37◦C on an

environmental shaker at 225 rpm. Isopropyl−β−D−thiogalactopyranoside (IPTG) which

is used as an inducer of the gene expression was incubated with a subculture of cells the

last 4 hours of growth. Following this protocol, the E. coli were successfully transformed
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Figure 8.3: Magnetically labeled transformed E. coli are transported to desired location
utilizing thin permalloy disks and external fields where the protein is detached from the cell
and absorbed on the surface.

as seen in the bright-field image and correspond fluorescence image (Fig. 8.4B and C).

8.3 Transport of AmCyan Factory

The transformed E. coli were then attached to superparamagnetic beads for magnetic ac-

tuation. Since AmCyan has a theoretical isoelectric point of 6.29, it will have a negative

charge when suspended in solutions with pH greater than 6.29. Other studies have shown

that amino-coated beads which are slightly positive can be used to attach E. col i [270]. How-

ever, the commercially purchased amino-coated beads (Spherotech AM-40-10 and AM-80-10

), which have shorter linker arms than polylysine used to coat the beads in Ref [270], were

found to have insufficient electrostatic forces to solely hold the bacteria fixed to the bead.

Instead, older cells were discovered to attach more effectively to both amino-coated and

carboxyl-coated beads than more recently cultured cells. Since mature cells have had more

time to synthesize extracellular polymeric substances (EPS) from lipids, sugars and proteins

on the cell membrane compared to younger cells, the older cells tend to be ′′stickier′′.

The attachment efficiency of bacteria to the beads, therefore, varied from batch to batch

even when the same protocol. E. coli were added in excess to the beads and were attached

in small volumes. The final protocol consisted of mixing 5 µL of E. coli in solution with 1
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Figure 8.4: Fig. 4 Transformed E. coli engineered to express the fluorescent protein Am-
Cyan. (A) Schematic of E. coli with plasmid expressing the AmCyan protein on the outer
membrane. The plasmid sequence includes the Lpp and OmpA (embedded in the outer
membrane) and the linker connecting to the AmCyan protein. The Lpp, OmpA and linker
acts as a protein pen holding the fluorescent protein Ink, AmCyan. Image curtsy of Dr.
Brian and Steven Lower at The Ohio State University (OSU)(B) Bright-field and (C) flores-
cent image of transformed bacteria which fluorescence due to the expression of the AmCyan
protein.

µL of beads diluted 50x from the original stock concentration. The mixture was centrifuged

for 2 minutes at a maximum speed of 13,000 rpm and then rotated and centrifuged for an

additional 2 minutes to form a pellet of beads and cells. The sample was vortexed until

the pellet was broken up and the solution appeared homogeneous. Often in cases when

the attachment was higher, the pellet took a longer time to break apart. These steps were

repeated two additional times to provide more consistent attachment result. In the final

step, the pellet was incubated at room temperature up to 20 minutes before breaking up and

diluting with 10 - 20 µL of Phosphate-Buffered Saline (PBS). Using this protocol, cells were

attached to both amino-coated beads and carboxyl-coated beads with sizes from 4 µm to

20 µm. The fluorescent images in Fig. 8.5 demonstrate E. coli (bright dots) attachment to
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Figure 8.5: Fluorescent images of magnetically labeled transformed E. coli. (A) 4 µm amino-
coated bead circumferentially surrounded by fluorescing E. coli. (B) 20 µm carboxyl-coated
beads circumferentially surrounded by fluorescing E. coli.

4 µm amino coated beads (Spherotech, AM-40-10) (Fig. 8.5A) and 20 µm carboxyl coated

beads (Spherotech, CM-200-10) (Fig. 8.5B) indicated by the bright dots circumferentially

surrounding the beads.

Next, the magnetically labeled transformed E. coli were transported to the desired

location using thin film permalloy disks (discussed in Chapter 2, 3 and 4) and external

magnetic fields provided by the magnetic setup (discussed in Chapter 3). As shown in

Chapter 4, permalloy disks can be magnetized using weak magnetic fields (< 100 Oe) such

that superparamagnetic beads magnetized in the same weak field will be trapped at the

edge of the disk. In Fig. 8.6, the energy landscapes of the permalloy disk (5µm in diameter)

are shown for four different field configurations with the corresponding schematic showing

the bead placement on the disk [12]. Initially, the bead is trapped at position A using an

in-plane field (HXY = 50 Oe) in the positive x direction and the out-of-plane field (HZ =

50 Oe) in the positive z direction (Fig. 8.6A). By rotating the field, the trap along with the

magnetic bead is moved around the perimeter of the disk passing through points B and C.

In order to apply a force on the bead to trap it at an adjacent disk, HZ is reversed such

that the initial energy minimum becomes a maximum and the bead is repelled to the closest

energy minimum on the adjacent disk at location D. Using this sequence of field changes,

the magnetic bead and its attached E. coli can be transported to any location along the

edge of a disk.
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Figure 8.6: Transport of magnetic beads on permalloy disks. (A-D) Energy landscape
showing the energy minimum [12] where the bead is trapped on the disk at the corresponding
location. Rotating in-plane field (HXY ) rotates the bead around the disks from location A
through C. By reversing the out-of-plane field (HZ) the bead is repelled from location C to
the new energy minimum at the neighboring disks at location D.

To actuate the magnetically labeled bacteria, the surface with permalloy disks was

initially treated with PEG to reduce nonspecific binding of the beads and bacteria before

each experiment using the method discussed in Chapter 3. Fig. 8.7 demonstrates the

transport of a cell attached to a 4µm superparamagnetic bead (Spherotech, AM-40-10)

which is displaced 5 disks in 8.4 seconds shown in the fluorescent images from the video

time stamps.

8.4 Detachment of AmCyan

To pattern the AmCyan protein on the surface at the desired location, the AmCyan was

detached from the cell. This was accomplished using the enzyme, lysozyme which breaks

down the glycosidic bonds in the outer-cell membrane. In essence, it ′′cuts up′′ the cell

membrane. The disadvantage to using lysozyme is thus, in the process of detaching Am-

Cyan, the cells producing Amcyan are killed. Therefore, the linker could be redesigned so
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Figure 8.7: Transport of transformed E. coli on permalloy disks. Fluorescent images of
magnetically labeled E. coli (circled in red) transported to a permalloy disk 5 neighboring
disks over. It hops to the neighboring disk at time shots shown at 0, 1.6, 3.6, 5.7 and 8.4
seconds

that a select enzyme would target to cut the linker sequence and detach AmCyan while

leaving the cell viable. Utilizing lysozyme enabled some of the AmCyan proteins to be

released from the membrane and become free to be absorbed on the surface. The optimal

ratio of lysozyme (10 mg/mL) to the solution of cells in PBS was found to be 1:4. To test

detachment of AmCyan, E. coli were pelleted and resuspended in PBS since their growth

media auto-fluoresce in the same region as AmCyan. Next, lysozyme was added and incu-

bated for 30 minutes at 25◦C or at 37◦C. No significant difference was found in detachment

at these two different temperature incubations. Finally, the cells were pelleted and the

supernatant was imaged under fluorescence microscopy to confirm detachment of AmCyan

(Fig. 8.8B, inset). Additionally, the excitation emission of the supernatant from the lysed

E. coli measured using a fluorometer (Fig. 8.8B) further confirmed detachment of AmCyan

specifically since the excitation emission compared well to the standard excitation emission

curves of AmCyan from BD Bioscience (Fig. 8.8A).

111



Figure 8.8: (A) Standard spectrum from BD Bioscience of the AmCyan absorption shown
by the dashed line and excitation emission shown by the green area. (B) Experimental spec-
trum using a fluorometer showing the excitation emission of the supernatant from the lysed
E. coli which compare well with the standard AmCyan excitation emission showing that
lysozyme detached the AmCyan protein from the E. Coli outer membrane. Inset: Fluores-
cent microscopy image of the edge of supernatant on a glass slide showing the supernatant
fluorescing due to the AmCyan protein in solution.

8.5 Conclusions and Future Work

The preliminary results show the potential to dynamically pattern proteins on the surface

using magnetically labeled E. coli transformed to express the desired protein. E. coli were

genetically engineered to express the fluorescent protein AmCyan and magnetically labeled

for transport to desired location for patterning. Detachment of AmCyan from the cell was

achieved using the enzyme lysozyme which breaks down the cell membrane.

Since initial tests of the absorption efficiency of AmCyan on the surface showed low

attachment, other proteins such as biotin could be used in replace of AmCyan or in addition
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to AmCyan due to its high surface absorption efficiency. Initially, a plasmid would be

redesigned to enable the cell to express biotin or AmCyan conjugated with biotin on its

outer cell membrane. Furthermore, the linker which connects the OmpA protein to the

AmCyan protein (Fig. 8.4) could be engineered such that a specific enzyme targets the

linker sequence to enable a higher specificity and greater detachment of AmCyan. This step

would also enable cell viability after AmCyan detachment to continue the production of the

protein for further patterning. Additionally, the ability to magnetically label bacteria and

finely manipulate labeled cells could potentially enable future work in separating targeted

bacteria from a culture containing a community of many different species of microbes.
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Chapter 9

Conclusion and Future Work

In the previous chapters, the ability to remotely control superparamagnetic beads using

thin-film based magnetic traps and weak external magnetic fields has been demonstrated.

Such control was shown to be effective in nanoscale actuation of DNA nanomachines and

microscale actuation of bacterial systems developed for protein patterning. The direct

real-time control demonstrated in these systems through magnetic actuation are important

steps that will enable significant advancements in biomedical devices and nanotechnology

in general.

Studying the tunable magnetic traps and the magnetization of superparamagnetic beads

are useful in quantifying the forces and torques that the system can apply when manip-

ulating biological entities. The energy landscape for both soft (NiFe) and harder (CoFe)

thin film magnetic patterns were calculated and experimentally confirmed (Chapter 4). The

forces on 2.8 µm and 8 - 11 µm diameter beads were measured to lie in the picoNewton

regime when the bead was displaced from the magnetic traps. These measurements demon-

strate that the magnetic actuation platform can produce the typical forces necessary for

actuation of biological organisms and present a viable method to actuate such systems in

real-time without harming the targeted object.

This micromagnetic control approach was applied to DNA nanostructures which offer

a broad range of applications spanning from the creation of nanoscale devices, motors and

nanoparticle templates to the development of precise drug delivery systems. Advances in

DNA nanotechnology such as fabrication of dynamic devices with programmable confor-
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mational changes and tunable mechanical responses present great potential in development

of nanomachines and molecular robots. However, fine control of these nanodevices un-

der different configurations in real-time remain challenging using current methods which

are limited to actuating a few pre-programmed states generally on time scales of minutes.

These challenges were overcome in this dissertation by exploiting the microscale control of

superparamagnetic beads to directly manipulate multiple DNA nanomachines with precise

spatial resolution, sub-second response times, and tunable applied forces (Chapter 6). To

effectively couple the motion of microbeads to control DNA nanostructures with nanometer

precision, a stiff mechanical micro-lever (persistence length ∼20 µm) assembled from DNA

nanostructures was designed to overcome the large mismatch in length scales to connect

microbeads to the nanodevices. Two prototype DNA nanomachines (rotor and hinge) were

magnetically actuated such that the nano-rotors exhibited a continuous range of motion

and the nano-hinges were magnetically actuated over a finite range of angular motion. The

nanoconstructs were finely controlled within an angular conformation with resolution of

±4◦ which allows for 45 distinct states for the rotor and 20 distinct states for the hinge.

This is a significant improvement over previous actuation methods which were limited to

a few (< 5) pre-programmed states. Additionally, the continuous range of motions at fre-

quencies ranging up to 2 Hz provide another major advancement. The present study has

thus demonstrated that real-time manipulation of DNA nanomachines can be achieved by

integration of dynamic DNA origami devices, microscale stiff lever arms, and superparam-

agnetic beads to open up new possibilities in actuating and controlling nanomachines and

nanorobotics.

By utilizing stiff DNA lever arms, single bead experiments (MyOne Dynabeads) were

conducted to evaluate the different contributions to the magnetic response of superparam-

agnetic beads. Such studies had not been previously fully investigated due to the challenge

of tracking the rotational orientation of individual, spherically symmetric, beads (Chap-

ter 7). In superparamagnetic beads, anistropic contributions, that included a permanent

moment and an anisotropic component of the induced moment, were observed and further

analyzed in single bead experiments for MyOne Dynabeads. At lower fields (< 30 Oe), the
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field independent permanent moment remained the main contributor to the torque on the

bead. However, as the applied field increased the anisotropic contribution to the induced

moment, that manifests as an easy axis and whose strength increased linearly with the field,

additionally renders a torque on the bead. Since the permanent and anisotropic induced

moments are not always aligned, the direction of total magnetization was also field depen-

dent. Understanding the field dependency of the magnitude and direction of the anisotropic

magnetization of superparamagnetic beads are essential in quantifying the torque that can

be applied to manipulate microscopic and nanoscale biological systems.

In developing molecular and nanodevices, proteins are often utilized for bio-adhesion

at targeted surface locations. Alternative methods to patterning proteins on the surface

such as photolithography and soft lithography (discussed in Section 8.1) have limitations

in the choice of protein and precision of pattern relative to other sites on the surface.

Solutions to these challenges were sought out by utilizing magnetically labeled E. coli that

were genetically transformed to express the fluorescent protein, AmCyan. If successful,

this approach can further enhance flexibility in that proteins can be patterned dynamically

during an experiment. Preliminary results have demonstrated that E. coli can be (1)

engineered to express the fluorescent protein, AmCyan, (2) labeled with a variety of sizes

of superparamagnetic beads, (3) transported to targeted location using thin-film based

magnetic traps and weak external magnetic fields and (4) activated to release AmCyan

through utilizing the enzyme, lysozyme (Chapter 8). Further development of the system

would require increasing the efficiency of surface absorption of the released AmCyan on

the platform. By engineering the plasmid to include a protein, such as Biotin, with a

higher surface attachment efficiency, the absorption of AmCyan to the substrate could be

increased. Additionally, a higher yield of AmCyan could be produced by redesigning the

linker, which attaches AmCyan to the membrane anchor proteins, such that a select enzyme

would target that sequence and detach the AmCyan without harming the cell membrane.

This non-lethal approach would also further enable the magnetically labeled, transformed E.

coli to continue producing AmCyan to pattern the surface after initial release of AmCyan.

Future work involving the DNA nanomachines could entail further optimization and
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advancement of the magnetic actuation approach for manipulation and development of new

nanomachines and their utilization as tools in studying other systems such as molecular

machines and superparamagnetic beads. In order to better control the microbead (e.g. to

maintain the bead in the same plane with applied magnetic fields), it could be specifically

labeled in a circumferential ring that would be parallel with the anisotropic magnetization

as discussed in Section 7.3. Furthermore, even greater confinement of the nanostructures,

as well as the applied forces, could be established by utilizing the thin-film magnetic traps.

Presently, the torque on the bead is due to its anisotropic magnetization component. How-

ever, in utilizing the magnetic traps, the total magnetization of the bead including the

isotropic component will contribute to the force on the bead due to the gradient of the

non-uniform field produced by the stray fields from the magnetic thin films. New patterned

designs such as the ′′invisible′′ zigzag wires (shown in Section 3.1.1) could allow for easy

visualization of the nanoscopic structures under an inverted microscope which is often uti-

lized for TIRF microscopy. Further tests should be conducted to establish the smallest

beads that could function as the force transmitting link to the DNA constructs. Although

reducing the size of the beads diminishes its magnetic moment and therefore limits the

applied torque, only a small fraction of the total moment (anisotropic component) renders

the torque on the bead in a constant field. Since this component varies largely from bead

to bead, some smaller beads could possibly have large enough moments to produce the

required torque. Additionally, ferromagnetic beads which have higher anisotropic moments

could be used. Although ferromagnetic beads are more likely to coalesce and form clumps

due to their stronger permanent moments, use of detergents reduces nonspecific binding,

and low concentrations could reduce or overcome this difficulty. Additionally, studies could

be implemented using the mechanical lever arm connected to smaller sized superparamag-

netic beads (e.g. nanobeads) to study their magnetization which is even more challenging

to characterize. Yet, understanding the magnetization components of these smaller beads

is valuable to realize in order to fully grasp and quantify the beads response in external

magnetic fields.

Since machines are composed of joints that display many degrees of freedom connected
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by relatively stiff links, it is important to first characterize each joint’s magnetic actuation

prior to designing more complex machines. While the initial work has been established for

the rotor and the hinge, other constructs such as a slider joint and ball bearing joint can

be tested.

These nanomachines can furthermore be employed as a tool to study other systems such

as molecular machines. Understanding molecular forces is important to comprehend many

of the underlying properties of molecular machines and biological processes. Therefore,

the DNA hinge can be used to study these properties by attaching molecules or biological

entities, such as enzymes and co-factors, proteins and nucleosomes, to hinge arms and ap-

plying forces on the molecules through actuation of the hinge. The ability to manipulate

these DNA origami devices via magnetic actuation could improve capabilities to control,

study, and detect biomolecular interactions in real-time. While current methods to apply

molecular forces such as atomic force microscopy or optical tweezers are generally limited

to single molecules, using the magnetic actuation method, multiple structures can be si-

multaneously studied and readily repeated. This multiplex approach allows for significant

statistical analysis in the molecular force measurements.
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[102] K D Mahajan, G Ruan, C. J. Dorcéna, G Vieira, G Nabar, N F Bouxsein, J J

Chalmers, G D Bachand, R Sooryakumar, and J O Winter. Steering microtubule

shuttle transport with dynamically controlled magnetic fields. Nanoscale, 8(16):8641–

8649, 2016.

[103] Andrii B. Golovin and Oleg D. Lavrentovich. Electrically reconfigurable optical meta-

material based on colloidal dispersion of metal nanorods in dielectric fluid. Appl. Phys.

Lett., 95(25):254104, 2009.

[104] T. Taniyama, I. Nakatani, T. Namikawa, and Y. Yamazaki. Resistivity due to Domain

Walls in Co Zigzag Wires. Phys. Rev. Lett., 82(13):2780–2783, 1999.

130
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Appendix A

DNA Origami Nanomachines
Materials and Methods

A.1 Design and Fabrication of Nanoconstructs

The nanoconstructs are formed using the method of DNA origami in which a known long

loop of ssDNA, i.e., scaffold, folds into a precise compact geometry using hundreds of de-

signed short ssDNA, i.e., staples, via programmed molecular self-assembly [179]. The staples

are piecewise complementary to segments of the scaffold strand. The DNA nanostructures

self-assemble when the scaffold, staples, salt and buffer solutions are combined together and

subjected to thermal annealing[179]. The 56hb (also referred to as the nano-brick) has 56

dsDNA helices connected together in a honeycomb lattice formation creating a cylindrical

construct that is about 40 nm in length with a cross-section of 24 nm (Fig. A.1A-E). Sev-

eral different modification overhangs can be incorporated into the nano-brick to customize

its use. A single ssDNA overhang conjugated with biotin is incorporated on the end (Fig.

A.1F) for surface attachment of the lever arm. Five ssDNA overhang which are complemen-

tary to ssDNA conjugated with biotin are integrated into the side (Fig. A.1G) to fix one

of the hinge lever arms to the surface. One ssDNA overhang complementary to a ssDNA

overhang on the nano-platform is assimilated into the side of the nano-brick (Fig. A.1H)

for assembly of the nano-rotor. Last, two ssDNA overhang conjugated with digoxigenin are

incorporated on the opposite end of the biotin overhang (Fig. A.1I) for bead attachment.

Additionally, five ssDNA overhangs which are complementary to ssDNA conjugated with a
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Figure A.1: Nano-Brick Structure. (A) Cylinder model and (B) cross-section of the 56hb
nano-brick. (C) AFM and (D) TEM images of side view of nano-brick. Scale bar, 50 nm. (E)
TEM image of the cross-section of the nano-brick. Scale bar, 20 nm. Modifications can be
made to the nano-brick for different protein and overhang attachments. Nano-brick with (F)
one biotin overhang on the end (for lever arm surface attachment), (G) five biotin overhangs
on the side (for surface attachment of lever arm on nano-hinge), (H) one ssDNA overhang
on the side (for attachment to nano-platform in forming nano-rotor), (I) two digoxigenin
overhangs on the end (for bead attachment). The fluorophore overhang attachment sites
are not shown. Gel purification of (J) Nano-brick version one and (K) Nano-brick version
two (scaffold shift by 30 bases) in 0.5x TAE with 4mM MgCl2. Gel order: One Kilobase
DNA Ladder, 7249 Scaffold, Nano-brick. (L) Salt screen of nano-brick version two with
MgCl2 salt screen from 10 mM to 24 mM MgCl2. Gel Order: One Kilobase DNA Ladder,
7249 Scaffold, Nano-brick Salt Screen (last 8 wells). (M) Purification of nano-brick version
one using a large well. Gel Order: 7249 Scaffold, Nano-brick (large well).
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fluorophore are also folded with the structure for visualization under TIRF. Most versions

of the nano-brick were folded with 1x FoB (Folding Buffer: 1 mM EDTA, 5 mM NaCl, 5

mM Tris), 18 mM MgCl2 (determined from salt screen (Fig. A.1L), 200 nM Working Stock

and 40 nM 7249 Scaffold. However, the nano-brick with the ssDNA overhang for the nano-

rotor fabrication is folded with 22 mM MgCl2. Structures were folded in an annealing ramp

where it was initially heated to 65◦C for 15 minutes, followed by a constant incubation at

52◦C, 51◦C and 50◦C for 4 hours each and then finally cooled to 4◦C. Two versions of the

nano-brick were assembled which have the same structure design, however, the scaffold was

shifted by 30 bases in order to create a distinguishable set of polymerization staples for the

second version. Both nano-brick version one (Fig. A.1J) and version two (Fig. A.1K) were

gel purified on 0.4x TAE with 4 mM MgCl2 in which the low salt concentration helped to

reduce any structure aggregation and increase the concentration of the nano-brick in later

attachment recipes. Gel purified structures were used to polymerize the lever arm since

PEG-purified structures did not form the lever arm as readily. In order to gel purify 400

µL of nano-bricks in one gel, a large gel with a single large well was utilized as shown in

Fig. A.1M.

The base nano-platform used in the assembly of the nano-rotor is composed of 32 dsDNA

helices arranged into a two layer honeycomb lattice formation with a rectangular shape

of dimensions 60 nm by 27 nm by 6 nm (Fig. A.2A-D). A single ssDNA overhang was

incorporated on the top of the platform for attachment to the nano-brick to form the nano-

platform (Fig. A.2E) and 22 ssDNA overhangs were included on the bottom which could

bind to either a ssDNA conjugated to a Cy3 fluorophore or biotin protein (Fig. A.2F). The

nano-platform was folded with 1x FoB (Folding Buffer: 1 mM EDTA, 5 mM NaCl, 5 mM

Tris), 18 mM MgCl2, 200 nM Working Stock, 20 nM 7560 Scaffold. Structures were folded

in a 2.5 half day annealing ramp such that it is initially heated to 65◦C and slowly cooled

from 65◦C - 62◦C at 1◦C/1hour, 61◦C - 59◦C at 1◦C/2hours, 58◦C - 46◦C at 1◦C/3hours,

45◦C - 40◦C at 1◦C/1hour, 39◦C - 25◦C at 1◦C/30minutes and 24◦C-4◦C at ◦C/1minute.

The structures were gel purified in 0.5x TAE with 4 mM MgCl2 (Fig. A.2G)

The nano-hinge has 72 dsDNA helices forming two 36hb honeycomb lattice bundles
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Figure A.2: Nano-Platform Structure. (A) Cylinder model and (B) cross-section of the
nano-platform. (C) AFM and (D) TEM images of top view of nano-platform. In AFM
image nano-platform has streptavidin attached to top overhang shown in E. Scale bar, 50
nm. (E) TEM image of the side of the nano-brick. Scale bar, 20 nm. Overhang attachment
sites for the nano-platform on (E) top (for attachment to nano-rotor) and on (F) bottom
(for surface and fluorophore attachment). (G) Gel purification of nano-platform at 0.5x
TAE with 4 mM MgCl2. Gel order: One Kilobase Ladder, 7560 Scaffold, Nano-platform.

which are connected to each other through 8 ssDNA from the scaffold strand to create 40

nm long hinge arms (Fig. A.3A-D). On the bottom arm of the hinge, six ssDNA over-

hangs are incorporated which bind to ssDNA conjugated to biotin for surface attachment.

Additionally, eleven ssDNA overhangs which bind to ssDNA conjugated to an Alexa 488

fluorophore were integrated into the structure for visualization under TIRF. Due to the

relatively large areal cross-section of the nano-brick and the nano-hinge, staples near the

ends (neighbor staples - Fig. A.4A) of the structures were left out of the folding reaction

leaving long scaffold loops which, in turn, reduce base stacking between structures. In the

salt screen of the nano-hinge, more aggregation appeared in the wells when the nano-hinge

was folded with the neighbor staples (Fig. A.3E) compared to when it was folded without

the neighbor staples (Fig. A.3F). Additionally, when the nano-hinge was folded at a 40

nM concentration, it would aggregate over time (Fig. A.4C-D). However, when folded at a

20 nM concentration, the nano-hinge didn’t aggregate over time (Fig. A.4E-F). Therefore,
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Figure A.3: Nano-hinge Structure. (A) Cylinder model and (B) cross-section of the nano-
hinge. (C) AFM and (D) TEM images of side view of nano-hinge. Scale bar, 50 nm. Salt
screen of nano-hinge folded (E) with neighbor staples and (F) without neighbor staples from
10 mM to 24 mM MgCl2. Gel order: One Kilobase DNA Ladder, 8064 Scaffold, Nano-hinge
Salt Screen (Last 8 wells).

the nano-hinge was folded with 0.5x FoB (1x FoB (Folding Buffer: 1 mM EDTA, 5 mM

NaCl, 5 mM Tris), 16 mM MgCl2, 100 nM Working Stock and 20 nM 8064 Scaffold. To

fold the hinge it underwent the same 2.5 day annealing ramp that was used in folding the

nano-platform. The nano-hinge was also gel purified in 0.5x TAE with 4 mM MgCl2.

A.2 Assembly of Extended Systems

All of the polymerization strands connecting the nano-bricks and nano-hinge were designed

with a u-shaped motif where half of them have a higher affinity to attach to one end of

the nano-brick while the other half have a higher affinity to the opposite; therefore a single

polymerization staple would not hold the nano-bricks together. However, by adding many

polymerization staples in series, the binding energy is greatly increased thereby fostering a

strong binding affinity to form polymers. In forming the polymers, gel purified nano-bricks

were incubated with neighbor and polymerization staples in 5 times excess in an assembly

buffer containing 8 mM MgCl2 and 0.2% of the surfactant NP40 at a constant temperature
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Figure A.4: Nano-hinge Optimization. (A) Part of the caDNAno file for the nano-hinge
showing the neighbor staples (cyan), core staples (blue) and polymerization staples (yellow).
To optimize the concentration, the nano-hinge was folded with various set of staples at two
different concentrations and gel purified. Gel purified nano-hinge (B) at 40 nM concentra-
tion folded with core and neighbor staples, (C) at 40 nM concentration folded with core
staples and immediately purified after folding, (D) at 40 nM concentration and purified a
week after folding, (E) at 20 nM concentration folded with core staples and immediately
purified after folding, and (F) at 20 nM concentration folded with core staples and purified
a week after folding.
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Figure A.5: Nano-rotor Purification Gel. Nano-bricks are incubated overnight at 37◦C with
nano-platforms in a 1:1 ratio. The ssDNA overhang on the nano-brick is complementary
to the ssDNA overhang on the nano-platform and binds to form the nano-rotor. Only a
portion of the nano-bricks bind to the nano-platforms therefore, a pure nano-rotor sam-
ple was exacted out using gel purification. Gel Order: One Kilobase DNA Ladder, 7249
Scaffold (used to fold the nano-brick), and the incubated sample of nano-bricks and nano-
platforms in which two bands form nano-rotors (boxed in red) and unattached nano-bricks
and nano-platforms (boxed in yellow). Well-folded structures run past their scaffold and
multicomponent structures will run slower than single component structures.

of 37◦C for 16 - 18 hours when formed in a channel. When fabricated in a tube, the mixture

underwent a thermal ramp starting at 45◦C and decreased by 2◦C every hour until it reached

4◦C for 2 cycles. Polymers incubated in the thermal ramp for 1 cycle were much shorter.

However, after 3 cycles, the lengths were not significantly longer overall. Furthermore,

using surfactants such as NP40 and lowering salt concentration helped to reduce unwanted

base stacking and structure aggregation. Yet, if the salt concentration was too low, the

polymerization staples will not bind as effectively and the desired structures do not readily

form.

The nano-rotor was formed in an overnight incubation at 37◦C from attaching PEG-

purified nano-bricks designed with a ssDNA overhang on the side of the nano-brick to

PEG-purified platform designed with the complementary ssDNA overhang incorporated on
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Figure A.6: Nano-hinge with Initial Nano-brick Attachment Purification Gel. Polymer-
ization staples are gel purified out of the samples after initial nano-bricks were attached
to the nano-hinge. Gel Order: One Kilobase DNA Ladder, 7249 Scaffold (folds the nano-
bricks (red and green)) 8064 Scaffold (folds the nano-hinge), nano-hinges incubated with
green nano-bricks and corresponding polymerization staples, nano-hinges incubated with
red nano-bricks corresponding polymerization staples, nano-hinges incubated with green
and red nano-bricks corresponding polymerization staples. The nano-hinge with a single
nano-brick runs slower than the single nano-hinge or the single nano-brick but faster than
the nano-hinge attached to two nano-bricks. As seen in the last three lanes, almost all
nano-hinges and nano-bricks attached to one another.

the top of the nano-platform. A pure sample of nano-rotors were gel purified as seen in Fig.

A.5 for lever arm attachment in the next step. The lever arms are formed off the gel purified

nano-rotors by attaching them to premade micron length levers which were incubated in

excess to the nano-rotors and with excess polymerization staples in a thermal ramp that

repeats three cycles of cooling the sample from 45◦C to 4◦C by decreasing the temperature

at a rate of 2◦C every hour.

In forming the extended hinge the initial PEG-purified nano-bricks were attached to the

top and bottom arms of the PEG-purified nano-hinge by incubating them together in equal

concentrations with polymerization staples that were in 5x excess to the hinge concentration

and neighbor staples that were in 2x excess to the hinge concentration. The nano-bricks

were subsequently incubated on a thermal ramp starting at 45◦C and decreased by 2◦C
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every hour until it reached 4◦C. The mixture was then gel purified to extract a pure yield

of this initial unit as shown in Fig. A.6. This approach, in comparison to incubating it

at a constant temperature, greatly increased the attachment efficiency of the nano-brick to

the nano-hinge. Additionally, in order to reduce aggregation, six neighbor / polymerization

staples which had overlapping sequences between 11 - 14 consecutive bases were not added

in the attachment step. None of the staple sequences had similarities above 14 consecutive

bases. Next, the stiff extension arms are subsequently formed off these initial nano-brick-

hinge units by attaching them to premade micron length rods using the same thermal ramp

except that the cycle was repeated two additional times since the concentration of the

structures was much lower than in attachment of the first unit.

A.3 Surface Attachment and Bead Labeling

To prepare the structures for actuation, each system had to be fixed to the surface in a

channel. Nonspecific binding was reduced by initially cleaning the coverslips with piranha

and coating with unmodified and biotin-modified PEG. Free streptavidin was attached to

the biotin on the surface. After removing excess streptavidin, the structures were flowed

into the channel and attached to the surface. In the case of the rod system, the rod was

assembled in the channel due to the entropic limitations of confining a long rod initially

to the surface through the attachment of only one biotin to streptavidin. Therefore, in

assembling the rod system, a single nano-brick with a biotin overhang on one end was

attached initially to the surface. Subsequently, additional nano-bricks were attached end-

to-end following an overnight incubation at 37◦C with its polymerization staples. Unlike

the rod system, the fully assembled rotor and hinge system can be easily attached to the

surface since the rotor has eleven biotin overhangs on the bottom of the nano-platform

and the nano-hinge has six overhangs on its bottom arm and five biotin overhangs on each

sequential nano-brick along the bottom arm. Finally, superparamagnetic beads coated in

anti-digoxigenin are flowed into the channel and attach to the digoxigenin overhangs on the

ends of the free lever arms of each structure.
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A.4 Measuring Lever Arm Persistence Length

Measuring the Variance in Transverse Fluctuations from TEM Images

TEM images of levers were analyzed using MATLAB (Mathworks, Natick, MA, USA).

To discretize the shape of the lever, points along the trajectory were manually selected

(∼every 50 - 100 nm along the filament path) by clicking on the image. These selected

points were used to fit a cubic spline of the trajectory coordinates every ∼5 nm along

the filament path to obtain fine resolution of the curvature. Only filaments that were at

least 1 µm in length were considered for the shape fluctuation analysis. Configurational

distributions were obtained by aligning the filament trajectories so that they started at the

origin and initially pointed in the horizontal direction.

The filament persistence length, Lp, is defined as the tangent vector correlation length,

or in other words the length over which the filament stays approximately straight when

subject to thermal fluctuations, which for a system confined to 2D is defined as:

〈cos[θ(s)− θ(0)]〉 = exp(− s

2Lp
) (A.1)

where θ(s) is the angle tangent to the filament at arc length position s. We assumed

that filament trajectories are reflective of 2D fluctuations due to the surface deposition.

Based on this expression, Isambert et al. [219] derived a relation between the filament

Lp and the average transverse fluctuations, 〈[D(s)]〉, or essentially, the splay width for the

configurational distributions previously described [219]:

〈[D(s)]〉 = L2
p[2

2

Lp
+

16

3
exp(− s

2Lp
)− 1

3
exp(− s

2Lp
)− 5] (A.2)

The average transverse fluctuations were determined as a function of arc length from the

filament configurational distributions. Only the first 1 µm of all filament trajectories was

used for this analysis to avoid averaging transverse fluctuations over a smaller number of

filaments for larger arc lengths.

Lever arms were manually traced and fit with a cubic spline to obtain fine resolution of

the trajectory. Fig. A.7A illustrates an example of traced levers. To obtain configurational
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Figure A.7: (A) TEM images illustrating 56-helix DNA origami bundles (nano-brick) (top),
lever arm constructed from many 56-helix structures as indicated by the arrows (middle),
and a manually traced trajectory fit with a cubic spline (bottom). (B) Many lever arms
were traced to construct a conformational distribution. (C) The variance of the transverse
fluctuations were fit to equation A.2 to give a persistence length of 22 ± 4 µm. The dashed
lines indicate ± standard deviation of the variance in the transverse fluctuations, which
were used to determine the uncertainty in persistence length.

distributions, lever trajectories were aligned so that they all started at the origin (x = 0,

y = 0) and pointed initially in the positive x-direction with zero slope. Fig. A.7B shows

configurational distributions for the 56hb (nano-brick) (N=68). The filaments exhibited

lengths of 1.74 ± 0.52 µm, with the average length corresponding to approximately 41

units in the lever arm. The levers generally point in the x-direction with the splay width

decreasing for larger cross-sections.

The Lp of the lever arm was characterized by calculating the average of the transverse

fluctuations squared from the configurational distributions and fitting equation A.2. Fig.

A.7C shows the model fits compared to the data, which resulted in Lp of 22 ± 4 µm,

based on the fit with R2 = 99.9%. As expected the fluctuations decrease for larger, or

equivalently stiffer, cross-sections. The dashed gray lines show the standard error of the

mean when calculating the mean of the transverse fluctuations squared as a function of arc

length. The uncertainty in the persistence length was determined by fitting equation A.2

to these dashed gray lines to determine persistence length for transverse fluctuations up to

one standard deviation from the mean.
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Measuring Thermal Fluctuations from TIRF Images

An alternative method for calculating the persistence length was implemented from

measuring the thermal fluctuations from TIRF images of the lever arm sandwiched between

two coverslips. The coverslips were initially treated with casein in order to reduce any non-

specific binding of the DNA levers. Initially, 20 µL of 1 mg/mL of casein dissolved in 0.5x

TAE with 4 mM MgCl2 were incubated between two coverslips for 10 minutes followed by a

wash with ddH2O. Then 0.5 µL of the DNA lever labeled with fluorophores are sandwiched

between the coverslips for imaging. TIRF images are recorded at 5 Hz up to 300 frames.

Using a MATLAB (Mathworks, Natick, MA, USA), the bending fluctuations of the lever

arm in each frame is fitted to a superposition of Fourier modes as has previously been done

for actin filaments, microtubules, and amyloid fibers [220, 221]. The fluctuation/variance in

amplitudes determined in each mode gives an independent approximation of the rigidity of

the structure. Preliminary results for 10 lever arms give a persistence length of 27 ± 19 µm.

It was observed that some of the structures are photobleaching over time therefore, further

data needs to be required in which the photobeaching is reduced by increasing exposure,

decreasing laser intensity and turning the lasers off in between measurements.
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