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CHAPTER I 

INTRODUCTION

Introduction

In this work I would like to build a case for the explicit 

teaching of the fundamentals of probabilistic reasoning in 

the context of a general education curriculum, at the upper 

high school and/or college level, as one part of a "critical 

thinking" program. There are several points that suggest 

that the inclusion of probabilistic reasoning in such a 

program would be useful.

The Ubiquity of Probabilistic Reasoning

The first reason that attention should be given to probabil

istic reasoning is that this sort of reasoning is nearly 

ubiquitous. Probabilistic reasoning occurs in certain 

obvious contexts, i.e., in those scientific fields that rely 

on the mathematical calculation of probabilities, par

ticularly in the social sciences. It occurs in the calcula

tions of risk undertaken by insurance companies and by 

social policy makers concerned with, for instance, the 

siting of nuclear power plants or hazardous waste disposal 

sites.* 2

1
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"Risks" are an inescapable part of everyday life, and the 

informal evaluation of such risks, requiring the estimation 

of the probabilities associated with the situations one 

encounters, is thus a task facing every individual. As 

Levinson puts it, "We live in a world of chance, and if we 

wish to live intelligently we must know how to take chances 

intelligently. To do so we must know and understand the 

laws of chance..."

Probabilistic reasoning is a significant part of one's 

"everyday" informal reasoning, problem-solving and decision

making. In the context of everyday problems, however, one 

usually does not undertake an overt, mathematical process of 

calculation, and in the absence of such calculation, the 

probabilistic element that is implicit in every-day reason

ing can easily be overlooked.

Consider, for example, the following short list of common 

problem situations, each of which would require one to make 

a judgment of probability.

Examples of Everyday Probability Judgments 

Judgments of probability must be made when one:

1. evaluates the relative risk of traveling by air, 
car and train;
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2. considers the time, and cost, of cab-fare to the 
airport, and decides to take the cross-town short
cut, rather than the longer free-way route;

3. estimates the chance of being caught in a serious 
snowstorm when driving to Connecticut in January;

4. worries about not finding a job, considering the 
number of openings and the number of applicants;

5. pays for a "state of the art" crash helmet for a 
twelve year-old, who's received rol1er-blades for 
his birthday;

6. decides to save some money by having the wood
stove chimney cleaned biennially, instead of 
annually;

7. considers whether the woodstove fire will even
tually dry out and then ignite the stockings 
you've "hung by the chimney with care";

8. decides not to test a child's cholesterol level,
knowing the parents' levels are normal; and then 
makes the same decision for the adopted child, 
whose family history is unknown;

9. decides to take seriously the risk of developing 
heart disease, given that one has high choles
terol ;

10. expects to pass the midterm exam, without studying 
for it;

11. expects to pass the comprehensive final exam,
without studying for it, after having failed the 
midterm;

12. decides not to annoy the fire department when the 
smoke alarm sounds at midnight in the empty 
apartment next door, because one doesn't smell any 
smoke;

13. buys two platters of shrimp for the party, instead 
of one;

14. decides to search for a close-to-campus parking 
space, fifteen minutes before class;
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15. notices that, up ahead, a child on a bicycle has 

darted suddenly into traffic from a hidden 
driveway, and anticipates another;

16. predicts that the widening crack in the ceiling 
right above the computer will probably not leak;

17. accepts that the "positive" blood test is a sure 
sign of the presence of disease;

18. assumes that the women in one's philosophy class 
will provide the "woman's viewpoint", while the 
men will only be able to "speak for the men";

19. continues to speak of the "woman's viewpoint", 
despite noting that each woman in class argues for 
a different position;

20. decides not to go to any more plays at the 
community theatre, since the play just seen was 
terrible;

21. decides not to see a movie that seemed interest
ing, after reading a single negative review of it;

Each of these commonplace decisions or judgments requires 

the making of a judgment of probability. One needs, in 

g e neral, to estimate the frequency of occurrence of an event 

or situation. In some of the examples, one attempts to 

estimate the probability that a particular, singular event 

will occur (whether the crack in the ceiling really will let 

go). In others, one needs to assess the degree of varia

bility present within a reference class (e.g., "women", in 

#18), and use that assessment to predict the behavior or 

status of a "sample" from that class. In others, one needs 

to re-evaluate one's confidence in the truth of a hypothe

sis, on the basis of new evidence (19).
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Fallacious reasoning with respect to even simple problems 

involving chance and probability is common. Levinson tells 

the tale, for instance, of a thoughtful midshipman, who 

during battle "...was prudent enough to stick his head 

through the first hole in the side of the ship made by an 

enemy cannonball, as...by a calculation...the odds were 

32.647 and some decimals to boot that another ball would not 

come in at the same hole".4 Paradoxical though it may seem, 

the probability that a ball will strike any given spot on 

the ship is remains exactly what it was original 1 y--the 

probability that a second ball will strike that spot is the 

same as the probability was for the first ball (discounting 

the possibility of a patterned sweep of the cannons). It is 

only the prior probability that two balls will strike that 

same spot that is very small. The probability that two 

independent events will both occur is the product of the two 

probabilities, i.e., Pr(a & b) = Pr(a) * Pr(b), but, the 

probability of the second event, given that the first has 

already occurred, is the same as the probability of the 

second event alone. I.e., Pr(b/a) = Pr(b). This, in fact, 

is precisely what is meant by saying that the two events are 

"independent".



In the course of this work many further examples of proba

bilistic reasoning will be given, and the issues, difficul

ties, biases and outright errors that commonly arise in 

making probabilistic judgments will be explored in much 

greater detail; for now, this brief sketch should suffice to 

indicate the general realm to be explored.

I shall try to show that probabilistic reasoning is the sort 

of reasoning that is commonly required to resolve everyday 

problem situations.

The Aim of Critical Thinking Programs

The second point indicating the merit of probabilistic 

reasoning in a critical thinking program is that, in 

adopting a program to teach "critical thinking", what we 

would like to see improved is just such "everyday reason

ing"^. On this point there seems to be widespread agreement 

(McPeck, Sternberg, Paul, Siegel). But, despite the

general agreement about the purpose of critical thinking 

programs, there exists a considerable disagreement about 

just how one should set out to achieve the desired im

provement of everyday reasoning.

The disagreement about the proper content of a critical 

thinking course is linked to the conceptual disagreement
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about the meaning of 'critical thinking'. There are 

currently a number of different views as to the most 

appropriate interpretation of the term 'critical thinking'. 

And, accordingly, there exists considerable variation in the 

emphasis of the programs that set out to teach critical 

thinking. Some approaches construe "critical thinking" as 

logical thinking, and hence stress the teaching of the rules 

of logic, either formal, informal, or both, and emphasize 

the central importance of the "giving of reasons" for the 

decisions one makes, as well as the formulation and evalua

tion of arguments.

Other programs are based on the notion that 'critical 

thinking' is best understood as the close examination of 

one's own thinking process, i.e., it is "thinking about 

thinking", and hence emphasize the development of the 

student's "meta-cognition".

Still other programs start with the assumption that "crit

ical thinking" is "skillful thinking", and set out to 

explicitly teach what are taken to be the various component 

skills of thinking, e.g., analyzing, making comparisons, 

making metaphors, etc..
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And, in sharp contrast to all the other approaches, some 

theorists, principally McPeck,6 maintain that "critical 

thinking", properly understood, is that thinking which 

conforms to the standards of reasoning peculiar to par

ticular, discrete disciplines. Given this interpretation, 

"critical thinking" cannot be separately taught; it can only 

be taught within the context of an education in the various 

disciplines.

Nevertheless, despite the general agreement on the broad 

goals of a critical thinking program, and despite the 

diversity of approaches to teaching critical thinking, and 

despite the importance of the notion of probability to 

everyday reasoning, most critical thinking programs current

ly give little or no explicit attention to teaching the 

norms of probabilistic reasoning.

But, although approaches to the teaching of critical think

ing are quite diverse, a brief survey of the approaches to 

teaching critical thinking reveals no approach that at 

present gives explicit and extended attention to teaching 

the norms of probabilistic reasoning.

This is not to assert, of course, that no programs give any 

attention to this sort of reasoning. There may well exist



programs that do undertake to fully incorporate probabilis

tic reasoning in the curriculum. The thesis being advanced 

here is that such programs, if any, are meeting a sig

nificant educational need.

Pratte, in his analysis of the concept of "need", notes that

the concept incorporates two necessary aspects, the empiri-
0cal and the normative. Empirically, whenever one has a 

"need", one must be lacking something, i.e., something is 

not present or does not exist. But, the mere fact that one 

lacks "x" is not sufficient for the claim that one needs 

"x". One might, for instance, lack AIDS, but would not on

that account be said to "need" AIDS. If the lack of x is

claimed to constitute a "need" for x, one must also make the

normative claim, that x is desirable.

It is this second, normative aspect of the claim that "a 

need exists for attention to the teaching of probabilistic 

reasoning in the context of critical thinking programs" that 

I am most concerned to address here.

In support of this normative claim, I shall examine several 

of the most prominent philosophical interpretations of 

critical thinking, and argue that attention to probabilistic 

reasoning would be appropriate, given many of these concep
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tual interpretations. In other words, in this section I 

shall develop the following argument:

(1) given that either "a" or "b" or "c" is the best 
interpretation of the term ’critical thinking'; 
then,

(2) if ”a" implies probabilistic reasoning; and,
(3) if "b" implies probabilistic reasoning; and,
(4) if "c" implies probabilistic reasoning,

one may conclude that

(5) the teaching of probabilistic reasoning is 
appropriate in a critical thinking program.

Probabilistic Reasoning Norms Are Not Intuitively Obvious 

Third, I shall argue that the short shrift given to probabi

listic reasoning in critical thinking programs is problemat

ic, since there is a considerable body of research in 

sociology and cognitive psychology which suggests that 

individuals make systematic errors when facing problems that 

require probabilistic reasoning. Studies by Kahneman, 

Tversky, Nisbett, Ross and others indicate that individuals 

develop from their experience sets of judgmental heuristics, 

or rules-of-thumb, that are employed as guides in the making 

of probabilistic inferences, often at an intuitive level. 

These researchers suggest that, although the "intuitive" 

strategies commonly employed may have been adequate for the 

limited circumstances in which they arose, generating 

"successful" judgments in those particular circumstances, 

those strategies often come to be applied widely and
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indiscriminately, in circumstances in which they are not at 

all appropriate. This, it is claimed, leads to frequent 

errors in judgment.

Further, the sorts of reasoning errors that are described in 

the psychological literature, it is claimed, indicate the 

existence of systematic biases, rather than random errors. 

For example, Kahneman and Tversky maintain many persons 

combine a systematic overestimation of the variability that 

exists among persons in their own "in-group", whatever that 

might be, with a considerable underestimation of the 

variability that exists among persons in other groups.^ 

That is, one might simultaneously reject the stereotyping of 

one's own ethnic group, recognizing that such sweeping 

generalizations could never be valid across such a widely 

variable group, but nevertheless remain willing to make just 

such sweeping generalizations about other ethnic groups.

E.g., One might argue:

(1) given the range of variability along every 
dimension among racial groups, racial prejudice of 
any sort is absurd; therefore

(2) the prejudice whites harbor towards blacks is 
a b s u r d .

The argument of course would be sound if in the second 

premise one intends to refer to only those who are indeed 

racially prejudiced; otherwise the argument illustrates the
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error Kahneman and Tversky describe, since it would involve 

failing to recognize that the variability recognized in the 

first premise applies to every racial group, not merely to 

that with which one is most familiar.

Such reasoning would not generally take on the structure of 

a formal argument; the same faulty reasoning might be 

expressed informally, as in the comment heard on a recent

radio talk-show, "The _______  are as narrow-minded and racist

as they ever were."

As another example of systematic errors in reasoning, 

Kahneman and Tversky, among others, argue that individuals 

commonly display a consistent tendency to give far too much 

weight to a single, vivid piece of evidence, while giving 

far too little weight to a large body of statistical evi

dence, simply because the statistical evidence is more 

abstract, more remote from the individual's personal ex

perience. For example, a person may place considerable 

value on a study showing the nation-wide repair rates of an 

automobile, but nevertheless reject that data on discovering 

a single piece of countervailing evidence in the experience 

of a friend.
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A third example of claimed systematic bias is what Kahneman 

and Tversky term the "representativeness" heuristic. This 

is the induced "rule of thumb" which allows one to infer 

that a sample drawn from a population will be "very much 

like" the population as a whole, and hence to infer that a 

sample has a very high probability of belonging to the 

population it closely resembles. This seems like a plausi

ble enough rule, but it only "works" when certain other, 

fairly uncommon, conditions are met. The traits in question 

must be unique to the population, or at least highly unlike- 

1y to be found outside the population, i.e., the traits must 

be truly diagnostic of that group. For example, if an 

animal on close examination "looks like a bird", in that it 

seems to be feathered, it very likely is. a bird. But the 

fact that Judy "looks like a model" does not entitle one to 

infer that Judy probably is. a model. The error lies in the 

assumption that

(a) the probability that one is. a model, given that 
one looks like a model

is equal to

(b) the probability that one looks like a model given 
that one iss. a model .

The problem with this rule of thumb arises from the fact 

that, in truth, there is no necessary relation whatsoever
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between these two probabilities. This may seem counter

intuitive, but, consider the two probabilities:

(c) the probability that "X” is a male, given that "X" 
is a past President of the U.S.; and,

(d) the probability that "X" is a past President of 
the U.S., given that "X" is male.

The correct probabilistic rule is that the two probabil

ities, Pr(A/B) and Pr(B/A), are completely independent of 

one another (although, if additional information is avail

able, each can be calculated from the other).

Probabilistic Reasoning May Be Improved via Instruction 

The fourth point which suggests that probabilistic reasoning 

ought to be included in critical thinking programs is that 

there is evidence to suggest that the incidence of errors in 

probabilistic reasoning can be reduced when explicit in

struction in the norms of probabilistic reasoning is given.

Fischbein^, for instance, has studied the early development 

of intuitive beliefs about probability, and noted both 

positive and the negative effects of instruction and school

ing. Holland et a l . argue that in reasoning about everyday 

problems people make use of a set of abstract inferential 

rules, and that these rules, "...in addition to being

induced by people in the course of ordinary daily existence,
12can also be taught."
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In the course of this work I shall argue, by elaborating 

upon and attempting to establish these four basic points, 

that "critical thinking" programs would be improved by 

incorporating attention to "probabilistic reasoning".

Chapter Overview

The overall structure of the argument in this work, then, is 

this: In chapter II, I shall discuss "critical thinking";

in chapters III and IV, I shall discuss "probabilistic 

reasoning"; and, in chapter V, I shall discuss issues and 

research related to the teaching of probabilistic reason

ing. I shall conclude in chapter VI by summarizing the 

points previously raised which suggest that probabilistic 

reasoning ought to be incorporated in programs that teach 

critical thinking. I shall consider as well the possible 

objections to that p r o p o s a l .

More specifically, in chapter II, I will set out and con

sider several different interpretations of "critical think

ing", since it is necessary to clarify what is meant by the 

term 'critical thinking' before deciding what would be ap

propriately included in programs intended to teach it. For 

instance, one might ask, Is "critical thinking" merely 

synonymous with good thinking? Is it simply "rational"
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thinking? Or autonomous thinking? Or, do particular 

"thinking skills" exist, which can be taught, and, if so, 

are these skills general, or are the skills specific to 

particular domains or disciplines? Are there certain 

attitudes or dispositions that are necessary for critical

thinking? And, if so, can these be taught?

In this chapter, I will set out a brief overview of several 

prominent approaches to the teaching of critical thinking. 

It should be noted, though, that there is an enormous body 

of literature dealing with critical thinking and critical 

thinking programs, and it is beyond the scope of this work 

to provide a detailed review of that literature. Moreover, 

there are a number of excellent reviews of particular

programs currently available, most notable that of Nicker-
13son, Perkins and Smith, The Teaching of Thinking, 1985 , 

Developing Minds: A Resource Book for Teaching Thinking,

edited by A. Costa,^ and the two volume work, Thinking and

Learning Sk i l l s , edited by Segal, Chipman and Glaser^. In

this chapter, then, I will set out several quite different 

representative interpretations of 'critical thinking1, 

consider the curricular implications of those interpreta

tions, note the paucity of explicit attention to probabilis

tic reasoning, and indicate points at which attention to 

probabilistic would seem appropriate.
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In this chapter, I shall argue that one undisputed goal of 

education is the development of rationality, and that at 

least one aspect of that concept is the adherence to a set 

of norms for inductive reasoning. I shall further argue 

that any such norms of inductive reasoning must involve an 

understanding of the concept of probability, and a knowledge 

of the norms of "probabilistic reasoning".

I will argue that, under any of the major interpretations of 

the term 'critical thinking', programs that teach critical 

thinking would be enhanced by the inclusion of explicit 

attention to the norms of probabilistic reasoning.

I will also consider in this chapter the issue of "domain 

specificity" that often arises with respect to critical 

thinking programs. I will argue that given the ubiquity of 

probability, instruction in probabilistic reasoning can be 

expected to lead to exactly the sort of knowledge that would 

be "transferrable", useful, across wide variety of domains.

In chapter III, I will examine in greater detail the nature 

of probabilistic reasoning, and the importance of such 

reasoning, given the common need for probabilistic judgments
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in practical affairs, e.g., in the processes of estimating, 

judging, decision-making, learning from experience, and 

concept formation.

In chapter III, I will also examine in detail some of the 

claims current in the psychological literature, focusing 

particularly on the work of Kahneman and Tversky. One claim 

commonly made in this literature is that people tend to do 

poorly when faced with probabilistic information because of 

a reliance on sets of inadequate, mostly intuitive heuris

tics. For example, it is claimed that people fail to 

correctly intuit the norms of Bayesian reasoning, and hence 

fail to arrive at correct revised estimates of probability 

after having been given new information. I will critically 

examine several of what have become "classic" examples of 

such errors and biases, and suggest that in some cases, the 

researchers themselves have adopted a somewhat less than 

critical approach to probabilistic reasoning.

In Chapter IV, I will discuss the normative issues, i.e., 

the controversies that exist as to what counts as "correct" 

probabilistic reasoning. I will discuss "Bayesian reason

ing", and examine the current controversy surrounding the 

use of Bayes' theorem as a norm for probabilistic reasoning.

I will examine several of the well-known "paradigm prob
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lems", giving particular attention to the "cab problem" 

originally set out by Kahneman and Tversky. Finally I will 

discuss the implications of the existence of this sort of 

controversy for programs in critical thinking that set out 

to incorporate attention to probabilistic reasoning.

In chapter V, I will consider the issues related to the 

teaching of probabilistic reasoning. I will discuss the 

research into the origins of the ideas of chance and probab

ility in young children, and the early development of 

"intuitions" with respect to probability. I will discuss 

the currently popular notion that the mind in some way 

functions as an "intuitive statistician". This model of the 

mind, which has been dominant in psychology for many years, 

has recently been seriously questioned^. I will set out 

some of the empirical work relevant to the evaluation this 

model, including some of the work on the development of the 

child's ideas of chance and probability, and discuss the 

educational implications of this issue. I will argue that 

the lack of an innate, intuitive understanding of probabili

ty provides all the more reason to explicitly teach the 

norms of such reasoning to students.

I will also examine current approaches to the teaching of 

probabilistic reasoning, including curricula that aim to
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introduce students of various ages to the basic concepts of 

chance and probability, "thinking under uncertainty" or to 

the axioms of the probability calculus.

In chapter VI, I will summarize the points made, draw out

some of the implications for educational programs in criti

cal probabilistic reasoning, and consider some possible 

objections.

It should be noted that it is not my intention to suggest 

that probabilistic reasoning would be in any way a panacea 

to the problems of teaching critical thinking, but merely to 

argue that it is a valuable addition to the individual's

knowledge--an often overlooked but useful element in the 

evaluation of arguments and in the evaluation of informa

tion. In addition, since the lessons learned from an

examination of the norms of probabilistic reasoning would 

often be surprising and counterintuitive, the instruction in 

probabilistic reasoning would serve to encourage students to 

develop a critical attitude toward their own "intuitively 

obvious" beliefs.
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CHAPTER II 

INTERPRETATIONS OF 'CRITICAL THINKING'

Introduction

Clearly, the assessment of the success of any particular 

approach to the teaching of critical thinking will depend on 

the conception of "critical thinking" that is adopted. Yet, 

currently there exists considerable disagreement among 

educational philosophers as to the most useful or ap

propriate interpretation of the term 'critical thinking'.

"Critical thinking" is variously interpreted as:

1. simply, "good thinking";
2. thinking with a particular attitude or disposi

tion;
3. "skillful thinking";
4. "logical thinking";
5. "knowledgeable thinking"; or
6. "rational thinking".

Most theorists, though, would agree that, in some sense, 

"critical thinking" is closely related to "rational think

ing" (although this scarcely helps, since the term 'rational 

thinking' is itself variously interpreted--a purely verbal 

agreement); most would also agree that "critical thinking”

24
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is the sort of thinking that would be useful in "everyday" 

reasoning.

In this chapter I will consider several philosophical 

interpretations of the concept of critical thinking, 

focusing largely on the work of McPeck and Siegel. McPeck 

and Siegel are prominant theorists in the critical thinking 

movement whose views are particularly interesting in the 

present inquiry because, in virtually every aspect of the 

conceptualizations of "critical thinking", McPeck's and 

Siegel's views differ radically. I will point out what I 

take to be flaws in each interpretation, develop what I take 

to be the strongest possible version of each major inter

pretation, and discuss the implications of each for the 

teaching of critical thinking. I will then indicate the 

relevance of probabilistic reasoning for critical thinking 

programs, given either of these different views.

It is not my intention here to try to resolve the underlying 

question, i.e., "what is the "best" interpretation of the 

term 'critical thinking'?". I will argue, though, that 

given the most plausible version of each of these inter

pretations, attention to probabilistic reasoning would be 

appropriate and advantageous.



26
I should note at the outset that most writers on critical 

thinking employ the term, at various points, in several of 

the senses listed above. Clarity is served, however, by 

sharply distinguishing the different possible senses.

1. Critical Thinking as Good Thinking

The term 'critical thinking' is used at times as if it were 

simply a synonym for "good thinking" or "intelligent think

ing". This seems to be the broadest possible construction 

to place on the term--given this interpretation, any tech

nique that improves thinking, in any way, would be ap

propriately taught in a critical thinking course.

McPeck's Usage

McPeck, at times, uses the term 'critical thinking' in this 

very broad sense (although this, it should be noted, is not 

his principal thesis). McPeck writes, for instance, that 

"intelligent thinking" is precisely what most people mean by 

critical thinking--he argues that "...if the disciplines are 

properly taught, we will get the kind of intelligent thought 

from students that we normally associate with the phrase 

critical thinking."* Elsewhere he writes, "...our public 

schools would like to prepare people for making intelligent 

decisions...', and that this goal is accomplished when 

students become critical thinkers.
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Used in this way, the term 'critical', applied to thinking, 

is simply a sign of acclamation, or commendation. It is 

used to confer value, but it gives no indication as to what 

it is. about the thinking that is considered praiseworthy. 

Any thinking that is approved of would thus "count'' as 

critical thinking. This interpretation of the term is too 

broad to be of any practical use in designing a curriculum, 

since one is immediately faced with the question, What is it 

about a particular instance of thinking that makes it count 

as "good" or "intelligent"? And to this question, no answer 

is given.

2. Critical Thinking as an Attitude

Critical thinking is sometimes interpreted as requiring, at 

least in part, a particular attitude or disposition toward 

the activity of thinking. This emphasis on encouraging 

thinking "with a particular attitude" is of course com

patible with other interpretations, e.g., those that place 

an emphasis on teaching logical norms of thinking or the 

norms of particular disciplines. The critical thinker

needs not only to be aware of the norms, and to recognize 

when particular norms are applicable, but also to actively 

appreciate the importance of those norms, whether of logic 

or of the particular subject area. He or she ought to see
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conforming to such norms as a goal clearly worth pursuing, 

not as just another burdensome set of rules set out by an 

authority. It would seem that only with such an apprecia

tion would the student ultimately develop a disposition to 

actually engage in critical thinking.

Both McPeck and Siegel would require a certain attitude of a 

person if that person is to "count" as a critical thinker, 

and presumably, if the person's action is to count as an act 

of critical thinking.

It should perhaps be noted, though, that while the "dispos

ition to act" in certain ways may be considered a necessary 

condition of a p e r s o n 's being a critical thinker, that 

disposition ought not to be considered a necessary condition 

for "critical thinking" per se. One could, I take it, 

conceive of a single, isolated and never repeated act of 

critical thinking. But, this would not be possible were the 

disposition to think critically to be taken as part of the 

meaning of 'critical thinking', since the single instance 

can occur without the disposition.

A. McPeck's Usage

According to McPeck, the particular attitude required for 

critical thinking is skepticism, of an appropriate sort.
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One's skepticism must not be "pernicious"; rather, it must 

be "judicious", or "healthy", or alternatively, "reflect

ive".^ The critical thinker must, moreover, have a disposi

tion to be judiciously skeptical . The interpretation of 

'skepticism' McPeck adopts seems clear--to be skeptical one 

is to suspend belief that available evidence (and by this it 

seems that McPeck means that evidence which is generally 

accepted) is sufficient to warrant belief.*

Unfortunately, the notion of a "judicious" or "reflective" 

skepticism is not explicated, except by the stipulation that 

reflective skepticism is skepticism "intended to advance 

progress toward the resolution of a problem"5. McPeck does 

not explain how one could know in any particular case that 

one's skepticism would count as "judicious", rather than, 

say "foolish". It seems that the "judicious" skeptic in 

McPeck's writing can be understood merely as one who is 

skeptical at the right time, i.e., just when he or she ought 

to be skeptical. Yet if this interpretation is correct, the 

claim that one should be judiciously skeptical would be 

necessarily true, but also tautological and hence empty.

According to McPeck, one engages in this reflective skep

ticism only when one becomes doubtful about the validity of 

the accepted criteria of particular field. "Normal",
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everyday reasoning within the field would not require such 

an attitude, since in such reasoning one would simply 

employ the usually accepted criteria without question. 

Hence "critical thinking" for McPeck is sharply distin

guished from "... 'normal correct thinking' (or standard 

disciplinary thinking)..."6

Since, through the disciplines, we have "...developed entire 

networks of concepts, methods, and procedures for dealing 

with an enormous spectrum of life's familiar (and u n 

familiar) problems..."7, the best way, indeed, the "ration

al" way of approaching any particular problem, according to 

McPeck, is simply to use those established procedures. 

Uncritically? Evidently, yes. "Critical thinking" on this 

view only occurs when "...we have reason to suspect that the 

normal procedures, or beliefs, leave something to be 

desired...on those comparatively rare occasions where we 

suspect something is amiss. On such occasions it is right 

and proper to start questioning some of our fundamental 

assumptions, or beliefs, and to try alternatives..."6

On this account, it seems that "critical thinkers" would be 

onl y those working on the "cutting edge" of a field of 

inquiry, those who are in a position to advance human 

knowledge by challenging and changing the established norms
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of "rational" thought as understood within a particular

discipline. Einstein, for example, would count as a criti

cal thinker. Most of the rest of us would have to settle

for a mere "rationality".

One problem with this account is that, in limiting "critical 

thinking" to those who are engaged in challenging the 

fundamental criteria of judgment in a discipline, this 

account does not seem to capture what is generally under

stood by the term 'critical thinking'. If this is the 

meaning of critical thinking, there would be little reason 

to require that all individuals learn to think critically.

B. Siegel's Usage

Siegel, like McPeck, includes as a necessary condition of 

critical thinking what he terms the "critical attitude or 

critical spirit component of CT."® ("CT" is Siegel's

standard abbreviation of 'critical thinking'.) This

attitudinal component is "the willingness, desire, and 

disposition to base one's actions and beliefs on reasons, 

that is, to do reason assessment and to be guided by the 

results of such assessment."1®

Here, it should be noted, Siegel brings in two different 

dispositions, which for clarity should be distinguished.
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First, Siegel requires that one have a disposition to do 

reason assessment, i.e., to engage in critical thinking. 

But, as was argued above, it is difficult to see how the 

"tendency to do X" can be part of the meaning of X.

The second disposition Siegel requires is the tendency to be 

guided b y , or to actually act on, the results of one's 

critical thinking. That is, a purported instance of 

"critical thinking" must actually have issue in action (or 

belief), or it would not count as "critical". But, if this

disposition is accepted as part of the meaning of critical

thinking, certain problems arise. Suppose that one en

counters a doubtful, problem situation, and begins to think. 

Suppose, further, that one formulates hypotheses about the 

situation, and makes observations to confirm or deny the 

hypotheses, and that, in so doing so, one remembers and

applies the norms of logic, of informal reasoning, and of 

probabilistic reasoning. Suppose that one even considers 

the particular standards of evidence extant in the par

ticular disciplines relevant to the problem. Given Siegel's 

conception of critical thinking, we could not yet say that 

this person has been engaged in critical thinking. That 

assessment could only be made after we observe the thinker 

actually acting, or failing to act, on the basis of the 

reasoning. In some cases, e.g., in long-range planning, it
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might well be years before one could decide whether the 

thinking that took place was, or was not, "critical". 

Moreover, suppose the person decides to act on the reason

ing, and does act on it, but then later in the same cir

cumstances, recalls that earlier thinking, but decides not 

to act upon it? Given Siegel's account, it would seem that 

the same instance of reasoning, if acted upon, would count 

as an instance of "critical thinking", but later on, when 

not acted upon, would not count as such. But this seems an 

unacceptable consequence of the requirement that "willing

ness to act" be part of the meaning of 'critical thinking'.

There are several other problems with this explication of 

'critical thinking'. First, both of these dispositions, to 

do critical thinking, and to act upon that thinking, would 

seem to be characteristics of the person doing the thinking, 

not of the thinking itself. But unless we can accurately 

characterize a single instance of critical thinking, we 

cannot tell whether a person has indeed engaged in a long 

string of such thinking, and so we cannot tell whether the 

person has or has not developed a disposition to think 

critically.

Siegel seems to treat "CT" as a sort of lifestyle that one 

is to adopt, rather than as particularly way of thinking
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that would be useful if it were generally followed. Siegel 

argues that it is only possible to characterize "critical 

thinking" in the full sense by setting out the characteris

tic traits of the person who is. a critical thinker.

While it is possible to require that each act of thinking be 

undertaken with a certain attitude in order to count as 

"critical thinking", the requirement that a certain disposi

tion exist could only apply to the person doing the think

ing .

I would agree that the notion of "critical thinking" does 

indeed imply an attitude, viz., critical; the question is,

critical of what? And in what sense?

The answer, I take it, is critical of one's own thinking 

processes, i.e., one must be "self-critical". The intended

sense is not the sense of "harsh or negative assessment" of

one's self. Rather, what is required is the application of 

a set of norms to one's thinking, by means of which one may 

judge the quality of that thinking. "Critical thinking", in 

other words, involves the critiquing of one's own thinking. 

It is this sort of critical attitude that would be necessary 

to lead one, at any particular juncture, to recall or to

seek out appropriate criteria and standards of judgment,
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whether from the field of logic or from the specific 

"subject-area", and to apply those standards to the problem 

at hand. And, if one were to habitually maintain that 

attitude, and persistently engage in this sort of critique, 

one would then "count" as a "critical thinker", i.e., one 

who has the disposition to think critically.

C. Probabilistic Reasoning and the "Critical Attitude"

It is the absence of just such a critical attitude that 

seems particularly evident whenever "numbers" creep into an 

argument, e.g., when one must estimate the chances or 

probability of an event. The same lack of self-critique 

seems to arise regularly in the making of predictions and 

class attributions. This would not, perhaps, be thought 

problematic, were it not for the rather large body of 

evidence brought out in the psychological literature 

indicating persistant cognitive illusions, biases, flawed 

heuristics and incorrect "intuitions" with respect to 

probability. An uncritical reliance on one's own existing 

beliefs can thus easily lead one into error. But, the 

deficiency in critical attitude cannot be remedied unless 

one possesses a set of norms by which to assess one's 

thinking. To engender the desired attitude in probabilistic 

problems, students must be taught the norms of probabilistic 

r e a son ing.
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The study of probabilistic reasoning would constitute a 

particularly fertile field for exploration in a critical 

thinking classroom, because, while the basic norms of 

probabilistic reasoning are simple and well understood, the 

application of these norms to particular problems is often 

highly counterintuitive and seemingly paradoxical.

The student, in studying probabilistic reasoning, is thus in 

a position to learn: a) that general norms of reasoning do

exist, and should be applied; b) that one cannot simply 

memorize a list of rules of reasoning to be mechanically 

applied--one must continue to ask how and whether a pa r 

ticular standard would be applied to a particular situation 

or problem; and c) that one's own initial judgments, and a 

fortiori, one's "intuitions" are subject to critical 

evaluation, and to change as the result of that evaluation. 

This is precisely the explication given by McPeck (quoted 

above) of the "critical attitude".

3. Critical Thinking as Skilled Thinking

This interpretation is built on what seems to have become a 

dead metaphor, that "thinking" is a mental skill, comparable 

in significant ways to ordinary physical skills. Like other 

skills, thinking would simply be an activity at which one
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becomes more proficient over time, given training and 

practice

The "thinking skill" metaphor may sometimes taken quite 

literally. Thinking is then understood as an a b i 1itv to 

perform certain cognitive functions, and it is the student's 

ability to think that is to be improved, via exercises in 

thinking. The primary focus of a course in thinking would 

be on the improvement of the thinking process itself, 

construed as a set of physical functions. This end, it 

seems, would be accomplished by improving the efficacy of 

brain functions, e.g., improvement of memory, short and 

long-term recall, or the ability to perform analogical 

thinking.

A. Norris' Usage

Just such an interpretation is set out by Steven Norris. 

Norris writes: "To say someone has 'critical thinking

ability' is to make a claim about a mental power which that

person possesses. Mental powers, in turn, arise from mental
\7structures and processes..." Hence, according to Norris, 

to effectively teach "thinking", for instance, mathematical 

thinking ability, we would first need to discover "the

mental processes which the child uses to s o l v e . .. prob-
1 __ _ it 13e m s •■•
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Some of the specific "thinking skills" that might be taught, 

for example, would be the skill of analogical reasoning, the 

skill of problem-structuring, analysis, classification, 

categorization, and synthesis. Just such a ski 11-oriented 

program is described by Charlton, in "The Direct Teaching of 

Analysis"**. In this program each particular "cognitive 

skill" is itself explicitly taught before any attempt is 

made to actually apply the skill to any subject matter. For 

instance, the student would memorize the "steps" in analy

sis, and would only then practice the skill of analyzing in 

various contexts.

The "skills" paradigm was introduced by Bartlett in 1958.^ 

Although seldom taken as literally as it seems to be by 

Norris, the skills paradigm arises frequently. This model 

is strongly critiqued by McPeck.

B. McPeck's Critique of Thinking Skills

1. General Thinking Skills

McPeck rejects the notion that critical thinking is a single 

mysterious "general skill", similar to general intelligence 

(despite his occasional equating, noted above, of critical 

thinking and intelligent thinking). McPeck argues that, 

just as one would not set out to teach a "general athletic
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skill" dissociated from any particular skills in some 

particular sport, similarly, one should not set out to teach 

"general thinking skill", dissociated from any particular 

"skill" in reasoning within the context of some particular 

subject areas, viz., the disciplines.^

McPeck rejects the belief that one can be taught "thinking-

in-general", because, he writes, whenever one thinks, one
17must be thinking "about some particular thing or subject". 

He concludes that, since "...specific subject content deter

mines the required ingredients of thinking critical1y .. . the

notion of 'general critical thinking skills' is largely
18m e anin gless."

McPeck argues that the term 'reasoning ability' itself is 

misleading and should be eschewed, since it subtly suggests 

the existence of some sort of "single underlying capacity"; 

he argues that " reasoning ability covers all manner of 

cognitive phe n o m e n a , scarcely any cluster of which resembles
iqanother". Hence no single generalized program could be 

effective in improving a person's performance of all those 

various specialized cognitive skills. McPeck concludes that 

the term 'general reasoning ability' itself is incoherent.
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2. Specific Skills

McPeck also rejects the notion that critical thinking is to 

be equated with the use of a single set of what he terms 

"specialized skills", viz., the "specific skills" of logic 

and argument analysis. He continues, though, at times to 

speak of critical thinking as a set of mental "capacities". 

For instance, he tells us that conscientious teachers try to 

"improve the various thinking capacities of students".

Nevertheless, despite the rejection of both the "specific 

skills" and "general skill" models of critical thinking, 

McPeck does seem to implicitly accept the notion that 

critical thinking is some sort of a skill. Like Norris, 

McPeck speaks of critical thinking as an "ability" that must 

be developed, or a "capacity" that must be fulfilled. 

"Reasoning ability", he writes, is a matter of the inter

action of numerous "cognitive phenomena". The mind, it 

would seem, can be made to function more efficaciously if 

given the proper instruction, and when this occurs, better 

thinking will result. Presumably, from an improved thinking 

process, a better quality of thoughts will emerge.



41
3. Logical Skills

According to McPeck there is a sharp, qualitative d i f 

ference, a difference in kind, between: a) the teaching of

"logic", which he interprets as the teaching of a set of 

"specific thinking skills"; and b) the teaching of "the 

disciplines", which he interprets as the attempt to teach 

"information", or a body of knowledge. But this distinction 

breaks down when the teaching of logical reasoning "skill" 

is understood as the teaching of a set of norms by which 

lines of reasoning are to be judged, rather than as the 

teaching of a set of "skills" in the ordinary sense. Logic 

can be considered one of the disciplines to be taught, a 

particular body of normative knowledge which differs from 

other disciplines only in the broad, indeed universal, 

applicability of its subject matter.

McPeck does argue that "classical logic" simply does not

have this broad applicability across the traditional dis-
21ciplines --a point to be considered in detail later.

C. A Critique of the Thinking Skills Paradigm 

But despite the common use of the term 'thinking skills', it 

is not clear that this is a useful metaphor, nor that in 

teaching "critical thinking" we aim to improve a certain set 

of desirable skills or cognitive capabilities. The ques
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tions that must be addressed are, Is "thinking" most 

usefully construed as a skill? How much similarity exists 

between the putative mental skill of thinking and an u n 

disputed "model case" of a skill, a physical skill? In what 

sense, if at all, is it useful to construe thinking as a 

sort of skill, and "critical thinking" as skillful thinking?

As a model case of a skill that a student might acquire, we 

might take "typing". In teaching this physical skill, one 

would try to improve upon, or to fine-tune, certain neuro

muscular phenomena--e.g ., eye-hand coordination, rhythm, 

speed, agility and strength. With practice, these phenomena 

would become automatic, habitual; the physical activity 

would no longer require a conscious effort. Nor would the 

performance of the activity require any t h ought. The 

skilled typist could initiate the activity at will, and 

could perform it proficiently without needing to devote any 

particular attention to it.

Yet, in this respect the putative mental skill differs from 

the physical. One could not say, for instance, that one 

has developed one's "skill in analysis" to such a high level 

that one is now able to perform the most complex of ana

lyses, without even thinking about it.
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With respect to the physical skill of typing, one would 

expect to see a considerable amount of "transfer" of train

ing--^.g., the student who was an accomplished pianist would 

probably do much better at typing, at least in the begin- 

ing, than the student who had no prior opportunity to 

develop manual dexterity.

In teaching a (primarily) physical skill such as typing, one 

would rely largely on an extensive repetition of various 

exercises of increasing difficulty. Unfortunately, while we 

have a good idea of the sort of exercises that might improve 

this sort of physical skill, that would facilitate a 

particular neuromuscular performance, we seem to have no 

comparable knowledge about how to improve the "cognitive 

phenomena", i.e., the mental functions that presumably are 

involved in performing a mental task. The development of a 

set of exercises that would actually improve the functioning 

of the mind/brain, and that would in this sense "improve 

thinking", seems a remote possibility (though such claims 

are often made, for instance, for various meditation 

exercises said to improve concentration, or biofeedback 

devices to enable one to generate at will particularly 

propitious brain-wave patterns, etc.).
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It seems true that, if one were to set out to improve 

"thinking skills", in this sense, in which the skills in 

question are taken to be analogous to ordinary physical

skills, one would need to focus attention on the simpler 

skills, rather than on some single complex, and putative

"general skill". Paradigm cases of such mental skills might 

be: skill in observation; in memorization and recall; in

rapid reading; and even, perhaps, in speaking foreign

languages. In each of these cases one could readily imagine 

repetitive exercises that would bring the student from the 

initial unskilled state of clumsy ineptitude, to a state of 

far greater "mental proficiency". The activity, for in

stance, understanding Russian, would change from one requir

ing considerable mental effort, attention and will-power, 

to one that proceeds habitually and effortlessly.

But, unfortunately, it is not at all clear that the student 

whose "mental skills" had been so improved would, as a 

result of that training, be a "critical thinker" in the 

commonly accepted sense of being in some sense "more ration

al", nor would that person seem likely to be any more 

successful at resolving everyday problems than one whose 

mental functioning was less skilled.
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The "skill" in the thinking skills metaphor could, however, 

be interpreted in another way. Just as a "skilled" car

penter is one who possesses a great deal of knowledge about 

his or her particular craft, a "skilled thinker" might be 

construed as a thinker who possesses, and is able to make 

appropriate use of, a body of expert knowledge about the 

thinking process itself. The skilled carpenter is not 

merely proficient at hammering nails; he or she knows when 

to use certain types of nails, e.g., galvanized vs ordinary, 

to accomplish a certain goal in certain context. The 

skilled carpenter has an extensive background of knowledge 

and experience, and a history of successful application of 

the knowledge base to a variety of problems.

Programs to develop "thinking skills", if based on this 

conception of skill, might adopt a "meta-cognitive" a p 

proach, teaching students to become conscious of their own 

processes of reasoning, through, for instance, "think- 

aloud" exercises or the development of "verbal protocols".

Or, such programs might emphasize instruction in the use of 

efficacious "thinking strategies". Students might be 

taught, for instance, specific problem-solving strategies, 

such as "using trial and error", or "working backward in 

problem-solving". An example of such an approach would be
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22De Bono's CoRT Thinking L e s s o n s . The emphasis here is on 

the skillful performance of the activity of thinking.

But, the thinking skills metaphor could be taken in yet

another sense. The "skilled thinker" might be one who 

possesses and makes use of a particular body of expert 

normative k n o w l e d g e , viz., knowledge not merely about the 

p r o c e s s , and/or strategies of thinking, but knowledge of the 

criteria by which the product of that reasoning process is 

to be judged. These criteria may be variously interpreted- 

-one might take these norms to be, for instance, the norms 

of formal and/or informal logic, (as do those in the

Informal Logic Movement) or_, as particular sets of norms 

applicable to various fields of study (as does McPeck). The 

critical thinker, "skilled" in this sense, is thus one who 

is in a position to evaluate arguments, to determine whether 

conclusions are warranted. The emphasis is less on produc

tion of a skillful performance than on the development of a 

discriminating judgment in the evaluation of the perfor

mance, i.e., of the thoughts of oneself and others.

Note that, in common cases of physical skills, the ability

to perform and the ability to judge a performance are in

dependent. One may possess either ability without possess

ing the other. For instance, a judge of a gymnastic com



47
petition possesses the knowledge needed to evaluate and 

critique the gymnast's performance, but would not personally 

possess the ability to skillfully perform the activity being 

judged.

But, this seems an odd aspect of this version of the

"skills" model, when applied to thinking. The person who 

possesses the normative knowledge necessary to assess

thinking, who can appropriately critique a line of reason

ing, and who is engaged in judging his or her own thinking 

according to the applicable norms, is. thinking critically. 

I.e., the one who skillfully judges gymnastics is not by

virtue of that judging activity doing gymnastics, but the 

one who skillfully judges thinking is., in the very act of 

judging, doing critical thinking. The term 'skill' when 

used in this sense is misleading, since what both the

"skilled" judge of an Olympic performance and the "skilled" 

judge of thinking are expected to possess is knowledge and 

understanding, rather than a "mental ability".

D. Probabilistic Reasoning and Thinking Skills 

In many every-day problems, for instance, those sketched out 

in the introduction, and others to be examined in detail in 

later chapters, the applicable norms are the norms of 

probabilistic reasoning. Hence, if the "skilled thinking"
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interpretation of critical thinking is construed in this 

last sense, the successful critical thinking program should 

provide the student with an understanding of the norms of 

probabilistic reasoning. Such a program, involving the 

direct teaching of those norms, would be a necessary 

addition to critical thinking courses if a) the appropriate 

norms are not generally induced from experience, and b) the 

problems requiring probabilistic reasoning are both common 

and significant. The evidence set out in the next chapter 

suggests strongly that both (a) and (b) are the case.

4. Critical Thinking as Logical Thinking

In this interpretation, "critical thinking" is understood to 

be that thinking which conforms to the standards of de

ductive logic and/or informal logic. To become a "critical 

thinker" the student must acquire an understanding of the 

rules and norms of logic, as well as some competence in 

developing and critiquing arguments. Critical thinking 

programs based on this interpretation stress the con

struction of valid deductive arguments, and the recognition 

and avoidance of informal fallacies. Such programs have 

been said to constitute the "standard" approach. These 

programs, however, would be incomplete as introductions to 

logic unless explicit attention is given to the reasoning 

norms applicable to inductive arguments. Although informal
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logic courses do point out some probabilistic errors, e.g., 

hasty generalization, general observations about the

existence of such fallacies would not teach students the 

factors that would make particular generalizations "hasty" 

or unwarranted. Without an understanding of those factors, 

the student is unprepared to avoid the probabilistic errors.

McPeck rejects the "analysis of arguments" interpretation of

critical thinking, concluding, oddly enough, that argument

analysis ought not to be regarded "as the equivalent to, or

a substitute for, "general reasoning ability" (emphasis 
24added) . But, he has already rejected the notion that

thinking critically involves the deployment of some general 

"thinking ability".

One should also note that, as indicated above, when one 

teaches argument analysis, it is not a "skill", but a set of 

norms and criteria for good reasoning that is being taught. 

It is only when the student has acquired a knowledge that

those norms exist, and some knowledge of what they are, that

that student is in a position to critically and effectively 

evaluate the quality of his or her own arguments.



50

A. The Problem of Transfer

McPeck also at times argues the empirical, psychological 

thesis that students' knowledge of the norms of deductive 

logic and/or informal logic, whether applicable or not, 

simply does not "transfer" across the boundaries of the 

disciplines. McPeck thus rejects the "standard" approach to 

the teaching of critical thinking on the grounds that it is 

pedagogical 1y ineffective.

McPeck consistently contrasts what he terms the "standard 

thinking skills" interpretation of critical thinking, i.e., 

the "logical thinking" interpretation, with his own "knowl

edge and information" interpretation. He does, however, 

acknowledge that "...some kinds of specific knowledge and 

information will have far more transfer capacity than other 

k i n d s . . . t h a t  the problem is to find "...the kind of

knowledge likely to be the richest or most powerful from the
26point of view of transfer." McPeck thus rejects the 

"standard" approach to the teaching of critical thinking as 

pedagogical 1y ineffective.

McPeck's answer to the question "What knowledge is richest 

and most powerful?" is, simply, the knowledge of the tradi

tional disciplines that a liberal education comprises.
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"...I see no competitive substitute for a liberal educa

tion."^ Here as elsewhere McPeck ignores the obvious, that 

those who interpret "critical thinking" as logical thinking 

and recommend the explicit teaching of critical thinking do 

not at any point suggest this as a "substitute" for a 

liberal education, but simply as a significant component of. 

such an education.

While the question of "transfer", as often noted, is an 

empirical question, the more important question of the 

applicabi1ity of certain sorts of knowledge is not. It 

would seem that one kind of knowledge that would have the 

desired broad applicability would be the knowledge of the 

norms of logic; a second sort would be knowledge of the 

norms of probabilistic reasoning.

But McPeck explicitly rejects the notion that logic has this 

broad applicability, arguing that, although "logic" is 

valuable, it cannot be and ought not to be applied indis

criminately across disparate fields. McPeck asserts that 

there does not exist a single monolithic "logic" that is ap

plicable to all fields of inquiry. Each separate di s 

cipline, he claims, has a "logic" all its own: "...there

are almost as many distinguishable logics, or kinds of
28reasoning, as there are distinguishable kinds of fields."
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Hence, any attempt to teach a single logic that would be 

equally applicable across different disciplines is (logic

ally?) doomed to fail.

McPeck does acknowledge that "the tools and rigor of logic" 

would be important in thinking critically, even within 

particular fields. However, he makes a number of dubious 

assertions about the nature of "logic". For instance, he 

asserts that there exist uniquely appropriate "logics" for 

different subjects. "Just as there are different kinds of 

'language games'...so there are different rules of predica

tion, or 'reasoning'...which govern the different kinds of 

thought. He goes on to claim that the syntax of each logic 

is determined by the semantics: "A bit more formally, the

actual rules for what is a 'well-formed formula' (i.e., an 

intelligible statement) is [sic] determined at the semantic 

level of discourse. Thus, there are almost as many distin

guishable kinds of reasoning as there are distinguishable 

kinds of subjects."*®

But this claim is simply untrue--correct syntax in a system 

of logic is not determined by the semantics of the terms 

used in that system. It is true, though, that semantics, 

the meanings of the terms, would determine which predicates 

are in fact generally meaningfully applied to which en-
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tities. For instance, one could not correctly assert 

(except metaphorically) that "sleep is green", or "snow is 

happy", since those particular predicates happen not to 

apply to those entities. But this does not establish

McPeck's point--to say that some predicates are only a p 

plicable to and possibly true of certain entities is not to 

say that the rules of deductive logic are subject specific.

McPeck does allow that "classical logic" is not entirely 

irrelevant to his postulated "unique logics" of the separate 

disciplines. He writes that, although the rules of the 

logics of each field are "...not determined by classical

logic, these rules will, by and large, obey classical
i «  "31 i o g i c .

McPeck's position raises some questions. The first is, is 

it true that there are "special logics", applicable only to 

particular curricular subject areas? The implication is 

that there are "logics" that apply onl y to Art, Music, 

Physics, Biology, History, Literature, etc.. And if so, the

"logic" applicable to, say, Modern Literature could be

different from that used to understand Shakespeare, or 

Beowulf. If, as McPeck claims, one needs to learn a 

di fferent logic for each "distinguishable field", and if 

there is no non-arbi trary way to limit what counts as a
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"distinguishable field", then one must postulate an infinite 

number of specific, non-generalizable "logics".

The second question is, are there aspects of deductive logic 

that not only would not apply to particular fields, but 

would be inimical to the understanding of particular fields? 

I.e., would the learning of logic be not only insufficient, 

but actually detrimental to one's effort to grasp the 

postulated "special logics" of the particular subject areas?

It seems McPeck would answer in the affirmative on both 

counts. He writes, for instance, that mathematical reason

ing and moral reasoning or literary reasoning are so 

different that "...not only are the canons of validity 

different, but what might be fallacious reasoning in one
32context or domain, might be perfectly correct in another. 

And this he asserts is a "fact".

If this view were correct, then the study of the norms of 

logic and, a fortiori, of probabilistic reasoning, would be 

of limited value. But it seems that when McPeck speaks of 

the "logics" of different fields, what he refers to are not 

norms of logic, but rather merely the conventions of 

methodology, and the accepted explanatory theories in 

different fields. The chief and definitive characteristic
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of a "logical truth" is that such a statement is true in 

every domain, given any interpretation. Its proof is 

domain-independent. For instance, in every context, it is 

true that (x)Fx --> Fa. This is simply what is meant by 

saying that "x" is a logical truth. Hence it is a simple 

error in language usage to claim that "x" is a logical truth 

but that the truth of "x" is domain-specific. So, McPeck's

sets of "domain-specific truths" cannot be said to con

stitute "logics" in the strict sense.

But, having rejected the universality of logical truths, 

McPeck goes on to deny that critical thinking should be 

understood as logical thinking of any stripe. According to 

McPeck, "logic is to be distinguished from critical thinking

precisely because it is not logic, but information which is
33relevant to reason assessment". In the "area of complex

information ... the lion's share of the difficulty comes

from the intelligibility and reliability of this informa-
34tion". McPeck's point here, that one key aspect of any

critical thinking is the assessing of information, is a good 

one. Let us turn, then, to McPeck's positive thesis, that 

critical thinking ought to be understood as the successful 

evaluation of knowledge claims within a particular dis- 

c i pline.
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5. Critical Thinking as the Evaluation of Knowledge Claims

A. McPeck's Interpretation

This interpretation of critical thinking is advanced by 

McPeck, principally in Critical Thinking and Education 

(1981)33, and in Teaching Critical Thinking (1991)38.

McPeck begins the explication of "critical thinking" by 

examining the characteristics of the individual who does the 

critical thinking--critical thinking, he writes, is "that 

which a critical thinker does". And in McPeck's view, the 

"critical thinker" is one who has "...the ability to reflect 

upon, to question effectively, and to suspend judgment or

belief about the required knowledge composing the problem a
37hand." A person is a critical thinker precisely when that 

person possesses "the disposition and the skill" to suspend 

his or her belief that "the available evidence from the 

pertinent field or problem a r e a ...[i s ]. . . sufficient to 

establish the truth or validity of...[a proposition within 

that field]."38

It would seem, at first glance, that, given this interpreta

tion, critical thinking would not be much of a trick--since 

virtually any individual capable of thinking at all would be 

mentally capable of "reflecting", of "suspending belief",
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and of "questioning". The difficulty in achieving "crit

ical " thinking of this sort arises only from McPeck's 

stipulation that the critical thinker's questioning must be 

"effective"; his or her suspension of belief must be a 

"skilled" suspension. But, without an explication of what 

it is that makes an instance of questioning "effective", 

this interpretation adds little to the notion that critical 

thinking is "good thinking".

McPeck argues that "critical thinking" can only be taught 

within the confines of the traditional disciplines, since 

the student must first be made aware of what constitutes 

"accepted evidence" for propositions in a given field, 

before he or she is in a position to be critical of that 

evidence in the desired effective way.

McPeck sometimes terms his interpretation an "epistemolog- 

ical" or "semantic" approach. He sets out what seems an 

uncontroversial point, that "...a minimal condition for 

understanding a good reason in any field is that one under

stand the full meaning of the specialized, and often techni-
39c a l , language in which these reasons are expressed."

The claim that having an understanding of the meaning of the 

terms in a statement is a necessary condition for evaluating
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the truth of that statement would seem to be incontrover

tible. It would also seem unremarkable. But McPeck places 

a great emphasis on this condition, writing, "...it is this 

straightforward semantic dimension of the assessment of 

statements and arguments which I wish to stress as the most 

important, most difficult, and the most fruitful area to 

pursue for the development of critical thinking in any 

field."<0

Yet, when McPeck sets out examples purporting to show the 

importance of understanding the meanings of concepts, he 

seems to shift his ground, arguing that it is the truth (as 

opposed to the meaning) of the statements that is primarily 

at issue.

McPeck makes a second uncontroversial point, that an under

standing of the norms of logic are not sufficient for 

critical thinking, since those norms will not enable one to 

evaluate the truth of one's premises. McPeck correctly 

notes (maintaining the above noted shift) that "...the truth 

of the premises is every bit as important as the validity of 

the argument"^. He notes that often one's difficulty in 

evaluating the conclusion of an argument lies in "...deter

mining the truth, not the validity, of various statements
42and putative evidence."



59

Clearly, effective reasoning requires the development of a 

sound argument, not merely a valid argument (though argument 

validity would nevertheless remain a necessary condition for 

critical thinking).

B. Probabilistic Reasoning and the Evaluation of Knowledge 

Cl aims

Unfortunately, knowledge of the "truth" of the premises is 

notoriously difficult thing to come by. Even in a very 

simple argument--e.g .,

(1) The deed was done, in the house, by some person, 
at some time;

(2) The butler was alone in the house when the deed 
was done; therefore,

(3) The butler did it,

we have no simple way to establish the truth of the prem

ises. We must ask ourselves, Given the evidence at hand, 

how likely is it that this premise is true? It is seldom 

possible to simply "determine", in some clear, demonstrable 

fashion, the truth of a premise; instead one must make a 

judgment of probabi1ity with respect to its truth.

The need to make judgments of probability is especially 

apparent in the examples that McPeck uses. For instance, 

McPeck writes that in evaluating the radically different
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economic conclusions reached by Republicans and Democrats, 

"what I needed to know was whether the various premises were 

in fact true..." But even the most knowledgeable and fully 

informed economist would be hard pressed to establish, 

definitively, that the premises of one or the other argument 

are "in fact true". Instead, a judgment of probability 

would be required.

McPeck recognizes the difficulties generally attached to 

finding the truth of the premises. Indeed, he explicitly 

faults those who interpret critical thinking as logical 

thinking for treating "knowledge" as simple and u n 

problematic, "more or less unambiguous, non-controversial 

and conceptually simple."^ It appears to be his view, 

though, there are no general principles of reasoning that 

would be relevant to establishing the truth of the premises. 

One would simply have to acquire more "information".

Yet, an understanding of the fundamentals of probabilistic 

reasoning would give the student a basis for critically 

assessing the truth of the premises, i.e., estimating the 

probability that each particular statement is true, given 

the evidence for its truth.
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C. Determining the significance of evidence 

According to McPeck, one must recognize that "...some 

data...enjoy a much higher degree of certainty and reliabil

ity than others. All so-called data is not on an equal 

footing."^ McPeck seems here to conflate the quite distinct 

notions of the "truth" of one's data and the "significance" 

of that data. One might easily imagine acquiring a piece of 

quite uncontestedly true information which would neverthe

less be irrelevant to the problem at hand. Hence there are 

two distinct problems that the critical thinker must re

solve. He or she must determine first, whether a premise is 

true, requiring a judgment of probability, and second, 

whether it matters that it is true. And, this second 

problem once again requires that one make a judgment of 

probability, this time of conditional probability. That is, 

one must consider whether the probability of the truth of 

the conclusion would be h i g h e r , or lower, or exactly the 

same, given the truth of the premise in question.

McPeck contends that in evaluating the significance of a 

piece of evidence, and in incorporating new information into 

one's existing store of accepted information, there are no 

general norms that might be brought to bear. He neglects 

to note that the norms of probabilistic reasoning do. provide
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one with a useful content-neutral set of necessary condi

tions for good judgment in this task. These norms do not, 

of course, provide one with a mechanical decision process, 

but they do enable one to recognize and avoid clearly 

fallacious inferences. Such a fallacious inference, for 

instance, would be the belief that the probability of a 

hypothesis' truth, given certain evidence, is equal to the 

probability of the evidence given the truth of the hypothe

sis .

D. An Example

McPeck inadvertently provides an example of an argument in 

which it is the significance, not the truth, of a premise 

that is at issue. McPeck argues that understanding of the 

norms of logic is neither necessary nor sufficient for 

critical thinking. In attempting to demonstrate that 

logical norms are not necessary, McPeck gives us what 

appears to be a straightforward empirical observation: 

"That certain specific skills are not necessary for critical 

thinking is evidenced by the fact that many people can and 

do display critical thinking who have never been directly 

taught...the specific [logical] skills supposedly required 

of critical thinkers."^ (This begs the question, since it 

assumes that those unable to evince an understanding of
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logical inference nevertheless could count as critical 

thinkers, but that is not the chief problem.)

The "evidence" McPeck advances in support of this assertion 

is of interest: He writes that "As the Watson-Glaser norm

data shows, people with conventional liberal arts educations 

tend to score highest on their test; and there is little 

reason to believe that these people have been directly 

trained in any of these specific skills (e.g., the informal 

fallacies, etc.)."^

But, notice that the statement given as evidence, even if

true, cannot be considered by McPeck to be significant.

since elsewhere (2 pages earlier) McPeck argues that the

Watson-Glaser test does not in fact measure critical

thinking at all. Rather, the test, he writes, measures
10merely "...general scholastic ability, or i n t elligence...".  

Whatever it is that the test measures, according to McPeck, 

it is not "critical thinking".

McPeck errs, then, when he uses Watson-Glaser test-score 

data as "evidence" in support of his claim about critical 

thinkers, because, given his own argument, that data is 

irrelevant. Note that in this example, contrary to McPeck's 

thesis, the "truth or falsity" of the statement offered in
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evidence is not the point at issue--it may very well be true 

that the "liberally educated" score highest on the test. 

Let us suppose that it is. true, and that the "facts" are 

exactly as McPeck states them. What we would still need to 

know to evaluate the argument, indeed, the key question, is, 

What is the significance of the piece of data given us, 

viz., the fact that those who lack logical skills score 

highest on the Watson Glaser test? I.e., given that 

information, what change would be warranted in our degree of 

belief in the truth of the conclusion, viz., that logical 

skills are not necessary for critical thinking? And this, 

of course, is a probabilistic question. It is clear, if we 

know that the test does not measure critical thinking, that 

the test-scores McPeck cites must be quite irrelevant to his 

thesis. The evidence has no bearing on the probability that 

the hypothesis is true.

While an understanding of the norms and pitfalls of probabi

listic reasoning would not make the answer "easy", that 

understanding would enable one to avoid clearly fallacious 

inferences.

In McPeck's view, it is information, and the assessing of 

information, which is of paramount importance. In reason

ing about public issues, he writes, "...the lion's share of
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the difficulty comes from the intelligibility and relia-

Jftbility of this information.' But, in the assessing of the

significance of information, and in the incorporation of new 

evidence into a body of old knowledge, one is essentially 

involved the re-evaluation of the p r obabi1ities of outcomes, 

or the 1ikelihood of hypotheses, given that new information. 

And thus that re-assessment that McPeck requires of critical 

thinkers is, in effect, a requirement that involves the 

thinker in probabilistic reasoning.

What is it that makes a piece of evidence or information 

"relevant" to a situation, and therefore significant to 

one's reasoning? It is that, as the result of one's 

acquisition of that new information, there is a change in 

the probabilities that exist (or are believed to exist) . 

The probability in question in such an evaluation would be 

interpreted as epistemic probability, the degree of con

fidence one is newly warranted in having in the belief that 

a particular assertion or hypothesis is true (e.g., one 

could be warranted in believing the proposition, "The butler 

did it" to various degrees, depending on the evidence one 

has). One would attempt to act "rationally" by revising 

one's estimate of the degree of confidence warranted in a 

hypothesis in accordance with the norms of probabilistic 

reasoning.
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It should be noted here, in anticipation of the possible 

objection, that often one simply has no idea what the 

significance of new information is, and certainly cannot 

begin even rough "intuitive" assessments of probability. At 

such times, one would have no recourse but to admit that the 

new information cannot be usefully incorporated with the 

old. But, more generally, one can profitably ask such 

simple questions as "How likely would it be that the ob

served event would have occurred if my current hypothesis 

were right? And, even more importantly, "How likely would I 

be to observe this event, if my hypothesis were incorrect?" 

Only if such simple questions can be given an answer, 

however rough, would one be in any position to make an 

assessment of the changed likelihood that one's hypothesis 

is indeed correct. And one would need to recognize the 

"basic rules", for instance, that the probability one is 

interested in, the probability of the hypothesis given the 

evidence, Pr(H/e), is not simply equivalent to the probabil

ity of the evidence given the hypothesis, Pr(e/H).

Without, though, any explicit understanding of the relation

ship between new information and old, one is left to rely on 

purely guesswork estimates of the significance of informa

tion.
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6. Critical Thinking as Rational Thinking

A. S i e g e l ’s Interpretation of Rationality

The view that the term 'critical thinking is best understood 

as "rational thinking" is advanced by Harvey S i e g e l , in 

Educating Reason. Rationality, Critical Thinking and 

E d u ca tion. Siegel argues that "critical thinking" is

coextensive with rationality, that critical thinking is 

nothing more or less than the "educational cognate" of 

rationality. To reach a full understanding of critical

thinking then, we would need to understand rationality 

itself. Siegel acknowledges that at present we lack a fully 

elaborated theoretical account of rationality, but offers 

nonetheless a brief sketch. He interprets rationality as

being "'coextensive with the relevance of reasons'"^; to be 

rational is simply "to believe and act on the basis of 

reasons". Accordingly, Siegel terms his conception of 

critical thinking the "appropriately moved by reasons" 

conception. The critical thinker, then, is the person who 

is rational, i.e., who "...appreciates and accepts the

importance, and convicting force, of reasons."^

But, this characterization seems less than helpful when one 

sets out to teach critical thinking. In teaching critical 

thinking, we need not simply to establish a motivation, a
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disposition, the willingness to think critically--we need to 

show the motivated learner why it would be "appropriate" to 

be moved by certain reasons and not by others. To do so, we 

need to focus not on the desired characteristics of the 

learner, but on the characteristics of those reasons that 

the learner ought to be moved by. More generally, we need 

to focus on the c r i t e r i a , the norms by which reasons in 

general are to be judged as significant, or conclusive, or 

w o r t h l e s s .

1. Reasons and Principles

Clearly then, if one is to understand the twin concepts, 

"rationality and "critical thinking", one must have an 

understanding of the notion of "reasons". Siegel gives some 

indication of what would, and would not, count as a reason. 

According to Siegel, "rational thinking" is also equivalent 

to "principled thinking", since a statement does not count 

as a person's "reason" for an action (in the justificatory 

sense) unless that person is committed to consistently 

accepting that statement as a reason in relevantly similar

circumstances. A reason is thus a particular instance of
52the application of a principle, according to Siegel.

The term 'critical thinking' thus shifts slightly in its 

meaning, from (a) "being appropriately moved by reasons" to
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(b) acting on the basis of general principles. Such general 

principles, Siegel writes, alone can provide "genuine" 

reasons for action. Critical thinking is thus "...prin

cipled thinking... impartial, consistent and non-ar- 

bitrary..."^ It "...presupposes a recognition of the 

binding force of standards, taken to be universal and 

objective, in accordance with which judgments are to be 

m a d e . "54

This could be seen as a problem for philosophical prag

matists, were it not for the fact that Siegel almost 

immediately shifts his ground. He writes that because the 

critical thinker "...must be able to assess reasons and 

their ability to warrant b e l i e f s ...the critical thinker must 

have a good understanding of, and the ability to utilize, 

principles governing the assessment of reasons."^ (emphasis 

added). The potential problem is thus dissolved, since even 

a pragmatist can agree that there are some universal 

principles applicable to reason assessment--the principles 

of logic, for instance, the principle of non-contradiction, 

and even principles of probabilistic reasoning.

But note that this second claim is a far cry from the 

original claim, that all "genuine" reasons must necessarily 

be derived from and "backed by" some universal principle.
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2. Subject-specific Principles

Siegel recognizes two categories of "principles" by which 

potential reasons may be assessed: first, subject-neutral

principles, e.g., logical principles, either formal or 

informal; and second, subiect-specific principles. The 

first category is clear enough, but the latter category is 

somewhat obscure. Siegel gives as examples "...principles 

governing the proper assessment of works of art, or novels, 

or historical documents, or the design of bathroom fix

tures..."^, and asserts that "there is no a priori reason

for regarding either of these types of principles as more
57basic (or relevant) to critical thinking than the other..."

There is, though, one very significant difference between 

the two sorts of "principles". The principles of logic are 

conceived of as being necessari1y true, axiomatic, while the 

subject-specific "principles" are merely substantive 

generalizations, drawn by quite fallible individuals from 

previous experience. While such generalizations are 

intended to guide practice, they are not held to be neces

sarily true.

Siegel thus allows "subject-specific principles" into the 

ranks of principles that could serve as "genuine reasons".
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This move allows Siegel to accommodate McPeck's argument, 

that an exclusive focus in critical thinking programs on 

subject-neutral principles of logic is unjustified. Yet, 

while it is unarguable that subject-specific information 

certainly is required if one is to evaluate the probability 

that a premise in an argument is true, McPeck's claim that 

there exist "subject-specific logical principles" is 

extremely dubious (a point discussed above).

Moreover, although it is undeniable that subject-specific 

standards do exist, and that these are used both to guide 

practice and to evaluate evidence, those standards them

selves may be arbitrarily set up and theoretically u n 

founded. For example, in psychology, the use of "sig

nificance tests" in experimental analysis has long been a 

standard requirement for publication, yet that requirement, 

according to Gigerenzer et al ., is largely the product of 

"wishful thinking", and of "attractive illusions" about the 

meaning of 'significance'. Such illusions, according to 

Gigerenzer, persist because of the "...neglect of controver

sial issues and alternative theories and the anonymous 

presentation of an apparently monolithic body of statistical 

techniques."^ Siegel errs, it would seem, in setting such 

potentially incorrect "subject-specific standards" on a par
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with axiomatic logical truths, and in taking the adherence 

to such standards as a criterion for critical thinking.

3. An Epistemoloqical Requirement

Siegel adds a further requirement that must be met if a 

person is to qualify as a critical thinker. "...critical 

thinkers need also to have a theoretical grasp of the nature 

of reasons, warrant, and justification,...that is, the 

reason assessment component [of critical thinking] involves
E Aepistemology."s One must question, though, whether this can 

be considered to be a logically necessary condition for 

critical thinking. Consider the implications. If a 

theoretical grasp of the nature of reasons, warrant and 

justification is. a necessary condition for critical think

ing, then it would be logically impossible to "think 

critically" without first having such a grasp. But one 

should note, first, that there is at present substantial 

disagreement, even among (and perhaps especially among) 

epistemologists as to "the" nature of reasons, warrant and 

justification; there are numerous theoretical accounts, and 

there is no clear winner among them.

The interpretation of the requirement itself is problematic. 

What does it mean for one to "have a theoretical grasp of" 

something? It seems unlikely that Siegel intends to require
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merely that one hold some theoretical account. A more 

plausible interpretation is that one is required to have 

"the best" theoretical account, or at least a well just

ified, coherent account. But if so, one would need to be in 

a position to critically evaluate the strengths and weak

nesses of many and various theoretical accounts that exist, 

in order to choose one.

But, if this is the meaning of 'having a grasp', one 

logically never could arrive at a critical evaluation of 

incompatible epistemological theories, given that "critical 

thinking" itself is held to be impossible unless one already 

has such an account. Thus, the consequence of accepting the 

"epistemological condition" as a necessary condition for 

critical thinking would be that critical thinking is 

logically impossible. It would seem that this requirement 

is too strong.

It does seem, though, that in the "epistemological condi

tion" Siegel has set out a significant desideratum for the 

"well-educated person", viz., that the person be at least 

acquainted with, and one would hope, critical with respect 

to the fundamental philosophical questions about the nature 

of reasoning, of knowledge, justification, etc..
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B. M c P e c k ’s Interpretation of Rationality

McPeck, like Siegel, interprets critical thinking as being 

closely related to "rationality". Indeed, Siegel refers to 

this coincidence as indicative of an area of fundamental 

agreement between himself and McPeck. However, any such 

agreement would is illusory, a purely verbal agreement, 

since Siegel and McPeck differ significantly in their 

interpretation of the key term here, viz., 'rationality'.

McPeck, unlike Siegel, maintains that critical thinking is a 

subset of rational thinking. Rational thinking, he writes, 

is "...the intelligent use of all available evidence for the 

solution of some problem." Critical thinking, by contrast, 

is said to occur only when one must resolve some "problem" 

in the use of that available evidence. McPeck gives, as 

examples of such problems, the need to decide what is to 

"count" as evidence, or the decision to "disregard" some 

portion of the available evidence. Critical thinking is 

simply the "disposition and skill to find such difficulties 

in the normal course of reasoning." (emphasis added)

It is unclear here what McPeck conceives as the "normal 

course of reasoning". It would seem that whenever one sets 

out to employ available evidence, in order to act rational

ly one would have to evaluate the purported "evidence",
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determine its significance (over and above its truth), and 

decide whether or not, in this problem, this information 

should count as evidence.

"Critical" thinking may indeed equal rational thinking, but, 

if so, rational thinking cannot be construed merely as a 

simple "reliance on reasons" to establish belief; one must 

also rely on a set of reasons that are the "right" reasons, 

on reasons that do. in fact lend support to the conclusion. 

I.e., the critical thinker is not simply one who appeals to 

reasons to warrant beliefs, but one whose appeal to reasons 

conforms to certain norms of "good" reasoning. What the 

critical thinker needs is some understanding of what sort of 

norms are to be applied, and how to go about the process of 

evaluating reasons (as Siegel requires) and/or evidence (as 

McPeck requires).

The study of probabilistic reasoning, while not by itself 

sufficient to make the student a "critical thinker", would 

give the student access to a useful set of general criteria 

by which he or she could begin to critically evaluate a wide 

range of reasons and/or evidence. Pace McPeck, such 

criteria would be applicable across a number of disciplines, 

as will be argued later.
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C. Rationality & Induction^

When one asks "which reasons ought I to be moved by?", one 

is forced to consider the relationship of induction, and 

hence of probability, to rationality. For if the only 

reasons that are to move one are reasons that logically 

entail the truth of one's conclusion, i.e., reasons that 

make up a deductive argument, one would seem to be faced 

with a very limited set of legitimate "reasons", and an 

equally limited set of "rational" actions. One would have 

to forego reliance on ampliative arguments, in which the 

conclusion goes beyond the information in the premises, and 

hence be "irrational" when making predictions, generaliza

tions, categorizations. Indeed, in most everyday problems 

one would then be reduced to acting "irrationally", by 

d e f i nition.

If, on the other hand, we begin with the observation that, 

whatever the full explication of rationality, we do at least 

intend that some actions taken on the basis of non-demon

strative arguments will be counted as rational, then 

inductive arguments, with conclusions based on and incor

porating judgments of probability, will have to be accepted 

as potentially appropriate reasons. Those reasons are 

acceptable provided, of course, that the inductive reasoning 

in the argument conforms to a set of appropriate norms. And
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the problem becomes to determine what those norms are. As 

Max Black puts it, "Anybody who aspires to rationality must 

be guided by probabilities in the face of uncertainty: how

this is to be done and with what justification are the main 

themes of the philosophy of probability."^

It is not my intention here to attempt to grapple with the 

philosophical problem of the general justification of

induction, an issue that dates back to Hume's treatment in A
63Treatise on Human N a t u r e , and is still problematic today. 

I merely note, first, that in the context of everyday 

problem-solving the elements of chance and uncertainty are 

ineluctable, and hence the requirement that judgments of 

probability be made is inescapable. And, second, that it 

seems incontestable that the sine qua non, and the least 

possible constraint, to set upon these judgments that are to 

count as "good reasons" for action or belief would be that 

they conform to the axioms of the probability calculus.

The problem is that those axioms are neither intuitively 

obvious nor in any sense psychologically enscribed. We seem 

to lack any lume naturale with respect to the probability 

calculus; moreover, often the correct probabilistic reason

ing seems strongly counter-intuitive. Hence, if the goal of 

a program in critical thinking is construed as the develop
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ment of the students' rationality in everyday problems, that 

program should provide instruction in the norms of probabil

istic reasoning.^

Summary

In this chapter I have set out and examined the principal 

interpretations of the term 'critical thinking'. Several 

main points emerged. First, the term is often used in a 

very vague sense, as a term of approbation, to indicate no 

more than that thinking which is most valued, or, "good 

thinking". This sense, though, is unhelpful when designing 

a curriculum to teach critical thinking, and a more complete 

explication of what counts as critical thinking is required.

Second, the term is often used to stress a particular 

desirable attitude and/or disposition that is to accompany 

thinking. Both Siegel and McPeck include the attitudin- 

al/dispositional aspect of critical thinking. I have argued 

that the dispositional requirement is problematic, since it 

would not permit any single act of thinking to count as 

"critical thinking".

The attitudinal requirement, which can be linked to pa r 

ticular acts of critical thinking, is interpreted different

ly by Siegel and McPeck. According to McPeck, the required
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attitude is a "judicious, reflective skepticism", which 

impels the thinker to question the norms of thinking 

accepted in particular disciplines. According to Siegel, 

the attitude required is simply the willingness to engage in 

"reason assessment".

I have argued that, in "everyday reasoning", the attitude 

appropriately associated with critical thinking is one of 

self-criticism, or self-evaluation, of one's own thinking. 

Critical thinking thus involves the informed selection of a 

set of justified norms of thinking, and the conscious 

application of those norms to one's thinking about the 

problem at hand. Through this critical process one can one 

hope to generally avoid the systematic biases, cognitive 

illusions, and faulty but compelling "intuitions" that might 

otherwise lead one into error. I will discuss in the next 

chapter the rather large body of evidence in the psychologi

cal literature purporting to show the existence of precisely 

such biases, illusions and flawed intuitions, which, it is 

claimed, regularly mar probabilistic reasoning. The study 

of probabilistic reasoning would be necessary if the student 

is to develop the "critical" attitude with respect to such 

everyday problems.
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Third, the term is sometimes used as synonymous with 

"skillful" thinking. I have considered several possible 

interpretations of the notion of "skill", and have concluded 

that, at least with respect to thinking, a skillful practice 

is a practice that demonstrates knowledge of, and applica

tion of, a set of norms appropriate to the practice. To 

teach critical thinking in everyday problems, then, is to 

teach such a set of norms.

Fourth, 'critical thinking' is sometimes equated with 

"logical thinking", interpreted as thinking that conforms to 

the norms of deductive and/or informal logic and argument 

analysis. McPeck has criticized this view, largely on the 

grounds that the rules of "classical logic" are a) not 

applicable across disparate fields of inquiry and b) even if 

applicable, not transferrable across disciplines (a psych

ological claim). I have argued that McPeck is incorrect in 

these claims, but that the interpretation of critical 

thinking as logical thinking is incomplete unless explicit 

attention is given to the norms of inductive logic. Though 

there is at present no complete explication of what those 

norms might be, it seems reasonable to expect that, given 

the probabilistic nature of inductive logic, the norms of 

probabilistic reasoning would be fundamental. Hence, when 

critical thinking is interpreted as logical thinking, it
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would be appropriate to teach probabilistic reasoning in the 

critical thinking course.

Fifth, 'critical thinking' is interpreted by McPeck as the 

evaluation of the truth of knowledge claims, particularly, 

the truth of the premises in one's argument. I have agreed, 

in part, with this interpretation, but have pointed out that 

that evaluation itself requires a judgment of probability. 

Moreover, I have argued that in everyday problems it is not 

only the truth, but the significance of the (true) premises 

that must be evaluated. And this also requires a judgment 

of probability, viz., that the probability of the truth of 

the conclusion is greater, given the truth of the premise, 

than otherwise would be the case. So, if critical thinking 

is interpreted as the evaluation of knowledge claims, the 

teaching of the norms of probabilistic reasoning would be 

appropriate.

And sixth, the term 'critical thinking' is often interpreted 

as closely related to "rational thinking". According to 

Siegel, the two terms are co-extensive, and to teach 

critical thinking is to teach students to be rational human 

beings. If this is true, then one must have some explica

tion of what it means to be "rational", in order to know 

what is to be included in the critical thinking course. In
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order to count as "rational", Siegel requires that students 

become aware of the need in reasoning for appeals to 

fundamental principles; he requires that genuine reasons be 

"principled", though he also allows for appeals to "subject- 

specific principles"; and he requires that students become 

engaged with epistemological questions about the nature of 

knowledge per se. The study of the theory of probability 

would involve students in the sort of fundamental questions 

Siegel seems to require for rationality. It would also 

provide a set of norms which, contra McPeck, would apply

broadly across the disciplines.

McPeck maintains that "critical thinking" occurs only when 

ordinary rational thinking (thinking in accordance with the 

accepted norms of the disciplines) somehow fails, and one

must begin to question the accepted norms. The critical

thinker thus goes beyond a mere rationality. But, as will 

be argued later, the norms of probabilistic reasoning are at 

present quite controversial. To "learn the norms of 

probabilistic reasoning" it would not be sufficient, nor 

possible, to merely memorize, accept and apply a single set 

of rules. Rather, the student must begin to evaluate the 

merits of the proposed sets of norms, and reach justified 

judgments about the conditions under which the norms are 

properly applied. Hence the study of probabilistic reason
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ing would be conducive to the sort of "critical thinking" 

that McPeck envisions.

In short, then, given any of the major interpretations of 

the term 'critical thinking', the study of probabilistic 

reasoning would be an appropriate component in the critical 

thinking curriculum. Throughout this discussion, so far, I 

have relied on the assumptions a) that probabilistic 

reasoning is basic to what is generally thought of as 

"everyday reasoning", and b) that probabilistic reasoning 

stands in need of improvement. In the next chapter, I take 

up these two points.
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CHAPTER III

PROBABILISTIC REASONING AND EVERYDAY REASONING

1. Introduction

In this chapter I will, first, discuss the concept of 

probabilistic reasoning, and second, examine the use of 

probabilistic reasoning in problems of everyday life; e.g., 

in the processes of estimating, judging, concept formation, 

and decision-making, hypothesis evaluation. In the final 

section I will set out and discuss some of the evidence from 

social psychology concerning probabilistic thinking.

2. Probabilistic Reasoning and Probability

"Probabilistic reasoning" is the sort of reasoning required 

whenever a problem to be solved involves an element of 

uncertainty, either because of the role of chance with 

respect to the problem, or because the problem is such that 

all the necessary information either is not, or cannot be 

known. In such problems, the conclusions one draws cannot 

be certain, but only in some degree probable. Clearly, this 

is an extensive general category--it is not surprising that

88
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most problems one encounters would fit into this category to 

at least some extent.

One might take as a "model" case of probabilistic reasoning 

any reasoning involving statistical analysis. It is not my 

intention, however, to suggest that courses in statistics 

and data analysis should form part of the critical thinking 

curriculum. While statistical reasoning would seem to be a 

clear, undisputed case of probabilistic reasoning, such 

reasoning constitutes just a "sliver" of a much broader 

cate g o r y .

A second, and perhaps even the most obvious model case of 

probabilistic reasoning would be reasoning which overtly 

involves the manipulation of numbers expressing degrees of 

probability. For example, in describing the likelihood of 

an event, we often are able to give an approximate, and 

sometimes an exact number, e.g., "There is one chance in a 

million that I will win the lottery". In this case the 

estimation of the chances involves a straightforward, 

classical or "indifference theory"* interpretation of 

probability. One simply notes the number of possible 

outcomes (any of one million numbers could win), and the 

number of favorable outcomes (my. number could win), and then 

notes the ratio between the two numbers, (1 : 1 million).
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The problem is simple since in this case it seems reasonable 

to assume that each number has an equal chance of coming 

up. Each outcome is assumed to have an equal probability; 

one reasons either that a) there is no cause in operation 

that would make one outcome any more likely than the others 

(a realist, objective interpretation), or b) that one does 

not know of any cause in operation that would affect the 

likelihood of the outcome (an idealist interpretation).

Although this interpretation of probability seems simple and 

intuitively obvious, is now considered to be fatally flawed, 

since it relies on the Principle of Indifference, and this 

principle can lead to inconsistent, self-contradictory 

conclusions about the probability of logically equivalent 

statements.

One might, however, take judgments of probability to 

indicate the relative frequency of individuals or of 

characteristics within a class, rather than the ratio of 

favorable outcomes to the total number of possible outcomes. 

This difference in interpretation of the meaning of proba

bility can have dramatic effects on one's probability judg

ments. For instance, suppose one wants to determine the 

"probability" that a student has a particular professor, 

Professor A, as his or her adviser. Adopting the indif
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ference interpretation, one would count the number of 

advisors in the department (there are three), and compare 

the ratio of favorable outcomes (just one) to possible 

outcomes, determining the p(A) to be 1/3. If, on the other 

hand, one were to adopt a frequency interpretation of 

probability, one would look at the total number of students 

in the department (one thousand), and at the number of 

students assigned to Professor A (100), and determine the 

ratio of students assigned to Professor A to the total 

number of students in the department. The p(A) , on this 

interpretation of probability, would be 1/1.0, not 1/3.

But, one might then reflect that the reference class used, 

"all students in the department", is not the most ap

propriate reference class, since the particular student in 

question may differ in many ways from the majority, for 

instance, in having an unusual set of interests, shared by 

only 20 students. One might then determine the number of 

students out of the subclass, "students having similar 

interests" that have been assigned to Professor A, say, 15. 

The probability then would be 3/4 (not 1/10, nor 1/3). 

But, that subclass itself could conceivably be divided, and 

redivided, until only the particular student in question 

would remain as a member of the relevant class. The 

probability then would be 100%, or 0%, depending on whether
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the student was or was not assigned to Professor A. So, 

even in this very simple example, it is clear that the 

estimation of probability is no simple matter. One's 

estimate is directly influenced by the theoretical, concep

tual assumptions that are accepted.

But, still other interpretations of probability and hence 

judgments of probability, are possible. One might, in 

advance of a student's choice, ask, What is the probability 

that this unique student will choose Professor A? One would 

in this case be switching to a "propensity" interpretation 

of probability, asking whether there are character traits or 

situational factors that might exist that would cause this 

particular student to tend to make one choice rather than 

another. In this example, though, this interpretation would 

seem unhelpful, since the required causal factors would be 

difficult to identify even if they should exist. In other 

contexts, though, the propensity interpretation would be 

u s e ful--e.g ., knowing that high blood cholesterol causes 

coronary artery disease, one might conclude that all 

individuals with high blood cholesterol have a propensity to 

develop such a disease, and hence have a high probability of 

having done so.



93
Still other sorts of probability judgments are possible. 

One might, for instance, observe that "there is a 50% chance 

of rain tomorrow", or, perhaps, that there is a 10% chance 

that I will finish this paper tonight. In this case, the 

assessment of probability is not quite as simple as above, 

since there is no obvious, well defined set of "possible 

outcomes" to be compared to "favorable outcomes", nor is 

there a clearly defined reference class that would allow a 

"relative frequency" judgment. In this sort of problem, one 

would seem to be making a statement of epistemic probabili

ty. That is, in making the "judgment" of probability, one 

is simply noting the degree of confidence that one has, or, 

alternatively, that would be appropriate for one to have, in 

the truth of the two statements, "It will rain tomorrow" and 

"I will finish this paper tonight". If the statements were 

certainlv true, or certainlv false, their epistemic proba

bilities would be 1.0, and 0.0, respectively. Since one is 

not certain, one needs to make a judgment of the probability 

that the statements are true or false. This is a per- 

sonalist, "Ramsey-type", or Bayesian interpretation of the 

meaning of "probability". One might take the statement of 

probability to indicate a) the degree of belief in the 

truth of a proposition that a person actually holds; b) the 

degree of rational belief actually held by a person; or, c)
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the degree of rational belief that a person ought to be 

holding.

The first interpretation of probability, the "degree of 

actual belief", is untenable, since actual degrees of belief 

would not necessarily conform to the probability calculus. 

The second interpretation escapes this problem, since 

"rational" degrees of belief are simply those that do so 

conform--this would be a subjective idealist interpretation 

of probability. The third, normative or prescriptive

interpretation of probability statements would be an
3objective idealist interpretation.

In making this sort of judgment, one might proceed simply by 

introspection, noting the confidence that one actually 

feels, and translating that feeling of certitude into a 

number. This would be a purely subjective probability. 

Such a move has an advantage in that the required number is 

relatively easy to come by, but it also has several disad

vantages. Such a set of purely subjective probabilities may 

be sel f-contradictory, i.e., it may not conform to the

strictures of the probability calculus. Moreover, if one's 

degrees of belief were arbitrary, they would not serve one 

well as a "guide to life".
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One could, however, attempt to determine one's rational 

degree of belief in the proposition, i.e., attempt to make a 

probability judgment that is not inconsistent with one's

other judgments and beliefs about the world, and so seek to 

establish a coherent set of beliefs which would in fact

conform to the probability calculus.

In this example, having determined one's rational degree of 

belief in the two propositions, one might then ask, Given 

that "sunshine" and "having finished the paper" are the two 

determining factors, how likely is it that I will be

attending tomorrow's picnic? To reason successfully about 

such obviously quantitative probabilistic matters one 

requires not only a conceptual understanding of probability, 

but also a knowledge of the fairly simple rules of the

probability calculus. For instance, in this calculation a 

common error would be to "split the difference", to conclude 

that the probability of attendance is about 30%, or perhaps 

to add the two probabilities, concluding that the probabili

ty is about 60%, rather than to multiply the two numbers to 

conclude correctly that, given these two factors the 

probability of my attending a picnic tomorrow is a mere 5%.

What would appear to be relatively simple, straightforward 

calculations of probability arise in many everyday problems-
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-a particularly common instance would be in the assessment

of risk. For example, one might like to travel to Europe,

but wonder about deferring the trip because of the danger of 

terrorism. To evaluate the risk associated with that 

travel, one would need to know, first, the relevant numbers 

(e.g., in 1980, 17 deaths, out of approximately 28 million

travelers), and, second, the appropriate procedures for the 

manipulation of the relevant probabilities.

There is, in addition, a third requirement for successful

reasoning in this sort of problem. One ought to have not

only an understanding of how to perform the required 

calculation, but also an understanding of the import of the 

number reached as a result of that calculation. Even 

supposing that the numbers reached accurately describe the

probability of the event, such a number is useless as a

guide to practice unless one has some notion of its sig

nificance. One might, for instance, compare the risk of 

dying in a terrorist attack to the risk of dying in an 

accident at home, or the risk of being killed in an automo

bile accident. The probability of either of the latter two 

events is much higher than that of being killed by terror

ists while abroad, yet neither is considered particularly

"likely". This suggests an important point in probabilistic 

reasoning--a mere manipulation of numbers does not exhaust
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the realm of probabilistic reasoning. One needs not only to 

assign or determine the relevant probabilities, but to make 

judgments about matters that are essentially probabilistic.

This sort of probabilistic reasoning, whether it is done 

well or poorly, can have profound social consequences. 

Consider, for instance, the current proposals to require the 

mandatory testing of all medical professionals for the HIV 

virus, to prevent transmission of the virus to patients 

during treatment. While it is indeed possible to become 

infected with the HIV virus in this way, the probabi1ity of 

such an event, given the evidence at hand, is minuscule. To 

date, out of all the patient/medical personnel interactions, 

there are only 5 known cases of HIV transmission from care

giver to patient.

While one might argue that the information at hand is 

inadequate, and hence that further research into such a 

route of transmission is needed, one ought not to adopt the 

"argument from ignorance", that since it hasn't been shown 

for sure that the risk is not significant, one may conclude 

that it is. significant. This inference would be as falla

cious in probabilistic reasoning as in any other argument.
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3. Probability and Induction

As noted above, there is a close relationship between 

probabilistic reasoning and induction. All inductive 

arguments, by definition, involve an element of probability, 

since an inductive argument is ampliative; it is simply one 

whose conclusion does not follow with certainty from the 

premises.

It seems useful, however, to draw a distinction between the 

two concepts. "Probabilistic reasoning" is reasoning that 

attempts to evaluate either the truth of the premises in the 

argument, or, the strength and reliability of the inductive 

argument itself, i.e., the "probability" of the conclusion 

given the premises. That is, recognizing that the con

clusion of an inductive argument is not certain, it becomes 

appropriate to ask, "Just how probable is. it, that...?". To 

answer this sort of question, one needs to be aware of the 

factors involved in making judgments of probability, the 

meaning of such judgments, and the norms by which judgments 

of probability are evaluated.

The construction and evaluation of inductive arguments is a 

crucial part of "everyday reasoning". Through inductive 

reasoning one develops expectations about the future, and 

makes plans of action. Later, after having acted upon those
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plans, one observes the results and on the basis of that 

evidence re-evaluates one's initial expectations. In that 

re-evaluation it is critically important to appreciate that 

the element of chance in such an argument is inescapable, 

and that even the strongest of inductive arguments cannot 

provide one with certainty. So, simply discovering that the 

conclusion one reached was, in the event, false, does not 

mean that the reasoning that led to the conclusion was in 

any way flawed.

Moreover, one would like to be in a position to refine 

somewhat one's assessments of the probable truth of the 

conclusion of an inductive argument. Lacking any under

standing of the estimation of conditional probabilities, one 

is effectively limited to simply distinguishing between the 

two "extreme" values, i.e., one would be limited to the 

dichotomy, "certainty" and "uncertainty", with "uncertainty" 

construed as "a 50:50 chance". For instance, one often 

hears "You don't know that that will happen--it might, it 

might not." One ought to go on, however, to ask, "How 

likely is it to happen, or not to happen?".

4. Probability and Deduction

The obvious difference between deductive and inductive 

reasoning is that in deduction the truth of one's conclusion
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follows with certainty from the truth of one's premises. 

But, it is important to note that the initial set of 

premises in a deductive argument is simply asserted to be 

true, i.e., taken to be true by assumption. But, in 

everyday reasoning one seldom if ever has the luxury of 

having a set of premises in which one is warranted in having 

absolute confidence. Instead, the premises in one's 

arguments are themselves only "probably" true.

One could, of course, insist on restricting that initial set 

of premises to statements that are tautologous or logically 

necessary. But, in that case, one's arguments could not 

have any real bearing on those everyday problems with which, 

by hypothesis, one is concerned. In order to draw con

clusions that are empirically significant, one must have 

premises that are themselves empirically, not logically, 

t r u e .

Hence, even if one were to scrupulously restrict one's 

reasoning in everyday problems to the development of 

deductively valid arguments, one nevertheless could not 

completely exscind the element of probability from one's 

arguments. One needs to assess the truth of premises which 

are not analytically true, and if this judgment is to count 

as a judgment, rather than as a mere guess, one must have an
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understanding of the appropriate criteria of judgment, viz., 

the norms of probabilistic reasoning.

5. Predictions. Generalizations and Causal Attributions 

While there are a great number of applications of probabil

istic reasoning in every-day decision-making, I will con

centrate here on its occurrence in three inter-related 

areas: first, the making of predictions; second, in the

making of causal attributions; and third, in the making of 

synchronic generalizations. The need for judgments of 

probability in these and other areas has been explored 

extensively by Kahneman and Tversky, Nisbett and Ross, and 

others in the literature of psychology and sociology.*

A. Predictions

Predictions are judgments about the likely occurrence of 

future events, or about the future behavior of individuals 

or groups, based on some evidence at hand. These judgments 

are essentially probabilistic. Some events may be thought 

to be "perfectly predictable"; that is, the probability of 

the event given the evidence may be judged to be 100%; other 

events may be random and unpredictable, i.e., occurring 

entirely by chance, e.g., the decay of a particular radio

active particle. Most events would fall somewhere in 

between these two extremes, i.e., the event would be
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determined in part by known factors or causes, and in part 

by the chance or by the operation of some as yet unknown 

cause. The degree of confidence that is warranted in a 

prediction depends largely on the degree to which chance 

plays a part in determining the event in question. A 

prediction, moreover, is based on one's observation of the 

available evidence, and chance, again, may have a sig

nificant effect in determining precisely which pieces of 

evidence were in fact observed.

In making a prediction, two distinct sorts of information 

are pertinent, viz., first, the distributional or base-rate 

information, and, second, the singular or individuating 

information.

Suppose, for example, that one would like to predict the 

probable success of an instructional program in a particular 

setting. In the absence of any specific information about 

the operation of the program in that particular cir

cumstance, one's best choice would be to anticipate the 

average achievement for that sort of program, and to make 

the same prediction in each case. That is, in the absence 

of individuating data, a prediction of the mean value would 

be appropriate, since that prediction is the one that would 

most often be most nearly correct.
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In this case, the only available basis for the prediction in 

this case is the distributional data, i.e., information 

about the distribution of the values in question within the 

appropriate reference class. This information gives one the 

"prior probability", the appropriate basis for judgment in 

the absence of any individuating data.

Suppose, however, that one does have some relevant informa

tion about the particular situation under consideration; 

this is the singular or individuating information.^ If it 

were the case that the outcome were perfectly predictable on 

the basis of this evidence, then only this singular informa

tion need be considered; if, on the other hand, the final 

outcomes were perfectly ran d o m , then only the distributional 

information should be used. If, however, the outcome is 

partially predictable on the basis of the singular informa

tion, then both sorts of information should be used in one's 

reasoning. I.e., the conclusion that one would reach by 

relying solely on the singular information should be 

"tempered" in some way by one's knowledge of what that 

prediction would be if one relied solely on the distribu

tional data.
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Consider, for example, a common medical problem--making a 

judgment about the probability of disease, given certain 

evidence. Suppose it is known, for instance, that a given 

disease occurs in about one-tenth of one percent (.1%) of 

the general population. The probability that any randomly 

chosen person X in the population will have that disease is, 

simply, .1%. This is the "prior probability", the probabil

ity in the absence of any information about the particular 

individual . But suppose it is also known that the person 

had not been randomly chosen, but had been chosen from a 

select group, for instance, persons who have tested positive 

for the disease. That test result is the individuating data 

for person X. How likely is it then, given the individuat

ing data, that person X has the disease?

It is clear that if. the test for the disease were a perfect 

predictor, i.e., if the test never gave false positives, 

then it would be 100% probable that X has the disease, given 

the evidence of a positive test result. I.e., the probabil

ity of the disease given the positive test result is 100%, 

i.e., Pr(disease/+test) = 100%.

In such a case, one could safely rely on that data ex

clusively, and begin vigorous treatment of the disease.
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Unfortunately, few if any tests are that conclusive--a 

typical test would be expected to. generate a certain number 

of false readings, both false positives and false negatives. 

Suppose that, in looking back among those who are later 

found to have actually had the disease, one discovers that 

the test gave positive readings for the disease 90% of the 

time. That is, the probability of a positive reading, given 

that the subjects have the disease, is 90%, i.e.,

P r (+test/disease) = 90%.

The test could be said to be 90% accurate, in the sense that 

it gives "true positives" 90% of the time. But, one needs 

some way to move from this evidence to the desired con

clusion, viz., P r (disease/+ t e s t ).

In this sort of typical case, then, the probabilistic 

reasoner must employ both the distributional and the 

singular data, in combination. The question, of course, is, 

How? As in the very simple case of the probability of 

picnic attendance, there are a number of possible "moves" 

that might seem quite plausible and tempting, but would be 

incorrect. For instance, one might choose, again, to "split 

the difference", estimating the probability that one has the 

disease, given the positive test, to be a value about half

way between the distributional and the singular probabili

ties, i.e., about 50%. Or, one might perhaps be inclined to
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"weight" one sort of information over the other in some way. 

Or, one might simply abandon the distributional data 

entirely, concluding that the probability of the disease 

given the test result is the same as the probability of the 

test result given the disease, i.e., that if the 

Pr(+test/disease) = 90%, then the 

Pr(disease/+test) = 90%.

Each of these inferences, though, would be unwarranted; each 

would constitute a probabilistic reasoning fallacy. The 

appropriate way to estimate the probability of the disease 

is given in Bayes' formula. The use and misuse of Bayesian 

reasoning will be explored in greater detail later--it will 

suffice to point out here the rather surprising fact that, 

in this case, given the data available, no conclusion at all 

can be validly drawn concerning the probability that X has 

the disease. It would seem that, without having had some 

explicit instruction in the norms of probabilistic reason

ing, few would recognize intuitively that this problem 

cannot be solved, that vital information is missing.

It should be noted that this sort of difficulty is the rule, 

not the exception. One could, for instance, predict the 

probability that a couple, each of whom is known to be 

heterozygous for a particular disease inducing gene, will
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each pass that gene to their offspring, who will be homozy

gous for that gene, i.e., 1/2 * 1/2 = 1/4. The probability 

in question here would be the straightforward "indifference 

theory" interpretation^; one would reason that no cause 

exists (or at least no cause is known to exist) that would 

make any one of the four possible outcomes more likely than 

any other. One could go on to assess the probability that, 

out of a given number of children, no child born to the 

couple will be homozygous for the trait, i.e., for 3 

chi 1d r e n ,

Pr(no homozygous children/parents are heterozygous)

= 3/4 * 3/4 * 3/4 = 1/7.

This fairly simple sort of calculation of probability would 

be appropriate, indeed, would be possible, if and only if be 

one knows a) the number of the possible outcomes, b) the 

probability of each possible outcome, and c) the number of 

"throws of the dice", i.e., the number of independent chance
Ioccurrences, that are at issue.

It is a far different and more difficult matter to assess, 

for instance, the probability that one who has a high level 

of blood cholesterol will develop heart disease, given 

information about the incidence of high cholesterol among 

those who have in fact developed heart disease. One might 

learn, for instance, that, of those later developing heart
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disease, four out of five had cholesterol levels greater 

than 200 mg/dl. But it does not follow from this that four 

out of five of those having cholesterol levels greater than 

200 mg/dl will later develop heart disease.

(It should be noted here that the use of "Bayesian reason

ing" is itself controversial--an issue to be explored at 

some length later.)

B. Attributions of Causality

Probabilistic reasoning also plays a part in everyday 

attributions of causality, in several ways. First, the 

probabilistic factors of chance and random variation 

significantly affect the patterns of co-variation that one 

actually perceives. The failure to recognize or take into 

account the effects of chance can lead one to faulty 

conclusions about the "causes" of phenomena that are more 

plausibly explained as the result of chance.

Kahneman and Tversky relate an example of such unwarranted
Qcasual attributions. A group of flight instructors had 

noticed a phenomenon of pedagogical interest--that when a 

student was praised for having made an exceptionally fine 

landing, his or her subsequent landings would always be 

worse. And when a student was severely rebuked for an
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exceptionally poor performance, subsequent landings would 

invariably improve.

The pedagogical conclusion might seem obvious--as it did to 

the flight instructors--the praise given for the good 

performances in some way caused the subsequent deterioration 

in performance, while the rebukes were causally efficacious 

in bringing about an improvement. Kahneman and Tversky 

argue, however, that the observed phenomena--that exception

ally poor performances are generally followed by better 

performances, and exceptionally fine ones are generally 

followed by worse--can be better explained as simply the 

operation of chance, viz., the phenomenon of regression to 

the mean. Any "extraordinarily good" performance, one at 

the extreme end of a bell-shaped curve, is likely to be 

followed by a performance that is "less good", i.e., a 

performance that more closely resembles the mean value, the 

"average" performance. And, similarly, any particularly 

poor attempt is most likely to be followed by an improve

ment. These effects, moreover, would be observed regardless 

of the praise or rebukes delivered by the instructors. Had 

the instructors merely recognized the existence of this 

probabilistic effect, they might have had less confidence in 

the efficacy of their motivational strategy.
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As the skill of the pilot improves over time, one would 

indeed expect the quality of the average performance to 

improve. However, it would still be true that some of the 

landings would be exceptionally fine, most would resemble 

the average, and some would be worse than average. One 

would also expect that with experience the range in quality 

between the best and worst performances would become more 

narrow, perhaps so narrow as to be imperceptible to most. 

One would not, however, expect every single performance to 

be better than the last. But whatever the range or the 

degree of quality of the performances, the instructors would 

have had reason to question their causal attributions, had 

they recognized the possible effects of the operation of 

c h a n c e .

This example illustrates a seemingly paradoxical advantage 

of a close attention to the problems of probabilistic 

reasoning. It may often be that, as the result of a careful 

and informed estimate of probabilities, one may become con

siderably 1 ess confident about one's conclusions than one 

might otherwise have been. This, though, would seem to be a 

salutary effect. When one's predictions, attributions of 

causality, or other judgments are uncertain, are indeed 

determined partly by chance, one would do well to be aware 

of that fact. Moreover, it seems that the willingness to
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recognize, and the ability to realistically evaluate the 

degree of uncertainty of one's own best judgments is a 

necessary character trait for the critical thinker. If so, 

then an understanding of probabilistic reasoning would be 

not only a useful inducement to critical thinking, but a 

necessary condition.

Ross and Nisbet consider the dynamics of an apparently 

"self-serving" causal attribution, the attributing of one's 

successes to personal merit, and one's failures to chance or 

to situational factors. They argue that such biases in 

causal attribution result from the failure to correctly 

evaluate the significance of the available evidence. 

Alternatively, they suggest that what appears to be a self- 

serving "bias" is in fact not a biased judgment, but rather 

is an accurate assessment of the total body of evidence one 

has available, much of which is uniquely available to the 

individual involved. That evidence might include, for 

instance, a history of past successes that are strongly 

correlated with particularly intense efforts.

Nisbet and Ross do note, however, that motivational biases- 

-the wishes and preferences of the individual--may serve to 

directly determine what that body of "available" evidence 

actually comprises. An individual, for instance, "...can
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say quite correctly that 'the people I know seem to like my 

work,' while being blind to the fact that it is in part for 

that very reason that he knows them."*®

In either case, the accuracy or quality of the causal 

attribution is determined by one's evaluation of the 

evidence with which one is presented. And in evaluating 

that evidence, one needs to answer a probabilistic question, 

viz., Given this evidence, how likely is it that my causal 

hypothesis is true? It would seem clear that without an 

understanding of the fundamentals of probabilistic reason

ing, the "assessment" of the value of the evidence can be no 

more than a guess.

C. Generalizations

Synchronic generalizations are judgments about the probable 

characteristics of groups at a given time, based on the 

observation of a sample of the members of the group. Such 

generalizations are an integral part of the process of 

concept-formation--they involve the recognition that 

characteristics are not randomly distributed among in

dividuals, but tend to occur in predictable clusters. 

Similarly, judgments about the anticipated characteristics 

of individuals are probabilistic whenever they are based on 

beliefs about the characteristics of the group as a whole.
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Thus, when an individual is observed to show one of a 

hypothesized "set" of characteristics, it will be judged 

likely that he or she also possesses the entire set of 

associated traits, although these are not observed.

To make such a generalization on the basis of an inadequate 

sample would be to fall into the fallacy of "hasty generali- 

zation"--and, in an informal logic course students would be 

introduced to this as an error to be avoided. But, before 

one is able to in practice "avoid" making hasty generaliza

tions, one must know when, and under what conditions, a 

particular generalization is to be counted as "hasty". One 

needs to have an appreciation of the probabilistic factors 

that would make a sample adequate or inadequate.

The first and the most obvious factor is simply the number 

of instances observed. However, that number by itself is 

not sufficient to determine the adequacy of the sample. One 

must also take into account two additional factors: first,

the variability observed within the sample; and second, 

one's prior knowledge of the overall degree of variability 

within the broader reference class.^ When there is little 

variability, generalizations made on the basis of a small 

sample are legitimate; the greater the variability, the 

greater the sample size that is required. Holland et al .
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present a number of empirical studies which indicate that in

making such generalizations people do seem intuitively to
1?take note of the degree of variability present in a sample.

However, these studies suggest that systematic errors in the 

assessment of variability occur, particularly when in

dividuals are engaged in making social generalizations. It 

appears that individuals consistently overestimate the 

degree of variability occurring in their own "in-group", and 

are thus reluctant to generalize from a limited sample, 

while consistently underestimating the degree of variability 

within other groups. The stereotyping that results from the

lack of recognition of the variability in a reference class
13is essentially a failure in probabilistic reasoning.

Nisbett and Ross examine the current debate among psychol

ogists as to the basis of racial and ethnic prejudice-- 

whether such prejudice is due primarily to motivational 

factors or to cognitive factors. They argue that the origin 

of an individual's belief in ethnic stereotypes cannot be 

explained as the result of an individual's own detecting of 

a covariation between traits and group membership, citing 

studies that indicate individuals' capacity to detect 

degrees of covariation is simply too limited. Hence, even 

if there were some empirical validity to a particular
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stereotype, "...people's covariation detection capacities 

are far too crude to allow any such purely 'data-based' 

discovery. The most unreasoning bigot would have to concede 

that the condition of virtually perfect covariation ...ne

cessary for data-based covariation detection is not met in 

his ’data'."14

Nisbett and Ross conclude that, rather than being erroneous

ly induced from experience, ethnic stereotypes are cultural

ly transmitted--one simply believes what one is told. They 

suggest that the more important question with respect to 

probabilistic reasoning is, Why, when a stereotype is not 

warranted empirically, does the available evidence to that 

effect not quickly demolish the erroneous belief? I.e., why 

do people continue to believe in truth of various stereotyp

es, despite abundant available evidence that the belief is 

simply not correct?

Nisbett and Ross reject the common explanation, that 

motivational factors, e.g., the desire to justify abuse, or 

greed, or fear, or simply a fundamental malevolence, 

adequately account for the persistence of racial and ethnic 

stereotypes. They note, first, that all conceivable 

categories of individuals are stereotyped, e.g., librarians, 

joggers, people with beards, etc.. And, second, few of
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those stereotypes are unambiguously negative, and some can 

be glowingly positive.

5. Systematic Errors in Probabilistic Reasoning

A. Introduction

The considerable body of literature in this field purports 

to be not only descriptive but also prescriptive. Bar- 

Hillel, for instance, writes "The proper, normative way to 

combine the inferential impacts of base-rate evidence and 

diagnostic evidence is given by Bayes' rule."^ I.e., while 

the primary, initial goal is to determine empirically how 

people generally do think, to discover the cognitive 

processes individuals actually employ, the secondary goal is 

to critique those strategies, to determine how well, and to 

what extent the inferential strategies commonly employed 

conform to what are taken to be the acceptable inferential 

norms. The problem for the reviewer of this literature is 

that there is significant disagreement about both the 

empirical observations and the normative claims. I will 

attempt to treat these issues separately, setting out in 

this chapter a brief review of the empirical findings, and 

of the associated normative claims; in the next chapter I 

will examine in greater detail some of the more controver

sial normative claims.
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B. Heuristics for Probabilistic Reasoning

Kahneman and Tversky have concluded that there are various 

intuitive "heuristics” , or cognitive strategies, which are 

used in the process of judging probabilities and in coping 

with probabilistic information. Among the most common of 

these problematic heuristics are the "availability", "sal

ience" and "representativeness" heuristics.

1. Availability and Salience

Using the availability heuristic, individuals, it is 

claimed, consciously or unconsciously assume that those 

particular items most easily retrieved from the memory are 

in fact the items that have been encountered most frequently 

in experience. The individual then uncritically infers that 

those items are likely to be encountered again, invoking a 

frequency sense of probability. This heuristic is one that 

the individual is supposed to have induced from his or her 

own experience. According to Tversky and Kahneman, "Life

long experience has taught us that instances of large 

classes are recalled better and faster than instances of 

less frequent classes."16

The problem with reliance on such a heuristic is that, in 

any particular instance, the assumed correlation between 

actual frequency and "retrievabi1ity" may not exist. For
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instance, having met a child with an uncommon name, one 

might notice and readily recall each subsequent hearing of 

that name, while failing to note, and hence being less 

readily able to recall, the unremarkable names that are in 

fact more commonly encountered. One's memory in such a case 

would be an unreliable indicator of the actual relative 

frequency of various names. Similarly, having bought a new 

Mercedes, one might begin to notice them everywhere; but 

one's increased ability to bring to mind instances of having 

seen a Mercedes would not be an accurate indicator of there 

having been an actual increase in the number of Mercedes on 

the road.

"Availability" per se would seem to represent a limitation 

on the quality of one's informal reasoning, rather than an 

"error" or a "bias" in reasoning. In making "everyday", 

informal judgments of probability there would often seem to 

be nothing else that one could use, other than whatever 

information one is able to bring to mind. The use of the 

availability heuristic would be problematic only if it leads 

to a too hasty conclusion of one's search for information or 

evidence. The effective reasoner would require an apprecia

tion of the need to gather a substantial body of evidence by 

some objective means. An uncritical reliance on the
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availability heuristic would seem to be an instance of the 

informal fallacy of "hasty generalization".

Cohen argues that the subjects who seem to have been 

employing an "availability" heuristic are doing no such 

thing, but have been manipulated by the experimental design 

to fall, temporarily, for a "cognitive illusion". He 

maintains that the subjects themselves would, on reflection, 

repudiate the supposed heuristic, and notes that there is an 

important difference between a) making and relying on the 

assumption that frequency can be reliably estimated by means 

of ease of recall, and b) making an estimate of frequency by 

reference to the only data one has, namely that which is 

"available".17

The second empirical claim made by Kahneman and Tversky is 

that persons tend to give a greater weight to vivid, 

personally experienced information, while disregarding or at 

least discounting other equally available information that 

is known in a more abstract way. This tendency Kahneman and 

Tversky refer to as the problem of "salience". For example, 

after having been personally involved in a frightening 

automobile accident, one might henceforth be convinced that 

such accidents are very common indeed. Or, having personal

ly experienced harassment of some sort, for instance, sexual
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or ethnic harassment, one might immediately conclude that 

harassment of that sort is "ubiquitous” , failing to take 

sufficient note of the far more common experience of not 

being harassed.

This heuristic is a variant of the first, since events that 

have a great emotional impact would be far more readily 

called to mind than similar but contrary events lacking that 

i m p a c t .

2. Representativeness

The third cognitive strategy that Kahneman and Tversky claim 

is commonly employed in probabilistic reasoning is the 

"representativeness" heuristic. This heuristic is said to 

be used, for instance, when making judgments about the 

likelihood that an individual "belongs to" a certain group. 

The judgment that an individual is highly likely to belong 

to a group is made if he or she, in some particularly 

salient way, resembles ("represents") the stereotype of the 

group. Errors in this sort of judgment are important 

socially, since the individual, once categorized, would be 

expected to share a broad range of traits believed to be 

characteristic of that group.
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Nisbett and Ross argue that the representativeness heuristic 

is fundamental in all cognition, that the discovery of this 

heuristic is a rediscovery of the fact that in mental 

operations one thing can "represent", i.e., be taken as a

symbol for, other things, provided only that in some salient
18feature the symbol resembles the thing symbolized. This 

heuristic they maintain generally serves us well. For

instance, the heuristic could not lead one astray when the

members of the category in question are "characterized by
19properties that are both unique and invariant." Any

individual having such diagnostic characteristics must in 

fact be a member of the group.

3. The "Lawyer/Engineer" Problem

Kahneman and Tversky set out what has become a classic 

example of the use of the representative heuristic, in a 

1973 study, "On the Psychology of Prediction".^0 In this 

study, subjects were asked to estimate the probability that 

an individual, who had been chosen randomly from a group of 

100 lawyers and engineers, was in fact a lawyer. The 

subjects were given two sorts of information to use in 

making the judgment about the individual, John: first,

distributional data, viz., the ratio of lawyers to engineers 

in the sub-population (30:70, or 70:30); and second, 

individualized information, viz., a personality profile.
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Kahneman and Tversky report that, when given only distribu

tional information, e.g., the information that 30% of the 

group are lawyers, most subjects correctly concluded that 

there was a 30% probability that John is a lawyer. However, 

when the individualized information was also provided, the 

subjects seemingly ignored the distributional data, basing 

their probability judgments solely on the similarity between 

John's personality and the stereotyped image of the "law

yer's personality". Kahneman and Tversky conclude that the 

use of the representative heuristic leads to a "neglect of 

the base rate", i.e., a neglect of the prior probability, a 

probabilistic reasoning error.

The use of this sort of heuristic would not, perhaps, be too 

alarming, jLf_ the available singular data actually were of 

high predictive value. However, the subjects' tendency to 

focus primarily on the singular information persisted even 

when the subjects recognized that the singular data avail

able to them was entirely worthless. For example, when 

given an entirely irrelevant personality profile along with

the distributional data, the subjects in the studies by
?1Kahneman and Tversky tended to conclude that each of the 

two occupation was equally probable, ignoring the initial 

70:30, or 30:70 bias in the group. According to Kahneman 

and Tversky, to ignore the relevant distributional informa
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tion in this way is to commit an obvious probabilistic 

reasoning error. Indeed, even when the individual data do 

provide some worthwhile evidence, the base rate data remains 

significant and should be incorporated into the judgment.

Kahneman and Tversky conclude that people have little or no 

intuitive understanding of the norms of Bayesian reasoning.

At this point it should be noted the occurrence of the
22phenomenon itself is in some doubt. First, as Gigerenzer 

points out, earlier studies of "intuitive statistics" 

indicated a tendency not to disregard but rather to excess

ively weight the distributional data, a tendency termed

conservatism.

Second, recent studies have suggested that subjects do give

attention to the base-rate data, when the task is not

structured in such a way that the significance of that
24information is disguised.

Ginosar and Trope, using this same problem scenario, found 

the same effect. But, they also found that when the 

information subjects received was modified so as to provide 

inconsistent occupational cues, most subjects did at that 

point resort to the base-rate information. Moreover,
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subjects who failed to do so were later found, when tested 

on very simple "urn-type" problems, to have no conception of 

the relationship between "relative frequency" and "probabil

ity". I.e., nearly all the subjects who possessed even a 

rudimentary understanding of the concept of probability were

able to apply base-rate considerations in their assessments
25of the probability of group membership.

In addition, Ross and Nisbett claim that in certain situa

tions the use of an inappropriate heuristic such as repre

sentativeness is in practice appropriate, in that it would 

ordinarily cost the reasoner little if anything. For 

instance, some characteristics are "diagnostic" of certain 

categories, and the Pr(category /characteristic) = 100%. If 

so, assigning a particular individual to a class on the 

basis of that characteristic would work well. But to 

appropriately use the heuristic one must distinguish between 

those characteristics that are unique to a group, and which 

may either be common or uncommon among the group, and other 

characteristics which may be "typical" of a group, i.e., 

very common among members of a group, but which may also be 

possessed by individuals outside the group. If by 'diagno

stic' one refers to the first case, then it is hardly 

surprising that the reliance on the diagnostic characteris

tic "works", because this reasoning is normatively correct,
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according to Bayes' theorem. In this case, the probability 

that S belongs to the group given that S has characteristic 

x is 100%, and that certainty would be diminished as the

occurrence of the trait outside the group increases. It

seems unlikely, though, that this is generally the way that 

the representativeness heuristic is used, since traits that 

are unique to a group need not be at all common within the

group, and thus would not necessarily seem "representative"

of the group. Note that the relative "commonness" of the 

trait within the group is logically completely irrelevant in 

this case.

If, on the other hand, by 'diagnostic traits' one refers to 

traits that are typical, i.e., commonly, or even always 

possessed by members of the group, then the use of the trait 

to assess the probability of an individual's membership in 

that group would be problematic. This is because, however 

salient and remarkable such a trait may be, information 

about that trait is entirely irrelevant to the problem at 

hand. The use of this sort of information would only be 

safe if the common trait also happened to be unique to the 

g r o u p .

The error involved in this sort of reasoning seems to me to 

be what might be termed the "inversion" fallacy, the common
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but mistaken belief that the Pr(a/b) is equal to the 

Pr(b/a), or that those two conditional probabilities at 

least have some rather close relationship. That is, the 

truth of a statement of conditional probability does not 

permit one to infer the truth of the inverse. For example, 

it would be a mistake to believe that the probability that a 

subject has certain personality traits, given that the 

subject is a lawyer, [Pr(traits/lawyer)], is equal to the 

probability that the subject is a lawyer, given that the 

subject does possess the representative set of traits 

[Pr(lawyer/traits)].

For example, suppose for the moment that all lawyers wear 

glasses and carry briefcases. The Pr(traits/lawyer) is thus 

100%. So, knowing that John is a lawyer, we may rightly 

infer that John wears glasses and carries a briefcase. But, 

suppose we know instead that a) that all lawyers wear 

glasses and carry briefcases, and b) John wears glasses and 

carries a briefcase. If asked, Given this information, how 

likely is it that John is a lawyer?, a person using the 

representativeness heuristic would, incorrectly, respond, 

"Quite likely, because John 1ooks like a lawyer."

The only correct response, however, given only this informa

tion, is that no inference can be made, since there is no
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relationship whatsoever between the probability of 

(trait/lawyer) and that of (1awyer/trait), the Pr(a/b) and 

the Pr(b/a). Before any inference can be drawn one needs to 

know: first, the probability that a person wears glasses and 

carries a briefcase given that that person is not a lawyer; 

and second, the prior probability that the person is, or is 

not, a lawyer. In short, while it may be true that John 

"looks like a lawyer", there could be any number of n o n 

lawyers who also look like lawyers, and that is the impor

tant information.

In short, the error made by Kahneman and Tversky's subjects 

is not that they incorrectly used the information given, but 

that they failed to recognize that no answer whatsoever was 

possible on the information given them, that necessary 

information was missing. It may be, of course, that the 

subjects did recognize this, and obligingly came up with 

their own rough estimates of the missing data. If so, it 

would be impossible to assess the quality of their reason

ing, since we have no way of knowing what those critically 

important intuitive estimates might have been.

Notice that, in order to intuitively use Bayes' theorem, one 

must have some estimate of the probability of observing the 

evidence, given that hypothesis in question is f a l s e .
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Kahneman and Tversky manage to arrive at the correct 

Bayesian answer without having or using that piece of 

information, but only by the (technically correct) conver

sion of Bayes' theorem to its "odds-1ikelihood ratio" form. 

This is done by 1) devising a second hypothesis, 2) setting 

the information (some of which is not actually available) in 

the form of Bayes' theorem, and then 3) dividing the 

original equation by the second, at which point the missing 

information "drops out". This move does eliminate the need 

to estimate the Pr(e/-H), but it staggers the imagination to 

suggest that naive subjects, in their informal estimates of 

probability, either can or should be doing this sort of 

calculation.

Note, also, that if. Pr(trait/not lawyer) were taken to be 

zero, i.e., if there is no possibility of encountering 

"false positives", then one could validly infer that the 

Pr(lawyer/trait) = 100%, no matter what the Pr(trait/lawyer) 

might be, i.e., even if it were only .1%. The posterior 

probability sought is only diminished when the probability 

of a "false positive" must be taken into consideration. 

Perhaps what is seen in this study is not a question of 

"ignoring of base-rate" as much as a failure to recognize 

the possibility that the traits in question might well 

appear in the larger, non-lawyer population, and/or the
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failure to recognize the significance of the fact that they 

m i g h t .

It should perhaps also be noted that the Pr(trait/ lawyer) 

and the Pr(trait/not lawyer) are not reciprocals. It would 

be perfectly possible for both to equal 100%, or, indeed, 

any other combination--there is no necessary relationship at 

all between the two probabilities.

An alternative interpretation of Kahneman and Tversky's 

classic study is suggested by their own observation of the 

subjects' responses when given an entirely non-diagnostic 

personality profile ("Dick is a 30 year-old m a n . ..married, 

with no c h i l d r e n ...of high a b i 1i t y ...w e l 1-1 iked by his 

colleagues..."^). Given this "information", Kahneman and 

Tversky report that subjects judged that "the likelihood 

that a particular description belonged to an engineer rather 

than to a lawyer"^ was 50:50, i.e., the probability of

either occupation was 50%.

But, notice that, with this particular locution, it does 

seem that Kahneman and Tversky are asking, "What is the 

probability of finding this p r o f i l e , given that the in

dividual is. an engineer (or lawyer)?"
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But, if this is the question the subjects were asked, or 

believed themselves to have been asked, the answer they've 

given is exactly correct! The "occupationally neutral" 

profile i_s_ equally likely for these two occupations, as it 

would be for any occupation. A plausible explanation of the 

so-called "neglect of the base-rate" is that, rather than 

employing a faulty intuitive heuristic, the subjects were 

simply failing to correctly understand the question they 

were asked. This would be a relatively simple conceptual 

problem, which could be readily addressed by instruction in 

the fundamentals of probability.

Further questions arise when one tries to determine what the 

appropriate response ought to have been. A great deal hangs 

on the unknown assumptions made by the subjects, and 

incorporated into their judgments of probability. For 

instance, consider the following possible reasonings.

The base-rate of engineers in the group, one knows: 

the Pr(Eng) in the population = .30; hence, 

the Pr(-Eng) in the population = .70.

But, in order to use Bayes' theorem, one must make a 

judgment about the probability of finding the character 

traits given in the personality profile among the engineers
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and the lawyers. And, to do so, one can only refer to one's 

own background knowledge about engineers and lawyers in 

g e n e r a l , since one knows nothing at all about the character 

traits of the individuals in this particular sub-population.

Suppose, for instance, that one judges that:

(1) the Pr(char./Eng) = 100% and the Pr(char/-Eng) = 50%. 

then, using the base-rate data given in problem, the 

P r ( E n g ./ c h a r .) = 4 6 % .

Or, suppose (2) that one judges instead that the 

P r ( c h a r ./Eng) = 20% and the Pr(char/-Eng) = 10%. Then,

again, the Pr ( E n g ./ch a r ) = 46%.

Or, suppose (3) that one believes that the Pr (c h a r ./Eng) =

80% and the Pr (c h a r ./-Eng) = 40%. Then, once again, the

Pr(Eng/char) = 46%.

These three alternatives illustrate that even radically 

different judgments about the probabilities of observing the 

character traits in question can, when used in Bayes' 

theorem, generate the same "correct" answer.
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But, suppose (4) that one judges that the P r ( c h a r ./Eng) = 

80% and the P r (c h a r ./-Eng) = 10%. Then, the P r (E n g ./ c h a r ) = 

77%.

But, suppose (5) that one judges, as above, that the 

P r (c h a r ./ E n g ) is 80%, but takes the P r ( c h a r ./-Eng) to be 0%. 

Then, the P r ( E n g ./ c h a r ) = 100%.

The last three alternatives, (3), (4) and (5), illustrate

that even when one holds the Pr(char/Eng) estimate constant, 

while varying only the estimate of the Pr(char/-Eng) , very 

different correct answers will be reached.

And, finally, suppose one believes that the P r (c h a r ./ E n g ) = 

50% and the P r ( c h a r ./-Eng) = 50%. Then, the Pr(Eng/char) = 

30%, which is of course equal to the prior probability with 

which one started.

In short, any answer at all can be defended as correct, 

since the answer depends on the unstated assumptions that 

the subjects might have introduced into the problem, and 

indeed must introduce if the problem is to be solvable at 

all .
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Clearly, before making any judgment, one needs to know two 

things. First, how likely is it that any lawyer will have 

the character profile in question? This may well be thought 

of as, How "representative" of "lawyers-in-general" is this 

particular character profile? And, to estimate this figure, 

one can hardly do more than to a) recall all the lawyers one 

has encountered, and estimate what proportion of them 

displayed the character, and b) consider whether the 

character in question for some reason would be expected to 

occur among a certain proportion of (unobserved) lawyers. 

For instance, one might conclude that "an interest in 

politics" would be a characteristic shown by a large 

proportion of lawyers, while a fascination with mathematical 

puzzles would be characteristic of an equally large number 

of engineers.

The key consideration, however, would be the one that might 

easily be overlooked--one must ask, How likely is it that 

anyone who is not a lawyer (or, alternatively, an engineer) 

would display that characteristic?

Suppose, for instance, one decides that 90% of all engineers 

would be interested in mathematical puzzles, while only 10% 

of the general population would be so interested. Then, the
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probability that X, who is interested in puzzles, is an 

engineer would be about 75%.

Notice, too, that given any more realistic estimate of the 

likelihood of lawyers for the general population, the 

"usefulness" of the character trait as an indicator of 

occupation would plummet; for instance, assuming a prior 

probability that X is a lawyer of .1% (undoubtedly a high 

estimate, even given our litigious society), the conditional 

probability that X is a lawyer, given the interest in 

politics, would be .18%, in other words, not very likely.

Summary

In this chapter I have first, discussed the concept of 

probabilistic reasoning, indicating the range of possible 

interpretations of the central concept, viz., probability. 

No consensus presently exists among theorists of probability 

as to the "best" interpretation, or even as to whether there 

is a single interpretation. It may be that the concept is 

fundamentally ambiguous, so that, depending on the context 

of the problem at hand, different senses of probability are 

most appropriate. The decision about the required inter

pretation has definite consequences for the sort of calcula

tion one undertakes, and hence will significantly affect the 

judgment of probability at which one ultimately arrives.
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Second, I have indicated the sorts of "everyday reasoning" 

activities that involve one in probabilistic reasoning. 

Judgments of probability are required in making predictions, 

in assessing evidence, in making causal attributions, in 

making generalizations about group characteristics, and in 

drawing conclusions about individuals on the basis of 

beliefs about group membership. These judgments may be made 

without any process of conscious a p praisal, without the 

deliberate application of a selected set of reasoning norms,

i.e., on an "intuitive" basis.

Third, I have set out and discussed some of the large body 

of psychological research which supports claims about the 

existence of persistent, systematic errors and biases in 

individuals' intuitive beliefs about probability. The gist 

of such claims is that, at least under test conditions, 

individuals frequently violate the norms of probabilistic 

reasoning, which are taken to require a Bayesian analysis of 

the data at hand.

There is, however, considerable controversy among philosoph

ers concerned with theoretical accounts of probability, of 

induction, and of rationality as to whether or not the 

Bayesian norms accepted by the psychologists are indeed
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normative. Clearly, if Bayesian reasoning is not really

required for "rational" thinking, the research demonstrating 

persistent non-Bayesian patterns of thought would not be 

indicating a problem, and there would be no reason to 

include instruction in Bayesian reasoning in the critical 

thinking course. In the next chapter, then, I will consider 

the controversy over the status of Bayesian reasoning.
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CHAPTER IV

NORMATIVE ISSUES IN PROBABILISTIC REASONING

1. Introduction

A claim that has become commonplace in the psychological 

literature, as indicated above, is that people tend to do 

poorly in various ways when faced with probabilistic 

information. Yet the descriptive accounts in the psycholog

ical literature of the cognitive strategies individuals 

employ cannot by themselves yield this conclusion. Before 

concluding that people do well or poorly in their reasoning, 

one must also have a normative account of probabilistic 

reasoning, i.e., one must determine how people should reason 

in problems involving uncertainty. But, the normative

questions are no less controversial than the empirical. In 

this chapter I will consider some of the conflicting 

pos i t i o n s .

Consider, for instance, the error in probabilistic reasoning 

discussed above--the claimed failure to consider relevant 

distributional data. The claim is that, in making probabil

istic judgments people tend to ignore the base-rate data and 

rely exclusively on singular information, and do so even

140
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while recognizing that the particular singular information 

they possess is irrelevant. The assumption underlying 

Kahneman's and Tversky's psychological research into 

probabilistic reasoning is that the Bayesian model is 

correct, and sets the norm for such reasoning. In the next 

section, for the convenience of the reader, I will set out 

and then discuss this theorem.

2. Bayes* Theorem

Bayes' theorem was first set out by Thomas Bayes in 1763.* 

The theorem, which is directly derived from the basic axioms 

of the probability calculus, allows one to calculate the 

conditional probability of A given B, that is, Pr(A/B), 

from: 1) the conditional probability of B given A, Pr(B/A);

2) the probability of A, Pr(A); and 3) either the probabil

ity of B, Pr(B), or (what is equivalent) the probability of 

(B given A) plus the probability of (B given -A), [Pr(B/A + 

Pr(B/-A)]. So, given Pr(B/A) and some additional informa

tion, the inverse probability, Pr(A/B), can be calculated.

The theorem can thus be used to provide a means to "update" 

one's estimate of the conditional probability of a hypothe

sis after acquiring new information or evidence, (e), that 

is relevant to one's hypothesis, (H). When used in this 

way, the theorem requires that there be two hypotheses under
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consideration, and that these be mutually exclusive and 

exhaustive, i.e., H and not - H .

It might be useful here to briefly sketch Bayes' theorem, 

and to set out a model case of the use of the theorem. 

Bayes' Theorem can be used to assess the probability that a 

hypothesis, H, is true, given some evidence, e. In such a 

case, the value to be determined is the conditional probabi

lity of the hypothesis given the new evidence, i.e., the 

Pr(H/e). There are three distinct, independent pieces of 

information that are required if one is to use the theorem. 

The first is the initial probability of the hypothesis,

Pr(H), called the "prior probability" of the hypothesis.

This value is "assigned" by the reasoner (hence, a subject

ivist interpretation of probability is required). The 

Pr(-H), which is also required (when using a straightfor

ward form of the theorem), is simply a function of the

P r ( H ) , i.e., Pr(-H) = (1 - Pr(H)).

The second distinct piece of information needed is the 

probability of the evidence given the truth of the hypothe

sis, Pr(e/H), i.e., the probability that the evidence at

hand would be observed if the hypothesis were in fact true.
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The third distinct piece of information is the probability 

of the evidence given the falsity of the hypothesis, 

Pr(e/-H). The theorem states that 

Pr (H/e) =

___________________Pr (H) * Pr (e/H)___________________
[Pr (H) * Pr (e/H)] + [Pr (-H) * Pr (e/-H)]

A Simple Model Case:

Suppose that you are confronted with two un
labelled urns, each of which contains 100 small 
objects. In the first ("M"), there are 100 
marbles; in the second ("D"), there are 70 marbles 
and 30 diamonds. You will be allowed to choose 
and to keep one of the two urns. The probability 
that you will choose Urn D, the prior probability 
of D, is 50%. Before making the choice you ask 
for some further information, and are allowed to 
take one sample from one of the urns, i.e., to 
obtain a single piece of evidence ("e").

Suppose that, with great luck, the object you pull 
out is a diamond. What is the probability that 
you have in your hands Urn D?

Note, first, that the correct answer is intuitively obvious. 

Clearly, given this evidence, the probability that this is 

Urn D is 100%. And Bayes' theorem generates the intuitive

ly right answer.

Pr(D/e) =

____________________ Pr (D) * Pr (e/D)________________
[ P r (D ) * P r (e / D ) ] + [ Pr(-D) * Pr (e/-D) ]
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________.5 * .3_______  = ■ 15 = 100%
[.5 * .3] + [.5 * 0.0] . 1 5 + 0 . 0

The evidence in this case is concl usi v e . both intuitively 

and according to Bayes' theorem, and this is so because the 

[Pr(-D) * Pr(e/-D)] is zero. And, this is so because the 

Pr(e/-D) is zero.

Suppose, though, that you've been less lucky in your sam

pling, and have come up with a marble. What does this 

evidence tell you about the probability that you're holding 

Urn D? The temptation, I take it, would be to say that, 

since the evidence was possible given either urn, the 

evidence is inconclusive and hence of no use. But, while it 

is quite true that the marble is inconclusive, it is not 

true that it is worthless. It is possible to discover the 

significance of that evidence by applying Bayes' theorem.

P r (D / e ) = _________.5 * .7 = .35 = 41% 4
[ .5 * .7] + [.5 * 1.0] .35 + .5

Given this analysis, one would be well advised to opt for 

the other urn, which would have a 59% probability of being 

the "diamond" urn.
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Note that, though superficially complex, the theorem is 

quite simple to apply (when the needed information is

readily available). There are a number of observations that 

can be made that would permit an "intuitive" use of the

theorem, i.e., an informal and very simply calculated use, 

to generate rough estimates of conditional probabilities.

First, the conditional probability, Pr(H/e), will always be 

equal to 100% whenever the second term of the divisor is 0; 

and, second, the 1 arger the second term of the divisor is 

relative to the first (which is the same as the dividend), 

the s m a l 1er will be the Pr(H/e). For example,

let 'x' be the first term, [Pr(H) * Pr(e/H)], and

let * f * be the second term, [Pr(-H) * Pr(e/-H)]. Then

the conditional probability of the hypothesis given the

e vidence , P r ( H / e ) , is :

X o r , e quivalent1y , 1
x + f 1 + R

where R is the ratio of x to f .

S o , if: f = x . . . . .Pr(H/e) = 50% ;
f = 2 x .... .Pr(H/e) = 33% ;
f = 3 x .... ,Pr(H/e) = 25% ;
f = 4 x . . . . .Pr(H/e) = 20% ;
f = 9 x . . . . .Pr(H/e) = 10% .

And, if: f = 1/2 x .. .Pr(H/e) = 66% ;
f = 1/3 x . . .Pr(H/e) = 75% ;
f = 1/4 x .. .Pr(H/e) = 80% ;
f = 1 / 9 x . . .Pr(H/e) = 90% .
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Notice also that if the two prior probabilities are equal to 

one another, i.e., Pr(H) = Pr(-H), then that term drops out 

of the equation, and can be ignored in one's rough figuring.

Black notes, however, that this move, simply setting the 

initial probabilities of the hypotheses at .5, involves the 

use of the widely discredited Principle of Indifference, and 

hence is problematic.^

Suppose that the prior probability of both the hypothesis 

and the negation of the hypothesis are for some reason

judged to be equal, i.e., suppose that there is initially a 

50% chance that the hypothesis is true, and a 50% chance 

that it's false. Then, whenever the Pr(e/H) equals the 

Pr(e/-H), the probability of the hypothesis given that 

evidence, Pr(H/e), will be 50%, and this will be true no

matter what the Pr(e/H) is.

Notice, too, that if the sum (x + f) = 1, then the Pr(H/e)

equals the Pr(e/H), and this, again, is always true, no

matter what x and f are.

If the prior probabilities of the hypotheses are not equal, 

the necessary calculations become slightly more complex,
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since the Pr(e/H) and the Pr(e/-H) must be weighted by the 

Pr(H) and the Pr(-H), respectively.

Since f and x are probabilities, their values will always be 

between 0 and 1, which further simplifies things.

These relationships, once understood, would seem to be 

fairly easy to use in making estimates, particularly when 

one is willing to accept an answer that is a "rough esti

mate". And, to accept rough estimates would seem reason

able, since the probabilities employed in the formula are 

generally themselves rough estimates.

So, what are we to make of the claim that, in general, 

people fail to make use of this sort Bayesian assessment 

when estimating the probabilities of their hypotheses? In 

the next section I will consider possible explanations of 

the empirical observations.

3. The Claimed Failure to Use Bayesian Reasoning 

Several possibilities immediately arise. First, the empiri

cal claim could simply be wrong, i.e., perhaps people in 

general do. make use of this sort of information. This could 

be the case if the psychological evidence advanced to 

support the claim were in some way flawed. For instance, it
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could be that insufficient data has been obtained to support 

this conclusion. Ginosar and Trope, reinvestigating the

"neglect of base-rates" studies of Kahneman and Tversky, 

found that, when presented with "...similar categories, 

inconsistent information, and unrelated information... 

subjects incorporated base rates into their judgments in an 

orderly fashion."^ They conclude that "in sum, the present 

study suggests that the base-rate fallacy is not as preva-
nlent as earlier work would lead one to expect."

Second, it could be that some alternative hypotheses that

would "fit" the data have been overlooked; for instance, it

might be that when using this information, additional 

common-sense (or what are believed to be common-sense) 

premises are added by the subjects to the information given 

in the problem scenario. Such assumptions might lead the 

subjects to very different, but nevertheless reasonable 

estimates of probability.

Third, it could be that the empirical claim is correct; 

perhaps in some circumstances people dc> fail to use a 

Bayesian approach. We would then still have to ask the more 

important question, viz., Why? Again, several pos

sibilities immediately emerge. First, it may simply be that 

this phenomenon is one that is eminently an educational
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problem. Perhaps the failure to intuitively reason proba

bilistically is simply the result of a lack of prior atten

tion by the student to the significance of this sort of 

information. If so, simply directing the student's atten

tion would lead to improvement in probabilistic reasoning.

Or, perhaps an "intuitive” recognition of the importance of 

such reasoning does occur, but errors arise because of a 

failure to "intuit" the finer points of probabilistic

reasoning, the subtleties and problems that may arise. 

Similarly, while the basic rules of language usage are 

universally intuited by all normal children exposed to human 

speech, it seems unarguable that, quite often, considerable 

"room for improvement" persists, even among adult native 

speakers of a language. Hence, explicit instruction is

given in the rules of usage, and is combined with practice,

coaching, etc., and this often leads to the desired improve

ment. If the problems in probabilistic reasoning are

analogous to problems in the usage of language, again, such 

problems would seem to be ameliorable via instruction.

Or, it may be, contrary to the claims of many in psychology, 

that statistics does not "speak with a single voice". 

Gigerenzer and Murray demonstrate that different theories of 

statistics when applied to the Cab problem of Kahneman and
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Tversky, give different, and n o n - Bayesian, answers as the 

"correct" estimate of the probabilities. The Neyman and 

Pearson theory, for instance, deliberately introduces an 

openly subjective element, requiring that the reasoner 

decide upon a "criterion" setting, which determines the 

ratio of types of errors, i.e., the ratio of "misses" to 

"false alarms". And, when that criterion is selected so as 

to minimize false alarms, the correct answer according to 

the Neyman Pearson theory is very close to that which

Kahneman and Tversky observed in their studies, which they
0designated as demonstrating a reasoning error.

4. Should Bayesian Reasoning Be Used?

This brings us to the normative issue, an issue which 

remains controversial. The question is, Should Bayesian 

reasoning be adopted as a norm for probabilistic reasoning? 

In the psychological literature, the assumed answer is that 

Bayesian reasoning is indeed normative, in all contexts, and 

that any divergence from such reasoning should be counted as 

an error, or even as evidence of irrationality. But, this 

may be too facile a conclusion.

For instance, in the Lawyer/Engineer problem described 

above, one might accept the empirical findings, but deny

that the observed "failure" to make use of base-rate infor
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mation constitutes a mistake in reasoning. The question to 

be asked is, Should one make use of that group-based infor

mation whenever it is available, or should one, on the other 

hand, concentrate exclusively on the information one has 

about the particular individual? Kahneman and Tversky hold 

that base-rate data are always pertinent. But others have 

argued that, in at least some circumstances, it is the use 

of the base-rate data in arriving at a judgment that actual

ly counts as "irrationality".

L.J. Cohen charges that "some investigators of irrationality 

...proceed as if all questions about appropriate norms have 

already been settled...as if existing textbooks of logic or 

statistics had some kind of canonical authority."® He 

maintains that, given the controversies that still exist 

with respect to the norms of probabilistic reasoning, the 

purported "errors" in probabilistic reasoning may not 

constitute errors at all.*® Cohen in fact defends the 

reasoning of the everyday reasoner, arguing that in Kahneman 

and Tversky's "Cab problem", the intuitive, non-Bayesian 

probability estimates of the subjects are preferable to the 

Bayesian answers which Kahneman and Tversky consider cor

rect. At this point I will set out the "Cab problem", and 

discuss the normative issues that have arisen in relation to 

i t .
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The Cab Problem

This version of the cab problem is set out by Kahneman and 

Tversky in Judgment under Uncertainty (1982):

A cab was involved in a hit and run accident at 
night. Two cab companies, the Green and the Blue, 
operate in the city. You are given the following 
d a t a :

(a) 85% of the cabs in the city are
Green and 15% Blue.

(b) a witness identified the cab as
Blue. The court tested the reliability 
of the witness under the same cir
cumstances that existed on the night of 
the accident and concluded that the
witness correctly identified each one of 
the two colors 80% of the time, and
failed 20% of the time.

What is the probability that the cab involved in 
the accident was Blue [as reported] rather than 
Green?

According to K&T, this problem "permits the calculation of

the correct posterior probability under some reasonable
1?assumptions" .

Their research, however, shows that the "base rate" data, 

the 85% Green and 15% Blue figures, which are taken to 

represent the prior probability of involvement in the 

accident, seem not to be used by most subjects. "The median 

and modal answer [given by their subjects] is typically .80, 

a value which coincides with the credibility of the witness,
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and is apparently unaffected by the relative frequency of 

Blue and Green c a b s . This phenomenon has been repeatedly 

observed, and has been found to be stable under a number of 

variations of the problem. According to Bar-Hillel, "The 

genuineness, the robustness, and the generality of the base- 

rate fallacy are matters of established f a c t ."^

The Bayesian calculation that is taken to be required is: 

Pr(Blue cab/"blue report") =

____________________ Pr (B) * Pr ("b"/B)_______________  =
[Pr(B) * P r ("b"/B)] + [Pr(-B) * Pr("b"/-B)]

.15__________ * .80___________  = .12 = .41
[.15 * .80 ] + [ .85 * .20 ] .12 + .17

and hence the probability that the errant cab was Green 

would be .59.

So, according to Kahneman and Tversky, "...in spite of the 

witness's report...the hit-and-run cab is more likely to be 

Green than Blue, because the base-rate is more extreme than 

the witness is credible."^

The subjects seem to have been making two mistakes. First, 

they seem to be assuming that the two different conditional
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probabilities are interchangeable, i.e., that Pr(a/b) = 

Pr(b/a). That is, they seem to believe that the probability 

of the witness reporting "Blue" on seeing a Blue cab, which 

is 80%, is quite simply equal to the probability that the 

cab is Blue, given that the witness says that it is, i.e., 

that the Pr("B"/B) = Pr(B/"B"). This of course is an

invalid inference, since there is no necessary equivalence 

between inverse conditional probabilities.

This sort of mistake would seem to be most easily accounted 

for as simply an ignorance on the part of the subjects of 

the basic workings of the probability calculus.

The second "mistake" is the more problematic. The subjects 

seem not to be inclined to make any adjustment for the base- 

rate data, but treat it as if it were entirely irrelevant to 

the problem at hand. This move cannot be attributed to a 

lack of knowledge as to how to properly take into account 

this sort of information. It is not that the subjects are 

"using the data incorrectly"; rather, they are simply 

ignoring its existence entirely.

However, in another variation of the problem, subjects are 

given what are considered to be "causally relevant" base- 

rate data--subjects are not given the relative frequency of
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cabs in the city, but instead are given the relative fre

quency of cab accidents in the city, i.e., the information 

that 15% of the cabs involved in accidents in the city are 

Blue, while 85% of the cabs in accidents are Green. In this 

case, subjects' answers were highly variable, but generally 

subjects did seem to make some allowance for the "prior 

probability" given by the base-rate data. Kahneman and 

Tversky conclude that "causal base-rates", those which 

"... s u g g e s t ... the existence of a causal factor that explains 

why any particular instance is more likely..."*®, are employ

ed in intuitive assessments of probability, although "in

cidental base-rates", which do not suggest any such causal 

link, are not. Kahneman and Tversky maintain, however, that

both causal and incidental base-rate data ought to be used,
17that both are equally relevant. This normative claim, 

though, is one that is hotly disputed.

Cohen's Critique

The normative issue thus raised has been considered by 

Cohen.*® Cohen rejects the reasoning given by Kahneman and 

Tversky. He argues that the .41 probability figured by 

Kahneman and Tversky is "...the value of the conditional 

probability that a cab-color identification by the witness 

is ...[correct], on the condition that it is an identifica- 

tion as... [blue]. (I should note here that in Cohen s
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presentation of the problem, he refers to a variation that 

has the witness identifying the cab as g r e e n , which confuses 

the issue by changing all the numbers involved. I have 

tried, for the sake of clarity, to make Cohen's account 

match the original version by making the appropriate sub

stitutions .)

Cohen argues that the issue before the court does n o t , and 

ought not to, "concern the long run of cab-color identifica

tion problems", but rather "...just the probability that the

cab actually involved in the accident was blue, on the
20condition that the witness said it was [blue]." Cohen 

concludes that "if the jurors know that only 20% of the

witness's statements about cab colors are false, they 

rightly estimate the probability at issue as [80%]...the

fact that cab colors vary according to an 85/15 ratio is
21strictly irrelevant..."

The jurors, says Cohen, should be interested only in the

"causal propensity" of the witness to correctly identify 

cab-colors, and this is dependent only on "causal proper

ties, such as the physiology of vision, [which] cannot be 

altered by facts...that have no causal efficacy in the

individual events...the mere relative frequency of blue and
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green cabs...does not generate any causal propensity for the 

particular cab in the accident.”

Cohen thus vindicates the ordinary "common-sense” judgments 

of the man in the street (and not surprisingly, his con

clusion has a great deal of intuitive plausibility). To do 

so, Cohen adopts the propensity account of probability. But 

having adopted this account, it would seem that the propen

sity of the witness to identify cab colors accurately would 

be far less significant than the propensity of the par

ticular driver in question to a) be involved in an accident, 

and b) having been involved, to leave the scene. The 

propensity of the witness would in no way alter the propen

sity of the driver.

The propensity interpretation of probability is elaborated 

by Popper; it seems particularly plausible in this problem 

scenario, since such probabilities can be attributed to 

particular individuals. The difficulty is that given this 

account there is no clear way to determine just how various 

operative factors contribute to the final propensity. 

According to Cohen, "The main weakness of a propensity 

analysis is that it does not intrinsically carry with it any 

distinctive type of guidance in regard to the actual evalua

tion of probabi1i t i e s ... since the talk of propensities has
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no distinctive numerical implications, it provides no 

inherent basis for the assignment of actual probability- 

v a l u e s .

An Alternative View: Mill

Interestingly, the same sort of a problem is addressed much
25earlier by John Stuart Mill in A System of L o g i c . For 

Mill, to engage in the sort of detailed calculations of 

prior and posterior probabilities which, according to 

Kahneman and Tversky are required for correct probabilistic 

reasoning, would involve "...the misapplication of the 

calculus of probabilities which have made it the real
2gopprobrium of mathematics." In his comments, Mill is 

referring specifically to the then current attempts to apply 

probabilistic reasoning to the "...credibility of witnesses,
27and to the correctness of the verdicts of juries."

According to Mill, there are several problems with such 

attempts. First, Mill argues that it makes no sense to 

speak of, or to try to determine, "a general average of the
2gveracity ...of mankind..." ;  second, even if such a prior 

probability, i.e., distributional data for the class as a 

whole, could be reasonably assessed, that class information 

would be virtually worthless in determining the position of 

any single individual within the overall pattern of d i s 
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tribution of values. Averages, writes Mill, "...are of 

extremely small value as grounds of expectation in any one 

individual instance, unless the case be one of those in 

which the great majority of individual instances do not 

differ much from the average." Mill sets this out as a 

fallacy of probabilistic reasoning--"... the fallacy of 

reasoning from a wide average to cases necessarily differing 

greatly from any average."

Like Cohen, Mill maintains that a rational juror would 

concentrate on the characteristics of the individual w i t 

ness, "...the degree of consistency of his statements, his 

conduct under cross-examination,...the relation of the case

itself to his interests, his partialities, and his mental
31c a p a c i t i e s " ,  and would disregard the distributional data as 

irrelevant to the determination of the particular instance.

Mill's issue, one will note, is not identical to the "Cab 

problem". But it seems that the reasoning Mill uses can be 

applied to the contemporary puzzle. For instance, it seems 

that Mill would have the rational juror in the cab case 

concentrate on the characteristics of the individual cab 

drivers involved, the accounts of their actions given by the 

drivers, their prior accident records, any relevant mainten

ance records, the proficiency of the drivers, etc.. Mill,
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to be consistent, would have to argue that "distributional 

data" such as the number of taxi-cabs of various colors in 

the city, would be irrelevant to the determination of the 

guilt of these two possible culprits.

Similarly, Mill would note that being involved in a hit- 

and-run accident is a characteristic which is not one for 

which "the great majority of individual instances do not 

differ much from the average". Thus, even if we were 

informed that 85% of all the accidents in the city were 

caused by Blue Cabs, this still would not be useful to us in 

determining whether or not it is likely that this par

ticular accident was caused by this particular Blue Cab.

As noted above, this variation on the original problem was
33in fact tried by Kahneman and Tversky. Cohen argues that 

this change in the data (to indicate the distribution of 

accidents with respect to the two companies) is quite 

significant, and hence, once again, the naive subjects 

demonstrate the ability to reason rationally by attempting 

to include that new data.

There is another remarkable similarity between Cohen's 

argument and Mill's explication of probability. This is the 

emphasis on the significance of causal properties, which
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Cohen refers to as "causal propensities". Cohen distin

guishes between "probability functions that measure relative 

frequencies and probability functions that measure causal 

propensities... the propensity-type probabilities may be 

estimated from frequencies..." Mill maintains that one's 

primary interest or goal in any calculation of "frequency- 

type" probabilities is to discover the causal relationships 

that give rise to the frequency data. The very purpose of 

probabilistic reasoning, according Mill, is to allow us to 

separate the effects of chance from the effects of causa

tion, and so allow us to advance our knowledge of the causes 

that ultimately control the occurrences of events.

It is possible, though, that Mill might take another tack. 

As noted above, Mill does provide for the calculation of the 

probability that a particular effect was caused by one or 

another possible cause, and he sets out a formula similar to 

Bayes' theorem in his explanation of how this is to be done. 

Mill writes, in what seems to be an example similar in many 

ways to the Cab Problem, "Let the causes [A and B] be alike 

in...[this] ...respect: either A or B, when it exists, being 

supposed equally likely...to produce M; but let A be in 

itself twice as likely as B to exist, that is, twice as 

frequent a phenomenon. Then it is twice as likely to have 

existed in this case, and to have been the cause which
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produced M."^ But notice here that the two possible causes 

are by hypothesis equal 1v likely to produce M. In the cab 

case, we are not given any information as to the number of 

accidents per Green Cab and the number of accidents per 

Blue. Only if these numbers were equal could we make use of 

the prior probability in this way.

Mill goes on to consider cases where the two possible causes 

differ both in their frequency and in their propensity to 

cause the effect. In such a case, "the probability that M 

was produced by either cause is as the antecedent probabil

ity of the cause (its frequency), multiplied by the proba

bility that if it [the cause] existed it would produce M."^ 

But, again, in the Cab case, although we have access to the 

first number, we do not have access to the second. So it 

would seem that, according to Mill's argument, the only

conclusion in the Cab problem would be that we cannot 

cal cul ate in any meaningful way the probability that the

accident was caused by a Blue or Green Cab.

There is one final point of similarity between Mill's 

treatment and Cohen's. Cohen admits that, although when 

given the eye-witness testimony one should rely exclusively 

on that evidence, one might not have any such evidence.

Cohen claims that in such a case one should revert to the
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base-rate data, and one then should make the judgment on the 

basis of that evidence. "Of course, if no testimony is 

mentioned and subjects know nothing except the relative 

frequency of the differently colored cabs, then no causal

propensity is at issue and the only basis for estimating the
37required probability is indeed the relative frequency." 

This, though, casts considerable doubt on the consistency of 

Cohen's account. Why would it be permissible to use the

base-rate data in one case, and not in the other? Cohen

offers no justification. It would seem that one sort of 

information cannot 1ose its pertinence simply because 

additional information has been gathered. Cohen's reasoning 

here seems reminiscent of Mill's willingness to accept the 

Principle of Indifference as the basis of the assignment of 

probabilities, provided we have "nothing better to go on". 

It would seem to me that both Mill and Cohen too readily 

fall back on what each admits is an inferior sort of data,

data which is held to be entirely useless whenever some

thing better is available. Both would seem to be more 

consistent if they were to conclude that no judgment of 

probability can be made without the correct sort of data, 

whatever that may be.

Mill closes his discussion of this issue with a rather 

scathing comment, which has some clear educational implica
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tions. He writes that these are the sorts of errors are 

"frequently committed by men who, having made themselves 

familiar with the difficult formulae which algebra affords 

for the estimation of c h a nces... 1 ike better to employ those 

formulae...than to look out for means of being better 

informed.” (An example of the "hammer" phenomenon--give a 

small boy a hammer, and he will very quickly discover that 

everything needs p o unding...)

A Variant on the Cab Problem

Let us consider an alternative version of the same problem. 

Suppose that the accident occurred in a city in which the 

general population is 85% Black, and in which the cab- 

drivers are also 85% Black. Suppose, for good measure, that 

out of all past cab accidents, 85% were determined to have 

been caused by Black cab-drivers. Suppose, though, that in

this case an eye-witness has identified the driver as

Caucasian, and that this witness is able to make correct 

identifications in 80% of the test-cases (80% of the Black 

persons are identified correctly; 80% of the Caucasians are 

identified correctly); and, suppose further that only two 

cabs were in the vicinity, and two suspects were brought in-

-one Caucasian, the other, Black.
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You are a juror, and you must decide whether it is rational 

to rely on the Hahnemann and Tversky calculations, or to 

reject Bayesian reasoning as normative in this context. If 

you decide that Bayesian reasoning is the rational choice, 

according to Kahneman and Tversky's analysis, it would seem 

that you must conclude, despite the contrary testimony of 

the very accurate eye-witness, that the Black cab-driver is 

more likely to have been involved in the accident. If, on 

the other hand, you reject the Hahnemann and Tversky ac

count, you must decide that it is rational to ignore the 

base-rate data and to rely on the pertinent individual data. 

It would seem that in this scenario, to continue to believe, 

despite the contrary evidence, that this particular Black 

person is guilty of this particular crime, merely on the 

grounds that there are a large number of Black persons in 

the neighborhood, would be an example of the most blatant 

and egregious racial prejudice, and not at all a shining 

example of rational thought.

But, the problem with this conclusion is that, since Bayes' 

theorem is directly derivable from the basic probability 

calculus, it would seem that we cannot simply reject Bayes

ian reasoning without relinquishing the probability calculus 

itself. How can this conundrum be resolved?
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Perhaps the Bayesian reasoning is being misapplied in these 

examples. Cohen, for instance, points out that on a fre

quency interpretation of probability, one cannot make the 

move from a general inference about the probable charac

teristics of an individual randomly drawn from a population, 

which would be sanctioned by Bayes' theorem, to a specific 

inference about the characteristics of a particular in

dividual, say, George. This is because George may be 

significantly different from the other members of the 

supposed reference class, so that the probability that 

George is "a bassoon-historian" may not be at all the same 

as the probability that any randomly chosen individual is a 

bassoon-historian. And, if we assume that George is unique, 

the only appropriate reference class is the class containing 

only George himself. But then, "we should only obtain a 

reliable probability for George's being a bassoon-historian 

if and only if we are 100 percent certain that he is one or 

that he is not one."^

Moreover, the usual interpretation of probability adopted by 

the proponent of "Bayesianism" is the personalist inter

pretation of Savage and De Finetti. The statement that "the 

probability that x is F is .85%" is understood to express 

one's degree of belief that x is F; and this value is to be 

assigned, not discovered. Hence there is no reason why the
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"prior probability" of the hypothesis in the cab problem 

must be taken to be equal to the relative frequency of cabs 

in the city, or to any other empirically determined value. 

Similarly, neither the "probability of the evidence given 

the truth of the hypothesis" nor the "probability of the 

evidence given the falsity of the hypothesis" need be set 

equal to the experimentally determined "accuracy of the 

wi t n e s s " .

Moreover, the "accuracy of the witness" is a problematic 

attribute. Note that what we are given are the conditional 

probabi1i t i e s :

1) the probability of "blue" reports given Blue cabs 

= (80%); and

2) the probability of "green" reports given Blue cabs 

= (20%).

But what would be of more interest, it seems, would be the 

experimentally determined inverse conditional probability, 

i.e.,

the probability of Blue cabs given "blue" reports, 

under the experimental conditions.
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And this information can easily be acquired by using Bayes' 

theorem, along with the findings of the accuracy tests. 

I.e.,

Pr(Blue/"b") =

____________ Pr(Blue) * Pr ( "b'VBlue)_________  .
[P r ((Bl) * P r ("b"/Bl] + [Pr(G) * Pr("b"/G)]

Assuming equal numbers of Blue and Green cabs were used, 
this is:

50%_______ *________80%______  = 40% = _ 4 _  = 80%
(50% * 80%) + (50% * 20%) 40% + 10% 5

In other words, using Kahneman and Tversky's numbers, the 

diagnostic information, under experimental conditions, i.e., 

the probability that a Blue cab has been seen when a "Blue" 

report is given by this witness, is the same as the "witness 

accuracy", the probability that a "Blue" report is given 

when a Blue cab is seen. This unusual result is purely 

artifactual; it only occurs in this case because the proba

bility of "true positives" (80%) has been arbitrarily chosen 

by Kahnemann and Tversky to be complementary to the probabi

lity of the "false positives" (20%). (And, because it can 

reasonably be assumed that, in the test, equal numbers of 

Blue and Green cabs were used.)
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Bar-Hillel has conducted empirical investigations similar to 

Kahneman and Tversky's. She considers, and rejects, the 

possibility that her subjects are "mistaking" the retrospec

tive probability actually given, Pr("b"/B) = 80%, for the

diagnostic probability actually required, Pr(B/"b"). But 

surprisingly, Bar-Hillel goes on to acknowledge that "...if 

you believe you are told that...when the witness says 'the 

cab was Green' (or Blue...), he stands an 80% chance of 

being correct, then you are quite right in giving 80% as 

your answer, irrespective of the base-rate conditions."^ 

But she asserts that "a very bizarre perceptual mechanism 

would have to be assumed to p r o d u c e ...[the diagnostic 

information]... given that we take percepts to be caused by 

external events and not vice versa.

But what seems strange here is that Bar-Hillel fails to note 

that the desired diagnostic information, though obviously 

not given by percep t i o n , is readily generated simply by 

applying Bayes' theorem and a plausible assumption about 

typical testing conditions. It is this inference about the 

relation between Pr("b"/B) and Pr(B/"b") that constitutes 

paradigmatic Bayesian reasoning. But Bar-Hillel rejects 

this possible interpretation out of hand, and maintains that 

the subjects err by failing to use Bayesian reasoning at 

all .
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One problem with the "cab problem" in its many variants 

seems to be that several very different sorts of information 

are simply "plugged in" to Bayes' formula, which is then 

used to crank out a "correct answer".

First, what one is looking for is a judgment of subjective 

probability. No one, I take it, can doubt that this pa r 

ticular cab either was, or was not, involved in the acci

dent, and the statement, "The probability is x% that the cab 

in the accident was this blue cab" can only be taken to 

express one's degree of confidence in that conclusion. But, 

the probability taken to be the "prior probability" of that 

hypothesis is an objective, "frequency" sort of probability, 

simply the number of blue cabs divided by the number of all 

cabs in the city.

Third, the "probability of the evidence given the truth of 

the hypothesis", another "frequency", is one that is unre

lated to the last --i.e., we are given as evidence the 

frequency of "blue" identifications given a set of blue cabs 

in a test situation.

When Bar-Hillel gave subjects a variant of the cab problem 

in which the individuating information given related direct-
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1 y to the populations of blue and green cabs, rather than to

the accuracy of a witness, (a radio intercom was definitely

heard in the offending cab; it is known that 80% of the

Green cabs and 20% of the Blue cabs have intercoms) the

subjects did in fact attempt to integrate the base-rate and

the individuating information, though the wide range of the

probability estimates suggests they had no clear idea how to
49manage that integration.

The "Signal Detection'* consideration

Birnbaum argues that Kahneman and Tversky's normative claim 

is incorrect, because for human beings the detection of the 

relevant signals (in this case, cab color) is not indepen

dent of the base-rate.^ Birnbaum concludes that when signal 

detection theory is considered, it turns out that the 

commonly given answer, that the probability that the errant

cab was blue was 80%, in fact turns out to be consistent
44with Bayes' theory. He also points out, though, that given 

the various theories of signal detection extant and the 

various theories of judgment, and, moreover, the range of 

possible subjective input values (e.g., the witness's 

criterion for saying "Blue" or "Green"), any answer could be 

made consistent with Bayes' theorem.
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This account cannot be taken, though, as a vindication of 

the ordinary,, man-in-the-street judgments of probability, 

since the signal detection theory that one must assume the 

subjects to be intuitively applying is exceedingly complex.^ 

(And Birnbaum notes this in the conclusion.)

5. Further Examples of Probabilistic Reasoning.

In this section I will take a detailed look at several 

additional examples of scenarios that require probabilistic 

reasoning, leaving aside the empirical psychological ques

tions about how people do. reason to consider the normative 

issue, viz., How should one reason in these scenarios?

The School Enrollment Scenario

Kahneman & Tversky cite a study done by Ajzen (1977), which 

purports to show that "causal" base rate information is. 

incorporated into intuitive probabilistic reasoning, even 

though "incidental" base rate data is not.^ Kahneman and 

Tversky maintain that both causal and incidental base-rates 

should be employed.

I shall consider this example in detail. The question Ajzen 

asked his subjects was, What is the probability that student 

A (for whom a personality sketch has been provided) will
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choose to take a history rather than an economics course? 

(Or vice-versa?)

As base-rate data, Ajzen provided his subjects with the 

proportion of students enrolled in each of the two courses, 

viz., 70% and 30%. These figures were intended to indicate 

to the subjects the relative popularity of the two courses, 

and this data was supposed to establish the relative at

tractiveness of the two courses. The course-attractiveness 

data was expected to be used by the correct reasoner as the 

"causal base rate data". I.e., it was assumed that the 

"attractiveness" would at least in part cause the differen

ces in enrollment numbers, and so would constitute a prior 

probability that should be incorporated by the reasoner in 

a Bayesian fashion.

Ajzen found that when attempting to estimate the probability 

that A would choose one course over another the subjects did 

make use of the data given them, intuitively incorporating 

it (in some way) with the personal data about student A.

B u t , should they have done this? Is this "good" reasoning, 

or yet another example of a faulty intuition with respect to 

probabilistic reasoning?
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Let's consider a slightly different example, one that is, I 

take it structurally the same as the one given by Ajzen. 

This example, I think, will suggest that Ajzen's so-called 

causal base rate data is irrelevant to the problem, and so 

ought to have been ignored by his subjects.

The Pass/Fail Scenario

Suppose that you are the administrator of a small college at 

which, for many years, all students have been required to 

take one P h y s . Ed. course per year. Each student has the 

option to take this course either as a "Pass/Fail" or as a 

"Graded" course (PF or G ) . Records have been kept, and it 

is known that over the years 70% of the students have chosen 

the "PF" option, while only 30% have chosen the "G" option. 

Moreover, suppose that this ratio has been remarkably 

consistent over time, so that, at any given time, 70% of the 

students are in the PF group, and 30% are in the G group.

You conclude that the "Pass/Fail" option is the more popu

lar, and indeed, the more "attractive" option.

Suppose you then ask yourself, What is the probability that 

any randomly chosen student from the incoming class will 

decide on the "Graded" option? Your answer will undoubtedly 

be, 30%,. You would rely entirely on the base-rate data,
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and it seems uncontroversial that you would be correct to do 

so .

But, suppose instead that you ask a question about a p a r 

ticular student, Student A, whose dossier you have just been 

studying. Let us say that this particular incoming student 

has in general had very low grades, but has always excelled 

in athletics. Let us also say that a well-known and unbend- 

able policy in this college is to dismiss any student whose 

overall grade-point average falls below a C.

What is the probability, you might ask yourself, that

Student A (who knows all the relevant facts and who is 

definitely planning to stay in college) will choose the

"Graded" Phys. Ed. option over the Pass/Fail option?

You would undoubtedly conclude that, in this case, this

student is virtually certain to take the "Graded" option.

I.e., you would ignore the so-called "base-rate" data, and 

rely on what seems to be the rather conclusive data about 

the individual student. Moreover, as I think seems obvious 

in this example, you would be correct to do so.

You might then go on to critique your thinking process, and 

ask, But s h o u l d n 't I have made some effort to "incorporate"
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the (70%:30%) base-rate data into my reasoning? The answer 

here seems to be, No. But, if not, why not?

To answer this, let's look in detail at the formal calcula

tion that you would be attempting to approximate intuitive

ly.

The "probability of Pass-Fail (PF) given student s ", that 

is, Pr(PF/s), would be what you wish to estimate. If Bayes' 

theorem were to be used, one would need to determine:

_________________ Pr (PF) * Pr (s/PF)__________________ .
[Pr(PF) * Pr(s/PF)] + [Pr(-PF) * Pr(s/-PF)]

The prior probabilities for each option seem simple; Pr (PF) 

= .70, and Pr (-PF) = .30 . This would be the probability 

in the long run, given a large number of students, that each 

option would be chosen.

But, what can be said about the two conditional probabili

ties, Pr (s/PF) and Pr (s/-PF) ? How are we to understand 

these terms? Should this be read as "the probability, given 

that PF has been chosen by Student s, that Student s has 

chosen the PF option? (And for the second term, the prob

ability, given that "graded" has been chosen, that Student s 

will be found among those being graded?)
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But if so, the respective probabilities are obvious, viz., 

100% in each case. And if so, we would find that the 

conditional probability, Pr(PF/s), would necessarily be the 

same as the prior probability, i.e.,

___________ .70 * 100%__________  = . 70 = .70
[ .70 * 100% ] + [.30 * 100%] 1

This seems to be because the "condition" PF in Pr (s/PF) is 

entirely determined by. s. PF can be chosen by Student S if 

and only if Student S does indeed choose PF. But, this

would seem clearly to be a less than useful statement of the 

problem.

Does it make sense to think of the student as being, some

how, "evidence" that stands a certain chance of being 

observed if the hypothesis is true, that is in some sense 

"likely" to be found by taking a random sample of the

population? Perhaps the difficulties arise because the 

hypothesis itself has not been clearly stated. Recall that 

in the model case, the urn problem, the prior probability of 

Urn D was taken to be 50%, since it was one of two possible 

choices. The prior probability had nothing to do with the

"content" of the urns. Suppose, in this case, we consider

the Pr(PF) to be .5, and the Pr(-PF) to be .5. Then these 

figures would drop out, and we would be left to consider the
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relation between "true positive" and the "false positive" 

f i gures, i.e.,

the Pr(e/H) and the Pr(e/-H).

In our case, let's say the Pr(s/PF) = 1% and the Pr(s/-PF) 

= 99%. (The ratio is 99:1.) Then the Pr(PF/s) = 1%.

Of course, this was obvious, since the sum of the two 

numbers in the divisor, 99% and 1%, is 1.00, and hence the 

Pr(s/PF) is in this case equal to the Pr(PF/s).

But, note that it is not necessary that these two numbers 

equal 1.00, since there is in fact no necessary relationship 

between these two conditional probabilities.

So why, in this example, does it seem like they ought to, 

and have t o , add up to one? Maybe this is the problem-- 

obviously, either the student is in one class, or in the 

other, and the sum of the two probabilities would equal one- 

-But, in Bayes' theorem, (a) the probability of finding the 

evidence given the falsity of the Hypothesis is independent 

of (b) the probability of finding the evidence given the 

truth of the Hypothesis--witness the fact that in the model 

case, there could be any number of marbles and/or diamonds 

placed in the two urns.
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In this example, it would seem that it is inappropriate to 

use Bayes' theorem here, since the only significant factors 

affecting the choice of the student are the characteristics 

of the individual, Student S.

There is an alternate interpretation of the problem: We

could be looking for the probability that PF will be chosen 

given a subset of students to which Student S belongs, that 

i s ,

Pr (PF / {Students similar to St.X}).

This would solve some problems, but unfortunately, it 

generates others. We would then need to determine, for 

Bayes' formula, the Pr({Students similar to S} / PF), and 

the Pr ({Students similar to S} / - P F ) .

Note, first, that this information is not given anywhere in 

the problem, and can not be derived in any way from the 

given information. So subjects could not be faulted for 

failing to "use" this information, although they could be 

faulted for failing to recognize that necessary information 

is unavailable, and that the "problem" as stated cannot be 

solve.
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It seems clear at least that there is considerable room for 

clarification of the norms of "correct" probabilistic 

reasoning, and that simple possession of the "correct 

formulas" will not guarantee correct reasoning.

6. Is Bayesian Reasoning Normative?

Gigerenzer and Murray (1987) observe that while the "new

psychology of thinking" "...depends on the assumption that

B a y e s ’ theorem is n o r m a t i v e .. . it is only by neglecting

content, context, and information that this normative
11assumption is made tenable."

They argue that neither a "concept isomorphism" nor a 

"structural isomorphism" exists between Bayes' theorem and 

the everyday problems faced by the critical thinker. 

Concept isomorphism requires that there be an unequivocal 

matching of the formal concepts used in the theorem, i.e., 

prior probability and conditional probability of evi

dence/hypothesis, with the features of the problem. This 

isomorphism is lost, for instance, when two or more possible 

assignments of prior probability are plausible.

In the cab problem, for example, Gigerenzer and Murray argue 

that one cannot be sure whether the prior probability of 

Blue cab involvement should be taken to be 15%, because the
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relative frequency of Blue cabs is 15%, or whether, using 

the indifference principle, it should be taken to be 50%, 

because no cause is known that would make one color cab more 

accident-prone than the other. Hence concept isomorphism is 

lost, and Bayesian reasoning cannot properly be used.

Structural isomorphism exists only when all of the struc

tural requirements of the theorem are matched in the prob

lem. I.e., the hypotheses in question must be mutually 

exclusive and exhaustive, the pieces of evidence must be

obtained by random sampling, and those pieces of evidence
48must be mutually independent.

Gigerenzer and Murray argue persuasively that, in the

absence of unequivocal isomorphism, one cannot calculate a 

single, unequivocally correct Bayesian "answer", since that 

answer will vary depending upon the assumptions made by the 

subjects. And so, they argue, one cannot simply compare

subjects' answers to the "correct" one, and tell whether or 

not Bayesian reasoning was used. Hence, studies purporting 

to reveal "irrationality" [read "non-Bayesian reasoning"] 

show no such thing. This point seems correct, at least with 

respect to some of the more complex problems studied. It

seems difficult to say with any confidence precisely what

reasoning process has been undertaken simply by observing
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the answer that results. A fortiori, it is difficult to 

decide what reasoning process have been used by the in

dividual subjects of a study, from observing the "average" 

answer generated.

But it seems at least as implausible to suggest that the 

brain somehow intuitively sorts out the issues that, when 

made explicit, appear so difficult to resolve.

Gigerenzer and Murray also suggest that, in light of the 

absence of a single, unequivocal Bayesian answer, perhaps 

Bayesian reasoning is itself suspect. But, Bayes' theorem, 

and hence Bayesian reasoning, is directly derived, in an 

unproblematic way, from the axioms of the probability 

calculus. The difficulty thus cannot be taken to lie with 

the theorem itself, unless one is prepared to reject the 

probability calculus as well as the theorem. The problem 

seems to be that, in complicated real-life problems, one 

cannot easily tell which pieces of information one ought to 

use in the theorem, or even whether one has available the 

necessary information. But this is only to say that Bayes' 

theorem cannot be applied uncritically to a problem situa

tion, nor can it be counted upon to generate "certain" 

answers about the probability in question. Instead, criti

cal judgment is required, first to judge which information
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to make use of, and how to do so, and second, to consider 

and evaluate the real possibility that one perhaps could 

have made better judgments, and, that, if so, one's judg

ments of probability might be wrong. But this is only to 

say that these judgments are judgments, i.e., that no 

absolute certainty is possible.

Summary

In this chapter I have set out and discussed the controversy 

with respect to the norms of probabilistic reasoning. The 

point chiefly at issue is whether Bayesian reasoning is or 

is not normative, whether, in certain contexts and given 

certain interpretations of the concept of probability, other 

norms should be used in deciding whether an individual's 

reasoning is to count as "rational".

In the psychological literature purporting to show the 

existence of probabilistic reasoning errors, the assumption 

is that subjects always ought to be using Bayesian reason

ing, i.e., ought to be incorporating base-rate data with 

individualized data. Some philosophers of inductive reason

ing and the theory of probability, most notably, L. Jonathan 

Cohen, have strongly disagreed, arguing that in some cases, 

and in particular, in those cases most widely cited by
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psychologists, it is the use of a Bayesian analysis that 

should be counted as irrational.

I have examined Cohen's views on this issue, and have also 

set out a similar set of considerations offered by John 

Stuart Mill. I have also set out a variant of Kahneman and 

Tversky's Cab problem which seems to support the Cohen/Mill 

contention that Bayesian reasoning is, in at least this 

case, inappropriate. I have also, however, argued that it 

is not the use of Bayesian reasoning per se, but the m i s a p 

plication of Bayesian reasoning, that is at issue. That is, 

the use of Bayes' theorem will give "irrational" results 

when irrelevant, inappropriate data about prior probabili

ties and conditional probabilities are "plugged into" the 

formula.

In the next chapter I will examine the evidence in the 

psychological literature respecting the child's development 

of the concept of probability, intuitions about probability 

that influence the child's reasoning, and the current 

approaches to the teaching of probabilistic reasoning.
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CHAPTER IV

THE TEACHING OF PROBABILISTIC REASONING

1. Introduction

In this chapter I will consider the issues related to the 

teaching of probabilistic reasoning, including the empirical 

studies on the learning of such reasoning, and current 

curricular approaches to teaching probabilistic reasoning. 

Much of the work on the "learning of probability" has 

focused on the ontogeny of probabilistic reasoning in 

elementary school age children. In the next section, this 

work will be briefly reviewed.

2. Probabilistic Intuitions

Early work on the' development of an intuitive understanding 

of probability was done by Piaget and Inhelder in 1951.^ 

They found evidence of an understanding of the notion of 

"chance events" in children as young as ten years old. 

Specifically, they found that when faced with the task of 

predicting the outcome given various "randomizing devices" 

(e.g., a spinner, or a slanted pegboard down which a marble 

is rolled), children of this age typically recognized the

189
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impossibility of the task. By the age of 12, children were 

able to recognize the existence of "non-uniform probability 

distributions", i.e., to recognize that given the structure 

of some devices, certain outcomes were more likely to occur 

than others. These children also recognized that the 

probability distribution provides a stable basis for 

prediction of "long-run" results, even though specific 

individual events remain unpredictable.

Yost, Seigel and Andrews have conducted studies that 

indicate an ability to recognize the chance nature of some

events, and to behave accordingly, in very young children,
7 3four years of age. Similar observations were made by

4Da v i e s .

In contrast, other researchers have denied that there exist 

any probabilistic intuitions, and that it is this lack of 

intuition which leads to problems in probabilistic reason

ing. Engels, for instance, proposes the teaching of 

probability in the general mathematics curriculum, from 

kindergarten through the 12th grade, but asserts that the 

reason probability has had less impact on mathematics than 

geometry is "because we have a natural geometric intuition 

but no probabilistic intuition."^
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The early development of probabilistic reasoning in children 

has been studied more recently by Fischbein, who reviewed 

"...the data concerning the conceptual organization relevant 

to the ontogenesis of thinking, of the notion of chance and 

the estimation of odds, and of the notion of probability."^ 

Fischbein asks two particularly pertinent questions: 

"...whether conceptual understanding of probability could 

benefit from practical training...[and] whether everyday 

practical behavior, to which the estimation of odds is 

intrinsic, could benefit from instruction in the theory of 

probabi1i t y ."7

Intuitions with respect to probability emerge early, 

Fischbein finds. But these intuitions, he writes, are
Q"relatively inconsistent and ambiguous." By 'intuition' 

Fischbein means a particular cognitive operation, which is 

accompanied by a "feeling of conviction, of certitude", and 

which results from one's experience of "stable patterns" in
Qthe world. These intuitions are taken to constitute an 

intrinsic part of the reasoning process.^ "Intuition is the 

means whereby cognition meets the requirements of speed, 

fluency, and coherence of effective a c t i o n .... They are 

components of intelligence in action."^
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Fischbein hypothesizes that there exists even in quite young 

children a "natural intuitive substrate for notions of

chance and probabi1i t y ...[resulting from]...the day-to-day
12experience...[o f ]...stochastic processes." "The germ of

intuitive reasoning about probability lies in natural

'experiments' with stochastic results, which involve
13predictions and random draws or other equivalent actions. 

This intuitive substrate may facilitate or impede the 

child's acquisition of a more appropriate set of "secondary 

intuitions" through instruction in the theory of probabil

ity.14

Fischbein concludes that, in developing a curriculum to 

teach the fundamentals of probability in the context of a 

mathematics curriculum, the pre-existing intuitions of the 

child with respect to probability must be considered. "The 

systematic construction of a new conceptual system within 

the process of education cannot afford to ignore the 

intuitive endowment of the child.

Moreover, this instruction must begin at an early age if it 

is to be effective in re-vamping the early, perhaps faulty 

intuitions. Fischbein claims that "once the basic cognitive 

schemas of intelligence [including one's intuitions] have 

stabilized (after 16-17 years of age), modifications to the
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intuitive substrate seem to be difficult, if not impos

sible."16

According to Fischbein, educational programs to attempt to

modify pre-existing intuitions must "include motor, repre-
17sentational and conceptual elements..." ; i.e., the instruc

tion must involve the student in the same sort of "natural 

experimentation" which led to the establishment of the 

original inadequate intuitions.

Piaget and Inhelder, in contrast to Fischbein, suggest that 

the child does not, and cannot, develop any "conceptual 

schema" with respect to chance before approximately the age 

of seven. They maintain that the notion of chance rests on 

the notion of the "irreversibility" of certain processes; 

hence the development of an understanding of the notion of

chance cannot occur, they maintain, until the child reaches
18the level of "formal operations".

Fischbein, however, argues that Piaget and Inhelder fail to 

distinguish between a) having "primary intuitions" with 

respect to chance (as opposed to necessity), for which the

child has no explanation, and, b) having an understanding of
19the concept of chance.
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3. Fallacies of Probabilistic Reasoning

Gambler's Fallacy: Some psychological studies of the

gambler's fallacy are instructive. Jarvik noted in 1951

what he termed the "negative recency" effect, the tendency 

of subjects to predict an outcome which had not recently 

occurred, rather than to predict the outcome that had

occurred recently and with greater frequency, even while

recognizing that the outcomes were independent of one
20another. This study has been criticized, though, on the 

grounds that the sequences presented to the subjects 

consisted of "runs" that were in fact generally quite short. 

Given this fact, the subjects' use of the so-called "gam

bler's fallacy" in the context of Jarvik's study was not

fallacious, in as much as the strategy did in fact yield
21predictions that were "more often right than wrong...".

In other studies in which relatively long "runs" were used, 

the gambler's fallacy was not observed; instead, the 

subjects' predictions illustrated a "positive recency 

effect", i.e., the probability that "red" would be predicted

as the next outcome increased as the length of the "red" run
22increased.

Fischbein describes the origin of the related fallacious 

belief, which he calls the "sampling fallacy". This fallacy
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is the belief that the probability that "the next item 

sampled" will be of a certain kind either increases, or 

decreases, depending on the nature of the previously sampled 

items. He notes that when one draws samples from a homogen

eous population, it is in fact true that, most likely, the 

proportion of elements in the sample will equal the propor

tion of elements in the parent population, and it is 1 ess 

likely that they will depart from that value. This is a 

correct intuition. But, this is not to say that the next 

itern in the sample is either more or less likely to be of a 

certain kind.

For instance, suppose one considers the proportion of boys 

and girls in families of six children. The most likely 

proportion is in fact "three girls and three boys", and most 

would find this unsurprising. But despite this, the 

probability of each particular sequence of boys and girls is 

identical, e.g., Pr(GBGBGB) = P r (B B B BBBB) = P r (GGGGGG) =

( . 5*.5*.5*.5*.5*.5) . I.e, no matter what sequence has been 

observed, the probability that the next child will be a girl 

or boy remains the same, i.e., .5. But this sometimes seems

intuitively surprising.

Cohen notes that the gambler who estimates that there is a 

high probability of "Heads" coming up after a long series of
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"Tails" may not be committing an error in reasoning, but 

rather an error in communication. It may be that the 

gambler has in mind not the probability of finding Heads on 

the next toss, but the probability of not tossing at least 

one Heads in a series of n tosses. And that probability 

does decrease as the number of tosses in the series in

creases. Hence, in this sense, it does become more and more
74likely that the series will come to include a "Heads".

Fischbein hypothesizes that the correct belief about the 

expected proportion is correctly induced by children from 

their experience, but then is inappropriately generalized, 

and the belief is formed that the particular sequence 

[GBGBGB ] or [GGGBBB ] is more likely than the particular 

sequence [G G G G G G ] or [BB B B B B ] This would seem to be the 

origin of the "representativeness" heuristic described by 

Kahnemann and Tversky.

Another source of fallacious reasoning in probabilistic 

matters, according to Weir, is the persistent belief among 

adult subjects that some rational pattern exists in the 

observed events, that the complex patterns observed are 

indeed fully determined, according to some extraordinarily 

complex rule. This leads to the belief that, with enough 

persistence and ingenuity, one can discover and use that
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rule, or set of rules, to give the events one is interested 

in a 100% predictability. Weir suggests that the instruc

tions given to children in experiments designed to test the 

understanding of probability often give the impression that 

some such pattern exists. Given this belief, the persistent 

variability of responses that are observed, as the children 

search for the particular rules "governing" what are in fact 

random events, do not indicate erroneous reasoning. Rather,

the continued search for a rule constitutes "the rational
56 57 58way to play the game", as they understand it.

Fischbein terms this a tendency toward the "rationalization" 

of events. For example, if the economy is in decline, 

people tend to believe there must be some cause, a cause 

which can be discovered and removed. Such a "causal 

explanation for everything" approach to problems of everyday 

life can become pernicious when individuals begin to search 

not just for the cause, but for a causal agent, asking not, 

What could have caused this deplorable event?, but, Who 

could have caused this? And, for what reason? While it may 

be possible to trace the proximate causes of an event, the 

role of chance in determining the particular concatenation 

of circumstances leading up to the event, and those ensuing 

after the event, ought not to be overlooked.
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4. Improving Probabilistic Reasoning

Fischbein asserts that strong social factors contribute to 

the failure of the child to improve upon and gradually 

refine his or her early, primary, intuitions of chance. 

Instead of becoming increasingly sophisticated probabilistic 

reasoners, the children he studied seemed increasingly 

determined to carry out the search for "univocal" answers, 

"...invoking causal dependencies where none exist in 

reality. This prefer e n c e ...[Fischbein argues]...is not 

generated by the operational structure of thought, but by 

the influence of the social environment, in particular that 

of the school..."33

30In one study, the predictions of pre-school age children

about the course of a marble through channels on an inclined 

board were far more accurate than those of 12-13 year-olds. 

Although in their explanations the pre-schoolers failed to 

draw any distinction between "equiprobabi1ity" and "sub

jective whim", explaining, for instance, "...'the marble 

goes where it wants to...we can't know where it will go'",3* 

they nonetheless did recognize that the outcome was un- 

predictable.
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The older children, in contrast, consistently opted for 

elaborate causal hypotheses, sometimes devising new "mechan

ical-geometric principles" in their efforts to successfully 

predict the results ("'It will come more often down...[the 

right-hand channel]..., because it has a longer and narrower 

trajectory'". Only when the complexity of the channel 

board was increased, so that some of the possible outcomes 

actually were more probable than others, did the accuracy of 

the older children's predictions come to equal, and then to 

surpass, those of the younger children.

Fischbein explains these results as a negative effect of 

schooling. "The teaching process--particularly as it is 

determined by schools--orients the child toward a deter

ministic interpretation of phenomena, in the sense of 

looking for and explaining in terms of clear-cut, certain, 

and univocal relations."

In school, one's answers are expected to be certain, one's

explanations causal, and neither an epistemic uncertainty

nor a hypothesis of "unpredictability" is considered

acceptable. Consider, for instance, one response to a

typical math word-problem--

Q: Mr. Jones lives 50 miles away from you. You both
leave home at 5:00 and drive toward each other. Mr.
Jones travels at 35 mph, and you drive at 40 mph. At
what time will you pass Mr. Jones on the road?
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A: Given the traffic around here at five o'clock, who
knows?

Anyone who has been through school knows that this is not 

going to be the right answer.

One might object that what any student knows is that in this

context, in "word problems", one is supposed to assume a

perfect constancy, and hence a perfect predictability, but 

it is this unspoken expectation that Fischbein argues can 

over time lead children to devalue, and ultimately to 

reject, probabilistic considerations. Given this effect of 

schooling, it would seem unsurprising that the rudimentary 

intuitions and unarticulated beliefs developed in early 

childhood persist unremarked and unchallenged into adult

hood .

Fischbein fails, however, to give any evidence in support of 

the speculation that schooling is the primary agent produc

ing this effect. But, the artificial certainty of the

answers required by typical math word-problems would 

illustrate just such an omission of the effects of chance.

Fischbein concludes that as a result of this omission "the 

intuition of chance remains outside of intellectual develop

ment, and does not benefit sufficiently from the development
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of operational schemas of thought, which instead are

harnessed solely to the service of deductive reasoning."^

Fischbein, Pampu and Minzat (1970) also investigated the 

effect of instruction on the development of intuitions of

probability. They found that, even with prior instruction,

preschool children could not accurately solve any but the

simplest problems in judging probabilities. The 12-13 year 

old children, in contrast, were equally proficient in the 

problem-solving with and without instruction. They did find 

that instruction markedly improved the performance of the 9- 

10 year-olds.

Studies of the ability of children to recognize the proba

bility of particular events, and to make appropriate predic

tions about those events, have indicated that improvement

occurs following instruction in the basic concepts of
. . . . . .  36 37 38probability.

In Keller's 1971 study, two different sorts of instruction 

were given to different groups of children, a) a specific 

"programmed" instruction in probability and the making of 

successful prediction, including practice with dice, marbles 

and other materials, and b) a comparatively general intro

duction to the concepts of probability. Keller found very
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little difference in the performance of the two groups when 

making predictions of events (although the "programmed 

instruction" group did outperform the "generalized instruc

tion" group on pencil and paper post-tests on probability.) 

The probability task involved here was very much simplified, 

and quite unlike "real-life" problems that might involve 

chance or uncertainty. The children were simply to predict 

which of two possible responses, pressing the left or right 

button, would be rewarded with a marble; one button was 

always correct, but was not always "reinforced" by the 

reward of the marble. Keller found, unsurprisingly, that 

the "schedule of reinforcement" was the most significant 

factor leading to successful prediction. When the reinfor

cement was 100%, children quickly discovered the best 

strategy; when the reinforcement was 66%, or 33%, children 

seemed to search for a pattern, and took a longer time in 

discovering that only one button was ever rewarded.

Similar findings were noted by Falk, Falk and Levin 1980),^ 

who found that, in playing a "Lottery Game", children of 6 

to 7 years demonstrated the ability to recognize which of 

two devices gave a higher probability of a successful 

outcome. They conclude "...our findings indicate unequivo

cally the appearance of a potential for discriminating 

between probabilities around the age of school entry.
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Falk et al . suggest that games of chance in which the 

children must make decisions about probabilities ought to be 

introduced early. Such games would not only teach children 

how to make good probabilistic decisions, but would also 

acquaint children with the principle that "...even 'good 

decisions' (i.e., those with high a priori probability of 

success) are only probabilistically reinforced... It is only 

in the long run that our good decisions will pay." Such 

games, they argue, would also "...restore the balance in 

favor of indeterminism...", countering the effect of 

schooling noted by Fischbein.

Nisbett and Ross, after examining the nature and origin of 

errors in social judgment conclude that such errors stem in 

large part from "cognitive failings", i.e., from a lack of 

understanding of appropriate norms of inference from one's 

evidence, rather than from any motivational or "moral" 

deficiencies. "...'moral' causes of inferential error-- 

that is, causes involving wishes, values, or motives--are 

never sufficient; they require the collusion of intellectual
JO

shortcomings in the acquisition or evaluation of evidence."

There is, however, evidence which suggests that such short

comings in probabilistic reasoning can be ameliorated by 

training in statistics or in certain sciences.^ Holland,



204
Holyoak, Nisbett and Thagard, in Induction, argue that 

induction can be best understood as the process of develop

ing gradually improved sets of rules that govern action.

These rules are, in general, "condition-action rules", i.e., 

rules having the form "If x is the case, then do y".^ A 

similar sort of rule may be used to describe one's environ

ment, to make predictions about its future state^; such a 

rule would take the form "If x is the case, then y will

occur". Both of these sorts of rules are diachronic, i.e., 

they specify expected changes over time. Alternatively,

rules may be used to express "...relations holding atemp-
47orally between alternate state descriptions.." , these 

"rules" would be concerned with the categorization of

objects or events, and would take the form "If x is an A, 

then x is an F " .

Holland et a l . stress that the "rules" they refer to are not 

to be construed as imperatives. Many different sets of

rules may be activated simultaneously, each set providing, 

perhaps, conflicting "advice" as to the actions that ought
i p

to be taken, or the categorizations that ought to be made.

These three types of rules are used to create "mental
49models" of the problem situations the "cognitive system"
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finds itself facing, and these models organize the system's 

knowledge. The models can be used "to generate predictions 

about the outcomes of potential solution attempts--that is, 

possibilities can be tested mentally b e f o r e ...[the sys

tem] ... risk[ s ]... an overt attempt."^0

These rules are "empirical rules"; they serve to model 

elements of the environment. Holland et al . theorize that 

cognitive systems also require "inferential rules", rules 

which direct the formation of particular empirical rules. 

An example of such an inferential rule would be a rule that 

states: "...If a prediction based on a strong rule fails,

then create a more specialized rule that includes a novel 

property associated with the failure in its condition and 

t h e ... unexpected outcome as its [prediction]."^

Such inferential rules take into account the unusualness of 

a situation or unexpected result, as well as a number of 

statistically ba^ed- heuristics. One such heuristic is "The 

Law of Large Numbers", "...If S is a sample providing an 

estimate of the distribution of property P over some 

population, then create a rule stating that the entire 

population has that distribution, with the strength of the 

rule varying with the size of S." Inferential rules allow 

the system to incorporate its prior knowledge of the
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consistency or variability of the population with respect to 

some feature in making predictions. Holland et a l ., 

following Piaget and Inhelder, Kahneman, Tversky among 

others, conclude that "...the adult has a fairly sophisti

cated statistical rule system for analyzing manifestly 

probabilistic events." This system includes "...a wide 

variety of abstract, relatively domain-independent inferen

tial rules that comprise pragmatic reasoning schemas."^

The organization of the stored knowledge of a cognitive 

system in the form of condition action rules provides a 

mechanism for what Holland et al . term "...the most fun

damental learning mechanism: prediction-based evaluation of

the knowledge s t o r e . ..A rule that leads to a successful 

prediction should be strengthened... one that leads to error 

should be modified or discarded."^

The notion of thinking as the development and the refinement 

of "rules" on which further prediction are based is similar 

to that presented by Dewey; he states, for instance, that 

the conclusion drawn in any particular problem situation 

"...not only settles that particular case, but...helps to 

fix a rule or method for deciding similar matters in the 

future . . .1,56
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Holland et a l . stress several additional educational 

implications of their model of thinking. First, they note 

that persons possess a large number of statistical rules for 

making probabilistic assessments. They also note, however 

that in many every-day situations, people err in their 

judgments through failure to apply those rules. This 

phenomenon is attributed to a variety of factors, for 

instance: a) a failure to encode certain types of informa

tion in a form that can be utilized in statistical reason

ing, e.g., the variability of a population may not be 

expressly noted, or may be incorrectly assessed, leading to 

"stereotyping" of a population; or b) a failure to correctly 

assess the role of chance in a particular situation. ^

Holland et al . argue, however, that fairly simple instruc

tion in the workings of statistical laws, which make 

explicit the sorts of rules that the system has induced 

through experience, combined with practice through examples 

in the proper encoding of essentially statistical informa

tion, can make significant improvement in the ability of 

individuals to correctly assess probabilistic situations. 

Moreover, the teaching of statistical relations and laws 

seems to have a greater effect on the subsequent reasoning 

of the student than does the teaching of syntactic logic. 

This effect, according to Holland et a l ., is because
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statistical instruction "...amounts to swimming downstream, 

educationally", and they note that "...rule systems that are 

foreign to the rules governing everyday pragmatic reasoning
CQcannot readily be made to influence such reasoning."

Holland et a l . also note an educational implication of their 

model of concepts as a "sets of rule clusters", which give 

"...probabilistic assumptions about what features go with
cqwhat other features...". This is that "...within limits, 

complex sets of interrelated features will be learned more 

readily than isolated feature co-occurrences...[fo r ]...once 

a feature is found to be predictive of any other, this can 

be used as the 'entering wedge' into the set of inter

relationships .

Nisbett, Krantz, Jepson and Kunda, 1983,^ suggest that 

attention has long been centered too squarely on the 

evidence of subjects' failures to use statistically sound 

heuristics in probabilistic reasoning. They present

evidence that at least in certain clearly defined problems 

people do indeed display an untutored, perhaps intuitive, 

appreciation of appropriate norms of statistical reasoning. 

Moreover, Nisbett et al . set out evidence that "...training 

in statistics has a marked impact on reasoning. Training 

increases both the likelihood that people will take a
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statistical approach to a given problem and the quality of

C*\the statistical solutions.'

Nisbett et a l . accept the contentions of Fischbein, that 

initial understandings of probability arise out of ex

perience with randomizing devices of various sorts. They 

argue that under certain circumstances it becomes relatively 

easy for an individual to see an analogy between a real- 

life problem situation involving chance and uncertainty, and 

the operation of simple randomizing devices. And under 

those circumstances people do reason quite well, and make 

judgments on the basis of sound probabilistic intuitions. 

The problem Nisbett et al . set is two-part: first, to

determine more exactly "...what characterizes events where 

an analogy to randomizing devices can be s e e n . a n d  

second, to discover "what factors encourage statistical 

reasoning, and what factors discourage it..."®*

Nisbett et al . found that when, under experimental condi

tions, subjects were "prompted" to reason probabilistically, 

they tended to do so successfully. The prompting was 

accomplished by the inclusion of cues in the problem 

scenario stressing the element of chance in the problem, or 

the variability of the population being sampled.®5



210
In these studies it was also found that subjects who had a 

higher degree of experience in a given domain were more 

likely to recognize the existence of probabilistic factors 

when presented with a problem from that domain. I.e., when 

asked to explain why a player who had performed brilliantly 

during "try-outs" turned out, over time, to be only slightly 

better than average, subjects who had themselves been active 

in sports generally recognized the phenomenon of regression 

to the mean, explaining that on the day of the try-outs, the 

"brilliant" player had simply had a very good day, and that 

neither all nor even most days could be expected to be 

equally good. Students lacking experience in the domain of 

sports, in contrast, tended to prefer strictly causal 

explanations, suggesting, for example, that the brilliant 

player had begun to coast, or had other interests, or, 

perhaps, deliberately played more poorly than he might have, 

so as not to make the other players jealous [!].

Nisbett et a l . conclude that training in statistics would be 

an effective means for improving probabilistic reasoning in 

every-day problems, since "...people's intuitive reasoning 

skills include strategies that may be called statistical 

heuristics. Formal training in statistics ...should

represent less a grafting on of procedures than a refinement 

of preexisting ones."^
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Some confirmation of this hypothesis has been found in
67studies by Fong, Krantz and Nisbett on the effect of prior 

training in statistics on the tendency to reason probabilis

tically in explaining events, rather than to devise causal 

explanations. Subjects who had prior training in statistics 

tended to offer more probabilistic explanations of phenome

non than did those without prior training, and the answers 

of those with prior training were more often judged superior 

in quality.

Fong et al . provided subjects lacking any prior training 

with brief training sessions in which subjects were either 

given formal explanations and demonstrations of statistical 

theory, or, in the "modeling" version, given a set of "good 

answers", i.e., probabilistic answers, to a series of 

problems. Improvement was also observed following both an 

abstract instruction about the appropriate rules, and a more 

concrete instruction in which the reasoning norms were 

demonstrated by examples. In addition, the particular type 

of problem used in the training seemed to unimportant.

I.e., subjects who had received "objective" problems in the 

training session, and subjects who had received "subjective" 

problems, did equally well whether tested on objective or
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subjective problems. This suggests that the inferential 

rules learned were not domain-specific.

Holland et a l . maintain that this lack of domain-specificity 

exists because the subjects already posses, and use "prag

matic reasoning schemas", i.e., sets of inferential rules
gQfor generating and evaluating rules of action.

However, there is evidence to suggest that even individuals

with considerable expertise in statistics are likely to make 

basic errors in probabilistic reasoning, when called upon to 

make judgments outside their area of expertise.^0 For 

example, when presented with the "flight instructor"

problem, even graduate students with a background in

statistics failed to recognize that the observations can be 

explained by the phenomenon of regression to the mean. 

Apparently, when faced with unfamiliar problems even 

individuals knowledgeable about probability fall back on the 

earlier, largely intuitive and often inadequate inferential 

strategies.

This suggests that if probabilistic reasoning with respect 

to every-day problems is to be improved, there is a need to 

give attention to such reasoning in a general educational 

c o n t e x t .
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These studies of the effects of training in statistical
71inference raise several interesting points. First, it 

seems that students are not only able to learn and correct

ly apply statistical rules, improving upon earlier intuitive 

beliefs, but are also able to "transfer" those rules, to

apply them to dissimilar problems. That is, statistical
72inference does not appear to be domain-specific.

Second, an improvement in probabilistic reasoning was 

observed following both instruction that focused on the 

presentation of abstract rules, and instruction that focused 

on concrete examples. Not surprisingly, instruction that 

used both strategies was found to be most effective.

5. Programs To Teach Probabilistic Reasoning 

The fundamentals of probabilistic reasoning, e.g., the 

probability calculus, if taught at all, are generally taught 

in the context of courses on mathematics, or statistics, or 

in college level logic courses, or in advanced courses in 

decision theory. Thus, currently, most students would seem 

to be left without any introduction to the norms of proba

bilistic reasoning. And existing treatments of probability 

may leave even students introduced to the concepts with 

little understanding of the import of probability in
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informal, every-day contexts. Some texts present probabil-

73istic reasoning as "puzzles", or "brain-teasers" ; such 

problems, while perhaps fun and fascinating in themselves, 

fail to impart the significance of the subject to every-day 

reasoning. One such "fun and educational" lesson plan for 

teaching probability is presented by Marilyn Burns. 

Although apparently intended to introduce third to fifth 

grade students to the concepts of chance and uncertainty,

this game merely involves "investigating the probabilities
74of the sums that come up when two dice are tossed". While 

the children observed did successfully discover that some 

outcomes are more likely than others, it seems doubtful that 

this realization would, in any major way, help them in 

solving the probabilistic problems of everyday life.

When the concepts and norms of probabilistic reasoning are 

given attention, it is primarily within the context of the 

study of mathematics. Indeed, Freudenthal argues that one 

chief advantage to the inclusion of probability in the 

mathematics curriculum is precisely that it serves to draw a

critical response from the student, and engenders indepen-
75dent thinking.

Alfred R e n y i , however, advocates the teaching of probability 

in the elementary or secondary mathematics curriculum, but,
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not simply as an interesting challenging and useful branch 

of mathematics. Rather, he suggests that the study of 

probability can serve to improve the character of the 

students. He writes, "The study of probability teaches the 

student that clear logical thinking is of use also in 

situations when one is confronted with uncertainty (what is 

in fact the case in almost every practical situation). 

[Moreover,] it strengthens their courage if they understand

that some failure may be due simply to chance and is no
76reason to give up some effort."

A Curriculum to Improve Thinking Under Uncertainty

There is one notable exception to the general absence of

explicit attention to probabilistic reasoning, in the work

of Beyth-Marom and D e k e l , of the Hebrew University of

Jerusalem. Working with Kahneman, Beyth-Marom and Dekel

have developed a curriculum, including a text (1985) and

teacher's manual, An Elementary Approach to Thinking Under 
77U n c ert ainty. This curriculum is presently being used in

78Israel, with fourteen year-old students ; the effectiveness 

of the curriculum is currently being studied by Beyth-Marom 

and D e k e l .

Unfortunately for elementary students and teachers in the 

U.S., the original text is in Hebrew. The text has been
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translated into English, but has at the same time also been

revised and adapted "to include material more suited to
79American adults." This English language version is designed 

to be "accessible to any adult with a minimal knowledge of
pnarithmetic..." I am unaware of any evaluative studies with 

respect to the effectiveness of the English language, adult- 

oriented version of this text.

Building on the psychological research into the existence 

and nature of systematic errors and biases in probabilistic 

judgments, Beth-Marom and Dekel set out two goals for the 

curriculum: "...showing students when and how their

judgments are wrong a n d ... presenting corrective procedures
81to improve their inductive reasoning." The procedural 

means to this end is "...to make students' implicit thought 

processes explicit by getting them to talk about their own 

beliefs."82

Beyth-Marom and Dekel note that there are several major 

problems in improving probabilistic reasoning via such a 

course. First, the course must bring the student to 

recognize his or her existing intuitions with respect to 

probability, and to realize that what may seem a compelling 

and intuitively obvious inference may nevertheless be 

unwarranted. Second, the course must "convince students
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that probability theory is relevant to life events, instead 

of being just the 'science of coins and playing cards'."0 

And third, the course must, if it is to be effective in a 

general "critical thinking" context, avoid the rather 

complex mathematical treatment often characteristic of 

courses in statistics, probability theory and decision 

t h e o r y .84

Summary

In this chapter I have examined the research on the early 

development of probabi1isitic reasoning in children, 

considered the origins of intuitive beliefs about probabili

ty, and hence the origins of the biases and fallacies of 

probabilistic reasoning referred to in the psychological 

1i t erature.

According to Fischbein, children begin at an early age to 

recognize chance phenomena, but social pressures in school

ing, particularly the insistence on certainty and the weight 

given to causal explanation interfere and cut short the 

development of sophisticated understandings of the workings 

of chance and probability.

Holland et al . theorize that individuals begin to develop 

sets of inferential rules, licensing certain sorts of
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inference and disallowing others, at an early age, and these 

sets include rules of probabilistic reasoning. The exist

ence of a set of crude, preliminary rules, however faulty, 

that have been induced from experience is considered to be 

conducive to the later improvement of probabilistic reason

ing through direct instruction in more appropriate rules. 

Holland et al . report that these inferential rules, unlike 

empirical rules, do not appear to be domain-specific.

Though conflicting evidence also exists, Nisbett et al . 

present evidence that training in statistics does lead to an 

improvement in probabilistic reasoning, even in everyday 

problems. The individual's reasoning is improved by 

instruction that helps the student to encode variability 

more effectively, and that helps the student to see analo

gies between everyday experiences and the aleatory systems 

in which the preliminary notions of probability were 

originally developed.

Finally, I have noted that most attention to "probabilistic 

reasoning" seems to be in the context of the mathematics 

curriculum. This is problematic in two ways. First, 

children not taking advanced mathematics courses would 

receive no introduction to the subject. And second, the in- 

depth mathematical treatment may not aid the students to
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"see the analogies" between mathematics and everyday 

decision making, nor would it aid them in more effectively 

encoding variability in their experience.
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CHAPTER V

SUMMARY AND CONCLUSION

1. Introduction

Given the continuing controversy with respect to both the 

empirical claims about how people do reason when making 

judgments of probability, the normative claims about how 

people should reason, and the variety of conceptual inter

pretations of both rationality and critical thinking, what 

sort of conclusions can be drawn about the teaching of 

probabilistic reasoning?

The first point that should be noted is that, although the 

formulas pertinent to probabilistic reasoning, i.e., the 

basics of the probability calculus and Bayes' theorem, are 

relatively simple to apprehend and to manipulate, major 

problems in probabilistic reasoning arise when individuals 

try to apply those simple formulas in appropriate ways to 

complex real-life problems. The principal educational 

problem, then, has to do not with simply teaching students 

the formulas, the "math" of probability, but with teaching
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the meaning and siqnificance of probability and chance, and 

instilling a critical attitude toward the numbers that crop 

up when one attempts to deal with probabilistic information.

2. Summary and Conclusions

In the first chapter, I have set out and briefly discussed 

the notion of probabilistic reasoning, and suggested that 

there is an important pedagogical connection between 

teaching for critical thinking and teaching probabilistic 

reasoning.

In chapter II, I have discussed a range of current concep

tions of the term 'critical thinking', focusing primarily on 

the work of two theorists, Siegel and McPeck, whose views 

differ radically.

I have argued that teaching the norms of probabilistic 

reasoning would contribute to the students' development of 

the "critical attitude" required by McPeck, viz., the 

attitude of judicious skepticism which leads one to "suspend 

belief in the available evidence", since those norms would 

provide students with a set of appropriate questions to ask 

about that evidence, and a means to estimate the value of 

the evidence. Moreover, since the norms of probabilistic 

reasoning are themselves still rather controversial in some
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respects, students would be led to "critically" examine the 

very criteria of judgment that they accept, thus meeting 

another of McPeck's requirements for "critical thinking". 

Further, a study of probabilistic reasoning would lead the 

student to question the validity of his or her own "intui

tively obvious" beliefs, since the study of norms which are 

at times strongly counter-intuitive would demonstrate that 

"intuition" can easily lead one to make erroneous judgments.

Second, I have that, if 'critical thinking' is interpreted 

as "skilled" thinking, and if one takes the demonstration of 

"skilled performance" to involve a knowledgeable application 

of a set of appropriate norms, then, again, the study of 

probabilistic reasoning would be a useful addition to the 

critical thinking course. I have also argued that other 

interpretations of the "thinking skills" metaphor provide a 

less than adequate basis for the interpretation of critical 

thinking.

Third, if critical thinking is taken to require logical 

thinking, and if 'logical thinking' is understood to refer 

to both deductive and inductive reasoning, then attention to 

probabilistic reasoning, which is basic to the evaluation of 

inductive arguments, again, would be required. I have also 

argued, contra McPeck, that logical norms, whether of
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deduction or induction, are not inherently domain-specific. 

The psychological question about transfer of learning across 

different domains can only be resolved by empirical evi

dence, but, there does exist evidence, in the work of 

Holland et al . , indicating that knowledge of inferential 

rules of probabilistic reasoning does transfer across 

d i s ciplines.

Fourth, I have argued that, to perform McPeck's "evaluation 

of knowledge claims", students would require an acquaintance 

with the norms of probabilistic reasoning, since such 

evaluation requires estimating the probability that one's 

premises are in fact true, and an evaluation of the sig

nificance of the evidence in the premises, i.e., an estimate 

of the conditional probability of the truth of the con

clusion, given the truth of the premises.

Fifth, I have discussed and critiqued the interpretations of 

"rationality", and the proposed relation between rationality 

and critical thinking, offered by Siegel and McPeck. I have 

argued that, at the least, "rationality" would imply 

acceptable reasoning in problems that require induction, 

i.e., in "everyday" problems. And, as previously noted, to 

reason well inductively requires the understanding and 

application of norms of probabilistic reasoning.
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Hence, given any of the common interpretations of the term 

'critical t h i nking', probabilistic reasoning would be either 

an appropriate or a required element in a course designed to 

teach critical thinking.

In chapter III, I have turned from the conceptual question 

to the more practical question, viz., Is there any need for 

instruction in the norms of probabilistic reasoning? This 

discussion falls into two parts. First, I have set out and 

discussed the range of interpretations of probability that 

might be invoked in estimating probability, and indicated 

that the theoretical questions are not insignificant, and do 

affect the results of one's estimates. I have then di s 

cussed the common reasoning activities that involve assess

ments of probability in some way, e.g., predicting, general

izing, making causal attributions. These activities would 

seem to be a fundamental part of what is termed 'everyday 

reasoning'. And, it is just such everyday reasoning that 

most critical thinking theorists agree must be improved.

Second, I have set out and discussed the evidence in the 

psychological literature which suggests that people commonly 

do err in this sort of everyday reasoning, and that the 

errors are directly linked to errors in probabilistic
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reasoning. I have also noted that that research is not 

uncontroversial, and that a variety of different explana

tions of the origin, and hence the meaning, of the "errors" 

are possible. Nevertheless, the bulk of the research to 

date does indicate that this sort of reasoning does present 

a problem for many. It would seem that regularly falling 

into Cohen's "cognitive illusions" would be as disadvan

tageous, practically, as would the regular reliance on 

Kahneman and Tversky's "faulty intuitive heuristics". This 

research suggests, then, that the teaching of probabilistic 

reasoning would meet an existing need.

In chapter IV, I have discussed the controversy surrounding 

the identification of appropriate norms of probabilistic 

reasoning. Much of the psychological research introduced in 

the previous chapter is grounded on the assumption that 

Bayesian reasoning is normative, and given this, any 

divergence from Bayesian analyses would count as error. But 

this assumption has been challenged by Cohen, who argues 

that in some contexts it is Bayesian reasoning that should 

be counted as irrational. I have also set out the position 

taken by Mill on this issue, and given an example of a 

variant on the classic Kahneman and Tversky "Cab problem" 

that seems to support the Cohen critique. But, I have 

concluded that it is not the application, but rather the
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misapplication, of Bayesian reasoning to this scenario that 

creates the difficulties. It seems that "available data" is 

plugged into the formula by Kahneman and Tversky, without 

sufficient justification. This illustrates the points 

raised above, that learning the norms of "rational" proba

bilistic reasoning would involve students not only in 

learning a set of appropriate procedures, but also in 

critically evaluating those procedures and their applica

tion.

In chapter V, I have discussed issues related to the 

teaching and learning of notions of probability. I have 

begun with a review of psychological literature on the early 

origin of intuitions about probability, and then discussed 

the possible benefits to be derived from the direct teaching 

on probabilistic matters, e.g., the effect on everyday 

reasoning of statistics courses. Finally, I have discussed 

the one curriculum that has been devised to teach probabili

stic reasoning on the elementary level.

In short, I conclude: a) that probabilistic reasoning is an 

appropriate, and/or required component of the critical 

thinking course, depending on the conception of critical 

thinking adopted; b) that errors in probabilistic reasoning 

do commonly occur, and these errors are significant, since
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they affect significant "everyday" reasoning activities; c) 

that philosophical controversies exist with respect both to 

the interpretation or interpretations of probability, and to 

the particular norms of probabilistic reasoning that are 

most appropriate, but that the existence of such controver

sy makes the subject of more, not less, value in the

critical thinking course; and, finally d) that students'

reasoning in probabilistic matters is amenable to improve

ment via instruction in a classroom setting.

Hence I conclude that probabilistic reasoning should be 

incorporated in the critical thinking curriculum.

3. Probabilistic Reasoning in A Critical Thinking Course: 

Goal s

There would seem to be three distinct goals that ought to be 

pursued in such a program. The first goal would be to 

provide the student with an understanding of the concept of 

probability. The student should acquire propositional 

knowledge as to what probability is_, and should learn to 

recognize the element of probability in common problem

situations.

The second goal would be for the student to acquire some 

knowledge as to the norms of probabilistic reasoning. The
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student should have some idea as to what "good" probabilis

tic reasoning is., and should acquire through practice some 

skill in probabilistic reasoning, i.e., a "knowing how", or 

performative knowledge.

The third goal of such a program would be to give the 

student an appreciati on of the concept of probability. 

I.e., the student should not only acquire propositional 

knowledge and performative knowledge, but should also become 

aware of the significance of the use, and misuse, of 

probabilistic reasoning in the "real world" (which might be 

called a "knowing 'so what?'", i.e., an understanding of the 

significance and usefulness of that which has been learned). 

The student would then (one would hope) come to develop a 

particular attitude, viz., a willingness to engage in 

critical probabilistic reasoning. In the long term (again, 

one would hope), the student would acquire a disposition to 

reason critically.

The objective of this instruction would be, first, to make 

students aware of the probabilistic element common in every

day judgments; b) to make students aware of the often 

counter-intuitive rules which are central to good probabil

istic reasoning; and c) to encourage the student to make 

practical use of such reasoning. This instruction would:
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a) bring the student to a conscious awareness of seemingly 

plausible patterns of inference that he or she may habitual

ly use; b) illustrate the errors that can result from the 

use of faulty inferential strategies, and c) offer the 

student more useful inferential strategies, and provide 

practice in using them.

Students should become aware of the common occurrence of 

problems that require such reasoning, and the useful ness in 

every-day thinking of the an understanding of the notions of 

chance and probability. Second, students should recognize 

that there are norms by which probabilistic reasoning, one's 

own as well as that of others, can be judged. Such norms 

apply equally well both to explicit calculations of probabi

lities and to informal, rough estimations. Third, the 

students should know what those norms a r e , and understand 

them well enough to be able to reason both explicitly and 

informally in accordance with then norms.

Fourth, the students should realize that there are subtle 

snares and pitfalls in this sort of reasoning (just as there 

are in deductive and informal arguments). There are, for 

instance, out and out fa l 1acies--invalid inferences that 

nevertheless seem quite plausible at first sight. The 

student should be able to avoid such fallacious inferences,
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and spot them when they occur in other's arguments, whether 

formal or informal . (And it seems that it is in informal 

arguments that such errors would be hardest to spot and or 

avoid.) Such fallacies of probabilistic reasoning include, 

for instance, the assumption that Pr(e/H) = Pr(H/e), and the 

assumption that Pr(e/H) + Pr(e/-H) = 1.0.

There are other problems, in addition to the making of 

clearly fallacious inferences, that students should come to 

recognize and avoid. For instance, problems may arise in 

choosing an appropriate reference class, in accepting a 

"handy" but inappropriate number as a "prior probability". 

One may also err in failing to recognize that the informa

tion one needs to make an inference is not in fact avail

able, and cannot or shouldn't be merely estimated. One 

should know when to conclude that a problem cannot be solved 

with the information given.

Fifth, the student should develop a set of attitudes and 

dispositions that will lead them to actually engage in 

"good" probabilistic reasoning, to scrutinize and critique 

the arguments others may offer, and to extend this favor to 

their own work.
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4. Some Possible Objections

The most obvious objection to the proposal to incorporate 

instruction in probabilistic reasoning in critical thinking 

programs would, I think, be the assertion that people do not 

in fact make errors in probabilistic reasoning, or that if 

they do, such errors are themselves a matter of chance, have 

no systemic pattern, and are not amenable to improvement. 

These, of course, are empirical questions, and can only be 

answered by reference to empirical research. Given the 

body of research to date, it would seem that in at least 

some experimental situations, the errors described do occur.

A second possible objection might be that, although errors 

do occur in probabilistic reasoning, those errors are in 

some sense unimportant. Although it is beyond the scope of 

this paper to detail the full array of problems calling for 

probabilistic reasoning, I think that from even the few 

examples given it is evident that probabilistic reasoning 

has a role to play in deliberations about quite common, 

every-day problems; and these problems, although "ordinary", 

nevertheless have significant implications. It should 

perhaps be noted again that I am not suggesting that there 

is a need for children to become sophisticated statis

ticians. Rather, my contention is that an improvement in
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the basic level of understanding of probability and the 

effects of chance would aid in day-to-day decision-making.

A third objection might be that "judgment" cannot be reduced 

to the manipulation of numbers, or that an attempt to "make 

judgments statistically" would discourage the very "crit

ical" attitude that is desired. There are several responses 

to this objection. First, the applicability of probabilis

tic reasoning is limited to problems involving either chance 

or insufficient evidence, i.e., uncertainty. There may be 

significant problems for which such reasoning would be 

inappropriate, but, when chance or uncertainty exist, one 

has no alternative but to make assessments of degrees of 

probabi1ity--the only question is how those judgments will 

be made, whether one's estimates of the "numbers" will be 

justifiable or not.

Second, it must be acknowledged that, even for problems 

involving the element of chance, it may not be possible to 

come up with equally acceptable numbers to represent the 

probabilities involved. It is easy, for instance, to 

establish an acceptable figure for the probability of 

rolling double sixes; it is quite another matter to es

tablish the "probability" of a nuclear meltdown, or the 

probability of success in one job rather than another.
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In the first case, one can appeal to any of several

straightforward "objective" theories of probability, e.g., 

the frequency interpretation, the classical interpretation; 

in the second case, one must rely on some "subjective"

theory of probability, i.e., probability as degree of

rational belief.

Predictions of this second sort involve judgment, and 

educated estimation^, and this element may well be ir

reducible in any given problem. Nevertheless, the sorts of 

errors and biases that plague simpler probabilistic problems 

remain. Teaching about probabilistic reasoning will not 

eliminate the need to make qualitative estimation of

probabilities, but it seems that it would at least improve 

those judgments, and any reasoning based on such probabili

ties .

And, finally, one might object that present programs in 

informal logic adequately address the problem, and there is 

thus no need to focus specific attention on probabilistic 

reasoning. For instance, one might point out that the 

"Gambler's Fallacy", discussion of which is often included 

in informal logic courses, involves a probabilistic reason

ing error, or, similarly, that when one teaches students to
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avoid the logical fallacy of "Hasty Generalization" or 

"Sweeping Generalization" one is, in effect, teaching 

probabilistic reasoning. In a limited sense, this is true; 

however, merely teaching students to recognize that proba

bilistic errors can occur and ought to be avoided is not 

enough to improve probabilistic reasoning in practice. A 

program in probabilistic reasoning would need to provide 

students with some general criteria by which to evaluate 

their generalizations, predictions, causal attributions, 

etc., and with practice in making such judgments.

5. Recommendations for Further Investigation 

Further investigation is required of both the empirical and 

the philosophical issues relevant to probabilistic reason

ing. Empirically, much more could be discovered, first, 

about how people do in fact reason about probabilistic 

matters, prior to instruction, and second, about how 

successful instruction is, or can be, in improving probabil

istic inference.

In addition, much remains to be said about the philosophi

cal issues, i.e., about the i n t e r p r e t a t i o n s ) of the concept 

of probability, about the conceptualization of rationality, 

and about the evaluation of the strength of inductive 

reasoning and the justification of inductive inference. And
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finally, more could be done to sort out and evaluate the 

merits of the various interpretations of the concept of 

critical thinking.
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