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Chapter I

INTBODUCTION

Urban geographers, long coantent with idiographic descrip-
tions of individual cities, bhave recently begun explora-
tions into the characteristics and growtl dynamics of urbaa
systems, interrclated sets of cities occupyinmy regions and
behaving as integrated socic-econcaic units. The urbkan
systems approach reflects the view that cities, rather than
existing in isclation, are iptimsately bound to larger-scale
processes of spatial-tempnral chanhge. As Bourne and Sim-

mons (1978, p. V) state:

"The process of urbanization, once viewed simply
as an inevitable consequence of development, is
nov seen as ab integral component and a generatot
of economic growth and social chauge. To under-
stand and influence either requires us to come to
grips with urbanization at this level."

The emergence of the systems approach in urban geography
parallels developaents 1in other sub-fields of the disci-
pline that have also adopted a more nomothetic research
perspective in an attempt t¢ foster aL environment of sci-

entific investigation of geographic phenomena. That the
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systems approach is firmly rooted in the scientific geogra-
phy paradigas necessarily implies a specific research agea-
da. As such, a major goal of contemporary urban geography
is to identify, explain, apd predict the dynamic patterns
associated with urbas systems development: the progressive
restracturing of population within settlement networks by
differential city growth rates brought-on by, and thea-
selves influencing, various geographic, historic, ecomnomic,
demographic, and political forces. But although progress
has been made on this agenda, wmuch remairs to be learned
beforc =2ven a basic understanding of the characteristics
and growth dynamics cf urban systems can be clainmed.

The present study represents a contribution to urban
systems research by focusing at the first level of analy-
sis; specificaliy, on identifying the patterns of popula-
tion agglomeratios and deglomeratiom associated with the
development of the Hungariao urban network over the period
1870-1980. The study finds justification in the fact that
accurate and precise identificatior of the growth patterns
exhibited by developing urtan sys*ems is necessary for an
orderly progression to higher levels of understanding. As
vill be shown, our current understanding of the urban sys-
tens development process 1is incozplete, and so further

studies are critically needed.
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Of eqgual importance to theory formation and testing,
though, is the need £for in-depth explorations into the
development dynamics of pational settlement netvorks. This
need stems both from the gecographer's innate curiosity
about patterns and processes occurring in specific regional
settings, and from their expanding role as adviser im the
public policy arena. Hungary presents an extremely iater-
esting study in this vein, partly because it has experi-
enced such a turpultuous developmental history: and also
because the government is curreantly tryirng to reduce the
level of urban primacy through various regional plaaning
strategies.

Furthermore, a need exists for accurate and precise ana-
lytical tools capavle of assessing the growth tendencies of
ur ban systems turough time. The stock of currently avail-
aule techniques is liamited, which has meant that our under-
standing of urban systems development processes has opot
progressed as quickly as might have been the case given a
wider rangye of methodologices.

The goals of tnis dissertation are thus threefold: (1)
to contribute to the body of theory c¢oncerning tne nature
of the urban systems development process; (2) to gain fur-
ther insight intc the specific growth dynasics in Hungary
and their relation to other processes of spatio-temporal

change; and (3) to offer suggestions for improving regional
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planning. Subsidiary to these goals 1is the desire to
introduce a set of new technigques for the dynamic analysis
of urban systenms.

The dissertation is oryanized as follows, In the next
chapter, the main models of urban systems development are
reviewed in order to formalize the predicted growth pat-
terns in*to testable frameworks that provide a basis for the
empiricdal analyses that follow. This review serves to
exposc the limitations of the curreat models, and hence the
need for new frameworks. A nev wsodel--the cascading cycles
model of arban systeas development--is thus proposed and
its chardcteristics explored. Under this frasework, urbau
systems are seen to develop by proceeding through a series
of agglomerativesdeglomerative cycles that begin in the
largest city and then Ycascade"™ dowa the urban oaetwork
through time.

An overview of the geography and history of Hungary is
presented in chapter 3 to provide background to the partic-
ular characteristics of the country and to help place the
empiricai analyses in context. A preliminary analysis of
the data using tradi“ional technigques 1is then givenr in
chapter i. The analyses include a discussion of city
Jrowth rates, concentration/primacy indices, static rank-
size measures, and centrographic apalysis. In chapter 5,

the expansion method (Casetti, 1972) is used to redefine
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the parameters of an initial rank-size function first as
gquadratics of tise in order to test for the occurreace and
timing of wurban turmarouamad in the Hungarian system; and
then in terms of Quadratics of rank and time +to evaluate
the hierarchial and spatial patterns of polarizatiom and
trickle~down occurring through time. The dissertation con-
cludes iu chapter 6 with a sumsary of the major findings,
implications to th:zory anmd to Hungary, and suggestions for

further research.



Chapter II

URBAN SYSTENS DEVELOPAENY HODELS

The purposz of this chapter is to provide an overview of
the analytical and conceptual issues underlying the empiri-
cai analyses that follow. Specifically, ¢the goal is to
establish the types of differential growth pattetns that
are exhibited by urban systems as they develop; apd to
relate these patterns to the associated economic and deamo-
graphic processes, and to public policy concerns. The dis-
cussion will therefore cover:; {(nH the charactertistics of
city-size distributions; (2) the framevorks of urban sys-
tems development; Dnaaxcly, the allometric, agglomerative,
urban turmaround, and cascading cycles models; and finally
(3) urbtan policy issues. The discussion, though, is by no
means comprekensive: such treatment is beyond the scope of
this analysis; and is clearly impossible given the liaited
state of understandiny of urbtan systems and their develop-
ment characteristics. Hovever, this chapter should provide
a number of signposts that will both illuminate interesting
paths of investigation, and provide context for interpreta-

ting the results obtained from the empirical analyses.



£+1 CITI-SIZE _DISTRIBUTIONS

A discussion of city-siz2 distributions forms a convenient
point of departure here for two reasons: (1) rank-size for-
mulations are particularly well suited to describing the
types of changing population distributions associated with
the urbarn systeas developmeat models; and (2) the apalyses
presented in chapter 5 are based on variants of the basic
rank-size model. The focus here is thus on the mathematics
and interpretation oi the paramcters associated with the
rank-size function.

Although the model used to describe city-size distribu-
tions nas changed many times over its 70 year history (Car-

roll, 1982), its modern forz is typically expressed as:

or, in 1its more familiar linearized form:

lnP = ¢ % glnr {(2)

Equatioca (2} relates the natural logarithe of the popula-
tion size of a city to the natural logarithe of its rank in
the urban network vhen ordered fros largest to smallest.

The parameters ¢ amnd § are the estimates of the logarithm
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of the population of the rank 1 center and the slope coef-
ficient of the rank-size curve respectively. The parameter
q of eguation (2) is particularly useful for ascertaining
the distributional characteristics of urban systeas and
bence for assessing growth trends.

The parameter q is the derivative of the 1logarithwmic
rank-size furction as expressed by eguation (2), and as
such evaluates the percentage rate of change in population
associated with a percentage rate of change in rank. In
other words, ¢ measures the elasticity of city population
within urban systemns. A value of ¢ equal to -1 indicates a
special condition of the rank-size curve, where the popula-
tion of each center is a decreasing function of the rank 1

canter (Pl) of the form:

P, =P /ri; i= 1,N {3)

The particular distribution expressed by equation (3) is
considered by many to bée tue *ideai,™ and is referred to as
the rank-size rule, logmormal distribation, or Zipf distri-
bution {Zipf, 1949) . That the rank-size curve vwith slope
of -1 1is taken as the ideal is also a reflection of two
observations: (1) applications of rank-size functiomns to
national settlement systems have repeatedly yielded values

close to -1 (Carrcll, 1982); and (2) a slope of -1 has been
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shown to be the steady-state cutcome of random {stochastic)
city growth, notalbly the so-called Gibrat process (Gibrat,
1957; Marshall and Swith, 1978).

The wvalue of § equal to -1 thus provides a benchmark for
evaluating the distributional characteristics of population
vithin urban systems. Values of g more mnegative than -1
(-2 <@<-1) 1indicate a larger percentage of the urbanm popu-
.ation living in the higher ranking centers than would be
the case under rank-size conditiops. Values of q less neg-
ativa than -1 (0<y<-1) indicate that the lover ranking cen-
ters are —relatively more populated than predicted by the
rank~size rule.

Leading directly from these opservations, a turther
ipterpretation of the parameter 4 of eguation (2) 1is as a
measure of population comncentration in an urban systes.
The term conceptration is bkeing used here, as throughout
the study, in a very precise manner; namely, as a measure
of relative proportion. For example, the concentration of
a solution is the proportion of dissolved solute present in
the ligquid. Likewise, relative husidity is the ratio of
vapor pressure to saturation vapor pressure in air, which
is also a measure of relative proportion and hence concen-
tration. The tact that the parameter q of the rank-size

function evaluates the relative distribution of population

contained within am urban syster thus gualifies it as a
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measure of concentration. In fact, this interpretation is
in keeping with the orijinal use of the rapk-size functiob
as expressed by Auerbach (1913).

Furthermore, twc types of concentration can be identi-
fied, corresponding to the two positional attributes poss-
essed by cities. The first type is called hierarchial cos-
centration, and refers to the level of population
concentration contained within an urban bhierarchy. 1In this
instance, the term hierarchy is defined as the arramgeament
of cities into a graded series, and is thus equivalent to
city-size distribution. However, hierarchy is more coamon-
ly used to refer to an organpization of city sizes ianto dis-
tinct levels or categories each subordinate to the one
above it. This second definition derives mainly from cem-
tral place theory (see Berry, 1967), which is based on hie-
rarchial levels of cities in wurban systems. In this dis-
sertation, thouyh, the term hierarchy, and hence
hierarchial concentration, is used according to its first
connotation despite the fact tha* the Humgarian urban net-
Work possesses a highly stratified structure. Leading from
this definition, the parameter q of equation (2) can be
further specified as a =measure of hierarchial conceatra-
tion. The second type of concentration is called spatial
comcentration, and refers to the relative proportion of

somse phbenomenon contained wihtin amn area or generalized
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aACross space. Although spatial comncentratiom is usually
calculated with respect to specific areas, especially core
regions (see Ullman, 1958), +the parameter q of the rank-
size function can be mapped to provide a spatial portrait
of concentration as will be shown in chapter 5. For the
remainder of this dissertation, the term concentration will
be used ip the genczral sense to imply both hierarchial and
spatial aspects; however, €ach type will be specified when
Leeded.

Besides its static meaning, an interpretation can be
given to the change of q over tiame. Por example, if the
value of q for a particular urban systea grows more neg-
ative through time, this implies that population is becos-
ing relatively mor: numsrous in the larger sized centers.
An increase in the level of population concentration denot-
ed by a steepening rank-size curve is termed agglomeration.
The opposite situation--a declining rank-size slope--is
termeéd deglomeration. Note that the terms agglomeration
and deglomezation: (V1) refer to the urban system in its
entirety; and (2) are relative terms 1in that both can be
produced in several ways. For example, hierarchial agglom-
eration can be the result cf faster than average growth of
the largest centers; slower than average growth of the
smallest centers; or even no growth of the largest centers
and absolute decline of the seall centers. Furthermore, an

important distinction is made betveen the teras
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copcentration and agglomeration/deglomeration: concentra-
tion refers only to the static state of the distribution of
population within amn urban systea; aggloseration and
deglomerati on both refer to dynamic population restratifi-
cation within urbap systeas. Cencentration, though, is
of ten uscsd as a verb (cf. Smith, Huh, and Demko, 1983),
vhaick can lead to problems since ambiguities arise over
whether the static or dynamic aspect of populatiom distri-
bution is being referred to. By regarding concentration
strictly as a measure of relative proportion, and thus
analogus +o density, the problem referred to here can be
avoided.

The interpretation of the parameter g as a measure of
population concentration has thus far been predicated on
the fact that population and rank data for urbam systeas
display 1linear trends when plotted on double logarithm
paper. This situation is not alwvays realized, however,
since some city-size distributions do not conform to
straight lines (Nader, 1984) . Deviations from the linear

can occur at both the high and low endis of the rank-size

curve. The first instance is associated with primate cit-
ies: cities that grow considerably out of proportion to
the rest of the system (Jefferson, 1939). & hierarchy

characterized by primacy exhibits a non-linear trend in the
upper portion of its rank-size curve that is Dbetter

described by a quadratic variant. Another source of



13
skevness 1s associated with the tendency of some rank-size
curves to “drop-off"™ at their lower ends because of a lack
of small sized centers (Baker, 1969). The rank-size rule
predicts the presence of only a few very large cities but
many very small cities in urban systeas. When few very
small cities are present in a particular distribution, the
rank-size corve will be pulled downward at its 1lower end
faster than would be the case under msore normal conditions.
The situation describked here also warrewts use of a guad-
ratic model. When both urban primacy and too fewv small
cities occur simultaneously in an urban system, the popula-
tion and rank data are best fitted by a third degree poly-
nomial rank-size function to capture deviations from the
linear at both ends of the spectruns.

In urbanm systezs exhibiting mpon~linearities in their
rank-size curves, values of g, and hence levels of popula-
tion concentration, vary with respect to rank. For exan-
ple, in situations characterized by urban primacy, the
slope of the rank-size curve is steeper at the top end than
it is for the rest oi the systen. If the slope is greater
in this portion of the «c¢city distribution, +themn the magni-
tude of q must be greater bhere, and hence levels of concen-
tration must be proportionally higher. The sase holds for
lov end deviations, since if fewer cities than expected

exist at this leva2l, their relative population
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concentration must be proportionally bhigher tham wunder
rank—-size conditions. The concept of concentration--as
evaluated by the parameter q of the 1linear rank-size
model-~thus can be extended to apply to each ramk position
in the urtan hierarchy im ncn-linear cases. The same argu-
ment holds equally for the hierarchial and spatial cases.

Changes in the degree of non-linearity exhibited by
rank-size curves through time indicate qgreater than propor-
tional population restratification within the urban systesa.
A situation involving population restratification into the
largest centers occurring at such a pace so as to produce
upward skewing of the rank-size curve is referred to as
polarization. A reduction in the degree of non-lipearity
associated with a rank-size curve would indicate trickle-
down efrfects. These teras also apply to skewness at the
low end ot the curve, but for the opposite reason. Duricg
the early phases of economic development, the very small
cities, which possess limited econosic base to begin with,
become even less viable due to the pull of the larger cen-
ters. The resuit is often rapid out-migqration that reduces
the population of the small «cities, thereby skewing the
rank-size curve downwards {see Olevy, 1972; Salvatore,
1984 ; Brown and Stetzer, 1984). In the case of small cit-
ies, then, polarization implies non-proportional decline of

population; hovever, this decline still results in an
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increase in the slope of the curve and hence in the level
of local population concentration. Likevise, trickle-down
implies a reversal of polarization, which occurs after the
maghet effect of the largest cities diminishes. The inter-
pretations given to polarization and trickle-down thus
apply to pon-linearities at both ends of the city-size
spectrum; furthermore, their use here is consistent w¥ith
the generally accepted meanings of the terms but extended
to an urban systems development ftrame of reference.

Ooe final point concerning city-size distributions
repains. Growth of national urban systems is one of the
Bsost obvious rerlections ¢if progressiomn toward soderniza-
tion, and as such geographers have naturally assumed that
characteristics of city-size distributions for particular
countries should wnirror the overall level of economic
development. Berry (1961; 1969), for example, proposed
that developing countries first exhibit a primate distribu-
tinn, but then progress through time to a rank-size
arrangemsnt. However, atter examining coanditions in 95
countries, be concluded (196%, p. 588) that there was
", ..no relationship between type of city size distribution
and either relative economic development or the degree of
urbanization of countries." (see also Rosing, 1966; Lasuen,

Lorca, Oria, 1967; lasuen, 1973; Richardson, 1981, p. 18}.



16

Berry*s finding of course gquestions the assumption that
city~size distributions necessarily tend toward rampk-size
conditions through time, and hence the validity of the log-
norsal distribution as the ideal fora. In 1light of this
tindingy, no pnormative gqualities can be attributed to the
rank-size function. However, the relationship expressed by
€quation (2) is &meaningful as an analytical tool used to
assess the changing characteristics of population distri-
bution within urban systems (see Boal and Johnson, 1965).
It is this aspect of the rank-size fupction that is uti-

lized throughout +tue dissertation.

2.2 IHE DEYELOPNEPT MODELS

The previous section served to illustrate the types of
growth dynamics that can occur within developing urban sys-
tems, and how these patterns are reflected in the rank-size
curves. In this section, the actual urban systems develop-
ment frameworks are explored and related to the uanderlying

economic and demographic theory.

2: 2.1 Allometric Growth

_— - ——— e O e —

The simplest model of urban systems development 1S known as
allometric growth, and holds that city growth is constant
with respect to rank. Th= relationship is typically

expressed as (see Aitchison and Brewn, p. 23):
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O _ (4)

where Pt is the population of thes city at time t, and Etis
the mcan growth rate between t-1 and t of individual cities
or size classes 0L cities. The process associated with
this type of ygrowth is called the Law of Proportionate
Bffect (Richardson, 1973B, p. 244), which implies that all
parts ot the rank-size system grow in anison. Heace, Bo
population restructuring occurs within the system, and so
there is no agglomeration or dejlomeration. In tzramas of
the rank-size function, allcmetric qrowth is indicated by a
constant increase in the value of ¢, with no change in qg.
The mod:zl thus predicts parallel outward shifts of the
rank-size curve, except in th2 anlikely event of equal
decline of every city in which case the curve would shift
inward.

Allometric growth i1s essentially a stochastic frasework.
As stated previously, the rank-size curve with slope -1,
and by extemnsion allometric growth, is considered to be the
steady-state outcome of random growth processes (Parr acd
Suzuki, 1973). The model is thus based on the assuamaption
that all demographic processes—--births, deaths, insigra-

tion, and outmigration~-are uncorrelated with city size
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{Siaon, 1955). These assumptions, though, are rarely met.
For exanmpls, Danta (1984} found an inverse relationship
between city growth rate and rank for Humgariamn «cities,
along with strony correlations between the various compo-
nents of growth. Likewise, a supstantial body of econoamic
theory, as presented in the next section, sujgests a rela-
tionship between growth and city size. Furtherwore, the
very idea of allometric growth runs counter to the philoso-
phy underlying the sub-field of urbam systems geagraphy;
namely, tbat differential city growth is bound to larger
scale processes of change. The allcaetric growth model is
thus best regardzd as the null form of urban systeas devel-
opment, In fact, if allometric growth is identified for a
particular set of cities, this fiading would perhaps call
into gquestion the wvalidity of the criteria used to define

the urbpan systen.

22222 Aggqlomeratjve Growth

The second model is referred to here as agglomerative
growth, and states that the rate of city growth is an
increasing function of city size. In other vords, the
larger the city, the faster its grcwth rate. This type of
development pattern necessarily results ipn restratification
of population into the larger centers, which is reflected

by increasing magnitudes of the parameters c and q of the
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rank-size function. AL steepening rank-size curve in turno
denotes 1increasing levels of <concentration, and hence
agglomeration.

Unlike allometric growth, agglomerative growth is sup-
ported by a substantial body of theory. First are the so-
called forces of urbam cemtralization, which Hoyt (1941)
lists as: centralized government power, defense, religion,
amusement, trade, industry, transportation, finance and

banking, and utilities (see also El-Shakhs, 1972; Alonso,

1968). Second is the principle of urban agglomeratioa
econonmies, wvhich posits increasing returns to scale of
industry for 1larger urbabn centers (Isard, 1956, PP-

182-148; Carlino, 1982; Kawasuima, 1975; Alonso, 1971 .
Scale economies are in turn related to such factors as
inter-industrial linkages, availability of investment capi-
tal, pools of skilled labor and managerial talent, access
to traasportation networks, and prestige location. The
spatial dimension of this type of growth is related to Myr-
dal's {1957; se= also Richardson, 1973B, pp. 29-34; Gaile,
1980) model of circular and camalative causation. Essen-
tially, this framework describes how agqglomeration econo-
mies produce a seif-perpetuating "geography of concentra-
tion® {(Ullman, 1958) in core regions of nations. Finally,
this framework is supported by demographic theory. Virtu-

ally all migration theories, from the earliest gravity
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models (Ravenstein, 1885) tarough Zelinsky's (1971)
hypothesis of the mobility tramsitiom and including the
Developaent Paradigm of Hdigratiom (Brown and Sanders,
1981), are based to some extent on the preamise that migra-
tion flows tend to move up the urban hierarchy, at least
during initial phases of development/industrialization (see
also Dorn, 1938; Latuch, 1973). Furthermore, Rigrants tend
to possess higher fortility rates, which produce even larj-
er growtn effects in the urban destinations (Andorka, 1978,
pp. 281-288; Greenwood, 1%73; Goldstein and Geldstein,
1981; Keyfitz, 1980; Korcelli, 1982; Ledent, 1982; Morri-

son, 1973).

2.2,3 DOrban Turmaroumd

—_—

The latest model of urban systews development is referred
tc as urban turnaround. Under this framsework, urban sys-
tems experience first an agglomerative phase, characterized
by increasing levels of concentration; followed by deglom-
eration and a treund tovard more even population distribu-
tion. In teras of the rank-size function, urban turnaround
is indicated by a svwitch in the tesporal trend of q froa
increasing to decreasing magunitude.

Although urban turnaround has become a popular research
topic only within the last few years, the idea of spatio-

hierarchial population dejlomeration is much older. Gaile
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(1980) traced the concept of spread to the classical econo-
mists, and Hoyt (1941) ¢xplained how the same forces of
agglomeration can also act to produce deglomeration. An
early statement of both agglomerative grosth and urban

turnaround is provided by Tisdale (1942, p. 311}:

"yUrbanization is a process of population concen-
tration. It proceeds in two ways: the multipli-
cation of points of concentration and the
increase in size of individual concentrations.
It may occasionally or in some areas stop or
actually recede, but the tendency is inhibited by
adverse conditions. Bhether or not a saturation
point, an *urban maturity,® followed by stabili-
zation or subsidence of the process, can or will
be reached is not knosn. There is some evidence
that points tovard such a development, but the
contingent and derivative nature or (sic) urbapi-
zation nmakes this a difficult ques*ion to
answer."

The process of population deglomeration was also recognized
by Gibbs (1963} in bis model. Zelinsky (1962) identified
decentralizataion of Amsrican industry during the wmiddle
part of this century. However, studies of deglomeration as
a separate phenomena did not begim in earnest until tae
late 1970s. For example, Berry and Dahmann (1977) identi-
fied fundamental changes occurring in the population dynam-
ics of the United States in the 70s. These changes con-
sisted of a slow-down of the growth of large cities,
especially those located im the industrial core region, aand

the rapid growth cf suburban and exurban areas outside the
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core. Berry (19738) referred to the process of populatioan
deglomeration as counterurbanizatiom (see also Dean et al.,
1984). A series of studies by Vining (Yining and Strauss,
1977; Vining and Koontuly, 1977; vVvining, 1982; Viping and
Pallore, 1983) identified the changing patterns of migra-
tion flows away from metrcpolitan core areas in the U.S.
and other advanced countries. Gordon (19793), however, sug-
gested that the so-called ‘clean-break® hypothesis advanced
by V¥ining and Strauss {1%77) was no more thanm a statistical
artifact brought-on by suburbanization across msetropolitan
boundaries. Morrill (1979), advancing Gibbs®' {1963) earli-
er vork, also identified basic changes in U.S5. demographic
patterns: the continued centralization and small-scale
ur panization in peripheral areas; continued metropolitan
supurbanization throughout the country and exurban develop-
ment in the industrial core; and the general movement of
people to the environmentally attractive areas of the ¥est
and South. Long and DeAre (1983} also discuss this type of
population redistribution in the United States. Only a few
empirical studies, though, have explicitly identified
deglomerative trends within developing urban systeas. For
€example, Marshall and Ssith {1978) found that the growth of
large cities in Ontario had slowed and the small cities had
begun to grow faster by the 1960s, thus producing deglomer-

ation. Smith, Huh, and Demko ([1983) identified both
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bierarchial and spatial deglomeration in Korea's urban sys-
tea beginning in the late 1960s. Townroe and Keen (1984)
desonstrated a reversal of 1increasing levels of concentra-
tion in Brazil. Finally, Myklebost (1984) documented urban
turnaround in Rorway. Each of these studies based their
analysis on concentration indices (see section 4.3).

Other studies have examined the mechanisms underlying
ur ban turnaround and related processes, For example, Rich-
ardson (1980) cites congestion costs and rising land walues
in the core, and the emergence of scale economies at
selected peripheral locations as factors involved in polar-
ization reversal (see also <(larke, 1983) . Bourne (1580)
identified five clusters of ideas related to urban decline

and population deconcentration:

1) . Structural/technological change. Technological inno-
vation, footlooseness of the tertiary sector, interna-
tional trade, plan% oktsolescence, raising production
costs, shifting consumption, and higher attractiveness
of smaller centers leads to decline of the largest

centers.

2). Amenities/disamernities. Decline of large cities s=2en
as an extension of suburbanization brought on by the
same desire for =more space and privacy; and by a
repulsion froe the high taxes, pollution, <congestion,

and racial strife ofi inner city/core regions.
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3). Unintended policies. Policies on investment, taxa-
tion, trade, transportation, defemnse, housing etc. can

bring about unintended spatial deglomeration.

4). Systematic exploitation. Similar factors as in (1),
but seen from a capital logic perspective; namely,
rational exploita*ion of nmore cost efficient loca-

tions, less uniobizaticn etc.

5). PRandom spatial economy. 7The observed urban pattern is

the result of random spatio-temporal processes.

Taking a slightly different track, Casetti (1968) demon-
strated that duripby the course of economic development the
site of optimal investment productivity shifts from the
core to peripheral Jlocaticns, vhich imn turn reinforces
deglomerative trends. In a siailar study, Casetti and
Jones ({1984) have shown that recent snowbelt/sunbelt shifts
in the U.S. conform to Verdoom'’s Law: the tendency for cap-
ital to move to reyions where its marginal productivity is
greatest, which in advanced econcmies is often in peripher-
al locations (see also Kaldor, 1970}.

The urban turnaround med=21l is also supported by demo-
graphic theory. For example, 2clinsky's (1971) model posi-
ts a change in the dominant migration flows from rural-
urban to urban-urban and even wurban-rural 1in advanced

economnies. Also, the diffusion of technology to small



25
towns reduces the comparative advantage of large cities,
thereby lesseaing the impetence to migrate. Falling rural

fertility rates further reduce rural push factors.

£:2:8 Cascadisq Cycles

The three models presented thus far reptresent the current
state of urban systeas development theory.} However, they
fall short of accounting for the complete range of urban
systems development scenarios. ¥ithin the framework of
urban turnaround, for example, the urban system is seen to
prtocceed through a cycle of agglomerations/deglomeration AS A
WHOLE. But what if this is not the case? That is, «hat if
the switch from agglomerative to deglomerative tremds does
not occur evenly across the urban hierarchy, but rather is
itself some function of urban size? Both contemporary
theory and the techniques avaialable for analyzing such
trends are largely incapable of dealing with this kind of
complicated development pattern. Hovever, there is reason
to believe that such patterns exist. Por example, a recent
study by Hart (1983) shoved that the spatial and hierarchi-
al deylomeration currently being experienced in cities in

the Great Lakes Region is the result of long-~standing

1 another important eamerging 1line of thought deals with
catastrophic framevorks of urban development; see Papa-
georgiou {1980}, Dendrimos and Mullally (1981), Mees
{1975), Renfew and Poston (1979), and vagstaff (1978).
These approaches, however, 1lie outside the frame of ref-
erence adopted in this study and are thus mot pursaed.



26
trends rather than a post-70s turnaround phenomena. What
is needed, then, is some nev framework that on the one hand
incorporates (or at least acknowledges the possibility of)
complex agglomeratives/deglomerative developsent dynamics
operating within the urban system itself: aand on the other
can be empirically verified.

In this dissertation, a new model of urban systeas
development--referred to as cascading cycles-~is proposed.
Under this framevork, urban systeas are seen to develop
through a series of agglomerativesdeglomerative cycles that
begin in the largest center and then "cascade"™ down the
urban hierarchy tarough time. Essentially, the wmodel
extends the urban turnaroond frasework to incorporate non-
linearities; in other words, polarization and trickle-down.
in this regard, the cascading cycles model 1is similar to
the grovwth center model, which is based on the occurrence
of polarized Jrowth at selected sites in peripheral loca-
tions (see Casetti, King, and ©0dland, 1971; 0©Odland, Caset-
ti, and King, 1973). The cascading cycles framework merely
makes explicit the idea of a continuation of the trickle-
down behavior from the largest to next largaest center that
is associated with the growth center model). Also, although
the framework applies primarily to the largest centers in
an urban bierarchy, the same type of pattern would sup-

posedly be mirrored in the small tcwns as described
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previously. The occurrence of cascading cycles would thus
be indicated by a switch in the trend of ¢ in the rank-size
model froa increasing to decreasing magnitude that begins
in the largest/smallest centers and progresses through time
down/up the urban hierarchy. The economic and demographic
theory discussed in reference to the agglomserative growth
and urban turnaround models support this type of develop-
ment pattern; better, in fact, than for the other frame-
WOoIrks. Also, this type of development pattern has already
been expressed by some authors, For exaample, Daroczi
{1984, p. 73) states the hypothesis that "™...the higher the
Liecarchial level of an urban centre, the sooner its growth
starts to declincé...." Elliot (1984, pp. 234-235) speaks
of the process of ¥cascadz: amigration” in relation to urban
capture. Krakover (1983) bas recently identified spatiot-
emporal patterns of spread and backwash occurring within
the Philadelphia urban field that se2ama to represent saall
scale versions of the cascading cycles phenomena. However,
the development patterns associated with tnis framework
await empirical verification; one of the goals of this
study is thus to test for the occurrence of cascadiny

cycles in the developing Hungarian urbar systea.
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2«3 UBBAN POLICY CONCERES

Concern over the goals and impacts--intentiopal and
unintentional--of various public policy seasures has
increased tremendcusly irn recent years among both govern-
ment officials and academics. This concern, though, rather
than crystalizing understanding of the probleas and ameans
of solution, has tended to cloud +the issues with a morass
of views and wunsubstantiated goals. The purpose of this
section is thus: (1) to provide an overview of the types of
ur ban public policy issues that have been addressed iun the
literature; ({2) to explore aspects of socialist planning
philosophy and practice; and ({3) to identify some key
research questions.

The underlying goal of public policy is to somehow max-
imize total social utility while minimizipg total social
cost. Translating this general, egalitarian goal into more
precise terms applicable to urban systems has produced sev-
eral streams of thought. First is the debate over optimal
city size (Richardson, 1972; Thoapson, 1972; Singell,
1974) o The central issuc hLere, which can be traced to the
Greeks (Hansen, 1978, p. 1}, was to try and identify the
ideal size of cities; namely, the size that maximized util-
ity for its inhabitants at the least overall cost in termss
of congestion, public facility availability etc. The basic

coutcome of this debate was stalemate: a realization that on
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the one hand optimal city size 1s not constant across
regions and cultures; and that <“he functioning of a city,
regardless of size, 1is tied to its relations with other
cities of the urban system {cf. BRichardson, 1973, p. U5;
1981, p. 10-11}.

The second part of the debate adopted a larger perspec-
tive, centering on optimal city-size distributions. The
result, however, was the same: that even if governaents
could somehow fine-tune their urban systsas, no coapelling
theory exists for guidiay such tuning; and each situation
is differeant, so solutions are largely non-transferable.
The debate over city-size distributions was closely tied to
the largzsr issues of regional economic development, e€spe-
cially the tradectfs between overall efficiepcy versus
regional egquity, and centralization versus decentralization
policies (Brutzkus, 1975). However, these largely idealis-
tic debates were soon overshadowaed by Concerns OYer more
specific problems existipg ip national settlesent systeas.

A fourth strecam of thought concerns *he problew of urban
primacy existing in many develcpingy and even indystrialized

countries. As Richardson (19481, p. 11) states:

"The deceleration of the growth of the primate
city is almost a universally proclaimed g¢goal in
developing countries, regyardless of wvhether the
population is 10 millicn or 500,000.%
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The concern over large cities stems from the observation
that various protblems exist in primate cities: job market
saturation; strain on public facilities and the infrastruc-
ture; overcrowding and squatter settlements (MNountjoy,
1976) ; and, although disagreement exists (Mera, 1973; Alon-
so, 1971), diseconomies 0f scale in very large cities.
Concern over problems related to primate cities is usually
translated in%to a growth center (Darwent, 1969; Parr, 1970;
Hansen, 1972: Richardson, 1978; 1976) or secondary city
(Rondinelli, 1983) planning framevork. The idea bebind
these strategies 1is to reduce the rate cf growth of the
largest center, and to stimulate growth in selected cities
locatzd in peripheral regiomns tahereby evening-out the urban
hierarchy. The actual pelicy iaostruments used to achieve
these goals, and some of the underlying assuaptions sade in
connection with this strategy, can be described in relation
to socialist planning philosophy.

A discussion of socialist planning pkilosophy is rele-
vant here since it is well developed, applies to Hungary,
illustrates many of{ the planning instrusents used by non-
socialist countries, and it highlights the basic probleas
inherent in urban systems rplanping. The maip concern of
socialist planning is to provide a structure conducive to
economic growth and development, vhile reducing reanant

regional and social i1nequities {see Pleskovic and Dolenc,
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1982). As Fuchs and Demko (1979B, p. 440; see also Fuchs
and Demko, 1977B; Ronnas, 1982, pp. 143-145; Fuchs, 1980;
Khodzhaev and Khorev, 1973; Offer, 1976) explain, socialist

planning calls for:

"...a greater equalization of the distribution of
large-scale industry and of population over the
country; the distribution of industrial produc-
tion evenly *hroughout the country in order to
utilize all hHumsan and natural resources in all
regions; harmonious and proprtional rates of
regional development; abolition of the ‘contra-
diction' between cities and rural reqions; and
the overcoming of excessive concentratiocn of pop-
ulation in large cities."
Given their divergent epistomologies, these goals are sur-
prisingly similar to those adopted by western and develop-
ing nations,

The actual ipstruments used to achieve these goals
involve both incentive and disincentive measures (Fuchs and
Demko, 1979B, Table 1, p. U44). The first category is
intended to encourage ygrosth 1in peripheral areas, and
includes S5tate ianvestiment in new industrial and nonindas-
trial enterprises; expansiorn. of existing enterprises;
investment in public and ipndustrial infrastructure; adjust-
ments iL transport rate structures; increased availability
of housiag and social services; educational opportunities;

regional vage bonuses; relocation allowances; and active

recrui teent of labor. Disincentive wmeasures are aimed-at



32
reducing the growth of the largest cities: bans o0 hew
industrial investment; restrictions on industrial expan-
sion: plant relocation; investmeent in labor-saving egquip-
ment; Traising rents; residency requirements; controls on
inmigration; and job trapsfers.

These instruments, which appear gquite coamprhensive and
thereiore should be effective at producing degloseration,
ha ve been found to ope only marginally successful. For
example, Huzinec {1978) found that policies for controlling
the growth of large cities in the USSR have simply not
accomplished the task (s2¢ also Bowvwland, 1983; Fuchs and
Demko, 1979A). Berentson (1981) found that regiomnal ine-
gqualities are actually increasing mor< rdpidly in East Ger-
many than in Austria; while Ronnas (1982) was able to docu-
me nt only mixed results for Romania. Mus:]l and Rysavy
(1983), however, found a halt to both suburbanization aad
polarizatior in tne case of Czechoslovakia during the
so0cialist period.

Wby the failure? EKansky (1976, Pp. 261) points out that
despitc the best intensions by plaoners in East European
countries, most urban planniang directives still emanate
from the Soviet Union in the form of military, political,
and associated economic interests. Also is the idea that
if sectoral planping dominates over regional planning, as

is often the case 1in East Europe, agglomeration will
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resalt. But pernaps laryer issues are involved. Fuchs
(1980), for exaamaple, raises questions concerning the egal-~-
itarian principles underlyiag urban planning goals in light
of economic realities. Perhaps Townroe (1984}, though, is
closer to the mark when he calls attention to the continu-~
ing high level of ambigquity present in policy objectives
and uncertainty in the pattern of underlying market forces.

The basic problem to urhan systems planning is the lack
of clear wunderstanding of urban systems developaent pat-
terns. For exaaple, implicit in the growth center strategy
is the idea that at some point in the development process
deglomerative trends set in. However, the urban tarmaround
process is s+ill little understood. Furthermore, tiaing of
intervention is critical: 1if w®measures are impleaented too
soon, they will be ineff=ctual; if too late they are super-
fluous (Richardson, 1980, pp 69-72). #hat is needed, then,
is a returrn to the pasic scientific research agenda of
identifying the patterns of urban systems developaent, for-
pulating more accurate models, and integrating them with
other processes of spatio-temporal change (see Bourne,
1974) . After all, description and explapation still must
preceed predictiocn amd prescription. The study presented

here represents a step in this direction.
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2283  SUBBARX

This chapter has reviewed the analytical and conceptual
issues underlying the dissertation. The major points aris-

ing from the discussion are as follows:

). The familiar rank-size model 1lnP = c ¢ glnr is a use-
ful tool for capturing the static distributiomal char-
acteristics of population within an urban system, and
tor assessing change through time and within the hier-
archy itself. An increase in the magnitude of the
parameter § indicates increcasing levels of concentra-
tion, or agglomeration; a da2crease it q denotes fall-
ing levels or deglomeration. An increase in the
degree of non-linearity exhibited by the rank-size
curve a* eitner +he high or low end indicates polari-

zation; a decrease indicates trickle-down.

2)» The models of urban systemns development predict pat-
terns of population chauge through tinme. Allometric
growth <calls only for population growth with no
restructuring wvwithin the system. Agglomerative growth
calls for 1increasing levels of concentration in the
urpan system. Urban turnaround refers to a switch in
the growth dynamics from agglomeration to deglomera-
tion. Cascading cycles is a new model, which predicts

polarization then trickle-down.
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Most wurban planning strategies call for reducing
growth in the largest cities, and stiaulating growth
in peripheral reyions, and are therefore based on
growth center strategies. However, efforts to redi-
rect gQrowtih have been largely unsuccessful due to a
lack of understanding of the basic patterns and pro-
cesses of urban systeas development. A peed for fur-
ther studies to help identify ¢the patterns and forau-

late new frameworks thus exists.



Chapter IIIX

BACKGROUND T0O HUNGARY

The purpose of this chapter 1is to provide background
material to Hungary, which is intended to set the stage for
the empirical analyses that follow. The discussion con-
sists of three sections: {1) an overview of the jeography
and history of Hungary; (2} the patterns of economic devel-
opment and regional structure; and fipally {3) the charac-
teristics and developaent trends of ¢the Hungarian arban
ne twork. The discussion serves to place into focas the
ingredients that make Hungary such an attractive case for
urban systems analysis; namely, its interesting patterns of
regional economic development, the aspects of "belated
urbanisa," the extremely primate nature of the urban sys-
tem, and the government's recent efforts tc curb the "Buda-
pest proola2m." Furthermore, this study contributes ¢to a
tetter understanding of a country that on the one aand is
increasingly being recognized as an innovator in the areas
of economic management and regional policy, while on tae
other is located inm an area that has received little atten-

tion from geographers in recent years {(Turnock, 1984).
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3,1 OVERVIEW

Hungary, officially The Hungarian People's Republic, 1is a
small (93,030 sq. km.; about the size of the State of Ken-
tucky) East Central Europeam country (Figure t). Hungary's
location in East Europe places it in a shatter-belt: a
"Zone caught between stronger cultural-political forces,
under stress and frequently broken up by aggressive
rivals.™ (1=Blij, 1981, p. 565). Also, Hungary's inland
location denies direct sea access; however, throughout its
history Hungary has been at the ceanter of important north-
south and east-wzst trade routes. Hungary's location has
thus had a significant impact oo the development of its
regional economic structure, sSettlemsent system, aand even
the character of its people.

Hungary lies in the heart of the Carpathian Basin, which
is actually the bed of the ancient Pannonian Sea.? As
such, tne major topographic feature of the country is flat
to uizdulating plains, but low Lills or mcuntains are found
in the northern and central parts of the country. The main
physiographic features are {see Figure 2): the Great Hun-
garian Plain (Nagy Alfold), which covers most of the east-
ern and southeastern half of tha ccuntry; the Little Plain

{(Xis Alfold) found in the extreme porthwest; the Natra and

2 The discussion on the physical geography of Hungary is
dravn largely from Enyedi, 1970, pp. 55-102, and Pecsi
and sarfalvi, 1977, pp. 13-136.
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Bukk Mountains in the north; the Bakony H#ountains in the
west central part of tas country; and the Mecsek Mountains
in the south center. The major hydrologic features are:
the Danube River (Duna), which flows north to south through
the center of the couantry including Budapest, and which
forms an important transport route; *he Tisza River, which
also runs north to south but is located in the Great Plain;
and LlLake Balaton, the largest imnland body of water in
Europe and an increasingly important %ourist are€a. Th=
climate of Hungary is mild continental, with Januyary and
July temperatures averaginy 0 C amrd 22° C respectively; and
rainfall averaging 64 cm. Pper year. Avarage insolation
ranges trom 1800-2200 hours per year, which allows for a
sufficiently long growing season for most crops. Soils in
Hungary, particularly in the Great and Little Plains, are
generally quite ygood; in fact, 60% of the land arza of Hun-
gyary is cultivated, with another 15% used as pasture. Nat-
ural vegetation consists gwmainly of grass and oak woodland
on the plains; and hornbeam~oak, bsech, pine, and firspruce
forests in the @®mountains. Irn general, Hunhgary 1is a
Le s0urce poor country, but economically significant depos-
its of coal, o0il, gas, manganese, iron ore, copper, baux-
ite, and clay are found mainly in the northerm and ceastral

mountainous regions.
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Settlement of the present site of Hungary by Magyar
tribes began in the 9th Century, but it was not until the
year 1000 that King Stephen unified the country and thereby
established the first Christian Kingdom in Bastern Europe.
During the middle ages, particularly the 14th and 15th cen-
turies, Hungary rose in power, soon rivalimg even England
and France in wealth (Enyedi, 1976, p. 5). However, the
situation changed dramatically in 1526, when the Hungarian
army, along with most of the Nobility, was annihilated by
the Turks at Mchacs {Kosary, 1941, p. 98h. The Turkish
occupation of Hungary lasted for the next 150 years, duaring
which time political, economic, and social development was
retarded. No sooner were the Turks finally expelled,
though, that Hungary again f&ll under outside domination,
this time at the hands of the Austrian Hapsburgs. This
essentially political and economic association lasted near-
ly 200 years, but was punctuated ic 1848-49 by an unsuc-
cessful Revolution (Kosary, 1941, pp. 219-347). Howvever,
conditions did improve arterwards, and Hungary finally
received a measur« of political freedom by the Coapromise
of 1867. Following the Coppromise, which helped give rise
to the development of capitalism, Hungary quickly expanded
its territory, notably oy the addition of Transylvania in
the east and Slavic lands to the north and south. The
association with Austria continued, though, and Hungary

soon became eabroiled in World War I.
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FPollowing the defecat of the Austro-BRungarian Empire, the
Treaty of Trianon ({1920) reduced Hungary 67% in size and
removed 40% of its populaticn (see Jaszi, 1929; BaCartney,
1937). This was a crippling blow, effectively isolating
Hungary from its former trading partners. Hungary's econo-
By thus generally stagnated during the in%er-war period,
except for a brierf surge under Nazi dowmination.

Following the Second &orid War, and Lireration fron
Facism by the Red Army, the Hungarians established a coali-
tion government headed by the Smallholders Party. After
two years, however, the Comsunist Party gained controi and
set—-up a Socialist State and centrally planned econory
{Benes, 1966, p. 142) . Bungary quickly became closely
aligned with the Soviet development modesl, which is charac-
terized by heavy i1ndustrialization. Rapid transforamation
of the economy, coupled with austere economic policies, led

to popular unrest that erupted in the 1956 Hungarian Revo-

lution. Since the 60s, however, Hungary has enjoyed rela-
tive prosperity under the leadership of Janos Kadar. Cer -
tainly, various problems have been associated with the

opetation of the centrally plamned economy, such as the
production of superfluous stocks of some iteams, and the
shortage of other high demapd goods. But as Friss (1978,

p. 24) states:
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“1t must not be forgotten that the economic inse-
curity which afflicted aillions has entirely
ceased, that earlier unkpnown opportunities for
learniny and self-improvepent have opened up,
that the working week has bpecome shorter and lei-
sure time longer, that culture has become acces-
sible to the masses and tnat these wmasses have
increasing opporturnities to comnsciously shape
their own everyday lives and future: these, in
combination, have remoulded the entire society.”

The population of Hungary is currently 10.7 wmillion, and
has been Jrowing at <+“h: remarkably slow average rate of
0.7% per year since 1870, when the figure stood at just
over 5 wmillion (Kozponti Statisztikai Hivatal, 1982, p.
20).3% However, the growth rate has been upeven: a peak of
1. 3% par vyear was rTegistered for the last decade of the
19th century, whils 1.2% of the populatioan (V11,275 people)
was lost during the war years 1941-49, Demographic pat-
terns in the post—-WWII period have been particularly inter-
esting. The crude bpirtu rate, which had been averaging
about 14.0/1,000, increased rapidly between 1974 and 1975
to 18.3/1,000 (Hungarian Central Statistical Office, 1983,
p- 19). This increase is largely a result of various pro-
natalist policies initiated at this time by the governaent
(Comapton, 1977; Szabady, 1974, 1977; Klinger, 1974). How-
cver, after reaching the peak in 1975, the crude birth rate
has steadily dropped and in 1982 stood at only 12.5/1,000.

Demographers typically point-to the general aging of the

3 aAll figures qouted here refer to the population according
to the current boundaries of the country.



44

population and increased female labor force participation
as underlying factors of this drop. The crude death rate,
on the other hand, had averaged a 1lit%tle over 10.0/1,000
after the war, but has been steadily increasing since 1966;
in 1982 the figure stood at 13.5/1,000 (Hungarian Central
Statistical office, 1983, p. 22). Underlying factors are
agjain the general aging of tae popaulation, but violent
deaths and swicide remaimn high, and there has been an
increase in cardio-vascular disease. Since 1981 the over-
all rate of natural increase has been negative; a tact that
has led to fears of the Hungarian race eventually dying-
out, RBates ot patural increase, though, show important
spatial variations: areas of natural increcase are coanfined
to the northeastern and northwestern parts of the country
(Counties Szabolcs~-Szatmar, Borsod-Abauj-Zemplen, Hajdu-
Bihar; Komarom, Gyor-Sopron, Veszprem, Pejer); while the
remaining 12 counties plus Budapest registered natural
decrease during 1962 (Hunjarian Central Statistical Office,
1982, p. 13). Also, natural increase is inverscly related
to city size (Danta, 1984) . Another characteristic of Han-
garian population i1s that it is remarkably homogeneous: 97%
are€ ethnic Hungariam, with wminorities of German, Slav, and
Gypsy.

The economy of Hungary bhas been traditionally based in

agriculture. PFor example, in 1900 58% of the workforce was
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engaged in agriculture, 15% in industry, and the reasaining
27X in tertiary activities (Enyedi, 1976, Figure 7, p. 43}.
By 1982 the figures had chargyed to 21X in agriculture, 40%
in industry, and 39% in tertiary (Hungarian Cemtral Statis-
tical Office, 1983, p. 28). However, agriculture remains
an important sector of the economy; in fact, Hungary is the
only net exporter of foodstuffs in East Europe.

By way of summation, the historic development of Humgary
since 1870 can be brokén into three periods: (1) 1870-1910
(actually 1867-1913), the period of the rise of capitalisa,
industrialization, and urbanization: (2) 1910-1949, the war
years characterized by political fragmentation, economic
stagnation, and severe physical destruction; and {3)
1949-1980, the socialis* period characterized by heavy
industrialization and remoulding of society. Thesa three
periods form convenient sub-divisions of the time horizon
under study, and will thus be used throughout the disserta-

tioh.

3.2  BEGIONAL ECONONIC DEVWELOPHENY

Undoub tedly th= most 1mportant factor 1in the economic
developeant of Hungary has keen trade. For example, Hunga-
ry at one time supplied most of Europe with gold, which
belps explain its early rise to powver. However, wvith the

discovery of Nocth America, Western European trade routes
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soon became re-oriented away from the East, vhich effec-
tively strand<d Hurgary {Roman, 1982, p. 104). Hungary was
thus not able to participate in long-distance trade and the
comensurate wholesaling activities that are recoganized as
important features in the early development of economies
{Vance, 1970). The occupation by the Turks further retard-
ed industrialization and thus helped to prolonyg Feudalism
well into the 19th century (Bies and Tekse, 1980, p. 1) .
Trade was not re-established to any signiticant degree
until the aid- 1800s, +his time under the auspices of the
Hapsburgs.

The second half <¢f the 19th century marks an important
period in th2 development of Hungary, since it was then
that capitalisms first emerged (Berend and Ranki, 1973, pp.
62-109) . During this time, Hungary was mainly a supplier
of rav materials (mineral and foodstuffs) to Austria, but
an important textile industry was also started in Budapest
by 1850. Another significant event was the construction,
mainly between 1867-18173, of a radial train network that
brought raw materials to Budapest and thence to Vienna and
Bratislava ([Bencz and Tajti, 1972, p. 12). The transport
network further reinforced Budapest's comparative advantag:
ovee the rest of tke Hungarian systes, and thus set in
motion centripetal growth *rends and hence aggloseration.

Other important industries soon eserged in Budapest,
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despite the deliberate hampering by the Austriams who were
intent on keeping Hungary merely a supplietr of rav materi-
als and a wmarket for their finished products. These
included heavy manufacturing industries ({especially machin-
ery and rolling stock), food processing (mainly flour sill-
ing), textiles, handicraftts, ship buildinyg, and electrical
engineeringy (Bencze and Tajti, 1972, pp. 12-14). Industri-
al development, stronjly focused on Budapest, continoed to
expand rapidly wuntil the cutbreak c¢f #orld War I. The
period 1867-1913--from the Compromise to WWI--can thus be
regarded as the first phase of Hungarian industrial devel-
opment.

The second phase, though, did not begin until after
World ¥ar II1. This 1lag was due on the one hand to post-
Trianon economic stagnation; and or the other to tae severe
war damage wrought by two World Wars (see Enyedi, 1976, pp.
16-21) . The introduction cf Soviet-style central planaing,
nationalization of industry, and collectivization of agri-
culture after 1949 obviously had a great impact on regional
developeent (Enyedi, 1976, pp. 105-118; 1979). The domi-
nant thrust of economic planning during the early phases of
socialist development was toward heavy induastrialization
and away from agriculture. Thesc actions necessarily led
to a restratification of the economy from traditional sec-

tors, which in turn resulted in rural outmigration to the
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industrial cities, mainly Budapest {see Compton, 1972).
However, it is important to note that amn objective of the
governaent from the beginning was to even-out the regional
distribution of productive forces according to socialist
plasning philosophy. For example, in the first Five-Year
Plan, four-fifths of all imdustrial investment was directed
toward the provinces, and 59 of 75 nev plants wer€¢ estab-
lished outside Budapest (Bencze and Tajti, 1972, p. 25.
However, agglomcrative trends apparently still dominated in
Budapest and a few industrial towns in the northern and
central port*tions of the country (Fodor and Illes, 1968).
The decline of regional equity, plus falliug productivi-
ty in post sectors of the econcmy, called atteption to tke
need rtor economic r=z=fornm. Such reform came in 1908 wi*h
the New Economic Mechanisa (NEM}. Basically, NEA was a
liberal plan, d=signed to decentralize the decision making
process and thus make the eccnomy more efficient. More
reforms in 1977 and 1980 have liberalized the economy still
turther, and have helpad tc re-establish agriculture as an
important component of the economy (Balasa, 1981, 1982;
Xnight, 1983).
The contemporary economic s+tructure of Hungary is char-
acterized as follows. Industry--especially heavy
industry--is presently the jleading sector of the econonmy.

The enyirneering industry is particularly important,
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specializing in transport msachinery such as trains and bus-
€es (Maksakovsky, 1979, p. 119). Another important branch
is the chamical industry, which specializes in pharmaceuti-
cals and fertilizers. The w®mining and smelting industries
are also important sectors of the economy, but their expan-
siofi has keen limited by a lack of mineral wealth. Agri-
culture specializes in the production of grains (mainly
vheat and corn), sugarbeets, tomatoes, grapes, orcharid
crops, dairy products, boef, pork, and poultry (Pecsi and
Sarfalvi, 1978, pp. 1865=-195). Agriculture also supports an
important milling and food processing industry. Poreigsu
trade, two-thirds of wanich is conduc*ed with other social-
ist (CMER) countries, is bascd wmainly on the export of
toodstufrs and th:z impo-t of raw materials, especially
ores, coal and coks, oil, and natural gas {(EBnyedi, 1976,
pp. 217-228; Maksakovsky, 1979, p. 119). The regional
structare of th2 coun*ry consists of two kroad areas: an
industrial axis centered owu Budapest and extending
northeast-southvest from Niskolc to Ajka, with corridores
runnhing south of Budapest through Dunaujvaros to Pecs, and
northvest to Gyor; and the e¢conomically backward, predomi-
nantly agricultural areas occupying the entire eastern,
southern, and western fringes of the country. This spatial
distribution reflects a schism between the Great and Little

Plaimns, and the northern and central mountainous regjiouns.
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One of the primary goals of regional economic development
policy is to alleviate the problems of these backwards are-

as (see Koszegi, 1969; Sebestyen, 1969).

3:3 DEYELOPAENT OF THE HUNGARIAN URBAN SYSTES

Although cities 1long had existed in the Carpathian Basin
(Pounds, 1970; Beynon, 1943, p. 256}, their isportance had
dzclined by the time of Hungarian congu=2st. The nev inhab-
itants thus establishz:d a settlement pattern consisting
rainly of isolated farmsteads and small qroups of buildings
called Tanya {Lewis, 1938). This type of dispersed settle-
rent pattern was of course most evident on the eastern
Plains (Puszta), reflecting the pastoral lifestyle.

The first true towns appeared in the 10th and 11th cen-
turies, mainly in the ¥estsrn, aountainous regions of
present-day Hunjary (Pecsi and Sarfalwi, 1977, p. 160) .
These towns, examples of which are Gyor, Sopron, Szolaook,
Szekesfehervar, and Pecs, differed from the smaller, east-
ern market towns (e.g. Szeged, Hodmezovasarhely, Debrecen,
Kecskemet, Baja, and Bekescsaba) in that they were seats of
royal and ecclesiastical pcwer, or ccmmercial certers (Per-
yeni, 1964, pp. 342-346). The distinction bz2twean the two
types of settlement is important, because it marks the
beginning of the cas%t/vwest schism in Hungary: the westera

centers aliyned themselves with European trade and thus
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prospered; while the eastern cities never grew much beyond
their local market functions. Essentially, the development
paths of Hungary were estaciished by the 1400s, long before
any industrializaticn occurred. The normal evolution of
the cities locatzsd on the Great Plain was farther hampered
during the Turkish occupation by two sets of factors: (1)
external pressure froam tahe occupiers, which resulted in the
evaporation of many small towns; and (2) intermal pressure
from estate lords intent or gaining greater control over
the peasants through consaelidation into selected sites
(Peryeni, 1964, p. 347). The Great Plain is still charac-
terized by a lack of small towns (Toth, 1980).

The next phase of urban deveélopment occurred during the
middle of the 1800s with the rise of Austrian econoaic
involvment. The fact that Hungary became mainly a supplier
of raw materials, especially foodstuffs, tended to maintair
the stability of the fecudal system——-and hence market town
networks--within agricultural territories. Some towns,
though, managed to develop handicraf* industries (Pecsi anad
Sarfalvi, 1977, p. 144) . Also, the construction of the
railway network around 1860 stimulated growth in some ter-
minus and break-of-Fkulk points (see Borai, 1978, p. 73).
However, the major developaent of the seccnd half of the
19th century was the rapid growth of Budapest. In fact,
Budapest grew three-fold frce 1870 to 1910, becoming one of

Europe *s most dynamic large cities {(Dienes, 1973B, p. 25).
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Pollowing World #War I, the Treaty of Trianon severed
Hungary from its former trading partners Bratislava, Tisi-
soara, Oradea, Cluvj, and Zagreb, thus removing an important
level of the urbamn hierarchy (Beluszky, 1978, p. 50). A
further impact of the Treaty was to remove large parts of
the hinterlands from key cities (e.g. Szeged, Debrecen,
Pecs), which further exacerbated <he imbalance of the set-
tlement network. The hierarchial structure remained largje-
ly unchanged during *he ipter-war period. However, during
World War 1I Hungarian cities suttered considerable damage.
For example, 75% of Debrecen wvas destroyed during the war
(Sapi, 1972, pp-. 83-87); even in downtown Budapest war dam-
age is still plainly visible.

The settlement system following Worlid war II is charac-
terized as follows {(Figure 3). Budapest, which occupies a
central locatiom in the2 country, dominates the urbamn system
to an extent unparalled in PFastern Europe (Rosinski, 1974,
p. 141). As Dienes (1973A, pp. 356-357; see¢ also Radio
Free Europe, 1974) explains, Budapest in 1970 contained
one-fifth the total, and one-half the wurban population;
two-fifths of the ccuutry's industrial employment; one-half
the value added; and 87% of the research personnel. it is
also the destination of most migrants in the country (Comp-
ton, 1970, 1972) . *he dominance oi Budapest on social and

cultural values is even aore pronounced, For example, in
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Hungary one either lives in Budapest, or in the "videk™: a
somewhat condescending term meaning "the country" (see
Dienes, 1973B, p. 29). The second tier of the urban systes
is composed of the five regiomnal centers: Debrecen, Gyor,
#iskolc, Pecs, and S5zeged. These centers, vhich form a
ring around Budapest in classical central place fashion,
contain between 100-200,000 inhabitants ard perform secon-
dary manufac+turing and administrative functions. For exae-
ple, Miskolc and Gyor are the largest ircn and steel pre-
ducing centers outside of Budapest, and Pecs, Delrecen, and
Szeged have developed varied industrial bases and are
important university and research centers. The next level
of cities is composed of places between 30,000 and 70,000
population. The s¢ centers generally assume administrative
rcles in their ccunties, Lut some are important aining,
processing, and manufacturing centercs. For example, Salgo-
tarjan and Tatabanya are important coal mining centers;
0zd, Dunaujvaros, and Szckesfchervar are =ngaged in metal-
works; Ajka and Moscrmagyarcvar are the centers of the alu-
mina industry; and Sopron, Szombathy, Papa, Godollo, and
Gyongyos are enygaged in light industries (Borai, 1978, pp.
74-78) . Below this level are the towns containing
15-20,000, wkich fulfill mainly 1local market functions.
The lowest recognized cateygyory of town is 10,000 population

(Enyedi, 1970, p. 234}. In addition to *hese categories
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are the so-called socialist towns: originally very smsall
places that were selected for rapid expansion in the post-
War period. One such town, Dunaujvaros {"Danuba New
City"), grev from less tham 4,000 in 13949 to over 60,000 by
1980 (se= Appendix A}. Other socialist towns are Koalo,
Leninvaros, and QOroszlany.

The structure of the Hungarian urban systew® is obrviously
not in keeping with socialist planning philosophy as out-
lined abovwe. Pressure to reduce the "Budapest Problea"
rounted in the 19605, and in 1971 the National Scttleament
Network Policy was instituted (Body, 1976). The purpose of
the plar was to ralance the urban hierarchy by reducing the
size of Budapest and stimulating growth in the provinces,
mainly in the regional centers. Essentially, the plan
adopted a counterpole strategy (Enyedi, 1979, pp. 116-117}.
The actual policy ipstrumerpts included goverpacent invest-
ment in industry in outlying areas; improvements in infras-
tructure and housing in backward regions; tax breaks in
peripheral areas; tuilding restrictions 1in Budapest; and
the relocation of selected industrial plants outside of
Budapest (Bora, 1976; Tatai, 1978) . Whether these policies
have had an impact is still debatable. Certainly, they
bave contributed to an increase in the level of industrial
activity in provincial areas. However, the policies have

also helped to accelerate the suburbanization process in
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Budapest (Enyedi, 1978); alsoc, due to lack of housing ia
the Capital (see Belley and Kulcsar, 1977; Hegedus and
Tosics, 1983) and elsewhere, coamuting has iaocreased dra-
matically in recent years (Fuchs and Demko, 1977A). Yur -
thermore, residency requirements for subsidized housing
impos=d by the Town Councils im the regional cemnters in the
705 reduced the attractivemess of these towns as alterna-
tives to Budapest. So, the view prevails that no asount of
planaoing can <change the current structure. For example,
Compton (1977, p. 285) states that ",..there is little
likelihood of the prowvincial centers ever being able to
counteract the pull of the capital." Beluszky (1978, p.

51) echoes this view:

"New furctions that are gualitatively different
trom those of the capital bave hardly been adopt-
ed py the regional centers. It seeas that the
inner dynamics and oppcrtunities of these cities
thenselves, are not adequate for the kiond of
development that would propel these cities to
become counterpoles to Budapest and to fulfil the
roles demanded of ther in this type of develop-
ment pattern.”

Studies of the growth dynamics of the Hungarim citiles
paint a different picture, though. For example, Daroczi
{1983), in her =2xcellent study of the growth of functional
ur bau regions, has identified several interesting treads.

In particular, she found that rapid agglomeration occurred
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between 1870 and 1910, but since 1949 the dominance of the
capital has diminished and medium and small-sized towas
have experienced rapid development. It thus appears that
the Hungarian settlement system is becoming sore evwenly
distributed. However, popular concern aover the de-
population of very small cities and villages still exists

(Major, 1984) .

This chapter has provided a background sketch to Hangary,
particularly its regional economic structure and urban sys-
tems development. The main points arising frog the discus-

sion are as follows:

1)-. Hungary is a seall, land-locked, generally low-lying
central European country that has been subjected to

cutside domination for most of its history.

2) . Hungary's economic development was severed fros West-
ern PBurope early im its history, and was further
retarded by first Turkish occupation, and then Austri-
an domination. The first phase of rapid industriali-
zation began following the Compromise of 1867, and
continued until World War I. The Treaty of Triamon in
1920 severely disrupted Hungary's developsent. Post

World ¥ar II socialist development was based largely
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on heavy industrialization and de-eaphasis of agricul-
ture. The New Economic Mechaniss (1968), though,

iptroduced more flexibility into the economy.

Outside dominance likevwise retarded development of the
Hungarian urban system. Capitalist development during
the late 1800s occurred almost exclusively in Buda-
pest, causingy it to grov substantially. The Treaty ot
Tirarnon increased Budapest's primacy, and reduc<d the
viability of the provincial tow’ns. Post World Wwar II
industrialization 1led to further agglomeration in
Budapest and the northern and central industrial and
"socialist" towns. Coeprehensive restructuring of the

settlement systea began in 1871,



Chapter 1V

PRELISBIWARY ANALYSIS

In this chapter, the actual data analysis begins with a
discussion of: (1) the data set; (2) city growth rates; (3)
concentration/primacy indices; (4) rank-size measures; and
(5) centrographic amalysis. These analyses represent what
can be called the traditicnal approach to studying the
development of urban systems, since the measures used here
bave been applied more or less routinely in various empiri-
cal case studies. Each of the measures, thoagbh, offers a
sliqhtiy different perspective on urban systems develop-
ment. For example, examining city growtk rates, especially
after they have been standardized, can be a useful first
step for gauging growth trajectories of individual cities,
and for capturing changes occurriﬁg both within the differ-
ent seyments of the urban bhierarchy and across space. The
concentration/priracy indices and rank-size @measures, on
the other hand, provide more precise tools for assessing
hierarchial changs in urban systeas, while centrographic
analysis captures the spatial compopent of development.

The purpose of using these measures in this dissertationm is
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threefold: (1) to gain an initial impression of the types
of development dynamics present in the Hungarias urban sys-
tem; (2) to substantiate using the wore sophisticated ana-
lytical technigues that are presented later; and (3) ¢to
help prevent misinterpreting the results obtained from the

subseguent analyses.

3.1 TBE DATA

Data for the analyses come from tane 1980 Hungarian Census
of Population,* and consist of population totals for the 96
Hungarian towns for the years 1870, 1900, 1910, 1920, 1930,
1941, 1949, 13560, 1970, and 19840. See Figure 3 for the
locations of towns, and Appendix A for the raw data. Ths
cities cover all parts of the country adequately, and carc-
ful iaspection of the data revealed no obvious inconsisten-
cies.

A few notes regarding tne data deserve mention. First,
even though it has occupied a much larger territory im the
past, all of the «c¢ities appearing 1in the data set are
located vwithin the present boundaries of Hungary. It can
be argua2d that certain cities--especially those now located
in western Transylvania (e.q. Oradea) and northernr Yugosla-
via (e.y. Subotica)--were functionally integrated into the

Hungarian urban systea during the later part ot the 19th

¢ Kozponti Statisztikai Hivatal (19871), 1980 evi Nepszamla-
las, 28 korte: A Varosok fobb adatai, pp. 822-823.
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and early part of the 20th Centuries. However, ties with
these cities vere severed following W8I and the Treaty of
Trianon. Their inclusion io a study soch as this, which
spans the period 1870-1940, is therefore unwarraated.
Also, the same set of cities are used throughout the time
horizon, even thouyh these particular 96 towns may not nec-
essarily represent the largest places at zach point in time
(especially for earlier years). On the one hand, a da*a
set consisting of the largest cities for each time period
may be theoretically preterable; hovwever, any advantage to
be gained from this approach is outweighed by the need for
maintaining consistency to help =minimize systematic data
bias. besides, the problem referred to here 1is perhaps
minimized (or eliminated) by the imposition of a minimuam
threskhold size for entry into the analyses; see below.

Another important issue concerns +the definition of city
boundaries. The populaticn tctals for each city 1in the
data set were enumerated to constant 1980 boundaries for
cach time period. The problea with this approach is that
rural population may have been included in city counts for
the earlier time periods and so totals may be 1inflated.
However, experience has shown that the problem of over enu-
meration in this context is miniscule compared to the
inconsistencies that result from allowing city boundaries

to change during the study period. Any contemporary
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analysis of urban systems based on data using non-constant
city boundaries would be received with considerable skepti-
cism {see Bourne and Simmons, 1978, pp. 28-41). Taerefore,
ra ther than being a problea, the fact that the bounmndaries
are constant across the timse horizon is considered a plus.
One irregularity, though, is present in the data. The
problem concerns the countiny proceedure used to enumerate
the populations: up to 1949, the de_facto (present)} popu-

i o ks e e

lation of each city was counted; thereafter, the de_jure
(resident) population was counted. Since some people cur-
rently live in outlying arecas but comaute to work in Buda-
pest, this change means that population counts now may be
artificially high for towns outside the capital. This
problem is largely untrackaktle, though, given the lisited
data sources on employment necessary to overcoee the incon-
sistencies,

One final poin%t, alluded to awove, remains. In empiri-
cal analyses of urban systems development, it 1is comaoc
practice to impose a minimum threshold size for entry iato
the sample (sece Malecki, 1981, pp. 50-51). This practice
is intended to eliminate the sporadic ("noisy") growth pat-
terns often exhibited by very small sized cities. Also, an
argument can be pmade that small cities are not functionally

integrated into the wurbau system and sSo should not be

included in analyses of urban systems developaent.



63

Whatever the rationale, the selection of the actual thresh-
old size 1is a difficult amnd largely arbitrary task. In
this study, a threshold of 10,000 population was used. The
choice of this value reflects both conceptual and empirical
considerations: conceptual in that places less tham 10,000
pepulation 1n the conteaporary Hungarian urban systea are
not considered as cities (Enyedi, 1976, p. 234); empirical
trom the tact that the rank-size curves for the Hungarian
data (see Figure 7) tend to quickly drop-off for cities
less than 10,000 for most time periods. Essentially, the
imposition of the threshold level is intended to maintain a
more stable, consistent data set for apalyses. Because of
this thresbhold value, the sample size of qualifying cities
ranged from 45 in 1870 to 93 in 1980, providing a combined
total of 712 observations. The threshold value is used in
all of the analyses reported in this dissertation except
for the calculation of growth rates discussed in the next

section.

3.2 CITY GRONTH RATES

Appendix B presents the simple growth rates for the 96 Hun-
garian cities for €ach representative time period 1870-1980
and for the entire period. The figures are largely unre-
markable except for the ecxtremely rapid (double digit)

growth shown by certain cities, especially the "socialist®
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towns Dunaujvaros, Komlo, Leninvaros, and COroszlany, after
1949,

More interesting trends emerge when the cities are
grouped into rank categories. Figure 4 shows that although
the overall growth rate for the system remained fairly con-
stant (except for the war periods 1910-1920 and 1941-1949),
not all segqments of the system grew evenly. In particalar,
the growth rate for Budapest has been steadily declining
since the earliest period, while the other city categories
have experienced generally increasing rates over the time
horizon. However, accurate comparisons are difficult to
nake from the simple growth figures.

A auch clearer picture of relative growth patterns can
be gained from examining standardized growth rates (Appen-
dix C). Standardized growth is obtained'by subtractiong the
mean rate for a given period froam the individual city rate,
and then dividinyg the 7result by the standard deviation.
Some interestiny trends emerge when thes2 rates are plotted
by rank category as before (Pigure 5).% FPirst, the decline
in Budapest's rate of growth over time becomes auch more
apparent: it begins the study period with a rate 2.2 stan-
dard deviations above the grouped average, but ends 2.0
below after experiencing a fairly steady decline. The

regional centers, on the other hamd, grew at nearly the

5 Budapest's standardized growth rate is different in Pig-
ure 4 than in Appendix C due to the differenmt mesans and
standard deviations associated with the grouped data.
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average rate over the entire 110 years except for a sharp
jump during the 1960s, a time of rapid industrialization in
Hangary. The three middle categories (ranks 7-74) all grew
at slower than average rates over most of the timse horizon.
surprisingly, the smallest city cateqory (raanks 75-98) has
shown strong growth teandencies since 1920, This last
observation, though, may simply reflect the meteoric growth
during the post-WWII period of some of the formerly very
small cities; this finding reinforces the desirability of
imposing a mininum threshold size for entry into the sub-
sequent analyses. It appears from this analysis, though,
that the overall growth rates for each rank category tended
toward the average. In other words, the urban systes novw
Ss2ems to be growing more e€venly~-closer to allometric--than
was the case in the 15th century.

Tkis comclusion, though, 1is not supported by the chang-
ing spatial patterns ot growth. Tae maps in Figure & show
the territories occupied by cities growing at a faster than
average rate {white area) and those growing below average
{shaded acea) for three periods spanning the tise horizosn.
In the early ([capitalist) Feriod (1870-1910), the pattern
is largely indistinct: areas containing cities of above and
below average growth appear almost randomly distributed
across the map. For the middle (War vyears) period

{1916-1949; , a central ridge of above average growth
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appears, but still tbe general appearance of the map is
randon. By the later {socialist) period (1949-1980), how-
ever, the above averayge growth areas have consolidated in
the northern and ceatral sountainousy/industrial regions;
while the slow—-gjrowth areas remain in the Great amd Little
Plains, the predomipantly agricultural regions. This pat-
tern scems to refiect a growing rather than declining spa-

tial growth disparity related to the division of the econo-

my betveen industrial and aqricultural regions.
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423 CONCENTRATION/PRIBACY 1NPICES

By far the @most coamonly used method for assessing change
in urban systems 1iavolves the so-called concentration/
primacy indices. These indices measure, in various ways,
the relative distribution of population im urban systeas.
In other words, they assess levels of bLierarchial comcen-
tration. Trends in the mcasures through time thus indicate
any hierarchial population restratification that may be
occurring between the different sized cities and hence
agylomerative ands/or deglomerative trends. Although sever-
al such indices exist (sce Marfels, t971, Sabrananian,
1971, and Townroe and Keen, 1984, pp. 47-50 for excellent
reviews), only four are used here. The first three are
simple ratios of tbhe population of the largest city to: (1)
the pnext largest city; {2) the next 5 cities (e.g. the
regional centers); and (3) the rest of the cities im the
system.* The fourth index is the gimi coefficiemt (Gini,

192%; NMarshall and Smith, 1978, pp. 33-34), defined as:

N_ZZZ(Xi- X )/2% (5)

vhere N is the sample size; xi and Ij are the populations

of cities i and j; and X is the mean population size. The

gini coeificient is a measure of dissimilarity, and as such

evaluates deviations from the rank-size in urbam systess.

¢ In this case, cities above 10,000 population.
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Since it 1is calculated with respect to each city inm the
system, the gini coefficient is perhaps asore sensitive to
change than the other mseasures, and therefore is of greater
atility in systems analyses. Values for the four imdices

for each time period are presented im Table 1.

v T —— i T A S —— —

Table 1

Budapest/ Budapest/ Budapest/ Gini
Year Next City Next 5 Cities Rest of Systen Coeff.
1980 9.934 2. 388 0.569 0.628
1970 11.081 2.677 0.658 *0.641%
1960 12.063 2.975 0.697 0.630
19 49 14,332 3.252 0.765 0.631
1941 14.320 *3.358% *0.785% *0.642%
19 30 12,869 3.165 0.740 0.619
1920 11.926 3.035 0.690 0.597
1910 11.185 2.946 0.672 0.584
1900 10.025 2.666 0.620 0.545
1870 5.047 1.45606 0.336 0.413

**Denotes value of maxiaum copcentration.

- Y — ———— —_—— - - — M . A — ——

Though the measures reported in Table 1 are calculated
differently, each points to the same general trend: naaely,
rapid increase in hierarchial conceatration {agglomeration)
during the late 1800s up-to the 1940s; followed by steadily
declining levels (deglomeration) except for a secondary

peak in concentration shown by the gini coefficient for
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1970. Certainly the destruction of human life and proper-
ty, coupled with the exodus of refugees, are significant
contributing factors to the large drops registered by these
indices - for the 1941-49 period. However, the fact that the
measures continue to decline during the socialist period
suggests a fundamental restructuring of the Hungarian urban
systenm. In fact, three of the four measures indicate con-
centration levels to be lower in 1980 than they were in
1900. These measures thus strongly indicate the presence
of urban turnaround; however, this conclusion must be tem-
pered in view of the behavior ot the gini coefficient.

8.4  RANK-SIXE HEASURES

Another method of assessing the characteristics and dewvel-
opment dynamics of urban systems is through analysis of the
rank-size distributions of cities through tigme. Figure 7
shows plots of the Hungarian data for selected years. This
figure illustrates some of the characteristics of the Hun-
garian urktan system:; the extreme primacy of Budapest; the
secondary tier of cities compris=d of the regional centers;
the generally even ("rank-size”) distribution of the middle
sized cities; and the rapid "falling-off"™ of the curves for
the smpall cities (e.qg. those below 10,000 population for
the later periods). As for the growth trends, it appears

from visual inspection of the curves that the growth rate
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of Budapest has steadily declined over the time horizonm,
whereas the rest of the system has experienced a fast-slow-
fast growta trend over the three time periods shown bhere.?
However, it 1is difficult to gauge accurately the growth
dynamics from mere visual iaspection of the rank-size
plots.

Change in rank-size distributions can be more precisely
assessed through application of the rank-size function tc
the data (see Carroll, 1982 for a review of such studies).
As discussed previously, the lincarized form of the rank-

size function is usually expressed as:

lnP = ¢ ¢ glnr (6)

where 1loP and lnr are the natural logarithas of population
and rank; ¢ is the 1logarithmic population estimate of the
rank 1 center; and q 1s the slope coefficient. The parame-
ter q is of particular interest in studies of rank-size
change since it mecasures relative systes~wide hierarchial
population concentration and so can be used to assess
trends: g beccming more negative indicates agglomerative
trends; g becoming less negative indicates deglomerative

trends. Table 2 presents the rank-size coefficients

T The years selected for plotting in Fiqure 7 are represen-
tative of the overall treands and so all 10 cuarves need
not ke shovwn.
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estimated from the Hungarian data for cities greater than

10,000 population ottained through least-sguares regression

analysis.
Table 2
Static_Rank-Size Estimates

c g Praob.
Year (intercept) (slope) RZ DF Level
1980 13.481 -0.884 0.963 1;: 92 0.0001
1970 13.316 ~-0.878 0.953 1:;87 0.0001
1960 13.042 ~0. 834 0. 941 1;83 0.0001
1949 12.839 -0.819 0.925 1:74 0.0001
1941 12.945 -0.841 0.929 1275 0.0001
19 30 12.792 -0.813 0.920 1;68 0.0001
1920 12.657 -0.789 0.914 1; 65 0.0001
1910 12.5u47 -0.771 0.904 1;62 0.0001
1900 12.310 -0.721 0. 88¢ 1; 53 0.0001
1870 137.691 -0.625 0.903 T:44 0.0001

————— - — . —

The results show that the parameter estimates are all
highly signiticant, and that the R? values are also quite
high indicating good fits cf the estimated rank-size curves
with the data. The results also show that values of both ¢
and q¢ increased in magnitude over the 110 year time horizorn
€xcept tor sharp drops between 1941 and 1949. The trend of
c is largely unreewarkable given the previous analysis of

Budapest?!s growth rates. The trend of g, though, is soae-

vhat surprising, since it does not follov the pattern of
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post-NWII deglomeraticn observed in the ©previous analyses
of the concentration indices. However, the results
obtained here are not necessarily contradictory: the rapid
increase in g from 1949 to 1970 =may siaply reflect a
sorting-out period following the War. Purthermore, it will
be noticed that the rate of increase in q between 1970 and
1980 is extremely spall. In fact, the 1980 value may rep-
resent a decline from a peak reached sometime in the 1970s.
So rather than invalidating the resul*s obtained so far,
these findings merely highlight the need for more precise

analyses designed to better ascertain the growth dypamics.

8.5 CEETBOGRAPHIC ANALYSIS

Centrography is the study of wmeasures of bivariate (spa-
tial) cen*ral tend=ncy and dispersion. Essentially, cen-
trography forms the basis of a spatial statistical method-
clogy comparable to the set of standard descriptive
statistics designed to analyze linear distributions. The
two most commonly used measures are the centroid, mean
point, and standard deviational ellipse, area containing
one standard deviation of the phenomena under stady. Cen-
trographic measures have lopng been used in the analysis of
population distributions (see Svaitlovsky and Bells, 1937;
Caprio, 1970); their application to urban systems, thoungh,

is somewhat pnovel.
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Table 3 presents the centroids and areas of the standard
deviational ellipses for the Hungarian city data (cities
greater than 10,000 population) for the years spanniong the

study period.

— - Y —— o —— — e ————

Centrographic_ Measures

Centroid Area of Standard

Year N Lat E Loby Deviational ERllipse
1980 47.296 19.293 1.945

1970 47.306 19. 314 1.8u46

1960 47.306 19.352 1.797

1949 47,314 *19.403* 1,737+

1941 47.314 19.394 1.767

1930 47.300 19.434 1. 794

1920 47.288 19,449 1.842

1910 07.276 19.474 1.875

1900 7. 244 19.506 1.945

1870 47. 138 19.653 2.147

Coordinates in decimal deyrees.

N —— T ——— —— — —

The results show that the centroid--and hence the "aver-
age" location of population of the Hungarian urban system -
migrated northwest toward Budapest until 1949, but then
changed directions and began moving west theam Southwest.
The area of the standard deviational ellipse grew ssaller,
indicating spatial conceantration of population, until 1949;
thereafter, it grew larger indicating pcpulation spread.

In face, the degree of population dispersion present in
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1980 was the same as it was in 1900. This finding is com-
parable to the concentration indices that also found simi-
lar measures for 1980 and 1900. Overall, the centrographic
analysis, like the concentration indices, strongly suggests
a fundamental change in the growth dynamics of the Rungari-
an urban system during the early part of the socialist
period. Figure 8 shows the locations of the centroids amnd
the semi-major and semai-pinor axes of the standard devia-

tional ellipses fcr the years 1870 and 1580.
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8.6 SUABARY

The purpose of this chapter has been to start the data
analysis and thereby gain an initial impression of the
development dynamics occurring within the Hungarian uarban
Systen. The main points emerging from this chapter are as
follows:

1)« Data used for the amalyses in this dissertation come
frow the 1980 Humgarian Census of Population which
lists populatiop totals for 96 towns for 10 time peri-
ods spanning 1870-1980. The cities are all contained
within the contemporary (e€.g. post 1949) boundaries of
Hungary, and populaticn totals for each city are enu-
merated to constant 1980 boundaries. A population
threshold of 10,000 is imposed for entry into the var-
ious analyses performed in the study, which reduces
the total combined sample of cities from 960 to 712.
Overall, the data appear to be gquite consistent and

reliable, except for the switch in counting proceedure

2). The analysis cf both sisple and standardized city
growth rates taken individually and by rank categories
revealed several interesting trends: (a) the steady
decline of Budapest's growth rate over the 110 year

period; (b) the unremarkable grovth of the regional
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centers; (c) the spectacular growth of the "socialist"®
cities; (d) the generally below average grovth of the
middle rank centers; amd (e¢) the growth spurt shown by
the lowest order centers in the later periods. over-
all, there has been a 1lessening of the hierarchial
grovth disparities present in 1870; but an increase in
the level of spatial growth disparities, with the cen-
tral and northern cities now grovwing faster than their

southern and eastern counterparts.

The concentrationsprimacy indices show a fairly clear-
cut pattern of incr2asipng Llevels of hierarchial popu-
lation concentration from 1870 to 1949, followed by
decreasing levels. These mcasures thus provide the
first indication of the agglomerative/deqglomerative

trends associated with urban turnaroand.

The rank-~size analysis, though, presents a less dis-
tinct pattern. The rapk-size curves shov the initial
pripacy of Budapest and a slight leveling cf the sys-
tem througbh time. The estimated coefficients for c
and ¢ sShow steady increase to 1941; sharp drops to
1949 ; follawed Dy a return to increase. Hovever, the
rate of increase of g, and hence of aggloaerative ten-

dencies, slows considerably by 1980.
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5). The centrographic analysis rewvealed a switch imn the
movemen* of the urban population centroid from a nor-
thwesterly direction tcward Baodapest up to 1941, fol-
loved by a southwesterly migratiom; and the spatial
concentration of population also to 1941 followed by

steady spread to 1980.

The general conclusions to be drawn from the imitial
analyses presented in this chapter are that rapid popula-
tiop agglomeration occurred in the Hungarian urbap systens
up to the 1940s, and thereafter there bhas been a trend
tovard deglomeration, or at least a slowving of agglomera-
tion. The ipnitial level of urban primacy exhibited by
Budapest along with the strong agglomerative tendencies
appears to be a contihuation of the regional development
patterns associated with capitalist industrialization begun
in the middle 1800s. Surprisingly, though, the heavy
industrialization that occurred in the 1950s and 60s did
not bring about the expected patterns of agglomeration.
Perhaps the gini coefficients and rank-size measures are
sore accurate in this regard, though. Ic any event, there
is reason to suspect that fundasental changes in the growth
tendencies of the Hungarian urban systes have occurred dur-
ing the time horizon under investigatior. In particular,

the evidence thus far indicates tha*t urbar turnaround may
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have occurred sometime after World ®¥ar II, and that pat-
terns of agglomeration aad deglomeration have not pro-

gressed evenly within the urban hierarchy.



Chapter ¥

DYBABIC AMALYSIS

The analyses reported in chapter 4 served to reveal some of
the grovth tendencies of the Hungarian urban systes over
the period 1870-1980. The goal of this chapter is to more
precisely identify the patterns of temporal, hierarchial,
and spatial population agglomeration and deglomeration
associated with the development of the Hungarian urban sys-
ten. The analyses are performed with three goals in mind:
(1) to determine which, 1if ary, of the development sodels
discussed in chapter 2 are relevant to the Hungariam situe-
ation; (2 to gain further wunderstanding of the growth
dynamics occurring within the Humgarjian urbam system and
hence their relation to other processes of spatial-temporal
change; and (3) to introduce a nev set of analytical tech-
nigues desiguned to precisely identify trends of populatiorn
agglomeration and deglomeration. The overall tone of this
chapter, as in tae last, is basic exploratory espirical
analyses.

The basic analytical tool used in this chapter 1is the

rank-size function. As discussed previously, the rank-size
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function relates the natural logarithm of the population
size of a place (lnP) to the patural logarithm of its rapk

in the urban hierarchy (ilnr):

1nP = ¢ ¢ glnr {7}

wvhere ¢ is the iutercept value cr logarithmic estimate of
the rank t center; and ¢ is the slcpe coefficient, which is
used here as a measure of relative population concemtration
in an urban systecp. Changes in the magnitude ol q are used
to indicate growth dyramics: an increase 1o g depnotes
agglomeration; ¢ decreasing indicates deglomeration. The
parameter q of the rank-size wmodel thus provides an excel-
lent gauge for assessing the types of growth dynamics under
investigation bere; but as the amalysis 1ip section 4.4
showed, static applications of the rank-size model to time
series data can paint only a very general picture of the
growth trends.

The utility of the basic rank-size =aodel as a tool in
urban systems apalysis can be greatly enhanced through use
of the expansion method (Casetti, 1972; 1973). The expan-
sion method is a proceedure used to generate nev models by
redefining some or all of the parameters of initial models
as functions of other relevant variables. The expansion

method is wused to capture the gquantitative change or
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"drift" of the initial parameters along wvhatever dimension
is chosen for expansion. The importamce of the expansion
me thod to social science inquiry is that it not only pro-
vides a powerful tool for furthering empirical anal yses,
but it also can be a useful aid in suggesting new limes of
research. Furthermore, the expansion method can be used in
both exploratory and hypothesis testing environaents.
Despite its ftairly recent vintage, several studies bave
already used the expansion method to great advantage. For
example, Malecki (1975, 1980) based his apnalysis of changes
in urtban systems on an expanded version of the rank-size
function. Malecki's work is particularly significant here,
since the present study uses it as a point of departure.
O0dland, Casetti, and King (1373; see also Casetti, King and
Odland, 1971 used the expansion method to redefine the
parameters of an initial function in terms of distance in
order to identify the occurrence of polarized growth in a
central place systen. FPinally, Krakover (1983) used the
expansion method tc derive polynomial pover series that he
used to identify the spatiotemporal paths of spread and
backwash within the Philadelphia urban field.
In the analyses to follow, the expansion method is used
to redefine the parameters ¢ awd ¢ of equation (7) as func-
tions of: (1) time, t0o assess the temporal trends of over-

all systems developmept; and (2) rank and time, to capture
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the patterns of polarization and trickle-down withim the
bierarchy itself. These analyses are designed to test for
the occurrence of urban turnaround and cascading cycles
within the Hungarian urban system; howvever, they are still

capable of identifying other growth pattermns.

3.3  IDENTIFY]NG TEHPORAL PATTERNS OF CHAUGE

The goal of the analysis presented in this section is to
precisely identify the temporal patterns of population
agglomeration and deglomeration occurring within the Hun-
garian urban system taken as a vhole. Idantification of
the patterns can be accoaplished by assessing the teaporal
trend or drift of the parameter ¢ in the basic rank-size
function, which in turo can be undertaken through use of
the expansion method.

Malecki (1975, 1980) hnas shown how the expansion method
can be used to capture the temporal drift of the parameters
of the rank-size model. iHe expanded the parameters ¢ and g

in equation (7) as linear functions of time:

c =c._ ¢+ c. t (8)

9 =g, ¢ gt (9)
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where t is the nuaber of years from the starting poiat in
the time series of data being analyzed. By substituting
the originipal paraseters ¢ and q in equation (7) by the
right hand sides of equations (8) and (9), the following

terminal model is obtained:

lnp = cD + clt + qolnr ¢ qltlnr (10)

1f eguation (10} is used 1in regression apalysis on time
series population and rank data, estimates for the expan-
sion parameters representing the lirear tremds in ¢ and q
could be obtainmed. However, the analyses reported in chap-
ter 4 stronqgly indicated that the development dynamics
operating inp the Hungarian system e€exhibit non-linear tempo-
ral trends. Specifically, the results suggested that a
switch in the overall growth dynamics froam agglomerative to
deglomerative trends occurred sometime after wWorld wWar II.
Therefore, a linear expansion ipn time as in eguation (10)
is insufficient to capture the suspected trends; rather, a
quadratic expansion is warranted.

In the apnalysis to follow, the parameters ¢ ahd g are

expanded as yuadratic functions of time:

2
= + t +
C cO c1 c2t {(11)

- 2
g =9, ¢ qlt + q,t (12)
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which, when replaced in eguation (7)), yield the terminal

aodel:

= 2 2
- lap = <, + Clt + czt + qolnr + qltlnr + qzt lor (13}

The reason for expanding ¢ as a quadratic function of time
is clear ftrom the basic goal of the analysis, which is to
assess the switch in the growth dynamics from agglomerative
to deglomerative trends. The rationale for alsc expanding
the parameter c intoc a guadratic of time is to allow for am
increase of the rank 1 cemter {Budapest) at a decreasing
rate, which is justified onp the basis of the standardized
yrowth rates reported earlier, and also to maintain syame-
try in the terminal model. Tue fact that both parameters
are expanded similarly, thouyh, does not imply the necessi-
ty of doing s0 in all cases involving the expansion method.

An application of equation (13) to time series data
using stepvise nultiple regression analysis would yield

parame ter estimates of the <coefficients that are interpre-

table as follows,. First, if all of the expansion paraase-
ters (cl, cz. and q], q2 ) are not found to be sigmificant
(that is, not significantly different from zero at some

significance level, usually set at 5%), then this means
that the system eitber experienced no change over the time

horizon being investigated; or elss the change was so
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coaplex that the various ¢trends cancelled-out one another,
1f <, is found to be significant and positive/negative, but
c, is still not significant, then the largest city experi-
enced stecady growth/decline over the time horizon. If q,
is found to be significant and negative/positive, but 9, is
not significant, then this indicates that the systes
experienced constant aggloseration/deglomeration over the
time horizon. These two results of course correspond to
Maleckl's (1975) linear model; see pp. #4-46 in his paper
for futrther discussion of the interpretation of these
parame ters.

If all of the expansion parameters in equation (13} are

found to o0& significant for a particular data set, then

four possibilities exist for beth ¢ and gq:®

. <c, ¥+, Cc, + = accelerating growth
2) . Cy s €, = = decelerating growth

- € =, C, + = decelerating decline

H

4y. ¢, -, ¢, - accelerating decline

1. 49, -y 3, - = accelerating agglomeration
2} . 9, ~¢ 9, ¢+ = decelerating agglomeration
3). g, *. 4, = = decelerating deglomeration

4. g, ¢ g, ¢+ = accelerating deglorperation

8 #®yH = posgitive; ¥-¥ = pegative. MAccelerating" is taken
to m2an "increasing at an increasing rate®"; "decelerat-
ing" meaus "increasing at a decreasing rate."
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These combinations of parameters can be equated with the
development models described earlier. For example, a situ-
ation in which c1 is positive, while meither C,e 9, nor q2
are significant, indicates constant increase in the iater-
cept vith po change in the slope of the rank-size curve.
This situation necessarily implies steady and equal
increase of each city in the system, which is the hallaark
oL allometric growth. On the other hand, if c, and 9, are
found to be signiiicant arnd positive/megative, with c, and
9, still not significant, then the implication is that the
larger centers grew at a relatively faster rate tham the
rest of the system, and hence agglomerative growth must be
in operation. The second cases described for ¢ and q in
the lists above would indicate a slow-down in the rate of
relative growth exhibited by the ramk ' center, and in the
degree to which the system was underqoing further agglomer-
ation. In this situation, 1f the parameter estimates were
such that the value of g ceased *o grow larger and actually
began to decrease ir magnitude within the time frase of the
data set, then the urban turnaround phenomena would be doc-
umented. Results corresponding to the fourth cases listed
above would indicate the growth tendencies of a system in
an advanced state of develofpment, supposedly long past the
agglomerative phase. The third cases, however, do not cor-

respond to any known or imagimned urbap systeas development

scenario.
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Stepvise multiple regression analysis was ased to obtain
the parameter estimates for eguatiom (13) from the Hungari-
an data set of places greater than 10,000 population simul-
taneously for each available time period 1870-1980. The
criteria for a variable tc¢ enter the equation was set at
.1, while the removal criteria was set at .05 to insure
that only significant variables remained in the estimated
equation. Results of the amalysis are presented ip Table

e

—— — - A ————— ——— b

Results _of Time Expansion_Analysis

o e — . . S =S W . i . S - ail

Parameter Estimate Significance
c, 11.68684539 0.0001
c, 0.021851744 0.0001
c, -0.00006056 0.0257
9, -0.60139862 0.0001
q, -0.00494327 0.0001
g, 0.00002323 0.0047
R°= 0.928 DF = 5;707

Bach of the parameters present in equation (13} proved

to be significant at the 5% level or better. Purthermore,
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the parameter estimates for c and q correspond to the sec-
ond cases as described above; namely, cland quositive. and
czand qlnegative. The estimated values for ¢ thus indicate
that the population of Budapest grew at a decreasing rate
over the time span. The actual numerical parameter esti-
mates, though, are such that they correctly indicate no
switch in the absolute growth of Budapest during the time
domain nor within the foreseeable future.® The chapge in c
predicted by the estimated parapeters is thus as expected
and will be pursued no further.

The estimated values for ¢ indicate that the level of
overall relative population concentration in the systen

also increased at a decreasing rate. This behavior is cap-

tured by the estimated expansion equation for q:

g = -0.60139862 - 0.00494327 t + 0.00002323 +? ( 14)

which indicates that the magnitude of ¢ increased through
time, but that the rate of increase 1itself decreased
because of the squared *erm. The pattern becolmes even mOre€
apparent when the e€xpamsion equation for g in {18 is dif-

ferentiated with respect to time:

®* Although meaningless in itself, the equation predicts
absolute 1loss of population by Budapest beginning in
2050.
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dqsat = -0.00494327 + 0.00004646 ¢ (15)

Equation {1%) indicates that the rate of change of q, and
hence overall population concentration im the urban systea,
is negative-—-corresponding to aggloaerative trends--but
that its increase slows thrcugh time.

The analysis of the time expansion results up to this
point bas indicated that the growth tendz=ncy of the Hungar-
ian urban system over the period 1870-1980 has been non-
constant. The final step is to determine if the svitch in
the drift of g from increasing to decreasing magnitude that
is comensurate with urban turnaround has occurred within
the domain of the time frame under investigation. Such a
switch can be detersmined apmalytically by setting the deriv-
ative of q with respect to time-—-eguation (15)--equal *o
zero and then solving for t. According to the calcula-
tions, the wurban turrarcund event occurred approxisately
106 years after the starting point 1870, which places it a+
1976. Since this date is within the time frame of the
data, the urban turnaround phenomena is documented for the
Hungarian case.

The actual ¢trajectory of g througih time is portrayed
graphically in Figure 9. This graph <c¢learly shows the

steep rise in the magnitudel?® of § in the early phases of

10 Jote that the ordinate in Pigure 9 is transformed *o
show increasing magnitude, and hence concentration, iun
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the study period, corresponding to rapid agglomeration; and
then the actual switch to deglomeration after 1976.

The results obtained in this section thus document the
validity of the urban turpnaround model of urban systeas
development as defimed in Section 2.2.3. It would Sc2B
that the possibility does indeed exist for urban systems to
experience shifts in their growth dynamics through timse.
Further analyses using the same technique, plus more in-
depth analyses of the processes underlyiny the turanaround
phenomena, should prove useful.

The results are also important for furthering our under-
standing of Hungyary's urban growth dynaaics. That urban
turnaround has occurred 1is a gcod sign, since it marks a
trend toward a leveling-out of the urban system, which has
been a goal of the government for sose time. Also, the
timing of the turnaround event--1976, approximately 48
years arter the introducticn cf government policies aimed
at bringing about just such a t-2nd--sugqgests the possible
effectiveness of the regipnal policy instruaents. This
finding thus 11luminates a potentially friutful pata of

investigation.

the normal upward orientation.
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222  IPENTIFYJUG HIERARCHIAL PATTRRNS OF CHANGE

The previous analysis served to identify the overall growth
tendencies exhibited by the Hupgarian urban systea over the
110 year study period. In particular, it documented the
occurence of wurban turnaround: the switch in system-wide
grovth dynamics from predominantly agglomerative to deqloa-
erative trends. Having thus established this basic pat-
tern, the apalysis now turns to an examination of the man-
ner in which agglomerative and deglomerative trends
manifcst themselves within the urban hierarchy itself daurc-
ing the development process.

The suggestion was made earlier that the process of
ur ban systems development may be sore complex than the sia-
ple agglomeration/deglomeration pattern associated with the
ur ban turnarocund aodel. That 1is, participation 1in the
development process may occur unevenly with respect to the
various segments of the urban systens. Purthermore, these
functional relationships may ‘themselves change through
time. Under the cascading cycles framework, particular
segaents of the urban system may be experiencing deglomera-
tion, vhile others wmay be starting their agglomerative
phase. These speculations, though, are lacgely unsubstan-
tiated since the differential patterns of population
agylomeration and deglomecation have yet tc be precisely

identified within a developing urban systen. The goal of
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the amalysis presented in this section is thus to identify
the patterns of polarization and trickle-down in order to
gain deeper understanding of the development of the Hungar-
ian urban system and to test for the validity of the cas-
cading cycles model of development.

The analysis again uses the expansion method to redefinpe
the parameters of the basic rasnk-size function. In this
instance, the parameter j is expanded as a quadratic func-
tion of rank to capture the nco-lipoearities of the rank-
size curve at both the top and bottom ends of the curve.
The choice of a guadratic reflects the desire to identify
patterns of polarization and trickle-down occurring within
both the largest and smallest sized centers.

The actual expansion of g is thus:

g = g, + g (lnD) + g, {lnr)° (16)

where lnr is the logarithe of rank; and (1nr)2 is the
sguare of the logaritham of rank (not the logarithm of rank
squared) . The parameters in (16) represent the drift of g
within an urban system. If bothk 9, and g, are not found to
be signiticant, then the urban system is best characterized
by a straight line and hence levels of concentration are
equal at each rank position. For gq, positive/negative,

levels of concentration decrease/increase for lover rank
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centers. For q2 positive/negative, the change of g with
respect to rank is more coavex/concave tham linear.

Equation (16) could be replaced into (7) to obtain a
termsinal model capable of assessing the 4rift of g across
the urban hierarchy for a particular time period, or to
determine the average condition from a time series of data.
However, the expansion method can be applied again to con-
struct an eguation that sisultaneously captures the drift
of g across rank and throughk time. This model is specified
by redefining the parameters qo, ql, and q2 of equation
(16) as functions of time. Again, since the ais of this
analysis is to identify shifts in the temporal behavior of

the dvirt of ¢, the parameters were expanded into quadrat-

ics of time:

= + t + t 17
q0 qOD q(}1 qOZ ( !
2
= ¥ t & t 18
q1 qu q11 q12 (18)
2
= | 2 +* &
12 q20 q21 q22t (19

In addition to the expansion of ¢, the parameter c was also

expanded as a quadratic function of time as before:

C=C +cCct + C t
1 2

0 (20)
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Substituting th=2 right hand sides of (17), (18), (19), and

(20} into ({7) yields the terminal model:

lop = Cy *t C t ¢ c2t2 + qoolnr ¢ qOthnr (21)
2 2
+ g ot lor + qlo(lnr) + qllt(lnrf + qlztz(lnrf

2 3
+ qzn(lnrf + qzlt(lnrf + q22t {lnr)

The parameters of equation {21} can be interpretated as
follows. PFirst of all, the parametetrs qoo_qozare the orig-
inal g's expanded in time only; they are therefore inter-
preted exactly as Lefore for ql -q

2

The parameters qlo-q represent the gquadratic termes in

12
egquation (21), but ir equation (18) q] is the linear
expansion in rank. Therefore, it q10 is found to be not
significant, then this implies that g is stable with

respect to the urban hierarchy and hence levels of relative
population concantration are unifora with respect to rank.
If I is found to be positive/negative, then levels of
relative populaticn concentration become smaller/larger
with increasing rank numbers. For 9, and 1, not signif-
icant, the situation identified by 1, remained comstant
through time. If ql1 is significant amd negative/positive,
vhile quremained not significant, then the drift behavior

identified by qlo grew less/more pronounced for qll posi-

tive; more/less for 9., negative. For 9., also significant



101
and positive/negative, the values of qlogrel larger or

smaller at a decreasing/increasing rate for negative;

9311
and the opposite for qll positive.

The parameters qzo-qzz represent cubic termas in (21),
but are the quadratic terms in (19). The paraseter qzo
thus indicates the npon-linear componemnt in the drift of q
with respect +o rank: q20 nejative/positive produces
convexity/concavity in whatever relationship is identified
by q]U. For qzl and q22 not significant, the situation
identified by qzoremained stable +hrough time. If q21 is
found to be significant, this indicates steady change
through time in the convexity or concavity coaensurate with
all the signs concerned. Last, q22 significant would indi-
cate non-linear temporal trends in the behavior of the qzo
parameter.

As was the case for the time expansion analysis, some of
these parameter comtinations are maore likely to be associ-
ated with actual situations than others. For exmple, the

cascading cycles model of development would be associated

with the following sequence of parameter signos:
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nejative
900 g
negative
01
positive
02
q positive
10
ositive
911 P
q negative
12
negative
q20 9
q21 negative
4 positive

Tnis combination of signs would indicate agglomeration fol-
lowed by deglomeration first in the largest city, then in
turn py lower order centers down the hierarchy. Other coa-
pinations of parameter estimates are of course possible,
but will not be pursued here.

Bquation (2%) was applied to the Hungariaco data using
stepwise multiple regression as before. The results are

shown 1n Table 5.

The results show that all of the parameters in egquation
{(21) are significant at very high levels of confidence, and
that the signs of the estimates correspond to the cascadinyg
cycles model. Furthermore, the results are given added
credibility by the fact that thes parameters that overlap
with the time expansion analysis--namely, c ~C. »

0 2

q00‘307-_'atCh siyns and are of similar relative aagnitude.
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Table 5

Besults of Bank apd Tjime Expansiop ADnalysjis

Parameter Estimate Significance
c0 12.56455872 0.0001
c1 0.03335927 0.0001
<, -0.00017024 0.0001
950 -2.40835924 0.0001
941 -0.02917734 0.0001
. 0.00026774 0.0001
9,0 0.88136977 0.0001%
q,, 0.01084973 0.0001
91, -0.00011725 0.0001
35, -0.12384007 0.0001
95, -0.00131912 0.0004
g, 0.00001553 0.0001

B° = 0.982; Df = 11;701

The patterns of population agglomeration and deglomera-
tion occurriny within the Hungarian urban system over the
study period are indicated by the estimated expansion equa-
tion for g, obtained by replacing the letter parameters of
equations (17), (18}, and (19) by their numerical esti-

mates:
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-2.40835924 ~ 0.02917734t ¢+ 0.00026774t° (22)

o3
"

0.88136977(lnrj2+ 0.01084973¢ (lur)°

L

0.00011725¢% {lnr)2- 0.12384007(lnr)>

- 0.00131912t(1nr)> + 0.00001553¢° (lnr)°’

The behavior of g, and hence the characteristics and
growth dynarics of the Humngarian urban system, can be
determined by solvimg equation (22) fot values of time and
rank. For example, Figure 10 plots estimates of the values
of ¢ by rank for the periods 1870, 1900, 1930, 1960, and
1980. In this graph, the higher up the ordinate, the
greater the magnitude ot ¢ and hence the level of hierar-
chial concentration existing at the particular rank posi-
tion indicated on the abscissa. Likevise, the steeper the
slope of the curve, the greater the rate of change of q
vith respect to rank, and hence the deqree of non-linearity
present in the original rank-size distribution. Since a
straight, horizon*al line on the graph would indicate egual
values or q at each rank position, a tendency for the
curves in Figure 10 to steepen or flatten through time
indicates increasing or decreasing polarization.

The curves in Fiqure 10 can thus be interpreted as fol-
lows. The steepness of the curve for 1870 indicates that

the Hungarian urban systes was markedly unbalanced even at
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the outset of the study period, prior to the first wave of
industrialization. Between 1870 and 1900, the intercept--
which is the estimate of ¢ for Budapest--rises drasatical-
ly, while only modest gairs are registered by the ssall
centers. This patterr is indicative of rapid polarization
within the Hungarian urban system during the last 30 years
of the 19th century. From 1900 to 1930, however, the curve
shifts outward aleost 2gqually at each rarmk position, denot-
ing proportional growth. The minimum point, though, con-
tionues to shift outward indicating further polarization
effects in the seall cities. After 1930, the intercept
value pvegins to drop, while the wvalues of q continue to
increase for a seyment of the curve corresponding to the
lower ranking centers. The intercept value then drops rap-
idly between 1960 and 1980 to belcw the 1870 level, while
the smallér sized places remain near their 1960 levels of
concentration. These results clearly demonstrate the phasc
of polarization up to 1930, followed by trickle-down
effects and a general leveliny of relative population con-
centration within the Hungarian urban system especially
since 1960. These findings thus correspond to the cascad-
ing cycles model of urban systems development discussed
earlier.

A further test, though, is needed to confira tae model.

As stated previously, if the cascading cycles framework is
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in operation, tbhen the switch from agglomerative to deglom-
erative trends will occur first in the 1largest center and
then in successively smaller ones through tise; and that
this patterno will Le mairrored by the ssallest centers. To
determine if this pattern holds for the Hungarian systeas,
the tise of the occurrence cf the swvwitch from agglomeration
to deglomeration was calculated for the various ranks frona
equation {22). The plot of the results is shown in Figure
11. This graph indicates the estimated time (year) whan a
particular rank level (as shown on the ordinate) experi-
enced the switch. The graph clearly shows that the timing
of the switch was pot unifecrm across the urban hierarchy:
the switching phenomena began in Budapest, and thken pro-
ceeded to successively ssaller centers through tiwme. This
finding lends support to the cascading cycles framsewvork,
and provides confirmation as well tc Daroczi®s (1984, p.
73) hypothesis, Furthermore, the grapb indicates that the
switch 1in growth dynasics alsc occured earliest in the
smallest cities and then proceeded up the hierarchy through
time to larger ones. This finding confirms the second com-
ponent of the cascading cycles framework; namely, that
growth dynamics of the large centers are mirrored by the
spall centers.

The results also add to a better understanding of the

development of the Hungarian urban systen. The finding of
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the temporal expansion anralysis was that wurban turnaround
occurred shortly after various governsent policies were
implemented to reduce urban primacy and achieve a more bal-
anced state in the settlement systens. However, the pat-
£erns emerging from the rank expansion analysis reveal a
much more complex pattern c¢f agglomeration and degloamera-
tion occurring differentially across the systes. Specifi-~
cally, the results show that the relative levels of popula-
tion concentration existing in the highest order centers,
especially Budapest, have been da2clining since the 1930s;
the government policies initiated in the 70s have thus fol-
lowed rather than created the desired goals. Furthermore,
it appears that the patterns of deglomseration and trickle-
down usually attribated to pust-industrial econosies are,
at least for Hungary, more a feature of post industrial
revolution economies. It would thus sees that the popula-
tion dynamics operating within Hungary bhave exhibited a
much higher level of vitality than was previously suspect-

ed.

3.3  IDENTIFXING SPATJAL PAYFERNS OF CHANGE

The accent of the analyses presented thus far im this chap-
ter has peen on identifiying the changing patterns of hie-
rarchial population ayglomeration and deglomeration within

the Hungarian urban system. This emphasis reflects the
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fact that on the one hand the urban turnaround and cascad-
ing cycles sodels of urban systeas development are best
suited to describing hierarchial patterns of change; while
on the other the wmethod chosen £for application in the
analyses-—-expansion of the rank-size functiom--is also best
suited to assessing hierarchial change. Hovever, the spa-
tial component of development is also of vital concern,
especially in cases where regional imbalance has persisted
as in Hungary.

The results obtained frca the rank and time apalysis
presented in the previous section can also be used to
assess the patterns coi spatial change. For example, the
curves shown in Figure 10 were derived by solving equation
{22), tne estimated expansion equation for ¢, for values of
rank and tinme. This proceedure of course can be extended
to deterzine eostimates of q for any rank and time position
within the domain of the data set. A map could thus be
prepared that showed the estimates of g for each 'city in
the systcem for different time periods to provide a spatial
portrait of the levels of relative concentration existing
at different locations across the country. Likewise, the
change in the value of g associated vith the various cities
could also be calculated and mapped to provide information
on the spatial growth dypamics exhibited by the urban sys-

tenm. This type of analysis would of course be sisilar to
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mapping standardized city population growth rates as in
Figure 6.

Figure 12 shows the distribution of changing levels of ¢
for the various Hungarian cities for the three time periods
1870-1310, 1910-1949, and 1549-1980. The maps vere derived
as follows. First, the estimated values of q for each city
greater than 10,000 population were calculated for the
years 1870, 1910, 1549, and 1980. These values were deter-
mined by solving equation (22) for the rank of each city
for the different values of time. The change in the value
of ¢ for each city during the three periods was them calcu-
lated and standardized. Last, these standardized values
vere plotted and the country was divided into those terri-
tories containing cities that experienced above average
change ir their value of ¢ from those experiencing below
average change. The maps in Pigure 12 are thus comparable
to those in Figure 6.

Although the maps in Figure 12 are somewhat crude, they
still portray scme ircterestiang patterns. The map for the
first period (1870-1910) shows a distinct pattern of above
average increase in levels of g--denoting polarization--
occurring in the central area around Budapest, and also
aroupd the regional centers and the extreme eastern and
western portions of the country. The unbroken area cover-

ing the rest of the country identifies the areas containing
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cities that experienced 1lower than average rates of
increase in their wvalues of g. Essentially, the shaded
area in this map indicates the lovest ranking centers in
the Hungarian urban system ftor that time period. The sec-
ond map {1910-1949) shows a somewvhat different pattern.
For this time period, areas of below average increase
emerge in a central axis and along the periphery of the
country. These patterns most probably represent a tran-
sitional phase in the development of the Hungariam uroan
systen. The last map (1949-1980) is somewhat misleading
since it appears that most of the cities in the country are
experiencing above average increase in their values of q.
This is not the case, however; the reason for the apparant
distortion is due to the extremely rapid drop in the values
of ¢ for Budapest and the regional centers over the time
period which tended to skew the calculations of the mean
and standard deviation used to standardize the chaages.
However, the pattern of rapid deglomeration in the highest
ranking centers, with the continued increase in q for the
rest of the system is evident. In fact, the map for the
period 1949-1980 is opposite to the one for 1870-1910,
denoting the spatial patterns first of polarization then
trickle-dovn. The results from this apalysis thus serve to
illustrate the strong hierarchial nature of the urbar sys-

tems development process occurring in Humgary; an aspect of
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growth dynamics that was nct detected by the analysis of
standardized growth rates. The amnalysis presented here
thus helps to further confirms the operation of the cascad-
ing cycles model for the Hungarian wurban systen. The
results also point to the trend of gepmeral evening of the
grovwth dynamics of the Hunmgarian system during the social-

ist period.

3.8 SUBEARY

The goal of this chapter has been to precisely identify the
changing patterns of population agglomeration apd deglomer-
ation 1in the Hungarian settlement network with respect to
the entire system, within the hierarchy of the systea, and
ACTOSS Space. The analyses used the expansion method to
redefine the parameters c and g of the basic rank-size mod-
el as functions of time, and rank and time. The findings

are summarized as follovs:

1)« The gquadratic time expansion analysis revealed the
occurrence cf a switch in system-wide growth dynamics
from agglomerative to deglomerative tremnds in the
mid-1970s. The occurrence of urban turnaround shortly
atter the implementation of govermental decentraliza-
tion policies is quite interesting, and calls atten-
tion to the need for further study of policy effec-

tiveness.
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3) -
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The rank and time expansion analysis identified sever-
al interesting patterns of hierarchial polarization
and trickle-down. Specifically, the results revealed
that: (a) initially, the Humgarian system was markedly
convex, denoting higher levels of relative conceatra-
tion existing in the largest urban centers than in the
smaller ones; (b} the switch from agglomerative to
deglomerative growth tendencies in Budapest occurred
in the mid-1920s (as already shown by the analysis of
standardized growth rates); (c) that the switch fron
agglomerative to deglomerative trends progressed
through time down the urbam hierarchy fros the top,
and up from the bottom; and finally ({4} the overall
trend toward a leveling of the urban system in the
later periocds. Overall, the results strongly support
the cascadiny cycles model of urban systems develop-

ment.

The spatial anmalysis also supported the cascading mod-
el. In particular, the maps ¢f change of the estimat-
ed values of g for each «city for the three time peri-
ods shovwed the spatial dimensions of polarization and
trickle~-down occurring within the Hungarian spatial

hierarchy.
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CORCLUSIONS

This study has examined the patterns of population aggloa-
eration and deglomeration within the developing Hungarian
ur ban system over the period 1870-1980. Th2 goals of the
study have been to contribute to the theoretical under-
standing of the urban systems development process; to help
identify specific qrowth dynamics occurring within Hungary;
and to relate these dynamics to other processes of change
and to public policy. Anotner goal has been to d:zvelop ney
scthodologies for identifying urpan systess development
pa tterns. The major points arising from the discussion are
summarized below.

A major conceptual and analytical building block in this
study bas been the rank~size function, which relates popu-
lation and rank data for urban systess. In particular,
interpretations are given tc the paramaters of the amodel
and their change through time. The parameter g of the
rask-size model evaluates the 1level of hierarchial concen-
tration existing in an urban system at ope point in time;

its change through time denctes agglomeratiom or

- 116 -



117
deglomeration. Change in the degree of non-linearity asso-
ciated with the 1logarithasic rank-size curve at either the
bhigh or low end of its spectrus indicates polarization anmnd
trickle-down effects that are in turn associated im the
first instance with rapid growth of the largest, especially
primate, centers and relative de-population of the smallest
centers; and then Lty reversal of this pattern. The urban
systens development models predict ¢the patterns of popula-
tion redistribution within urban systeas. The allomsetric
growth wmodel is the simplest, calling for proportional
growth of all parts of the system and denoted by parallel
shifts of the rank-size curve. The agglomerative growth
model, on the other haad, points to increasing levels of
population concentration in the uarban system brought-on by
spatial and bierarchial agglomeration. Agglomerative
growth is signalled by thz contipnued increase in both the c
and 4 paraseters of the rank-size function. The «urban
turnaround model is of fairly recent origin, and calls for
a switch in the overall grevth dynamics from agqglomerative
to deglomerative trends. Urbar turnaround is thus indicat-
ed by a change in the trend of § through time from increas-
ing to decreasing, and occurs when cobngestion costs in the
core rise relative to peripheral locatioas. The cascading
cycles model extends the turnaround frasevork to accouant

for pon-linpearities in rank-size change, and hence
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polarization and trickle~down occurring in both the largest
and smallest centers. The cascading cycles framework is
indicated by increasing then decreasing skewving of the
rank-size curve. It is also signalled by the differential
switch in the change in q for differemt rank positions;
specifically, the switch in ¢ from increasing to decreasing
occurs first im the largest and spallest centers and then
proceeds through time down and up the urban hierarchy.
Public policy in recent years bhas focused on growth center
strateqgies aimed-at reducing the dominance of primate cit-
ies and stisulating gro¥th 1in peripheral areas. Bovever,
efforts by governments, even in socialist countries, have
been less tham successful. A wmajor impedement has been a
lack of clear wunderstanding of the urban systess develop-
ment process.

Hungary presents a very interesting case for analysis
because it 1s one of the best examples of an imbalanced
urban structure brought-on by historical context and belat-
ed industrialization. Although Hungary has existed for
over 1000 years, throughout its history development has
been hampered by outside dosination. The 150 year occupa-
tion by the Turks retarded the normal process of econoaic
and social developmert during the 15 and 1600s. Likewise,
Austrian domimation kXept Humgary's economy rooted in agri-

culture and thus sustaiped the feudal system longer than
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for other parts of Europe. The first phase of industriali-
zation thus did not begim until the latter part of the 19th
century. Once begun, though, development occurred rapidly
and resulted in agglomeration in Budapest and some cities
located in the central and northern areas. The Treaty of
Trianon following World wWar I severed Hungary from her for-
mer trading partners and also disrupted the wuarban struc-
ture. har damage and economic stagnation limited develop-
ment during the inter-war period. Beginning in 1949,
though, industrialization was reneved under socialist plan-
nipg strategies. A longtime goal of the government has
been to reduce the dominance of Budapest over the rest of
the urban systea and to spread growth across the country.
The analysis of the Hungarian city population data began
with a preliminary analysis using traditiomal technigues.
Results of the analyses of city growth rates, concentration
indicies, rank-size measures, and centrographic analysis
revealed strong population agglomeration up to the social-
ist period, followed by deglomeration and a gepneral level-
ing of the Hungarian urban system. The dynasic analysis
was more specifically designed to test for the occurrence
cf urban turnaround and cascading cycles development frase-
vorks. The analyses were based on the rapnk-size fanction,
and used the expansion methcd to redefine the parameters of

the initial model first in teras of time to assess temporal
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drift of the parameters; and in termas of ramk and time to
assess change occurring within different segments of the
urban systea. Results of the temporal expansion analysis
identified the occurrence of wurban turnaround im the
5id-1970s. However, the results of the ramnk and time
expansion analysis revealed a sore complex pattern of
change. Specifically, the results indicate that Budapest
has bLeen in its deglomerative phase since the 1930s, which
has helped to produce leveling of the system since that
time. The timing of the switch from agglomerative to
deglomerative trepnds for the different rank positions
reveals the pattern predicted by the cascading cycles mod-
el; namely, the ssitch occurring later for cities located
down the urban hierarchy from the largest centers; and up
the hierarchy frcm the smallest ones. The spatial pattecrns
of change in the value of §q for the differemt cities fur-
ther reinforces the noticn of differential hierarchial
polarization and trickle-down.

The major conclusion to be drawn from the various analy-
ses is that deglomerative tendencies apparently set-in much
earlier than has been previcusly suspected. On the basis
of the Hungarian example, polarization reversal appears to
commence 1mumediately artter the initial phase of rapid
industrialization. This finding of course has iaplicatioas

to developing countries that are faced with mounting
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problems in their primate cities, and who desire greater
spatial equity in the patterns of industrial developsent.
However, it is difficult to transfer the results fros Hua-
gary to other settings withcut first uanderstanding the spa-
tial processes.

This study has also served to illustrate the usefalness
of the methodology developed here; namely, the interpreta-
tion of the expanded parameters of the rank-size function.
Further applications of the same techniques in other situ-
ations should prove us2ful in either confirming or reject-
ing the general validity of the patterns found in Hungary.
Once the patterns of urban systees development have been
more firmly established, the task of identifying the under-
lying dynamics can begin im earnest. In particular, the
demographic processes, especially sigration flows, need to
be better understood in relation to general economic devel-
opment. Furthecmore, such pnderstanding would improve the
potential for success of government planning strategies
aimed-at population redistribution. This study has at
least laid the groundwork for further investigations into

the growth dypamics of other national urban systeams.
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12
13
14
15
16
17

18

City

Bud a pe st
Debrecen

G yor

Miskolc

Pecs

Szeged

Ajka

Baja
Balassagyvaraat
Balatonfuared
Barcs
Beresttyoujfalu
Bekes
Bekescsaba
Bonyhad
Ceglad
Celldomolk

Csongrad

Appendix A

THE HUNGARIAN CITY DATA

1870
1941

302086
1712791
43048
119608
32456
70715
30661
114674
29553
89178
59851
115844
577
7554
21248
32055
7033
12873
2257
4788
3339
10088
6735
13847
18294
22245
26897
456 26
7893
10008
21278
36165
3734
9970
15919
23468

1900
1949

1910
1960

1920
1970

1930
1980

861434 1110453 1232026 1482869
1590316 1783167 2001083 2059347

70377
110963
45328
69583
61160
109124
54350
89025
85926
110278
S445
9822
23642
27907
9210
12073
2421
5335
B496
8993
9250
13725
20680
21961
33228
43399
7846
3306
28831
35237
6306
10285
20814
23026

122 -

87221
131613
53356
86101
762407
140821
60886
121277
99282
119522
6026
15633
24558
30738
11724
13426
3015
6026
9658
8921
10120
13917
20649
22501
37383
51783
8741
11132
32401
37953
77398
10542
23297
22720

97933
162313
60098
102600
85151
180581
59428
150249
103305
1517 14

5812
22699
22497
35535
12426
14823

3346

9040

9043

8964
10670
13886
21544
21174
41759
58169

8654
12640
35231
37845

9340
10857
23778
21726

111778
191494
63028
124147
93877
207303
75071
168715
1r2124
170794
6607
29656
27669
38503
12685
18543
4037
12697
9459
11464
12866
16454
22042
22265
46707
67225
8685
14716
35507
40644
10391
12558
23857
22217



19
20
21

22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43

uy

Csorna
Dombovar
Dunakeszi
Dunagjvaros
Eger
Esztergonm
Erd
Fehergyarmat
Godollo
Gyongyos
Gyula
Hajduboszormeny
Hajdunanas
Hajduszoboszlo
Hatvan
Hodmezovasarhely
Jaszlereny
Kalocsa
Kaposvar
Kapuvar
Karcag
Kazincharcika
Kecskenet
Keszthely
Kiskoros

Kiskunfelegyhaza

6652
10839
3397
12639
1204
11232
3563
KL 2. B
20510
349865
14478
22041
3027
14523
3353
5779
3661
11825
16622
24053
21054
29230
19625
31408
13190
18617
12269
17651
449
16681
41428
51865
19090
28838
9504
12341
10210
37710
5951
10173
14486
25551
2438
L456
30722
59079
5784
12429
6513
12523
19677
31812

9255
10862
7184
13576
2837
11029
3826
3949
27658
31844
17869
19962
3480
16444
4220
5779
5893
12216
17301
21969
25451
27764
25599
31452
15874
18041
15451
18541
10463
17249
51317
49417
25227
27528
13380
11537
22845
37940
8165
10335
20896
25100
3137
5059
43177
56828
8571
12394
9745
12587
27290
31470

9597
11329
10015
15128

4811
12453

3958
26918
30112
3ge7
17831
23545

3953
19290

4627

6494

7569
16762
19422
2597
27439
39486
28684
33704
16668
19252
16083
18633
13162
19962
52509
53636
27943
30164
11738
13895
28955
48579

8230
10591
2299%e6
25847

3256
11144
49177
66832

9781
14684
11280
13798
28594
33177

10296
11423
12045
16761
6133
19895
%197
45129
30902
47960
17918
28093
3990
31205
4375
6729
10262
21929
19647
31733
28097
30578
29363
30978
16965
17638
17722
21549
15140
21816
51509
53579
30738
29764
12332
16102
34314
60929
B662
10283
22569
264066
3481
28320
51717
79978
10652
17904
11914
14125
30528
33977

123

1041
12115
13821
19985
8415
25137
3905
60736
32903
60897
17095
30473
5632
41330
5227
8414
11056
28096
21213
36928
28964
34533
29801
32177
17848
18170
17022
23396
16144
24772
51176
S4486
28350
31402
11880
18660
37339
72374
9536
11251
28248
25230
3773
37442
54193
92047
11070
21736
12730
15616
31754
35414



45
46
47
48
49
50
51

52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70

Kiskunhalas
Kisujszallas
Kisvarda
Komaron
Komlo
Kormend
Koszeg
Leninvaros
Lenti

Mako
Marcali
Mateszalka
Mezokovesd
Mezotur
Mohacs
Mosonmagyarovar
Nagyatad
Nagykanizsa
Nagykoros
Nyirbator
Nyicegyhaza
Oroshaza
groszlany
ozd

Paks

Papa

9850
23714
10376
{4401

4703
14782

3677
12266

2237

6063

9429

8654

6915
10320

1327

1363

2498

5658
26900
Jug73

6094

gu6l

3741
10036

9324
20988
18210
24864
10684
15442

8362
16938

4025

7009
15905
31933
172938
24121

4598
10941
21638
61493
17382
31778

1563

1742

5809
26403
11720
14087
15133
25012

13751
22547
13224
13925
8257
13055
5836
12681
3246
6914
7977
850
7930
8780
1361
1349
3184
5831
32707
33068
7359
8225
5405
11055
15362
18228
22352
23343
13929
16088
9386
16739
5325
6863
24814
29713
22150
24461
5789
10629
33204
56334
26812
31429
1663
3740
11935
30307
13828
13763
18604
23114

16547
23217
13538
14681
10019
14329
6892
14422
3772
26991
8901
8840
8423
10621
1367
3377
4149
6146
33249
31703
7968
9408
5935
11950
17348
19143
22706
23507
14870
18624
114840
20144
5740
8494y
27358
36096
23500
25621
7433
11800
39273
68234
28104
31740
1644
12881
15897
38928
14587
13913
21461
28158

17758
26429
13766
13384
11435
13677
8985
16638
4285
28580
9349
10044
8492
11191
1254
11033
4694
6713
36265
30274
7927
9762
6519
12455
18705
17635
23951
21930
13344
1964
13330
24653
S84y
10410
30864
40551
23706
26120
8473
11025
44850
82046
30112
33438
1527
18482
16010
45765
14135
13585
20614
29845

124

19789
30604
14532
13700
14133
17837
11018
19918
4807
30319
8949
11783
8537
12704
1291
18677
5408
8132
35143
29942
8363
12478
9125
17804
20984
18426
24655
22024
14695
21383
14859
29728
6567
12938
31917
49247
23447
27808
13036
13371
53527
108235
INm
38255
1473
20613
21249
48466
18090
19509
22677
32212



71
712
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95

96

Salgotar jan
Sarospatak
Sarvar
Satoraljauibely
Siklos

Siofok

Sepron

Szarvas
Szazhalombatta
Szekszard
Szentendre
Szentes
5zekesfehervar
Szigetvar
Szolack
Szombathely
Tapclca

Tata

Tatabanya

Torokszentaiklos

Turkeve

Vac
varpalota
Vasarosnameny
Veszprem

Zalaegerszeg

7035
33035
7770
14143
5184
12923
9946
17848
5000
6768
3897
8556
22376
461320
20899
20583
993
1782
12001
16814
4683
9651
26866
32768
23279
us8e6
6229
7962
16115
42756
12934
50935
5073
8745
9855
12380
3214
37955
11136
22372
11207
14384
12894
22076
6559
10189
3577
7197
12729
22267
9211
19588

23680
325M
9267
13644
7886
11337
16886
15061
5667
6841
4643
10009
35703
35617
23997
18569
1392
177
15412
16354
4g22
9283
30032
32769
3287
42050
7229
8490
25827
37520
29959
47589
7069
8335
12180
13246
9657
40221
17579
22387
14074
13903
16720
21287
6432
11065
8901
6892
14723
18922
14503
20767

23542
37426
10459
15378
10223
11507
19940
16227

6521

6786

5216
13006
36721
40178
21822
19187

1751

2353
16648
18273

5673
10276
30344
33552
37844
56251

7831

9316
29288
46275
37289
53797

7940
10012
11489
17787
22927
50373
20130
2820
13492
13286
18857
24797

6581
21455

5398

7788
15449
26687
15884
29088

24897
43434
11372
14540
11232
12626
21162
17469
6233
7886
567
16974
3gaa3
87111
20785
19418
1665
9852
15388
24896
5877
13008
30877
33910
39996
78789
7080
10470
33060
63601
42275
65297
8294
12049
11552
20623
28210
96223
22403
24314
13270
11373
19287
307137
6160
26393
5511
7879
16211
38273
18771
39671

125

28489
49603
12253
§15320
10662
15112
18431
19262
6566
10625
7158
20125
33436
53945
21042
20608
1717
14292
15930
Jucus
7210
16901
31516
35317
41582
103310
7691
12136
39248
75362
46379
82851
8925
17161
12050
240838
33146
7597
23462
25603
13961
11398
20904
34866
6696
28392
6797
8654
18485
54995
18992
55348
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11
12
13
14
15
16
17

18

Appeadizx B

SINPLE GROWTH RATES OF THE

City

Budapest
Debrecen

Gyor

Miskolc

Pecs

Szeged

Aika

Baja
Balassagyarmat
Balatonfured
Barcs
Berettyoujfalu
Bekes
Bekescsaba
Bonyhad

Cegled
Celldomolk

Csongrad

1870-00 1900-10
194 1-49 1949-60

3.493
-0.927
1. 639
~-0.9338
1.113
-0.202
2.302
~0.620
2.031
'0-02‘
1. 205
-0.616
1.401
J.282
0. 356
- 1¢732
0.899
-0.802
0.234
1.352
3.113
-1.436
1.058
~0.111
0409
-0.161
0.705
~1.676
~-0.020
-0-909
1.013
-0.325
1. 747
0.389
0.89%4
-0.238

2.539
1.041
2. 146
1.552
1.631
1.936
2.200
2.318
1. 1386
2.811
1. 445
0.732
1.014
4,225
0.380
0.878
2.413
0.966
2. 194
1.107
1.282
-0.073
0.893
0.126
-0.015
0.221
.31
1.606
1.080
1.629
1. 167
0.675
2. 124
0.224
1. 127
-0.122

126 -

HUWNEGARIAN CITYIES

1910-20 1920-30 1930~ 1941
1960-70 1870-80 1870-1980

1.039
1.153
1.158
2.097
1.190
1.753
1. 110
2.487
-0.242
2.142
0.397
2.385
-0.362
3.729
-0.877
1.450
0.582
0.990
1.042
4.056
-0.658
0.0us8
0.529
-0.022
0.424
-0-608
0.974
1.163
-0.100
t.270
0.837
-0.028
1.804
0.29%4
0.204
-0.447

1.580
0.287
1.322
1.653
0.476
1.906
0.976
1.380
2.337
1.159
0.819
1.185
1.282
2.673
2.069
0.802
0.206
2.239
1.877
3.397
o. aso
2.460
1. 872
1.697
0.229
0.502
1.120
| Y
0.036
1.521
0.078
0.714
1. 066
1455
0.033
0.223

1.559
1.745
0.616
1.357
1.046
1.220
1.819
1.737
1.565
1.584
0.297
0.953
1.218
1.923
1.338
0.540
0.134
0.881
1.551
1.570
0.585
1.121
0.668
0.812
0.083
0.179
0.551
0.833
1.289
0.566
0.167
0.588
-0.376
1.103
-0.149
0.303



19
20
21
22
23
24
25
26
27
28
29
30
kR
32
33
34
35
36
37
38
39
4o
41
42
43

4y

Csorna
Dombovar
Dunakeszi
Dunaujvaros
Eger

Esztergom

Erd
Fehergyarmat
Godollo

G yong yos

Gyula
Hajdubocszormeny
Hajdunanas
Hajduszoboszlo
Hatvan
Hodmezovasarhely
Jaszbereny
Kalocsa
Kaposvar
Kapuvary

Karcag
Kazincbarcika
Kecskenme t
Keszthely
Kiskoros

Kiskunfelegybaza

1.101
0.026
2.4397
0.894
2.857

-0.228
0.237
-0. 101
0.997
-1.169
0.701
-1.238

0.865
1.553
0.767
0.000
1.5487
0.407
0.133

-1.133

0.632

_0- 669

0.886
0.017
0.617

-0.393

0.769
0.615
2.819
0.419
0.715

-0.604
0.929
-0.581
0.600
-0.842

2.685
0.076
1.054
0.197

1.221
0.840
1. 586

1. 134

-0. 48b

1.311

-0.035

1.343
0.064
1.090

-0. 135

0.363
0D.383
3.322
0.984
5.282
1. 104
0.339
17.448
0.850
1.766
-0.021
1. 501
1.274
1.451
0.921
1.060
2.503
2.876
1.156
1.521
0.752
3.202
1.138
0.629
0.488
0.591
0.407
0.045
2.295
1. 328
0.226
0.745
1.023
0.831%
0.310
1.691
2.370
2.247
0.079
0.222
0.958
0.2¢67
0.372
7.179
1.301
1.474
1.3
1. 541
1.463
0.835
0.467
0. 480

0.703
0.083
1.846
1.025
2.428
4.685
0.586
5.167
0.259
2.153
0.049
1.766
0.093
4.810
-0.560
0.355
3.0484
2.687
0.115
2.004
0.237
-2~557
0.234
-0.843
0.177
-0-876
0.964
t.454
1.400
0.888
-0.192
-0.0M11
0.953
-0.133
D.494
1.4874
1.698
2.265
0.512
-0.295
-0.187
-0.74
0.668
9.327
0.504
1. 796
0.85)
1.983
0.547
0.234
0.654
C.238

0.111
0.588
1.082
1.759
3.163
2- 339
2.970
0.627
2.388
-0.470
0.813
3.447
2.810
1.779
2.235
0.745
2-478
0.767
1.516
0.30“
1.216
0.tu8
0.379
0.507
0.297
-0.403
0.822
0.642
1. 271
0. 168
-0.809
0.536
-0.373
1.474
0.845
1.721
0.961
0.900
0.718
0.472
0.806
2.792
0.468
1.405
0.385
1.939
0.662
1.003
0.394
0. 414

127

0.366
0.545
-0.546
1.611
2.625
2.762
6.175
2.578
0.553
0.989
2.310
0.677
B.612
2.376
0.913
0.836
0.611
1.853
1.142
0.726
0.102
0.450
0.477
O.4u49
0.383
0.291
0.330
0.587
0.297
1.552
0.122
0.249
0.155
0.452
0.346
0.613
0.090
1.780
0.588
0.579
0.476
0.504
1.513
0.785
0.998
1.053
1.204
~0.149
0.795
0.017
0.534



45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
6l
65
66
67
68
69
70

Kiskunhalas
Kisujszallas
Kisvarda
Koaaros
Komlo
Kormend
Koszeg
Leninvaros
Lenti

Mako
Marcaaii
Mateszalka
Mezakove sd
Mezotur

Mohacs

Mosonmag yarovar

Nagyatad
Nag ykani zsa
Nagykoros
Ryirbator
Nyirtegyhaza
Croshaza
oroszlany
ozd

Paks

Papa

1.11312
-D.631
0.308
-0. 472
1.876
-1.553
1.540
0.4 1
1.241
1.642
1.283
-0.223
0.457
-2.020
0.084
1.384
0.376
0.652
0.629
-0. 354
1.227
1.209
1.664
"'1. 762
D.683
-0.789
0.884
0.512
0.377
-0. 148
0.933
-0. 263
1483
-0.901
0.913
0.175
0.768
-0.362
1.521
-1.095
1.445
-0. 138
0.207
9.551
2.400
1.724
0.551
-0.291
0.688
-0¢ 986

1.851
0. 266
0.235
0481
1.934
0.846
1.663
1. 170
1.502
12.381
1.09%6
0.355
0.603
1.7
0.0u44
8. 342
0.921
0.478
0.164
-0. 383
0.795
1. 222
0.935
0.708
1.216
0. 445
0.157
0.064
0.654
1. 331
1.979
1.683
0.750
1.938
0.976
1. 769
0.324
0. k21
2.500
0.950
1.679
Te 742
0.4
0.090
-0.115
11.242
2.867
2. 276
0.534
0.099
1.429
1. 794

0.706
1.296
0.167
-0.925
1.322
-0.466
2.652
1.429
1.275
0.572
0.491
1.277
0.082
0.523
-0.863
11.839
1.234
0.882
0.868
-0.052
0.369
0.939
0.414
0.753
-0.821
0.534
-0.569%4
-1.083
0.532
1.529
2.020
0.180
2.034
1.206
1. 164
0.087
0.193
1.310
~0.679
1.328
1.843
0.690
0.521
-0.738
3.610
0.071
1.618
'0-3'5
-0.239
-0.403
0.582

1.083
1.467
0.542
0.233
2.118
2.656
2.040
1.79¢9
1.150
0.591
-0-“37
1.597
0.053
1. 268
0.291
5- 264
1.416
1.918
-0.314
-0.110
0.535
2.455
3.363
3.573
1.150
0.439
0.290
0.043
0.964
0.850
1.086
1.872
1.166
2. 17“
0.335
1.943
0.626
1.693
1.929
1.769
2.770
0- 3“6
0.809
-0.360
1.09
2.831
0.573
-0. 032
3.619
0.954
0.763

128

1.645
1.0
-0.045
0.253
0.408
1212
0.975
1.536
2.110
2.370
-0.305
0.704
1.724
0.553
0.493
2.404
0.411
1.073
-0.070
0.097
0.106
0.652
0.865
1.418
0.002
0.619
0.077
0.173
0.451
0.6
1.190
1. 151
0.592
1.061
0.005
1.027
0.258
0.432
0.785
0.970
1.261
1.489
0.175
0.668
1.525
2.345
1.974
1.929
-0.002
0.463
0.891
0.687



71
72
73
74
75
76
77
78
719
80
81
B2
83
B4
85
86
87
88
89
90
91
92
93
%4
95

96

Salgotarjan
Sarospatak

Sarvar

Satoraljaujhely

Siklos

Siofok

Sopron
Szarvas
Szarhaloabatta
Szekszard
Szentendre
Szentes
Szekesfehervar
Szigetvar
Szolnok

Szosba thely
Tapolca

Tata

Tatapanya

Torokszentaiklos

Turkecve

Vac

Varpalota
Yasarosnameny
Yeszprena

Zalaegerszeg

4.046
-0. 177
0.587
-0. 449
1.398
-1.637
1.764
-2.122
0.417
0. 134
0.584
1.961
1.557
-3.230
0.l461
-1.287
1.126
0. 464
0.834
-0. 367
0.098
-0.486
0.371
0.000
1.150
-1.875
0.496
0.803
1.572
-1.633
2.800
-0.849
1. 106
-0.600
0.706
0.B45
3.667
0.725
1.522
0.008
0.759
-0.425
0.866
-0. 455
-0.065
1.031
1.050
-0.5“‘
0.485
-2.035
1.513
0.731%

~-0.058 0.560
1.263 1.489
1.210 0.837
1.088 =0.560
2.596 0.941
0.135 0.5928
1.662 0.595
0.6178 0.738
1.404 =-=0.452

~0.073 1.502
1164 0.838
2. 381 2.663
0.281 g.406
1.095 1.592

-0.950 ~-D.487
0.298 0.120
2.294 =-0.504
2.865 14.320
0.771 =-0.787
1.009 3.093
1.625 0.353
0.924 2.358
0.103 0174
0.215 0.1086
1,303 0.659
2.644 3.370
0.800 -1.008
0.844 1. 168
1.258 1211
1.907 3.180
2.189 1.255
1. 115 1.937
1.162 0.436
1.667 1.852

-0.584 0.055
2.680 1.479
8.646 2.074
2.046 2.736
1.355 1.070
0.708 0.047

-0.422 -0.166

-0.4813 ~-1.55%5%
1.203 0.225
1. 388 2147
0.229 =-0.661
6.020 2.071
0.966 0.207
1. 111 D. 116
0.481 0.481
3.126 3.606
0.910 1.670
3063 3.103

1.348
1. 328
0.7486
0.523
*0-52'
1.797
-1.382
0.977
0.520
2.981
2.329
1.703
0.307
1. 355
0.123
0.595
0.308
3.720
0.346
3. 305
2.044
2.618
0.205
0.407
0.389
2.710
0.828
1.477
1.716
1. 697
0.927
2. 381
0.733
3.537
0.422
1. 553
1.612
1.373
0.462
0.508
0.022
0.805
1.260
0.834
0.730
2.097
0.938
1.313
3.625
0.117
3.330
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1.346
t.776
1.304
D.617
1.748
0.973
-0.292
0.601
0.275
0.685
1.622
1.4893
1.423
0.800
-0.200
-0.013
0.338
2.424%
0.491
0.9064
2.651
1.167
D.354
0.249
1.466
1.355
0.315
0.606
0.778
1.402
0.852
1.6488
-0-185
1.108
0.246
0.812
1.232
2.875
-0.432
0.757
0.27M
0.015
0.496
0.904
J.816
1.332
0.520
0.803
1.692
1.330
0.281
1.630



10
1"
12
13
14
15
16
17
18

Appeadix C

STANDARDIZED GROWTH RATES OF TEE BUNGARIAN CITIES

City

Budapest
Debrecen

Gyor

Miskolc

Pecs

Szeged

Aika

Baija
Balassagyarmat
Balatonfured
Barcs
Berettyoujfala
Bekes

Beke scsaba
Bonyhad

Cegled
Celldonmolk

Csongrad

1870-00
194 1-49

2.890
-0.534
0-.594
-0.542
-0.056
-0.016
1.415
-0.315
1.080
0-.113
0.058
-00312
0.299
-0.994%
-1.109
-0~322
-0-““5
-1.145
1.094
2419
~-0.898
-0.125
0.049
-0.929
0.013
-0.563
-1.069
-1.460
-0.521
-0.181
0. 104
0.728
0.406
'0.328
-0.042

1300~ 10
1949-60

1.121
"0027b
0.790
-0.078
0.357
0070
0.836
0.217
-0.059
0.407
0.201
-0.395
-0.162
0.953
-0.695
-0.338
1.016
~0.305
0.831
~0. 250
0.064
-0.765
_0¢258
~0.628
-1.027
~-D.592
0.088
—0.058
~0.106
_0-0u9
~0.033
-0.417
0.772
-0-591
~0.067
-0.724

130 -

1910-20
196 0-70

0.643
-0.,151
0.795
0.248
0.835
0.103
0.733
0.413
-0.983
0.267
-0.17
0.370
-1.134
0.938
-1.787
-0.025
0.063
-0.220
d.646
1.076
~1.510
-0.617
-0.004
-0.647
-0.137
-0.894
0.561
-0. 146
-0.802
-00101
0.387
-0.650
1.614
-00513
-0.4186
-0.827

1920-30
1970-80

0.876
-1.249
0.588
0.0867
~0.361
0.310
¢.199
-0-197
1.725
-0.u°9
0.024%
-0. 385
0.543
1.049
1.025
-0.753
-0.663
0.631
1.210
1. 746
-0.390
0.843
1.204
0.109
~0.638
‘100“2
0«.361
-0.132
-0.855
_0.061
~0.807
-0-338
0.301%
-0.124
-0.857
-1. 310

1930-1941
1870~ 1980

0.682
1.028
~-0.171
0.436
0.219
0.227
0.917
1.017
0.688
0.782
~0.459
-0.179
0.374
1. 300
D.482
-0.809
-00606
_0-269
0.675
0.762
-0.198
0.077
-0.123
-0.395
-0-652
—1.361
-0.229
-0.363
0.438
-0.769
-0.576
-0.736
-1006?
0.049
~0.862
-1.17



19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43

44

Csorna
Dombovar
Dunakeszi
Dunau jvaros
Eger

Bsztergonm

Erd
Fehergyarmat
Godollo
Gyongyos

Gyula
Hajduboszormeny
Hajdunanas
Hajduszoboszlo
Hatvan
Hodmezovasarhely
Jasz bereny
Kalocsa
Kaposvar
Kapuvar

Karcay
Kazincbarcika
Kecskenmet
Keszthely
Kiskoros

Kiskunfelegyhaza

~-0.072
0.147
1.656
0.767
2. 402
-0.035
0.056
-0.201
~-0.707
-0.566
~-0.757
‘0.859
1.238
~0. 486
0.128
0.530
0.419
~1.270
-0.681
~0.652
~-0.350
-0. 338
0. 141
~0.670
~0.153
-0.483
0.568
2.056
0.427
-0.550
-0.304
-0-28“
~0.287
-0.691
~0.473
1.889
0.183
-0.130
0.269
0.077
-0.031
-0.395
1.262
-0.030
~0.219
0. 188
0.103
0.228
G174
-0.085
0.032

*00709
-0.530

1.780
-0.297

3.428
-0.251

6.056
-00299

0.004
-1.032
-0.098

0.057
-0.117
-0.240
-0.268

.09

0.433
-0.042
- 0-. 090
-0.382

0.553
-0.057
-0.435
~-0.604
~0.449
-0.672
-0.660

0.916
-0.165
~-0.825
-0.390
-0. 154
-0.356
-0.75“
-0.025

0.979

0.190
-0.9u48
-0.591
~0a 209
-0.574
-0.701

2.093

0.080
-0.108

0.096
-0.082

0.216
-0.355
-0.622
-0.492

0.217
-0.603
1.666
-0.205
2.405
1.341
0.069
1.545
-0.347
0.272
-0~6'3
0.108
1.394
-1.386
~0.487
3.187
0.487
-0.529
0.209
-0.374
-1.718
-0.378
-0.99h
-0.45%1
-1.008
0.548
-0.023
1.101%
-0.262
-0.919
-D.642
0.534
'0.69“
-0.0“9
-0.015
1.479
0.319
-0.026
-0.762
-0.913
-0.939
0.173
3.302
-0.036
0121
0.407
0.200
0.019
-0.539
0.155
-0.537

-0.770
-0.959
0.318
0.1689
2.652
0.727
~1.703
1.335
-0.191
0.774
-007“2
2.970
1.180
1. 100
0.626
-0.059
0.861
-0.035
-0.066
-0.554
-0.354
~0.729
~0.326
-1.239
~1. 346
~0.734%
-0.175
~-0.302
~0.967
-1.364
-1.801
‘1.010
~-1.313
~-0.106
0.053
0-132
0.1813
~0.659
-0.090
-1.071
0.008
1.163
~0.370
-0.172
‘0.“63
0.342
-0. 152
-0.559
-0.453
-1.127

LER

-00396
“0-802
-1.220
0.828
1.645
2.581%
-0-569
2.299
-0.228
-0. 124
1.361
-0.60‘
1.992
0.098
-0.357
-0.174
1.193
0.305
-0.526
-0.635
‘°-9u7
-0.295
~0.948
~-0.380
-1.189
-0.429
-0.738
-0.458
0.735%
-0.617
-1.253
-0.587
-0.943
-0.414
-0.698
1.083
~0.196
-0.750
-0.297
-0.864
0.640
2.155
-0.018
-0.112
0.224
0.203
-0.862
-0.421
-0.712
-0.818



45
46
42
48
43
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70

Kiskunhalas

Kisujszallas

Kisvarda
Komaron
Komlo
Karmend
Koszeg
Leninvaros
Lenti

Mako
Marcali
Hateszalka
Hezokovasd
Mezotur

Mohacs

Mosonmagyarovar

Nagyatad
Nagykanizsa
Nagykoros
Byirbator
Nyiregyhaza
Oroshaza
Oroszlany
0zd

Paks

Papa

-0.058
~0.323
~0. 434
~0.209
0.888
~-0.981
0. 472
0.425
0.102
1.301
0. 153
-0.03‘
-0.870
-1.315
-3.330
0.036
0.279
0.397
-0.628
-0¢3u6
-0.656
-0. 124
0.084
0.992
0.626
'11‘31
-0.589
-0.436
-0.340
D.494
-0.968
0.023
-0.28¢
-0.060
0.401
-01515
-0.304
0.253
‘0.“8“
-0.130
0.448
-0.654
0.354
3.030
-1.179
6.952
1.537
1. 360
-0.752
-0.080
-0.583
-0.577

0.542
-0.574
-0.817
'04“92

0.612
-0.351

0.384
-0.226

0. 249

4. 101
-0.093
‘0-5“0
-0.507
-0.009
-0.978

2.542
-0.240
-0. 493
-0.876
-0.825
-0.3“6
-0.206
-0.228
—0.“0“

0.008
-0.505
-0.882
-0.653
-0.465
-0. 164

0.650
-0.028
-0.383

0.071
-0.19

0.005
-0.742
*0.515

t.088
-0.311

0.397
-0.005
-0¢619
-0. 643
-1.111

3.661

1.397

0.201
~-0.565
-0.639

0.187

0.015

0.221
-0.090
-0.463
'1.028

1.002
-0.834

2.689
-0.03“.

0.943
-0.396
-0.052
-0.098
-0.572
*0.“17
-1.770

4.363

0.891
-0.265

D.426
-0.832
-0.741
-0.482

0.516
-0.463

0.280
-0.984

0.002
'0-931
-2 .0u49
-0.413

1.265

0.216
~0.0447

0.222

0.855
-0-1“6
-0.564
-00556

0.986
'0.925

1.010

0.141

0.200
-0.418
-1.612

0.887
-0.585

0.046
-1.074
-0.738
-1.186
-0.392

0.319
-0.113
*0.287
-1.30

1.480

1.032

1.392

0.207

0.394
-0.957
-1.385

0.012
-0.8135
-0.304
-0.569

3.543

0.693

0.321
-1.247
-1.632
~0.2%4

0.838

2.876

1.915

0.394
-1.103
-0.570
-1.484

0.187
-0.707

0.323

0.277

0.413

0.568
-0.518

0. 345
-1.018
-0.922

1.003

0.332

1.088

1. 142
-0.507
-0.747
-1.298
-0.475
~-0.973
-0.930

1.959

0.175
-0.790

132

0.760
-0106‘
“0.767
-1.248
-0.358

0.215

0.155

0.710

1.180

1.981
-1.002
-0.559

0.8
-0.790
-0.281

2.034
-0.356

0.003
-0.7%0
-1.885
-0.631
-O-GQD

0.055

0.530
~-0.725
-0.689
~0.658
-1.370
-0.320
-0.671

D.349

0.122
-0.192
-0.014
-0.723
-0.066
-0.“9“
-01975
-0.018
-0.153

0.413

0.638
-0.568
-0.614

0.651

1.943

1.057

1.309
-0.729
-0.927

0.078
-0.586



7
72
73
74
75
76
17
78
79
80
81
82
a3
84
85
86
87
88
89
90
91
92
93
94
95

96

Salgotarjan
Sarospatak
sSarvar
Satoraljaujhely
Siklos

S5iofok

Sopron

Szarvas
Szazhalombatta
Szekszard
Szentendre
Szentes
Szekesfehervar
Szigetwvar
Szolnok
Szombathely
Tapolca

Tata

Tatabanya
Torokszentmiklos
Turkeve

Yac

Varpalota
Yasarosnameny
Yeszprea

Zalaegerszeg

3.574
0.002
-0.708
-0.193
0.296
-1.04
0.750
-1.388
-0-918
0.224
-0.712
1.52%
0.493
-2. 180
-0.864
-0.791
-0.041
-0.204
-0.403
-0. 120
-1.314
-0.219
-0.975
0. 128
-0.01)
-1.2M11
-0.820
0.702
0.512
-1.039
2.032
-0.479
-0.066
-0.301
-0.561
0.732
3.106
0.646
0.449
0. 134
-0.495
-0. 176
-0.363
-0.197
-1.516
0.865
-0.135
-0.259
-0.834
-1.326
0.439
0.650

-1.064
0.003
-0.258
1.169
-0.625
0.384
-0.416
0.166
-0.036
Da242
-0.778
-0.255
-1.814
-0.562
0.915
0.“28
-0.36606
0.353
-00321
-0.928
-0.594
D.081
U.343
-0.342
-0.352
0.043
0.05%9
0.826
-0.2“7
-0.037
-0-03“
-1.506
0.357
6.258
0.112
0.125
-0. 404
-'-370
-0.003
-0. 142
-0.822
1.646
-0.202
-0. 248
-0-6]0
0.529
~0.249
0.505

0.035
-0.009
0.387
-0.874
0.519
-0-2“6
0.080
-0.326
~1.248
-0.003
0.386
0.487
-0.'60
0.035
-0.587
-1.3%4
2-.411
-1.673
0.669
0.358
“0.“5“
-0.593
0.1861
0.786
-1.954
'0-133
0.862
0.706
0.917
0.181
-0.122
0. 145
~0.606
-0.013
1.956
0.518
0.682
-0.618
-0.886
-1.294
-0.389
0.269
-1051“
0.237
-0.412
*0.589
-0.064
0.885
1.444
0.673

0.616
-°a2“7
-0-058
-1.479

0.205
=2.044
-0.585
-0.31

1.345

1.716

0.114
-0.550
~0.221
-00757
~0.953
-0.550

2.057
-0.507

1.657

1.397

0.99%0
-00665
-0.459

1.084

0.033
-0.10“

1.029

0.108

0. H4u

0.767
-0.073

1.8860
-00021
-0.030

0.913
-0.203
-0.377
-1.028
~0.325
-1.504

0.008
~0.312

0.0u41
-0.822

1.457
-0.622

0.577

1.965
-0.763

1.681

133

D.489
1.075
-00692
D.853
~-0.150
~0.991
-0-717
-0.“78
~0.588
0.739
0.643
0.559
~0.413
-0.908
~1.653
~-0.422
2.065
-0.283
-0.163
1.669
0.146
-0.407
-1.254
0.598
0.433
-0.442
-0.708
-0.024
0.506
0.043
0.942
-0.89“
0.057
-0.505
-0.39“
0.386
2.753
-'-118
-0.479
-0.482
-‘.610
-0.279
-0.254
2.722
0.399
-0.257
-0.408
0.802
0.396
-0.473
0.853
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