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INTRODUCTION

This thesis investigates a continuous version of a pair of 
nonlinear programming problems originally formulated by Sinha [33]. 
Sinha's primal problem arises in stochastic linear programming [ 31]< 
One version of Sinha*s pair of problems is the following:

t { t >}■/**Primal: max a z - \z Dz j
z 6 Sl

where « {z € : Bz < c, z > 0}

Dual: min cTw
w € s2

where Sg = {v € E^: BTw > a - Dy, yTDy < 1, w > 0, y €

Here D is an N X N positive semidefinite matrix. B is an
M X N matrix, a 6 E^, and c € Of course, if D *> 0, we 
have a familiar linear programming problem:

Primal: max aTz, S, ■ \ z € E1*: Bz < c, z > Or
------ z € S, 1 L “ "

Dual: min cTw, S- - {w € E*4; BTw > a, w > 0} .
w € S 3 3

The continuous linear programming problems to be stated
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subsequently were first considered by Bellman [I*], [5l, who 
formulated them as bottleneck problems* Bellman presented some 
weak duality results; that is, conditions which guarantee that 
feasible solutions meeting them are optimal. However, the first 
strong duality results for the problem studied by Bellman were 
proved by Tyndall [3!*. ]. A slightly more general continuous linear 
programming problem, as studied by Levinson [25], Grinold [13], 
[I1*], [15 3, and Tyndall [35], [36] is

Primal: max
z €

.here \  - {z € L*[0,T]: B(t)z(t) < c(t) + !K(«,t)z(s)ds,
“  0

z(t) > 0, 0 < t < t}

Dual: min
v € S,5

where S- » Tv € L^[0,T]: BT(t)w(t) > a(t) + pKT(t,s)v(s)ds, 
3 t

w 00 > 0, 0 < t < t} .

Here each entry of the M X N matrices B(t) and K(s,t) is 
a function of one and two real variables respectively.

Our work will directly generalize each of the above problems* 
In Chapter I, continuous versions of Sinha's non-linear problems 
are explicitly defined* Chapter II specifies seme weak duality 
results while Chapter III deals with strong duality— the existence

J cT(t)w(t)dt

j aT(t)z(t)dt



of optimal solutions under appropriate hypotheses* Concluding 
remarks appear in Chapter IV*



f

CHAPTER I 
STATEMENT OP THE PROBLEM 
BACKGROUND INFORMATION

We shall now formally state the continuous nonlinear problem 
pair which is examined herein:

1. Definition: Problem p (primal): Find a vector-valued
Nfunction z € Lj^O,T] which is optimal for

where f(z) - [ a T(t)z(t)dt - 2 J [ z T(t)D (t)z(t)] dt

max f(z)

and C_ = fz € l^[0,t ]: B(t)z(t) < c(t) + fK(s,t)z(s)ds,
0

MProblem D (Dual): Find a function w € LjO,T] which
is optima], for

min g(v)

where

k
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and CD - {v € L^[0,T] : BT(t)v(t) > a(t) + J KT(t,s)w(s)ds
t

r
- X^Dp(t)lH[t),w(t)>0 , yp(t)Dp(t)^(t) < 1

yp(= l£[0,T], p = l,...,r, o < t < t}.

We require that a(t) € LW[0,T], c(t) € LM[0,T],
00 00

B(t) € lf®[0,T], K(a,t) € L*®[0,Tl x [0,T] , and 
00 00

D (t) € L^COjT] for p = 1,...,r. Further, ire require thatP 0
each D (t) be positive semidefinite for every t € [0,T] ,IP
P = 1,...,r .
Since the notation becomes more awkward in succeeding chapters, 

hereafter we shall assume r = 1. In Appendix A we indicate how the 
proofs need to be modified to obtain the more general results.

It is easily seen that this problem pair includes the 
continuous, linear problems of Tyndall [3*0, Levinson [2?], and 
Grlnold [1^] as special cases by setting each Dp » 0 . Our 
problems also include the nonlinear problems of Sinha by setting 
K(s,t) = 0 and taking all remaining functions to be constant 
functions over [0,T].

2, Remarks: Nonlinearity.
Sinha [3ll formulated a stochastic linear programming problem 

which leads to a deterministic nonlinear programming problem. The 
nonlinearity occurs in the objective function as a sum of square



roots of positive semidefinite quadratic forms. Although the 
problem is a concave programming problem, the nondifferentiability 
of the square root terms in the objective function precludes the 
use of many standard methods for solving concave programming 
problems. With this motivation, a result of Eisenberg [9] wan 
extended by Sinha [32] and then used by Sinha [33] bo formulate 
a dual problem where the nonlinearity occurs in the constraints. 
Further, the constraint functions are differentiable.

Eisenberg's work [9] is a nonlinear version of the Farkas 
Lemma which is fundamental to the theory of linear programming* 
Belated work has since been done by Mehndiratta [27], Kaul [22], 
and Mond [28], [29]. Kaul's results extend directly those of 
Eisenberg to complex space, while the work of Mond extends these 
results to convex polyhedral cones in complex space.

Of course, Sinha based his duality theorems on his extension 
of Eisenberg's work. In order to establish the existence of optimal 
solutions, he required the primal constraint set to be a closed 
bounded subset of E1*. Later, Bhatia [7] relaxed this requirement 
in some of Sinha*s programming theorems.

Bhatia and Kaul [8] have expanded Sinha's programming results 
to complex space, and Mond [29] has extended these results to 
convex polyhedral cones in complex space.
3. Remarks: Continuous Variables.

Tyndall [31*] was the first to publish a strong duality theorem 
for the continuous linear programming problem. This work assumed 
constant matrices for B and K, stronger continuity conditions,
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and.! of course, D = 0. In addition, he assumed certain algebraic 
conditions which implied the existence of optimal solutions.
These conditions are [3̂ , P- #*-6]:
(i) (z € E*1 : B z < 0 , z > 0} = £0) ;
(ii) B > 0 , K > 0 , and c > 0 .
He also demonstrated that neither hypothesis (i) nor (ii) is 
sufficient to insure existence [3̂ , P* 6̂ 9]* In addition, he 
observed another interesting fact -- namely, the condition that 
both primal and dual be feasible, a sufficient condition for the 
finite linear programming duality theorem, is not sufficient for 
the continuous linear programming problem [31*, P* 6^8]. Of course, 
this is true for our problems as well, since they are a direct 
generalization of Tyndall1s problems.

Levinson [25] extended Tyndall's results by allowing "time- 
varying" matrices for K and B. Because of this, an additional 
hypothesis was added to Tyndall's. It is this set of hypotheses, 
used in the linear problem, that we shall use in Chapter 3 in our
nonlinear problem. Tyndall also used these hypotheses in later
papers [35] and [36] which extended previous results and weakened 
the regularity conditions to continuity almost everywhere.

Grinold was attracted by the symmetry of the Tyndall's 
primal and dual problems, but was disturbed that the algebraic 
conditions did not possess a similar symmetry. In [13], [1^1 and 
[15] he exploited the intrinsic symmetry of the problems and was 
able to obtain duality theorems using weaker symmetric hypotheses.
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To best display this symmetry, his algebraic conditions were 
phrased geometrically. For example, c(t) must lie in the convex 
polyhedral cone generated by the matrix [B(t), I], By definition 
this means that B(t)z + Ix = c(t) for some z,x >0; equivalently, 
B(t)z < c(t), z > 0  has a feasible solution. In addition to four 
such algebraic conditions, he also imposed the same regularity 
conditions and boundedness conditions. ihe boundedness conditions 
are needed for the case B = B(t) and are satisfied by Levinson's 
additional requirement.

Grinold [13], [16] has also obtained some more general results 
involving nonlinearity in the objective functions. He considers 
a primal problem and a Iagrangian function to prove some rather 
general saddle-point theorems. He does not consider any dual 
problem as such. Further, since our dual constraints have a 
different form than the constraints of the primal, his work in 
this area is not directly applicable to our problems.

Hanson and Mond [20] and Hanson [18] have considered a class 
of continuous nonlinear programming problems which incorporate the 
same primal constraint set as our problem. However, they require 
a twice differentiable concave function as the integrand In the 
objective function to obtain their results.

Gogia and Gupta [12] have investigated a continuous quadratic 
programming problem. Essentially, they were able to extend 
Levinson's results by linearizing the quadratic problem.



CHAPTER II 
WEAK DUALITY

In this chapter ve shall develop the haslc inequality relating 
the objective functions of P and Df and explore the implications of 
equality holding for the tvo objective functions. Conditions which 
insure that equality will hold are described in Chapter 3.

The results in this chapter are immediate consequences of the 
problem statement and basic concepts. They cure straightforward 
extensions or repetitions of the earlier works in this area; we have 
included them here for completeness.

The first result is easily established using Fubini’s Theorem.

1. Lemma: If z € L K[0,t ] and w € LM£0,T] , thenn to
T t T TI vT(t) f f K(s,t)z(s)ds 1 dt <* J sT(t) f J KT(t,s)w(s)ds 1 dt ,
0 0 0 t

Integrating Sinha*s result (Lemma 1 in [32]) over [0,T]
yields

2, Lemma: If D(t) is positive semidefinite for t € [0,T] ,

and if y,z € L^[0,T]
T T l/2»- ]_̂ 2J yT(t)D(t)z(t)dt < J [ yT(t)D(t)y(t) J zT(t)D(t)z(t) J dt 
0 “ 0

Of course. Lemma (2) is Just the Cauchy-Schwartz Inequality

9
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for the pseudo-inner product (y,z) - yT(t)D(t)z(t)dt.

We ere ncAf prepared to prove the fundamental inequality. 
Recall, frcm Definition (1:1) that and are the primal 
and dual constraint sets and that f and g are the primal 
and dual objective functions respectively.

3. Theorem; sup (f(z)} < inf (g(v)}
z € Cp v € CD

Proof: The sup and inf over the empty set are -« and
® respectively. Thus it suffices to show that f(z) < g(w) 
for every feasible z and v .

Let z and v be feasible for P and D, Then

zT(t) [ a(t) + r  KT(t,s)w(s)ds - D(t)y(t) J
< zT(t)BT(t)w(t) = vT(t)B(t)z(t)

C< vT(t) £ c(t) + J K(s,t)z(s)ds J •

Integrating the above inequality over [0#T], we have

| aT(t)z(t)dt + fz (t)f rKT(t,s)w(s)dsldt - rzT(t)D(t)y(t)dt 
J0 0 L t J 0

< cT(t)w(t)dt + wTC't)̂ J* K(s,t)z(s)dsjdt .

Using Lemoa (l), this last inequality becomes
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(i) JCaT(t)z(t) - zT(t)D(t)y(t)dt < g(w)
0 0 

But Lemma (2) and the constraint

yT(t)D(t)y(t) < 1

then imply
L/2

z'(t)D(t)z(t) J
'C “0l

Thus, combining (i) and (ii) yields
L/2

z'(t)D(t)z(t) |
*0 “Ofc

(ii) JI?zT(t)D(t)y(t)dt < |T[zT(t)D(t)z(t)J1^ dt .

(iii) f(z) - J P»Tjft)z(t)dt - jT^zT(t)D(t)z(t)JI" dt

< f aT(t)z(t)dt - JryT(t)D(t)z(t)dt < g(w)
0

and the result follows*

U* Remark: Notice that f(z) « g(w) if, and only if,
expression (3-iii) (or equivalently (3-i) (3-ii)) hold as
equalities. An Immediate consequence of Theorem (3) is the 
following:

5. Theorem: If z and w are feasible for P and D
respectively, and if f(z) = g(w), then z and w are
optimal solutions.

Another property of linear programming problems which has 
an Immediate analogue for our problems involves the concept of 
complementary slackness*



12

6. Definition: Let z € Cp and w € . alien z and v are
said to "be equilibrium solutions , or to satisfy the comple­
mentary slackness conditions, if the following equations 
hold for almost every t 6 [0,T].

(i) vT(t)£c(t) + J K(s,t)z(s)ds - B(t)z(t)J *= 0,
(ii) zT(t)[BT(t)v(t) - a(t) - J^KT(t,s)w(s)ds + D(t)y(t)]» 0, 

and

(iii) zT(t)D (t)y(t) - [zT(t)D(t)z(t)]1>/ .

7* Remark: Equivalently, ve could, rewrite (6-i) and (6-ii) as

(i) v^tjjj^t) + J K(s,t)z(s)ds - B(t)z(t)J « 0, i ° 1,***,M;

(ii) Zj(t)jjBT(t)v(t) - a(t) - JCKT(t,s)w(s)ds - D(t)y(t)]^ » 0,

j » 1,...,N

where the subscript i(j) denotes the i (j ) component 
of a vector in J V ) .  The equivalency is demonstrated by 
noticing that (6-i) and (6-ii) are just the summations of the 
expressions (i) and (ii) respectively, and that the factors 
of (i) and (ii) are non-negative since z and w are 
feasible solutions*

8. Theorem: Let z € Cp and w € Cjj • Then z and w are



equilibrium solutions for P and D if, and only if, 
f(z) = g(w).
Proof: If z and w are equilibrium solutions, then
adding Equations (6-i) and (6-ii) and integrating this sum
over [0,T] yields:

wT(t)[c(t) + f I
o L uo

(i) 0 « wT(t)£c(t) + J K(s,t)z(s)ds - B(t)z(t)J dt
+ A T(t)[BT (t)w(t) - a(t) - KT(t,s)w(s)ds + D(t)y(t)Jdt

= g (w ) - j aT(t)z(t)dt + | zT(t)D(t)y(t)dt 
0 0

* g(w) - fCaT(t)z(t)dt + [zT(t)D(t)z(t)]1/2dt
0

= g(w) - f(z). 
using Lemma (l) and Equation (6-iii).

Conversely, if we reverse the steps in the above
argument, Remark (4), Lemma (l), and Definition (6) imply
Equation (i) above. But the fact that z € and w €
insures that both integrands of (i) are non-negative, and so
the two integrands must each equal zero. Thus z and w
are equilibrium solutions.

Corollary: If z and w are equilibrium solutions, then
z and w are optimal solutions.
Proof: An immediate consequence of Theorems (6) and (8).
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10. Remark: Perhaps a word of caution is in order. It is possible 
to have both primal and dual problems feasible such that there 
exists an optimal solution to the primal but there exists no 
optimal solution to the dual [13> App. A]. This contrasts 
with the finite linear case where the converse of Corollary (9) 
is true [11, p. 19].



CHAPTER III 
STRONG DUALITY

i

In this section ve shall establish the main duality theorem*
We do this by considering a sequence of discrete problems which 
are, in fact, equivalent to Sinha*s programming problems* For 
each of these problem pairs, we establish the existence of 
uniformly bounded optimal solutions* We then show that these 
discrete solutions converge to optimal solutions for the original 
problems P and D* This technique was used by Tyndall [3*+] in 
his original work on continuous linear programming*

In (5) through (9) of this chapter we define discrete problems 
and show that they are equivalent to Sinha's dual problems* In
(10) we show that the primal constraint set is uniformly bounded.
This is not a new result since our primal constraint set is the 
same as that used in later versions of the continuous linear problem* 
However, the proof of (10) does not appear eiqpllcitly in the liter­
ature. Proceeding, we then apply duality results for Sinha’s 
problems to our discrete problems in (11) through (13)*

In (1*0 through (17), we ore able to utilize properties of 
our dual constraint set and algebraic conditions (2) in order to 
subsequently bound the optimal solutions to the discrete dual

15
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problem. This is done in (18) and (19) by extending the ideas of 
Levinson [2^]. We thus show the existence of uniformly bounded 
optimal solutions to each discrete problem pair*

From these optimal discrete solutions we are then able to 
extract a convergent subsequence of functions. To do this, we re­
view the pertinent background material in (20) through (2U)j then, 
in (25) we define step functions to which we apply Tyndall’s 
"diagonal process". The convergent subsequence thus yields functions 
which we then show in (27) and (28) to be feasible by extending the 
arguments of Grinold [13]• These functions are then shown to be 
optimal with the aid of Theorem 2.3*

As in Chapter II, some of the definitions and results are 
essentially the same as found in the works mentioned above and are 
included primarily for completeness.

In particular, we shall make use of the same algebraic condi­
tions and regularity conditions as were used in the linear case in 
the most recent paper by Tyndall [36].

Regularity Conditions:
(i) The functions a^(t), B^Ct) and c^t) are continuous

for. almost every t G [0,T], i = 1,...,M, j = 1,...,N.
(ii) The functions are piecewise continuous for

t G [0,T], j,k = 1,... ,N .
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2. Algebraic Conditions:
(i) c±(t) > 0  for all t 6 [0,T]

Kij(t) > 0  for all (s,t) € [0,T] X [0,T] .
(ii) There exists 5 > 0 such that for each i = 1,...,M,

j = l r .M K, t 6 [0/r], either B. . (t) = 0  or
B. .(t) > 6 .1J -

(iii) For each j = 1,...,N, t € [0,T], there exists an
i. (perhaps depending on t) such that B. .(t) >5 .J ijJ

3- Remark: Condition (2-iii) insures that each column of B(t)
has a positive entry, while Condition (2-ii) hounds each non-zero 
entry of B(t) away from zero. This is, of course, slightly 
stronger than the condition B(t) > 0 ; it is needed in the proof 
of Lemma 17.

Algebraic Conditions (2) were originally employed by 
Levinson (25J. Earlier Tyndall [3̂ 3 had used the following con­
straint qualification for constant non-negative matrices B :

{z: Bz < 0, a > 0} = \ o \ for every t € [0,T] .
Clearly this is equivalent to (2-iii) above when B(t) > 0 .

The main result of this chapter is the proof of the following 
theorem.

Theorem (Duality): If the regularity conditions (l) and the
algebraic conditions (2) are satisfied, then there exist



optimal solutions for P and D, feasible for all t € [0,T], 
and with equal objective function values*

The remainder of this chapter is devoted to the proof of 
Theorem ̂ . We begin by defining discrete variables and problems, 
only slightly different than those used by Tyndall [3*0*

5. Definition; For any n = 1,2,..., and k ** 1,2, ...,n,

When working with a fixed n, the superscript n will often 
be omitted.

Also let

an,k « aCkd^), 
Bn'k - B(k^), 
cn'k - cCkd^),
Dn'k « DCk^), and

K(jedft,kAn), I  - 1,2,...,n.

6* Definition; Problem Pn • Find vectors z*1'̂ , ...,zn,n €
which maximize

subject to



Problem Dtt: Find vectors wn,\  • • .,wD,n € E^ which
minimiza

n
S (cn'k) V > k

k*l

subject to

(Bn,k)V ,k > an,k + I ^n,k,*)>,* . „n,kyn
jUk+1

K ■ 1*2, * * • jXI
(yn'K)TDn> V ’k < 1. k-l,...,n

wn'k <0, k - 1 , 2 , . . . , n.

We can shorten the statement of problems Pn and Dn with 
the following definition*

I Wfc: yh *T
7. Definition; Problem P*1 ; Find a vector Z 6 E which 

maximizes

Fn(zn) .  (An) V  .  I
k^l

subject to tfV1 < Cn
zn > 0 .

Problem D*1 ; Find vector W11 € which minimizes 
Gn(Wn) - ( C ^ V
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subject to (flP)V > An - Z tfV1
x k^l K

Y^JV1 < 1  k - l,...,n 

W11 > 0 .

8. Remark. It is easily seen that problems Pn and Pn are 
equivalent, as are problems Dn and D11, where (omitting the 
superscript n):

l ~ lz a
2 - «m , A - ••

9 9

n nz a.
r* “i* l" 1w c

W - 9
9 , 0 - 9

9

9 9

n nw c
r*

B 0
-K1'2 B2

e -
• •
a 9

n
are vectors in E'nN

nMare vectors in E ,

... 0
• •• 0

■x1'0 -x2*n ... B

is an nM X nN matrix,

and = is a symmetric nN x nN matrix.

We should also notice that P11 and 55° are equivalent to Sinha*s 
problems.



ItIn particular, each D is positive semidefinite by 
Definitions (l:l) and (5), so each is positive semidefinite
also.

An immediate yet important observation is the following*

9. Lemma: If algebraic conditions (2) hold for P and D, 
then the corresponding conditions hold for Pn and Dn*

We first devote our attention to establishing the existence 
of optimal solutions to Pn. Our Lemma (10) is a more compact 
version of a result originally proved by Tyndall.

10. Lemma; If algebraic conditions (2) hold, then Pn is 
feasible for each n. Further, the set of feasible solutions 
to Pn is bounded.
Proof: Let n be fixed, and omit the superscript n. By 

kLemma 9, z ■ 0 k = 1, ...,n is a feasible solution for P .
k tliAfow consider z , the k term of a feasible solution. 

Let eT = (1,1, ...,l), e € Ê 4. Then, using (2), 
e B > be >0. From Definitions (l:l) and {?)> c and 

^ are bounded, say Iĉ l < y and for
XI Tl  -  1, ...,n. The constraints of P when multiplied by e 

become
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and E eTK^'kz^ < E |eTK^'^ j |ẑ | so that we have 
X=1 “ X=1

&|zk | < v + E |eTKi,k|Iẑ | < y + PA E \ zl \ , or 
/-I " jUI
k-1

|zk f < r + ^ lz l̂ ^ " 1,2,...,n. Using induction,0 /=l

we can show |zk f < ^ £l + n r  . Clearly, this is true

for k = 1,2. Assume it is true for k* Then

I‘k+1i S Z + H i i ^ i  T1ZaQ. Z*1

1  +  6 “ 1

Now ex > 1 + x implies

i‘k i< + + ys ^ -

Thus each Jzk | is bounded independent of n.

11. Lemma: If the algebraic conditions (2) hold, then each Pn
has an optimal solution*
Proof: The set of feasible solutions for each pn is
non-empty and bounded by Lemma 10, and closed. Since the 
objective function of each pn is continuous, it attains a 
rpft-irtnflim over a dosed bounded set.



12. Theorem (Bhatia, [7 > P- 605]): If there exists an optimal
solution to P , then there exists an optimal solution to 
D • Further, the objective function values are equal.

13* Lemma: If algebraic conditions (2) hold, then there exists
an optimal solution to each Dn.
Proof; This is a direct consequence of Lemma (11), Theorem
(12), and Remark (8).

Notice that Lemma (10) insures uniform boundedness for the
V-

optimal solutions (z : k - 1,. .*,n] to P . We shall now show 
that the optimal solutions (wk: k ■ l,...,n] and {y6; k = l,...,n] 
to I)11 are also uniformly bounded, tfe shall first factor D and 
transform variables.

1^. Lemma: If D(t) is a symmetric matrix whose entries are
piecewise continuous functions, then there exists a matrix

TQ(t), also piecewise continuous, such that D(t) ■ Q (t)Q(t). 
Proof: Denote the eigenvalues of D by X̂  with corres­
ponding normalized eigenvector v^. If R is the matrix

th Twhose 1 column is v^, then R is orthogonal and R DR
Tis the diagonal matrix with entries X̂ . Thus D «> Q Q where

t—,—  +hv^j and is the j -component of v^.

Now p(X) ■ 0 where P(X) is the characteristic 
polynomial of D. Since X is a continuous function of the 
coefficients of P [26, p. 3] which themselves are continuous



functions of the piecewise continuous entries of D , X is 
a piecewise continuous function of t . Thus each minor of 
D - XI is a piecewise continuous function of t .

Now consider any subinterval such that no points of 
discontinuity of any minor occur within that suhinterval.
In each of these (finitely many) intervals we may invert 
the largest non-singular submatrix of D - XI to obtain 
eigenvectors continuous on that interval. Thus a piecewise 
Q exists.

Definition: In Problem Dn , let
Dn,k _ ( ^

n _ n Js n Js,3C - <4 *

Notice that we can rewrite the constraints of Dn as 
follows;

(Bk)Tvk > ak + r (k“'* ) V  - (dk) V  ,
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lc T kl6. Lemma: For k = 1 , (x ) x < 1  Implies
11 (Qk)Txk | (w is bounded independent of n.

*fcllProof; If Q,# , denotes the j column of Q and hence the *0„th _ _ t ,,j row of 5 , then

!i(Q.k ) Txk||2 = max |Qk xk|2 <  max ||Qk [||||xk | | |  < max ||Q,k ||?
j 3 3 3 * *  j 3 2

T= max (Q ) Q = max D . 
j 3 3 j 33

But Dk . is bounded by Definitions (l;l) and (3:5)- Thus«J v
II bounded independent of n.

k k ^ k kSince c > 0  and w > 0, to minimize E c w we wish
k=l

to make each w as small as possible maintaining feasibility. 
Following Levinson [25], we shall obtain a bound on w . We 
first prove an intermediate result.

17. Lemma: In Problem Dn let |ak | < a, |K^,k| < pdn, and

[[( Q ^ ) < T] according to Definitions (5)> (l^), and 

(1:1) and Lemma (l6). Define the scalar

pn,k _ + ... . Then, omitting the superscript

6pk > a, + 2 (  2 K ? '/ P£)  - 2 xk for k . l,2,...,n.
“ * f=k+lV i=l 1J ' ni=l
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n * n-k-1 _ - n-k-1
Proof: E p* - E p“'* - E (~ r- ^X 1 +

jt=k+l 0  t=o V 8 A  8/

Mow a* + E ( E p^) - E Q* jl < a + PA E p* + T|
J «  '  »*1 J"rt‘ “  i d +1

- a + tl + P4(S^j3J)[(i + £g) - l]

/ RANn“̂  V= (a + 10 (l + ^ )  “ 5p as desired.

18. Lemma; If v \  ...,wn are feasible for Dn, and if algebraic 
conditions (2) hold, then there exists vectors v\...,vn 
feasible for Dn such that

k ^ ̂  ^ ^ ._k ^ Jc0 < v <

where is defined in Lemma (17)•
Proof: The proof is essentially the same as Levinson's

Lemma 3*1 [25, p. 78] with obvious modifications using 
our Lemma (17). A proof is included in Appendix B.

19* Lemma: If algebraic conditions (2) hold, then there exist
uniformly bounded optimal solutions for Dn.
Proof: Lemma (13) insures existence. According to Lemma (13),

n . .
each v?'k is bounded. Since cn> > 0 ,  E cn* vn*

1 k«l
< E cn,1*Vn,1C. Thus, for fixed n, if there exists an 
~  k-1



optimal solution, there exists a bounded optimal solution. 
Further,

v^ < pM . a ^ [ 1 + ^ f k < « i J [ a +

independent of n.

Now that we have shown the existence of uniformly bounded 
optimal solutions to the discrete problems Pn and Dn, we shall 
follow Grinold’ s arguments [13] to show that they converge to 
feasible solutions to P and D . We then show that these solutions 
are in fact optimal for P and D. We begin with statements of 
seme standard theorems needed subsequently.

20. Theorem (Lebesgue Convergence Theorem [30, p. 76]):
Let g be integr&ble over S and let £^^=1 be a 
sequence of measurable functions such that Jĝ l < g on S 

and gjjfc) -*■ g(x) 011 s* Ikea

f g (x)dx [ g(x)dx .
Js n s

21. Definition (Weak Star Convergence):
Let gn 6 Lw[0,T] for n - 1,2,... . Then gR -*• g in a 
weak star sense if

f(t)gn(t)dt -*■ f (t)g(t)dt for every f € L^CO,?] •
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Also, a vector-valued function converges in a weak star 
sense if each component function converges weak star.

22. Lemma (Tyndall P* 653]): Let f  L^CO^T] for
n = 1,2..... Then there exists a function g £ L [0,T] and aoo

subsequence such that g •* g (weak star).
A.

23- Lemma (Tyndall [3̂ j P* 653]): Let z11 £ L^[0,T] n = 1,2,... .
Nr -1Then there exists a vector-valued function z f  L [0,TJ and aCO

subsequence such that
t p „ t« 2 n. n 2
J z (t)dt J z (t )dt for 0 < tx < t2 < T .
1 tl

2k. Lemma: Let  ̂ +
  *2 ,2 -2
c'=*fz €LW[0,T]: [ B(t)z(t)dt < \ c(t)dt + f f K(s,t)z(s)dsdt,
p L' “ Jt1 " \  Jt *0

z(t) > 0, for every t^, tg where 0 < t^ < tg < .

t2 t2
C^={veL^[0,T]:J BT(t)w(t)dt > J a(t)dt

H  *i
^2 T ^2

+ j J KT(t,s)w(s)ds dt - J D(t)y(t)dt , 
tl t tl

*2
J yT(t)D(t)y(t)dt < t2- t1# y 6 L^[0,T] , w(t) > 0 , tl
for every t1, tg where 0 < t^ < tg <
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¥

Then (i) z € Cp if, and only if, z is feasible a.e. for P;
t

(ii) v € CD if, and only if, v is feasible a.e. for D.

Proof: The proof of (i) is the same as that for a similar
result of Tyndall [3̂ , p. 652]. The proof of (ii) is similar
and makes use of the fact that, if F(x) * J*f(t)dt,
F'(x) = f(x) a.e.. A proof appears in Appendix B.

In order to progress from the discrete problems Pn and Dn 
to the continuous problems P and D, we now define step functions 
using Definitions (5) and Lemmas (11), (13) and (15)*

m k25. Definition: For n = 1,2,..., and k ** 1, ...,n, let {z * } 
and {wn'k } be the optimal solutions to pn and Dn 
respectively. For t € let

n/•, a (t = an,k

cn(t = c“»*
Bn(t 3n'k

Qn(t = Qn,k
n,. w (t n,k w 9

n,. z (t, n,k z '
n /, x (t, ** n.k x 9

For (s,t € jn ,&

A s , t) 1
" *n
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Now that ve have shown the existence of uniformly hounded 
optimal solutions to the discrete problems Pn and Dn, we can 
use Tyndall *s "diagonal process" to extract a common subsequence 
{n.} such that there exist bounded measurable functions z, v,J
and x to which the subsequences of our step functions, that is 

p (t)} and <{x (̂t)j-, converge in a weak star sense.

26. Lemma: If condition (2) holds, then there exist functions 

z,x 6 L^[0,T] and w € L^[0,T] and a subsequence {n. )
nisuch that, using Definition (2?), z J(t) ■+• z(t),

n. n
x J(t) ■+ x(t) and w J(t) •+ w(t), all in a weak star sense
on [0,T].
Proof: We simply extend Tyndall's argument [3h, p. 653]
to the N components of xn(t) as well, using Lemmas
(10), (16), (19), and (23).

Hereafter, we shall denote the convergent common subsequences 
of functions as simply zn(t), xn(t) and wn(t).

We next show that z and w are feasible a.e. for P and
D. Grinold has shown feasibility for z using slightly different 
notation, and we need only slightly modify his argument to show 
that w is feasible also.

27. Lemma; If Regularity Conditions (l) hold, then, in Lemma (26), 
z is feasible for P a.e. on [0,T]«
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Proof: Grinold [13, App. C].

28. Lemma: Given Definitions (15) and (25) and Lemma (26), there 
exists a y(t) such that x(t) = Q(t)y(t) .

Proof: As in the proof of Lemma (1*0, consider any nondegenerate
subinterval such that all minors of Q are continuous in it.
[The continuity of each minor insures that we can further sub­
divide that interval into finitely many non-degenerate sub- 
intervals such that some submatrix of order r is non-singular 
but all submatrices of order r + 1 are singular]. Let 
I = (a,b) denote any one of these (finitely-many) subintervals 
with this latest property, and consider Q(t) on I . That is, 
the rank of Q(t) on I is r . Since Q^j(t) = (t) v^j(t)
and the eigenvectors v^ are linearly independent, = 0
on I for some N - r of the indices i . Thus the corres­
ponding H - r rows of Q are zero on I .

For n sufficiently large, we have the following:
I - (a,b)

' njj-l'n,.} 
t t

V__

1 n,k-l 1 n,k 
t t

From the definition of Q,n(t), the same N - r rows of 
Qn(t) and hence of xn(t) are zero on In .

Thus the corresponding M - r entries of x(t) must be
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zero on I eince the lengths of and [b,tn,lc] be­
come arbitrarily smal 1, for large n . Finally; since Q(t) 
has rank r on I , the conclusion follows.

29. Lemma: If Regularity Conditions (1) hold, then; in Lemma (26)
w is feasible for D a.e. on [0,T] .
Proof: Following Grinold [13, App. C] for t € (0,T), let
hn(t) = [Bn(t) - B(t)] w"(t),

T T
lf(t) = Jt+A ■ Kf**8)] vn(s)ds,and

4n(t) = xn(t)
where D(t) = QT(t)Q(t) and Q is piecewise continuous on 
[0;T] . Also let hn(T) * H^T) = q”(T) = 0 . Following 
Grinold's arguments, it is easy to see that hn(t), H^t) and 
qn(t) are bounded in norm from Definition (1:1) and the fact 
that xn € LN[0,T] and vn ? LM[0,T] . Further, Regularity00 00
Conditions (l) insure that hn(t) -*■ O , I^(t) 0 , and
qn(t)-*-0 a.e. on [0,T] . Now the feasibility of wn,'lt for
Problem Dn implies

t T T
(i) (Bn(t)) wn(t) > an(t) + wn(s)ds

- (<f(t))T A t )  ,
using the fact that, from Definition (23),
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E wn,lt = [ j V ^ t j s ) !  wn(s)ds, k = l,...,n - 1 .
£=k+1 ' Jtn,k L J

Rewriting (i) using the functions defined earlier, we have

- (q(t)) xn(t) - qn(t) .
Integrating the above inequality over [t^,tg] and then 
taking the limit as n ♦ » , we have

tg tg tg T
(ii) J BT(t)w(t)dt > J a(t)dt + J J KT(t,s)w(s)dsdt

$T(t)x(t)dt

where we have used Theorem (20) and the fact that vn(t) ■* w(t) 
and xn(t) ■+ x(t) weak star by lemma (26). Since we also

T
have [xn(t)] xn(t) < 1 , thus

t2
(iii) J £xn(t)JTxn(t) dt -> J xT(t)x(t)dt < ^ 2 * ^ 1  ' 

tx t x

Thus Lemmas (24) and (23) imply that w(t) is 
feasible a.e. on [0,T] as w(t) > 0 .

30. Lemma: If Regularity Condition (l) hold, then, in Lemma (26),
f(z) - g(w) .



Proof: The proof is again similar to that of Tyndall [3*4-],
[36] or Grinold [13]* From Theorem (12) and Remark (8) 
we have Fn(Zrl) - Gn(Wn). Thus

Therefore, in a manner similar to that in the proof of Lemma 
(29) ,weak star convergence and Regularity Conditions (l) imply

The fact that z and v are feasible for P and D only
a.e. on [0, T] is no problem.

31. Lemma: Let z and w be as in Lemma (30). Then there
exists z and v feasible on [0,T] for P and D
respectively with f(z) ■ g(v).

J^|^zn(t)) Dn(t)zn(t)J^ d t j I^zT(t)D(t)z(t) J*" dt, an 

[|cn(t)l wn(t)dt ■* [cT(t)w(t)dt. Thus f(z) *» g(w).
■*o*- J
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Proof: Let Sp be the set of measure zero where z is not
feasible for P » Define

r z(t) if t * s p 
z{t) =)

(0 if t € Sp

Then z is feasible on [0,t 3 and f(z) « f(^) •
Similarly let be the set of measure zero where w

is not feasible for D . Let a >  ja(t)| and 0 > |K(s,t) | . 
Define

r w(t) if t 4 SD ^ f  y(t) if t £ SD
w(t) = J  and y(t) = -j

[_U(t) if t e SD t o  if t € Sjj

where U(t) is the M x 1 vector with each entry equal to

u(t) = ^ exp P(^-»̂ -£2 . Then, as in Levinson [2?], U(t) is

feasible for D since 6u(t) = a + p f^u(s)ds and
f TpT(t) w(t) > 6u(t)e > a(t) + J KT(t,s) w(s)ds * Clearly we 

have f(z’) = f(z) = g(w) = g(w) as desired.
This completes the proof of Theorem (̂ ) since we have shown 

the existence of equilibium solutions which are therefore optimal 
by Theorem (2:9).



CHAPTER IV 
CONCLUDING REMARKS

Chapter I mentions several works related to this thesis*
While our work directly generalizes results of Sinha [33], Tyndall 
[3^], [35], [36] and Levinson [25], some other possible extensions 
are rather obvious.

One possibility is to attempt to use Grinold*s Algebraic and 
Boundedness Conditions [l̂ , p. 86, 88] which include our Condition 
(3:2) as a special case. There are several immediate difficulties 
with this approach. One is that our discrete non-linear forerunner 
does not possess the symmetry of the discrete linear programming 
problem stated in the Introduction* Another difficulty is that 
feasibility alone does not imply existence of optimal solutions to 
our discrete non-linear problem whereas it does imply existence 
for the discrete linear problem* Finally, in Grinold*s proof 
CU+-, Lemma 3-12] the linear structure of the objective function is 
used directly to sequentially quarantee an optimal solution.

Another possible extension is to use the latest results of 
Mond [28] which generalize Sinha*s problem [33] to convex polyhedral 
cones in complex space. The primary difficulty here apparently 
is finding suitable hypotheses to insure boundedness of the

36
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constraint sets in the discrete problems corresponding to our F,n
* _n and D .

In an effort to obtain more symmetry in the Primal and Dual 
problems, it is conceivable that one may be able to generalize 
Sinha' z problem by Including additional semldefinlte forms both in 
the dual objective function and in the primal constraint set* Of 
course, this is pure speculation*

One other formulation which has been investigated unsuccess­
fully by this author is the following:

Primal: max ?(z)
z € C.P

Dual: min g(w) 
w € CD

Here g and Cp are as in Definition (1:1) while

jJaT(t)z(t)dt - [Cf-'c s)D(s,t)z(t)dsdtJ1 
0 0 0

s)D(s,t)y(t)dsdt < 1, and

B (t)w(t) > a(t) + K (t,s)w(s)ds - D(s,t)y(s)da

This problem is appealing in several ways. In particular, it Is 
easy to show that f (z) < g(w) for z € Cp and w €. CD* Also 
this problem directly generalizes those of Tyndall and Sinha.



Further, if one defines discrete versions of this problem similar 
to Definition (3:6), these discrete problems are equivalent to 
Sinha's problems. However, if our Conditions (1) and (2) are 
assumed, there apparently is a problem in uniformly bounding 
the analogue to our x * and then passing from the discrete to 
the continuous case.



APPENDIX A

In this appendix we Indicate changes necessary to prove the re­
sults stated for the problems of Definition (1:1) rather than those 
proved in the text for the case r = 1 .

In Theorem (2:3) replace the constraint yT(t)D(t)y(t) < 1
•with yT(t)D (t)y (t) < 1 , p = 1, r , and all other terms in-P P P

r
volving only D(t)y(t) or yT(t)D(t) with I D (t)y (t) and

p=l p p
r
£ y * (t)D (t) respectively. Also in equations (ii) and (iii) 

p=l p p
the term [^T(t)D(t)z(t)]1/2 is changed to T [zT(t)D' (t)»(t)]^^ •

p=l p
These same changes are also needed in Definition (2:6-ii), Remark 
(2.7) and Theorem (2:8), while Definition (2:6-iii) is modified 
to read as follows:

*T(t)Dp(t)yp(t) = p . l, r .
Regularity Condition (3:l-ii) is extended to apply to each 

entry of each , p = 1 , r , as is Definition (3:5). Next 
the objective function of Pn in Definition (3:6) is changed to

E (aa'k)Tza'k - E E [Un'k)V’V 'k]1/2k = l p = 1 k ■ 1 p

39
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and that of in Definition (3:7) "becomes

(An)TZn I T. [(Z°)V „ Z0]1/2 . 
p » 1 k • 1 ns,p

Similarly the dual constraints of Definitions (3:6) and (3:7) are
changed in the manner prescribed above for Chapter 2, additional
superscripts notwithstanding.

In Remark (3:3), for p = 1 , . r let
i—  —

4
0... 0■ •»

•
# and *t,p • •• *

• m

......°.
where the position of H is determined by k , not p . That is,P
D^ is the k *̂1 N x N diagonal submatrix. The equivalence of the 
modified P11 and P n as well as Dn and D11 are then seen by 
rewriting the double sums over k and p as a single sum over 
CL, a  = 1, ..., nr where a = (p - 1) n + k, = £ia , and
Ya“ ^> a = (p - l) k + l, ..., pk .

In (3:15)* are ^or eac^ P = ..., r
and the constraints rewritten accordingly. In (3:16) each
1C T -It(Qp) x t p = i 3 , , . J r is bounded in norm , say by T| .

Then, in (3:17)* "the scalar pn'k = +5T̂ ) + will have the
r

desired property, again replacing the terms QTx by Z qJ x
p = 1 ̂  5

Of course in Lemma 3:19 we must again replace Tl with Tp .
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In Definition (3:25) we replace Q,n(t) and x^t) by 
Q^(t) and Xp("t) P = 1> • • •> r respectively. The diagonal process 
is extended to all x^(t) p = 1, r in (3:26) and Lemma (3:28)

iT

holds for each p = 1, ..., r . The necessary changes for the re­
mainder of Chapter 3 are obvious - - for example, defining q^(t) 
appropriately for each p * 1, r , replacing the term

r
QT(t) x(t) by Z oJ('t) x (t) * 81x1 laodifVing constraints and

p = 1
objective functions as before.



APPENDIX B

In this appendix ve present proofs for Lemmas (3 :l8) and

(3:210.

3:18 Lemma: If w , . w are feasible for D , and if Algebraic
*| ^

Conditions (3:2) hold, then there exists vectors v v
feasible for Dn such that 0 < < w^ and 0 < v^ < pk ,

Ifk = 1,..., n , i = 1, ..., M, where p is defined by Lemma 
3:17-

Proof: Consider any k, k = 1, ..., n and omit the super­
script k where possible. Let 
I = (i : < p) and I* * (i : > p) . Let

. w if i € I
v. = •} . If I* ■ jj we are done; if I* / 0
1 p if i € I’

we have 
M
E Bii vi ̂ ^ Biivi = s BiiP > b P >i=l 1 i€ I* 1J 1 iS* J

n M K
a, + E Z KT. px - Z <L x >
J M + l  i=I ij m=l

n M . , N
a. + L Z K, . v, - Z Q . x  by Lenina (3:17).
J i-k+l i-l lJ 1 m=l “

VThus v is feasible.

1*2
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3:24-{ii) Lemma: Let

Oq - (w € LM [0, T] : f 2 BT(t)v(t)dt > I 2 a(t)dt +
h  *1

t T t
J 2 J K (t, s) v(s)ds dt - J ̂ (tJyCt) dt ,
tl 11 *1

J 2 yT(t)D(t)y(t)dt < t2 - tx , y € l£[0, t], w(t) >0,

for every t ^  tg where 0 < t^ < tg < T} .

Then w € if, and only if, v is feasible a.e. for D .

Proof: If w is feasible a.e. for D, clearly w € Cjj . If
w € c£ , consider fixed, 0 < t^ < tg < T . We have

_ L -  I*2 BT(t)w(t)dt > [J 2a(t)dt +
2" 1 Vt1 2 1 ^

f 2 f^KT(t,a.) w(s)ds dt - f 2 D(t)y(t)dtl» and
Jt J

J*2 yT(t)D(t)y(t)dt < 1. 
%2 1 tx

Taking the limit as tg -*■ t^ yields the desired result (since 
t^ is arbitrary) using the fact that j^f^Jdt = f(x)

C30, p. 88] .



REFERENCES

1, Abrams, R. A., "Nonlinear Programming in Complex Space."
Ph. D* dissertation, Northwestern University, Evanston,
Illinois, (1969).

2. Abrams, R* A. and Ben-Isr&el, A., "Complex Mathematical 
Programming." Report No. 69-H, Northwestern University,
Evanston, Illinois, (1969)•

3* Abrams, R. A. and Ben-Israel, A., "On the Key Theorems of 
Tucker and Levinson for Complex Linear Inequalities."
J. Math. Anal. Appl., 29 (1970), 640-646.

4. Bellman, R,, Dynamic Programming, Princeton University Press, 
Princeton, New Jersey, (1957)-

5* Bellman, R. and Dreyfus, S., Applied Dynamic Programming, 
Princeton University Press, Princeton, New Jersey, (.19̂ 2).

6. Ben-Israel, A., "Linear Equations and Inequalities on Finite 
Dimensional Real or Complex Vector Spaces: A Unified Theory,"
J. Math. Anal. Appl., 27 (1969)» 367-309*

7* Bhatia, D., "A Note on Duality Theorem for a Nonlinear 
Programming Problem," Man. Sci., 16 (1970), 60*+-6o6.

8. Bhatia, D. and Kaul, R. N., "Nonlinear Programming in Complex 
Space," £. Math. Anal. Affpl., 28 (1969), 144-152.

9. Eisenberg, E., "Supports of a Convex Function," Bull. Amer.
Math. Soc., 68 (1962), 192-195.

10. Eisenberg, E., "Duality in Homogeneous Programming," Proc.
Amer. Math. Soc., 12 (1961), 783-707.

11. Gale, D., The Theory of Linear Economic Models, McGraw-Hill,
New York,

12. Gogia, N. K. and Gupta, R. P., "A Class of Continuous Quadratic 
Programming Problems," Unternehmensforschung, 14 (1970), 220-227.

44



45

13. Grinold, Richard C. , "Continuous Programming," Doctoral Thesis, 
University of California, Berkeley (1968).

It. Grinold, Richard C., "Symmetric Duality for Continuous Linear 
Programs," SIAM J. Appl. Math. , 18 (1970), 84-97.

15. Grinold, Richard C., "Continuous Programming, Part One: Linear 
Objectives." J. Math. Anal. Appl., 28 (1969), 32-51-

16. Grinold, Richard C., "Continuous Prograimning, Part Two:
Nonlinear Objectives." ^  Math■ Anal. Appl., 27 (1969)> 639-655.

17. Halkin, H., "Mathematical Foundations of System Optimization." 
in Topics in Optimization, G. Leitmann, ed., Academic Press,
New York,

18. Hanson, M. A. , "Duality for a Class of Infinite Programming 
Proglems." SIAM J. Appl. Math. , 16 (1968), 318-323-

19. Hanson, M. A. and Mond, B. , "Duality for Nonlinear Programming 
in Complex Space." J. Math. Anal. Appl., 28 (1969)* 52-58.

20. Hanson, M. A. and Mond, B., "A Class of Continuous Convex 
Programming Problems." J* Math. Anal. Appl. , 22 (1968), 427-437-

21. Hewitt, E. and Stromberg, K, , Real and Abstract Analysis, 
Springer-Verlag, New York, (l965)•

22. Kaul, R. N., "On Linear Inequalities in Complex Space."
Amer. Math. Monthly, 77 (1970), 956-960.

23. Larsen, A. and Polack, E., "Some Sufficiency Conditions for 
Continuous Linear Programming Problems." Electronics Research 
Laboratory Technical Report M-123, University of California, 
Berkeley, (1965)-

24. Levinson, N., "Linear Programming in Complex Space." J. Math. 
Anal. Appl., 14 (1966), 44-62.

25. Levinson, N. "A Class of Continuous Linear Programming 
Problems." J. Math. Anal. Appl. , 16 (1966), 78-83*

26. Marden, M., Geometry of Polynomials, American Mathematical 
Society, Providence, Rhode Island, (1966).

27. Mehndiratta, S . L ., "A Generalization of a Theorem of Sinha
on Supports of a Convex Function." Aust« J. of Stat., 11 (1969) * 
1-6.



k 6

28. Mond, B., "An Extension of the Transposition Theorems of 
Farkas and Eisenberg." Matft. Anal. AppI. . 32 (1970), 
559-566.

29. Mond, B., "Nonlinear Nondifferentiable Programming in Complex 
Space" in Nonlinear Programming. Rosen, J. B., Mangasarian,
0. L., and Ritter, K. (editors), Academic Press, New York, 
1970.

30. Royden, H. L., Real Analysis, MacMillan, New York, (1963)*
31. Sinha, S. M., "Stochastic Programming," Research Report No. 

22, Operations Research Center, University of California, 
Berkeley, (1963)•

32. Sinha, S. M., "An Extension of a Theorem on Supports of a 
Convex Function," Man. Sci., 12 (1966), 380-384.

33. Sinha, S. M.,"A Duality Theorem for Nonlinear Programming,” 
Man. Sci., 12 (1966), 385-390.

34. Tyndall, W. F., "A Duality Theorem for a Class of Continuous 
Linear Programming Problems," SIAM J. Appl* Math., 13 (1965)1
644 -666.

35. Tyndall, W. F., "An Extended Duality Theorem for Continuous 
Linear Programming Problems," SIAM J. Appl. Math., 15 (1967)1
129^-1298.

36. Tyndall, W. F., "On Two Duality Theorems for Continuous 
Programming Problems," J. Math. Anal. Appl., 31 (1970) 1 6-l4,


