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Abstract

The use of thin-gauge, light-weight structures in combination with the severe aero-

thermodynamic loading makes reusable hypersonic cruise vehicles prone to fluid-

thermal-structural interactions. These interactions result in surface perturbations

in the form of temperature changes and deformations that alter the stability and

eventual transition of the boundary layer. The state of the boundary layer has a

significant effect on the aerothermodynamic loads acting on a hypersonic vehicle.

The inherent relationship between boundary-layer stability, aerothermodynamic

loading, and surface conditions make the interaction between the structural re-

sponse and boundary-layer transition an important area of study in high-speed

flows.

The goal of this dissertation is to examine the interaction between boundary

layer transition and the response of aerothermally compliant structures. This is

carried out by first examining the uncoupled problems of: (1) structural deforma-

tion and temperature changes altering boundary-layer stability and (2) the bound-

ary layer state affecting structural response. For the former, the stability of bound-
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ary layers developing over geometries that typify the response of surface panels

subject to combined aerodynamic and thermal loading is numerically assessed

using linear stability theory and the linear parabolized stability equations. Nu-

merous parameters are examined including: deformation direction, deformation

location, multiple deformations in series, structural boundary condition, surface

temperature, the combined effect of Mach number and altitude, and deformation

mode shape. The deformation-induced pressure gradient alters the boundary-

layer thickness, which changes the frequency of the most-unstable disturbance.

In regions of small boundary-layer growth, the disturbance frequency modulation

resulting from a single or multiple panels deformed into the flowfield is found to

improve boundary-layer stability and potentially delay transition. For the latter,

transitional boundary-layer aerothermodynamic load models are developed and

incorporated into a fundamental aerothermoelastic code to examine the impact of

transition onset location, transition length and transitional overshoot in heat flux

and fluctuating pressure on the response of panels. Results indicate that transi-

tional fluid loading can produce larger thermal gradients, greater peak tempera-

tures, earlier flutter onset, and increased strain energy accumulation as compared

to a panel under turbulent loading. Sudden transition, with overshoot in heat flux

and fluctuating pressure, occurring near the leading edge of the panel provides the

most conservative estimate for determining the life of the structure.

Finally, the coupled interaction between boundary-layer transition and struc-

tural response is examined by enhancing the aerothermoelastic solver to allow for
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time-varying transition prediction as a function of the panel deformation and sur-

face temperature. A kriging surrogate is developed to reduce the online compu-

tational expense associated with transition prediction within an aerothermoelastic

simulation. For the configurations examined in this study, panel deformation has

a more dominant effect on boundary-layer stability than surface temperature. Al-

lowing for movement of the transition onset location results in characteristically

different panel deformations due to spatial variation in the thermal bending mo-

ment. The response of the clamped panel is more sensitive to the transition onset

location than the simply-supported panel.
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Chapter 1

Introduction and Objectives

1.1 Introduction

On June 23, 1961 Robert M. White flew the North American X-15 at Mach 5.3,

becoming the first pilot to achieve hypersonic flight [1]. It is astounding that this

milestone occurred only 57 years after the Wright Brothers’ first flight. Fifty five

years have passed since that historic day in 1961, yet sustained hypersonic flight

remains an elusive and challenging goal.

Early interest in hypersonics grew out of the necessity of returning astronauts

safely back to Earth in the late 1950s [2]. A substantial effort was focused on de-

veloping alternatives to rocket- and capsule-based access to space systems with

greater range upon reentry (i.e., higher lift-to-drag) and therefore, increased mis-

sion flexibility [2]. Specifically, the concept of a reusable, single-stage-to-orbit ve-

hicle that could take off horizontally, accelerate into orbit, reenter the atmosphere,

and land on a runway was highly desirable [1]. This desire resulted in several
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research efforts including the Dyna-Soar (X-20) program [3] from 1957 to 1963

and later the National Aerospace Plane (NASP) program [4] from 1983 to 1995.

Each program sought to develop a reusable, manned hypersonic vehicle capable

of reaching low earth orbit, using either a boost-glide system [3] or an air-breathing

engine [4]. However, due to overambitious goals the design requirements for these

programs often exceeded the state-of-the-art, ultimately resulting in their cancella-

tion.

More recent efforts have scaled back the lofty objectives of these earlier pro-

grams to explore specific technical aspects of hypersonic flight. In 1996, NASA ini-

tiated the Hyper-X program to flight-demonstrate an airframe-integrated scramjet

propulsion system operating between Mach 5 and 10 [2]. This program culmi-

nated in the first successful scramjet powered flight in 2004, in which the X-43A

achieved Mach numbers of 6.8 and 9.6 [5]. This was followed by the X-51A Wa-

verider Scramjet Engine Demonstrator program that aimed to develop technolo-

gies for scramjet engines using endothermic hydrocarbon fuel [6]. In 2013, the

X-51A sustained speeds exceeding Mach 5 for 210 seconds, setting the record for

longest air-breathing hypersonic flight [6]. In addition to these technology demon-

strators, the Hypersonic International Flight Research and Experimentation (HI-

FiRE) program was established in 2006, with the goal of gathering flight test data

to improve our understanding of fundamental hypersonic phenomena [7]. These

recent successes have rekindled the United States’ interest in developing reusable

hypersonic vehicles.
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In particular, the Air Force Research Laboratory (AFRL) seeks to enable the

development of a Mach 5 to 7 hypersonic cruise vehicle (HCV) with takeoff weight

exceeding 300,000 pounds, an unrefueled range of 2,000 nautical miles, and service

life on the order of hundreds to thousands of hours [8–11]. To help satisfy these

requirements, the vehicle will use a lifting body configuration with an airframe-

integrated propulsion system consisting of a combined cycle (turbojet and dual-

mode scramjet) engine [11–13]. Additionally, a non-ablative thin-gauge metallic

thermal protection system is desired in lieu of ablative ceramic insulation [8, 9]

for the improved serviceability, durability, and potential weight reduction [14, 15].

Several concepts for future HCVs, proposed by Boeing and DARPA, are provided

in Fig. 1.1.

For reusable HCVs, like that in Fig. 1.1, to become a reality significant advance-

ments must be made in the state-of-the-art for predicting the response and life

of the structure [8, 9]. These advancements are driven by the enhanced coupling

between the flowfield and the vehicle due to the extreme operating environment

associated with hypersonic flight. A major area of concern is the accurate deter-

mination of the aerothermodynamic loads, particularly the aerodynamic heating

and pressure. The aerodynamic heat load and peak surface temperature affect

the material strength and stiffness, result in permanent changes such as creep and

plasticity, and are required to compute the internal heat transfer in the vehicle

[8]. For high-speed flight regions of high-temperature flow are produced by vis-

cous dissipation in the boundary layer, bow shocks near stagnation regions, and
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(a) Boeing Manta 2025 [9].

(b) Lockheed concept for DARPA Falcon Program Blackswift/HTV-3X [11].

Figure 1.1: Conceptual hypersonic cruise vehicles.
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oblique shocks that impinge on the vehicle surface (i.e., shock/boundary-layer in-

teractions) [1]. The increased importance of thermal effects at hypersonic speeds

is clearly demonstrated in Fig. 1.2, in which an approximate relationship between

Mach number and the adiabatic surface temperature [16] is plotted for freestream

temperatures that span the operating altitude range of 30 to 80 km. As Mach num-

ber increases, high-temperature effects (vibrational excitation, dissociation, and

ionization) become more prominent and the flow can potentially alter the structure

through ablation and oxidation [8, 12]. Also, high-frequency pressure fluctuations

generated by turbulent motion in the boundary layer, engine excitation noise, and

shock/boundary-layer interactions impact the dynamic response [17] and fatigue

life of vehicle structures [18].

During atmospheric flight HCVs are primarily subject to fluid loading in which

the flowfield is transitioning from a laminar to a turbulent state [12]. This is a re-

sult of the boundary layer becoming more stable as flight speeds exceed Mach 4

[19] and the large trip size required to force transition in hypersonic flight [20].

While there is large uncertainty associated with the length of transition at hyper-

sonic speeds, previous studies have observed transition lengths equal to or greater

than the extent of the laminar region [21, 22]. Therefore, the boundary layer may

be transitional over the majority of a HCV. Aerodynamic heating and boundary-

layer pressure fluctuations vary significantly with the state of the boundary layer

(laminar, transitional, or turbulent). For instance, heat transfer rates for turbu-

lent boundary layers are three to eight times greater than laminar conditions [23].
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Furthermore, during transition heating rates and fluctuating pressure loads may

exceed, or overshoot, the fully turbulent values [22, 24–29]. Previous work has

found that transitional aerodynamic heating alters the natural frequencies of vehi-

cle structures, producing responses that are not bounded by laminar and turbulent

loading conditions [30]. Therefore, boundary-layer transition must be accounted

for in order to accurately predict the aerothermal environment and the response of

the structure.

The severe loading (thermal, acoustic, and mechanical) associated with hyper-

sonic flight necessitates improvements in airframe structural efficiency through the

use of unique and minimum-weight concepts [8]. However, the compliant nature

of these structures, in combination with the severe aerothermodynamic loads, re-

sults in a propensity for fluid-thermal-structural interactions (FTSI). The coupling

associated with FTSI, or aerothermoelastic (ATE) interactions, is schematically de-

picted in Fig. 1.3. The fluid interacts with the structure through the application of

aerothermodynamic loads, in the form of aerodynamic pressure (P ) and heat flux

(Q). These loads determine the structural response, which is coupled back to the

fluid through the structural dynamics (w, ẇ) and surface temperature (Tw). There

is also thermo-elastic coupling within the structure as the temperature field (T )

alters the structural mechanics.

Hypersonic FTSI, or aerothermoelasticity, has been an intermittent area of re-

search since the late 1950s. Today it remains a challenging area of study due to:

the inability to adequately replicate flight conditions in ground based facilities;
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Figure 1.3: Schematic of fluid-thermal-structural interaction.

the impracticality of extensive flight testing; and the intractability of tightly inte-

grated, computational analysis using state-of-the-art tools in all the relevant dis-

ciplines [2, 8–11, 31]. Thus, current efforts are focused on developing multidis-

ciplinary models that capture the relevant physics and the required coupling be-

tween the individual disciplines (fluid, thermal, and structural) [17, 32–38]. Previ-

ous studies on the aerothermoelastic response of hot structures indicate that peak

deformation may be on the same order as the thickness of the boundary layer

[33, 35, 39, 40], are potentially transient in nature due to fluctuating pressures from

the flow [32, 35, 41], and lead to increased spatial variation in the surface tempera-

ture [33, 39, 40]. While these studies have advanced the state-of-the-art in tractable

multidisciplinary analysis, they do not consider how the structural response im-
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pacts boundary-layer stability.

Boundary-layer stability is highly dependent on wall temperature [42, 43] and

surface geometry [43–53], both of which vary during flight for hot structure hy-

personic vehicles. As the vehicle response alters the boundary-layer state, this in

turn affects the aerothermodynamic loads acting on the vehicle. The role of tran-

sition on aerothermodynamic loading, combined with the mutual dependence of

boundary-layer stability and the surface conditions, make the potential for interac-

tion between the structural response and boundary-layer transition an important

and challenging area of study.

1.2 Literature Review

This dissertation focuses on the interaction between boundary-layer transition and

the aerothermoelastic response of surface panels on hypersonic vehicles. In order

to establish the state-of-the-art for this problem, the following areas are reviewed:

(1) boundary-layer stability analysis and transition prediction, (2) physical param-

eters that alter the stability of hypersonic boundary layers, (3) aerothermoelastic

simulation of structures in hypersonic flow, and (4) consideration of transitional

boundary layer aerothermodynamic loading for structural response prediction.
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1.2.1 Boundary-Layer Stability and Transition

1.2.1.1 History and Overview

The study of a fluid’s tendency to transition from a laminar to a turbulent state

traces back to the experiments of Osborne Reynolds [54] in the late 19th century.

In 1880, Reynolds examined the motion of water through glass pipes of various

diameter using streaks of dye. By increasing the velocity at a constant diameter,

Reynolds observed the streak transitioned from a straight line to a sinuous or tur-

bulent state above a definite value of a nondimensional grouping of the kinematic

viscosity, fluid velocity, and a length scale given by the pipe diameter (i.e., the

Reynolds number, as coined by Sommerfeld in 1908 [55]). Furthermore, Reynolds

remarked that the critical velocity, or Reynolds number, at which the flow became

turbulent was highly dependent on the disturbance environment at the pipe inlet

and irregularities in the surface of the pipe [54]. This observation led Reynolds

to the hypothesis that, “disturbances...were necessary to the existence of a state

of instability [54]” and established the notion that transition to turbulence can be

viewed as a fluid stability problem.

The first major breakthrough in boundary-layer stability theory was achieved

in the 1930s by Walter Tollmien and Hermann Schlichting who provided a theoret-

ical calculation of the indifference Reynolds number. The theoretical approach of

Tollmien and Schlichting tracks the rate of change of small disturbances that are su-
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perimposed on a laminar boundary layer [56]. The indifference Reynolds number

delineates the regions of stable and unstable disturbance growth, where the flow

will remain laminar for Reynolds numbers below the indifference value. In 1943,

Schubauer and Skramstad [57] experimentally confirmed the theory of boundary-

layer stability through examination of transitional flow over a flat plate in the 4.5

ft. wind tunnel at the National Bureau of Standards. For part of the experiment,

fixed-frequency disturbances were imposed in the boundary layer through forcing

a metal ribbon to oscillate using an electromagnet. A hot-wire anemometer was

used to see if the forced perturbations persisted downstream. By increasing the fre-

quency of the ribbon, Schubauer and Skramstad [57] were able to measure where

the imposed perturbation first appeared and disappeared at the downstream hot-

wire, and in this manner were able to compute the lower and upper branches of

the neutral stability curve. The theoretical agreement was made possible by the

low turbulence intensity (approximately 0.02%) of the wind tunnel. The turbu-

lence intensity (Tu) is defined in Eq. (1.1) as the root mean square of the velocity

fluctuations (u′,v′,w′) divided by the freestream velocity (U ).

Tu =

√
1
3
(u′2 + v′2 + w′2)

U
(1.1)

An idealized representation of the different stages of the transition process is

provided in [58] and repeated here in Fig. 1.4 for quiet, incompressible boundary-

layer flow over a flat plate. The boundary layer is initially stable and laminar near
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the leading edge of the plate. Through the process of receptivity [59], external

disturbances in the freestream (vortical, acoustic, or entropic) enter the boundary

layer and excite boundary-layer modes, such as 2-D Tollmien-Schlichting instabil-

ities (T/S waves). Further downstream the laminar flow becomes unstable as the

Tollmien-Schlichting instabilities begin to grow. Note that this stage of transition

corresponds with the output of boundary-layer stability theory in which the min-

imum Reynolds number for unstable disturbances (Recrit) is identified. As the

Tollmien-Schlichting waves grow they exhibit spanwise variation that results in

spanwise vorticity and eventually 3-D vortex breakdown. The final stage of tran-

sition is the generation of turbulent spots, that spread and interact as they convect

downstream, eventually resulting in a fully turbulent boundary layer. The illus-

tration in Fig. 1.4 highlights the distinction between stability theory and transition

prediction as the boundary layer does not exhibit turbulent characteristics until a

finite distance downstream of Recrit. However, as the initial departure from the

steady, laminar flow begins with the unstable growth of small disturbances, cor-

relations have been developed to relate the growth of disturbances to the onset of

transition. Different approaches for the assessment of boundary-layer stability and

the prediction of transition are discussed in Sections 1.2.1.2 and 1.2.1.3.

1.2.1.2 Boundary-Layer Stability Analysis

Stability analysis determines whether a boundary layer can remain laminar when

subject to a small perturbation. In other words, will the perturbation grow or de-
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Figure 1.4: Boundary-layer transition process (figure 5-28.a of [58]).
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cay either spatially or temporally? The general procedure required to formulate

the stability theory equations is independent of the flow complexity. Therefore,

the methodology will be briefly described, following the derivation in [16], for the

simplifying case of 2-D incompressible, viscous laminar flow with constant prop-

erties. First, the flow variables are decomposed as the sum of a mean component

and a small perturbation. The mean terms correspond to a solution of the Navier-

Stokes equations, for which the stability is being assessed. Assuming the only

nonzero component of the mean flow velocity field is U = U(y), the flow variables

are decomposed as:

U = Ū + u (1.2a)

V = v (1.2b)

P = P̄ + p (1.2c)

where barred terms denote the mean flow and lower case terms are the perturba-

tions. The expressions in Eq. (1.2) are substituted into the Navier-Stokes equations

and terms that are nonlinear with respect to the perturbations are neglected as they

themselves are assumed to be small. Additionally, terms involving only the mean

flow variables can be neglected as the mean flow is a solution of the Navier-Stokes

equations. Neglecting the above terms results in a linearized form of the continuity

14



and x- and y-momentum for the disturbance quantities (u, v, p):

∂u

∂x
+
∂v

∂y
= 0 (1.3)

∂u

∂t
+ Ū

∂u

∂x
+ v

∂Ū

∂y
+

1

ρ

∂p

∂x
= ν∇2u (1.4)

∂v

∂t
+ Ū

∂v

∂x
+

1

ρ

∂p

∂y
= ν∇2v (1.5)

The linearized disturbance equations [Eqs. (1.3)-(1.5)] are simplified by assuming

the perturbations are traveling waves. For this case the velocity perturbations are

described through a stream function (ψ) to reduce the number of unknowns:

ψ(x, y, t) = φ(y)ei(αx−βt) (1.6)

where φ(y) is a shape function defining the initial amplitude of the disturbance, α

is the wavenumber, and β is the frequency. For 2-D parallel flow, Squire’s theorem

states that the lowest unstable Reynolds number corresponds to a 2-D disturbance

propagating in the same direction as the base flow [58]. Representing the velocity

perturbations through the stream function and eliminating the pressure terms in

the x- and y-momentum equations reduces the disturbance equations to a fourth-

order ODE for the shape function φ(y).

(Ū − c)(φ′′ − α2φ)− Ū ′′φ = − i

αRe
(φ′′′′ − 2α2φ′′ + α4φ) (1.7)
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The velocity perturbations are assumed to vanish at infinity and at the wall to sat-

isfy the no slip condition. Therefore, the boundary conditions require that φ = 0

and φ′ = 0 at both the wall and the edge of the boundary layer. The expression in

Eq. (1.7), known as the Orr-Sommerfeld equation, is an eigenvalue problem. The

eigenfunction is the disturbance amplitude function φ(y). The eigenvalue is ei-

ther the disturbance wavenumber (α) or velocity (c = β/α) depending on whether

the spatial or temporal stability is being examined. For spatial stability, α is com-

plex where the real component corresponds to the wavenumber and the imaginary

component is an amplificaiton/damping coefficient. Note that if the viscous terms

in Eq. (1.7) are neglected the expression reduces to the Rayleigh equation:

φ′′ −
(

Ū ′′

Ū − c
+ α2

)
φ = 0 (1.8)

Through examination of Eq. (1.8) Lord Rayleigh determined that velocity profiles

with a point of inflection are unstable [16]. An example of a velocity profile that

could have an inflection point is a boundary layer with an adverse pressure gradi-

ent.

The preceding derivation of the Orr-Sommerfeld equation highlights the major

steps of any boundary-layer stability analysis: (1) the flow variables are decom-

posed as a mean and perturbation term, (2) the decomposed variables are sub-

stituted into the Navier-Stokes to obtain equations for the disturbances, (3) the

disturbance equations are often linearized, (4) the disturbance equations are sim-

16



plified by assuming the form of the disturbances, and (5) the resulting equations

are solved to assess the stability of the mean flow. Despite this common proce-

dure, different methodologies exist to assess boundary-layer stability. The various

approaches can be classified according to the assumptions made regarding the di-

mension of the mean flow and the form of the disturbances. Juniper et al. [60] pro-

vides a comparison of local, nonlocal, and global approaches that is repeated here

in Tables 1.1 and 1.2. Each approach assumes the flow variables ~q = (ρ, u, v, w, T )T

are decomposed as:

~q = q̄ + εq̂eiθ (1.9)

where q̄ defines the mean flow, εq̂eiθ is the small perturbation, and θ is a phase

function that characterizes the wavelike nature of the disturbance. The approaches

compared in Tables 1.1 and 1.2 include Linear Stability Theory (LST), the Parabo-

lized Stability Equations (PSE), Biglobal analysis, PSE-3D, and Triglobal analysis.

Table 1.1 lists the assumptions and form of the mean flow, while Table 1.2 pro-

vides the form of the assumed perturbation. The methods are listed in order of

decreasing assumptions and increasing computational expense.

The simplest and most dimensionally restrictive approach is LST, which as-

sumes the mean flow is quasi-parallel. As shown in Table 1.1, LST assumes the

streamwise and spanwise derivatives of the mean flow (q̄x, q̄z) are zero. In doing

so the mean-flow quantities that arise from the growth of the boundary layer are

neglected and the disturbance characteristics are determined by local boundary-
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Table 1.1: Basic state assumptions of linear stabil-
ity methods (adapted from [60]).

Method Assumption Basic State
LST q̄x = 0, q̄z = 0 q̄(y)
PSEa q̄x � q̄y, q̄z = 0 q̄(x∗, y)
Biglobal q̄x = 0 q̄(y, z)
PSE-3Da q̄x � q̄y,z q̄(x∗, y, z)
Triglobal none q̄(x, y, z)

a x∗ denotes slow variation in the x or stream-
wise direction.

Table 1.2: Perturbation assumptions of linear stability
methods (adapted from [60]).

Method Amplitude Function Phase Function θ
LST q̂(y) αx+ βz − ωt
PSE q̂(x∗, y)

∫
α(x∗)dx∗ + βz − ωt

Biglobal q̂(y, z) αx− ωt
PSE-3D q̂(x∗, y, z)

∫
α(x∗)dx∗ − ωt

Triglobal q̂(x, y, z) ωt

layer profiles (i.e., local approach). The Orr-Sommerfeld and Rayleigh equations

[Eqs. (1.7) and (1.8)] are specific forms of LST. In 1946, Lees and Lin [61] applied an

asymptotic form (Re → ∞) of LST to investigate the stability of 2-D compressible

flow over a flat plate. Lees and Lin [61] demonstrated that for compressible flow

Rayleigh’s inflection point criterion for inviscid instability is replaced by:

[
d

dy

(
ρ
du

dy

)]
ys

= 0 (1.10)

The expression in Eq. (1.10), termed the generalized inflection point, reveals that

the gradient of the product of density and vorticity is analogous to the curvature
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of the velocity profile for incompressible flow. Applying the chain rule to Eq. (1.10)

indicates that compressible boundary layers may be inviscidly unstable in the ab-

sence of an inflected velocity profile if the wall is cooled (i.e., ρy < 0).

In the late 1960s, Mack [62] numerically solved the LST equations for a com-

pressible boundary layer. The extensive analysis of Mack revealed additional dif-

ferences between the stability of incompressible and compressible flows, which

are thoroughly reviewed in [16, 19, 63]. The primary distinction is that when a

region of the boundary layer is supersonic, relative to the disturbance phase veloc-

ity, there exists an infinite number of neutral waves with different wavenumbers

and the same phase velocity. Analytical proof of this behavior can be obtained by

observing that the second-order compressible inviscid stability equations for the

velocity [64] and pressure [19, 64] fluctuation amplitude functions become general

wave equations when a region of supersonic relative flow exists. In supersonic and

hypersonic flow these instabilities, referred to as the higher-, Mack-, or acoustic-

modes, coexist with the Tollmien-Schlichting waves (i.e., first-mode instabilities)

observed in incompressible flow. The terminology acoustic-modes references the

fact that the neutral modes can be visualized as sound waves reflecting between

the wall and the sonic line in the boundary layer [63]. The acoustic modes are most

unstable as 2-D waves, and unlike the first-mode their stability are not governed

by the generalized inflection point [63]. The first acoustic mode (i.e., second mode)

becomes the dominant instability for Mach numbers greater than four [44]. In ad-

dition to the discovery of the acoustic-modes, Mack found that for supersonic flow
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the first-mode instability is most unstable as an oblique wave oriented at an angle

to the freestream [62]. Therefore, Squire’s theorem does not extend to compressible

boundary layers.

The PSE are a nonlocal approach that can be viewed as an extension of LST

for parallel flow with small streamwise variations (e.g., surface curvature). In Ta-

bles 1.1 and 1.2 x∗ denotes slow variation in the x or streamwise direction. The PSE

method, originally formulated by Bertolotti and Herbert in 1987, consists of a set

of nonlinear PDEs that account for mean flow nonparallelism and nonlinearity of

the disturbances [65]. The PSE are typically linearized (i.e., LPSE) such that only

mean flow nonparallelism is accounted for. Formulations of the LPSE for com-

pressible flow are provided by Bertolotti and Herbert [65] and Chang et al. [66]. As

noted by Masad and Abid [67], nonparallel effects are more pronounced on 3-D

disturbances. Thus, the LPSE are well suited to assess boundary-layer stability in

supersonic flow where the dominant instability is the oblique first-mode.

The biglobal, PSE-3D, and triglobal methods are global approaches that allow

for mean flow with multiple inhomogeneous spatial directions [60]. The biglobal

method assumes the mean flow only varies in the wall-normal and spanwise di-

rections (y, z). As indicated in Table 1.2, for the biglobal method the mean flow is

superimposed with disturbances that are periodic in time and in the streamwise

direction. The triglobal method is the least restrictive approach as no assumptions

are made regarding the dimensionality of the mean flow. However, the lack of

assumptions comes at the cost of increasing the computational expense. Theofilis
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indicates that, in general, the size of the matrices describing the local, biglobal, and

triglobal approaches are on the order of MB, GB, and TB [68]. In this dissertation,

boundary-layer stability is assessed using a compressible formulation of the LPSE

as this is the most computationally efficient approach that accounts for streamwise

variation in a 2-D mean flow. Derivation of the LPSE used in this work is provided

in Section 2.1.2.

1.2.1.3 Transition Prediction

While many methodologies exist to compute the amplification of disturbances in

a boundary layer, the prediction of transition remains a difficult task. Stetson

[69] summarizes the current state of affairs by stating that, “The relation between

boundary-layer stability and transition is not well understood” and “There is no

transition theory”. For this reason, boundary-layer transition is predicted through

empirical or semi-empirical correlations. Empirical methods correlate transition

with properties of the flowfield, such as assuming transition occurs at a constant

value of Reθ
Me

, which was applied in the initial design of the space shuttle [1]. Semi-

empirical approaches relate transition to the unstable growth of disturbances pre-

dicted through boundary-layer stability analysis.

In 1956, Smith and Gamberoni [70] and van Ingen [71] independently devel-

oped semi-empirical correlations to predict transition based off the theory of bound-

ary layer stability. Either approach relates transition to the amplification ratio of

disturbances in the boundary layer. The method in [71] was developed for the
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temporal stability of incompressible flow, where a 2-D periodic disturbance can be

expressed through its stream function as:

ψ = φ(y)eβitei(αx−βrt) (1.11)

In Eq. (1.11) the disturbance shape function is given by φ(y), α is the angular

wavenumber, and β is a complex number whose real and imaginary components

correspond to the angular frequency (βr) and the amplificaiton/damping coeffi-

cient (βi), respectively. The change in disturbance amplification, or amplification

ratio ( A
Ao

), between the time corresponding to neutral stability (to) and some later

time is given as:

A

Ao
= e

∫ t
to
βidt (1.12)

where the exponent is the amplification factor, commonly referred to as the N

factor. Through comparison of stability theory and experimental data for 2-D in-

compressible flow over a flat plate, van Ingen found that transition onset occurred

at an amplification factor of 7 to 8 and ended at 10 [71]. Jaffe et al. [72] modified

this approach for spatial stability analysis and found that aN factor of 10 provided

good agreement with transition observed in both wind-tunnel and flight tests, as

shown in Fig. 1.5. It is interesting that Schlichting correctly conjectured that the

integrated disturbance amplification would be an essential value to the transition

process [56].
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Figure 1.5: Agreement of e10 predicted transitional Reynolds number with experi-
mental data (figure 13 of [72]).
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Despite the general agreement in Fig. 1.5, Jaffe et al. [72] indicate that for a ma-

jority of the examined data the transitional N factor varies from 8 to 11. They

correctly predict that the variation in N at transition is related to the turbulence

level of the incoming flow. Mack [73] proposed that the e10 correlation should be

modified to a more general form (i.e., the eN method) where the amplification fac-

tor N varies as a function of the turbulence intensity. Using flat plate wind-tunnel

data, Mack developed the correlation in Eq. (1.13), which is valid for turbulence in-

tensities of 0.07 to 2.98 percent. Mack’s relation in Eq. (1.13) predicts a transitional

N factor of 5.5 at Tu = 0.3% . As the turbulence intensity decreases the transitional

N factor increases, achieving a value of 9 for Tu = 0.07%.

N ≈ −8.43− 2.4 lnTu (1.13)

The increase in N factor with turbulence intensity is a product of larger am-

plitude disturbances entering the boundary layer, and therefore less amplification

is required promote transition. Mack [19] has shown that if the external distur-

bance environment can be well characterized an amplitude-based transition crite-

rion should be used instead of an amplification-based approach. The amplitude-

based approach assumes transition occurs once a critical disturbance amplitude

is achieved. The amplification-based transition correlation of A
Ao

equal to a con-

stant can be interpreted as an amplitude-based approach if the neutral disturbance

amplitude (Ao) is known. Using this method, Mack accurately computed exper-
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imental trends in the transitional Reynolds number for Mach number and wall

temperature variations by accounting for wind-tunnel noise levels [19].

1.2.2 Physical Parameters that affect Hypersonic Boundary-Layer

Stability

Numerous factors influence the transition of a laminar boundary layer to a tur-

bulent state. An exhaustive list is provided by Stetson [69] and repeated in [1].

Several of the parameters include Mach number, freestream turbulence intensity,

characteristic shape of the body (e.g., planar or conical), angle of attack, mass injec-

tion/removal, surface roughness, pressure gradient, and nose bluntness. A brief

overview of how these parameters affect the stability of hypersonic boundary lay-

ers is given next.

The results in Fig. 1.6 demonstrate the effect of Mach number on boundary-

layer stability and transition. Maximum spatial amplification rates are shown for

the oblique first-mode and the 2-D second-mode in Fig. 1.6.a. The amplification

rates indicate that the first-mode instability is stabilized as the Mach number in-

creases. However, near Mach 3.7 the second-mode becomes unstable and remains

the most dominant instability mechanism at higher Mach numbers. Thus, for com-

pressible boundary layers the prominent instability mechanism varies with Mach

number and can loosely be categorized with the distinction between supersonic

and hypersonic flow. The effect of Mach number on the Reynolds number at tran-
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sition (Rex,t) is shown in Fig. 1.6.b, where the dashed lines are curve fits of the

free-flight data (shown as markers) at different unit Reynolds numbers and the

solid line is a correlation based off wind tunnel data [74]. Both the wind tun-

nel correlation and the free-flight data indicate that Rex,t initially decreases with

Mach number and achieves a minimum near Mach 3 to 4. Beyond this point Rex,t

increases with Mach number (i.e., transition moves downstream). The results in

Fig. 1.6.b also highlight the effect of the freestream turbulence intensity or flight

environment on transition. Note that the flight data generally predicts greaterRex,t

than the wind tunnel correlation at the same Mach number. Traditional (non-quiet)

wind tunnels typically predict lower transitional Reynolds numbers than that seen

in flight due to the acoustic noise generated by the turbulent boundary layer on the

nozzle wall.

Experiments on sharp cones have shown that as the angle of attack increases

transition moves rearward on the windward side and forward on the leeward side

[75]. This finding is counterintuitive as increasing the angle of attack decreases the

Mach number on the windward side of cone which based off results at zero angle

of attack should move transition forward. As with incompressible flow, first-mode

instabilities are stabilized by favorable pressure gradients and destabilized by ad-

verse pressure gradients [75]. This is a result of the dependence on the generalized

inflection point and the fuller velocity profile produced by favorable pressure gra-

dients. The experiments by Kimmel [76] in the Arnold Engineering Development

Center (AEDC) Wind Tunnel B facility at Mach 8 indicate the same trend is true for
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(a) Maximum spatial amplification rate (figure 2 of [19]).

(b) Transition Reynolds number (figure 4 of [74]).

Figure 1.6: Effect of Mach number on hypersonic boundary-layer stability and
transition.
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second-mode instabilities. Kimmel [76] performed experiments on a 7 ◦ half-angle,

sharp cone with interchangeable flared or ogive aft-bodies to examine the effect

of favorable and adverse pressure gradients on transition length. While favorable

pressure gradients delayed transition onset, the length of the transition region de-

creased compared to a cone with no pressure gradient. Nosetip bluntness has an

interesting effect of transition, commonly referred to as the “Blunt Body Paradox”.

In contrast to a sharp cone, small bluntness increases the transitional Reynolds

number while large bluntness decreases it [75]. As pointed out by Anderson [1],

the large bluntness creates a favorable pressure gradient that typically enhances

boundary-layer stability. The destabilizing effect of large bluntness is related to

the entropy layer behind the bow shock and highlights the complexity of transi-

tion prediction for compressible flow.

Of particular interest to this work is the effect of surface temperature, body cur-

vature, and surface roughness. The first two are important as a hypersonic vehicle

will heat up during flight and the surface panels will deform, altering the shape

of the structure. Insight into the effect of panel-scale deformations on boundary-

layer stability may be gained by previous work examining surface roughness if the

height of the surface perturbations have equivalent scales, relative to the boundary-

layer thickness. For this reason, the subsequent sections further examine the influ-

ence of surface temperature variations (Section 1.2.2.1) and surface perturbations

(Section 1.2.2.2) on hypersonic boundary-layer stability.
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1.2.2.1 Surface Temperature

The effect of surface temperature on the stability of hypersonic boundary layers

has been extensively examined in previous research and can broadly be catego-

rized into two areas: uniform temperature changes and localized temperature

perturbations. For incompressible flow uniform temperature changes alter the

boundary-layer stability through the point of inflection criterion, which asserts

that velocity profiles with an inflection point are unstable. A point of inflection

was proven to be a necessary condition for instability by Lord Rayleigh in the late

19th century and a sufficient condition for disturbance amplification by Tollmien in

1936 [16]. As inflected profiles are unstable, increasing the curvature of the velocity

profile at the wall (i.e., making the boundary layer fuller) improves stability. An

expression for the curvature of the velocity profile at the wall of an impermeable

flat plate is provided in Eq. (1.14) assuming incompressible flow.

d2u

dy2

∣∣∣∣
w

= − 1

µw

(
dµ

dT

dT

dy

∣∣∣∣
w

du

dy

∣∣∣∣
w

)
(1.14)

Making the curvature at the wall more negative coincides with a fuller, more stable

boundary layer. For gas in which viscosity increases with temperature the curva-

ture becomes more negative as the wall is cooled (dT
dy

∣∣
w
> 0).

For compressible flow wall cooling stabilizes 2-D and oblique first-mode insta-

bilities. This was shown theoretically by Lees [77] through the asymptotic behavior
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of 2-D disturbances at large Reynolds numbers and later by Mack [19, 62] through

numerical solution of the LST equations, assuming both 2-D and 3-D sinusoidal

disturbances. The stabilizing effect of wall cooling on a compressible boundary

layer seems intuitive as it increases the density, which thins the boundary layer

and makes the velocity profile fuller [67]. However, the acoustic modes are desta-

bilized by wall cooling [62]. Unlike the first mode, instability of the higher modes

does not require a generalized inflection point, only a region of supersonic flow

[19]. Therefore, techniques to improve stability through making the velocity profile

fuller (e.g., favorable pressure gradients or suction) cannot be expected to stabilize

Mack-mode instabilities. The first experimental evidence of the destabilizing effect

of wall cooling on a hypersonic boundary layer was provided by Demetriades [78]

for Mach 8 flow past a 5 ◦ half-angle cone in the AEDC Wind Tunnel B facility. In

1992, Stetson and Kimmel [79] also observed the destabilization of second-mode

waves and the stabilization of first-mode waves with wall cooling.

The impact of wall cooling on the predicted transition onset location for a hy-

personic boundary layer is depicted in Fig. 1.7 in terms of the Reynolds number

corresponding to N = 9. The results in Fig. 1.7 clearly show that the oblique first-

mode is stabilized and the 2-D second-mode is destabilized as the wall temper-

ature decreases. The red arrows highlight the movement of the transition onset

as the wall is cooled assuming the first-mode is the dominant transition mecha-

nism at the adiabatic wall temperature. The arrows indicate that as the surface is

cooled the transition onset initially moves downstream. However, further cooling
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(Tw/Tad < 0.75) amplifies the 2-D second-mode to the extent where it results in

transition, causing the onset location to move upstream. The first-mode stabiliza-

tion and second-mode destabilization provides an explanation for experimental

observations of transition reversal with wall cooling [67].

Figure 1.7: Movement of predicted transition location with wall cooling at M∞ =
5, T∞ = 300 K (adapted from figure 11.a of [67]).

In addition to uniform temperature changes, the effect of localized heating and

cooling has also been examined. For the application of hypersonic vehicles, local-

ized temperature changes may arise at the interface of TPS elements with different

material properties (i.e., conductivity and emissivity). Additionally, aerothermoe-

lastically induced deformation can result in thermal gradients along the surface.
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Therefore, it is important to understand how local changes in the surface temper-

ature can alter the stability of the boundary layer. Previous works by Dovgal et

al. [80] and Masad and Nayfeh [81] demonstrate that localized heating strips can

stabilize subsonic boundary layers. Note that uniform surface heating produces

the opposite effect. Masad and Nayfeh [81] explain that the stabilizing effect of the

localized heating is due to the temperature of the fluid increasing over the strip.

As the fluid convects downstream of the strip it “sees” a relatively cooler surface,

which has a stabilizing effect on Tollmien-Schlichting waves. The stabilizing effect

of heating strips extend to compressible boundary layers as first-mode waves are

stabilized by wall cooling in the supersonic regime. This was demonstrated in the

theoretical work of Masad and Abid [67], who found that placement of a heating

strip near the leading edge of a flat plate stabilizes oblique first-mode waves at

Mach 3.5. Based on their results, Masad and Abid conjecture that a cooling strip

would stabilize the boundary layer of a flow in which transition is dominated by

second-mode instabilities [67].

In regard to second-mode instabilities, a recent study by Fedorov et al. [82] ex-

amined the effect of localized heating and cooling on boundary-layer stability of

Mach 6 flow past a 7 ◦ half-angle, sharp cone at zero angle of attack. The analy-

sis in [82] consists of both experiments, conducted in the Institute of Theoretical

and Applied Mechanics (ITAM) Tranzit-M wind tunnel, and numerical computa-

tions in the form of LST analysis using the eN method to estimate transition onset

and DNS of 2-D disturbances propagating through the boundary layer. The re-
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sults indicate that LST computations of the second-mode amplification rates are

in agreement with DNS solutions that account for nonparallel flow effects result-

ing from the localized temperature variation. Also, localized cooling was found to

decrease the second-mode amplitude and delay transition while localized heating

had an opposite, and less pronounced, effect [82]. Fedorov et al. [82] conclude that

one of the dominant mechanisms leading to this effect is the streamwise alteration

of the boundary-layer thickness due to the change in wall temperature. Over the

localized region of cooling the density increases, thereby decreasing the boundary-

layer thickness. Downstream of the cooling region the boundary-layer thickness

rapidly increases and approaches the uncooled distribution. The rapid boundary-

layer growth narrows down the instability regions for certain fixed-frequency dis-

turbances, decreasing the distance over which their spatial amplification is inte-

grated, resulting in smaller N factors and delayed transition. Soudakov et al. [83]

examined the effect of temperature jumps on the boundary-layer stability of Mach

6 flow over a flat plate using DNS. Their analysis also indicates that the effect of

the temperature jump on boundary-layer stability is related to the modification on

the boundary-layer thickness. For example, a sudden increase in the wall temper-

ature thickens the boundary layer and creates compression waves. Conversely, a

sudden decrease in temperature thins the boundary layer and results in expansion

waves.
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1.2.2.2 Surface Perturbations

The effect of surface roughness, in the form of both discrete/isolated and dis-

tributed elements, has also been extensively examined in previous works [43, 84,

85]. Isolated roughness includes both 2-D/axisymmetric (i.e., ridges, trenches, and

trip wires) and 3-D (i.e., steps, gaps, and rivets) geometries. Distributed roughness

typically refers to three-dimensional patterns such as that resulting from ablation

or surface finishing [43]. A majority of the research on roughness is focused on

examining its potential to serve as a laminar boundary layer trip and determining

the maximum allowable roughness height that does not alter the naturally occur-

ring transition onset location [86, 87]. However, several studies suggest that the

proper application of roughness can potentially delay transition onset.

The ability to delay boundary-layer transition through surface roughness was

observed as early as 1959 by James [88], who reported that for a given Mach num-

ber an optimum 2-D distributed roughness height exists that extends the laminar

region of the flow beyond that occurring for a smooth geometry. Similarly, Hol-

loway and Sterrett [89] observed a slight delay in transition for spherical rough-

ness elements with height less than the boundary-layer thickness at Mach 6. More

recently, Saric has demonstrated the ability to delay transition through carefully

designed distributed roughness in both subsonic [90] and supersonic [91] flow.

In regard to hypersonic flow, several recent studies indicate that 2-D roughness

(discrete and distributed) may delay transition. Through experimental examina-
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tion of a 2-D wavy-wall roughness pattern in Mach 7.1 flow, Fujii observed de-

layed transition when the roughness wavelength was roughly equal to that of the

most unstable second-mode [48]. Marxen et al. [49] numerically investigated the

effect of a 2-D roughness element on disturbance growth at Mach 4.8 and found

that, downstream of the roughness element, high frequency second-mode distur-

bances were stabilized while low frequencies were amplified. A similar effect was

reported by Bountin et al. [50] for Mach 6 flow past a 2-D wavy wall with cav-

ity depth on the order of the boundary-layer thickness. Recent work by Duan et

al. [51] and Fong et al. [52] at UCLA suggests that the stabilizing or destabilizing

influence of an isolated roughness element is related to the synchronization point

of the slow (Mode S) and fast (Mode F) disturbance modes. Specifically, when the

roughness is placed at the synchronization point of a particular frequency, distur-

bances at higher frequencies are damped while lower frequencies are amplified.

The increased amplification of frequencies lower than that of the synchronization

point at the roughness location has recently been observed by Tang et al. [92] for

flow past an isolated roughness element in the 120 mm Mach 6 quiet tunnel at

Peking University. Motivated by the theoretical work of Zhong’s research group

at UCLA [51, 52], experiments were carried out on a flared cone with six elliptic

roughness strips in the Boeing/AFOSR Mach-6 Quiet Tunnel at Purdue Univer-

sity [53]. The first roughness strip was placed downstream of the synchronization

point corresponding to the most unstable disturbance frequency of 285 kHz. The

experimental results clearly show that, with application of the roughness strips,
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the 285 kHz disturbance is completely damped.

In regard to large-scale surface topology variations, previous studies have ex-

amined how aerothermoelastic effects, such as thermally induced deformations,

can augment aerothermal loads [40, 93] and impact boundary-layer transition [94].

Glass and Hunt [40, 93] performed aerothermal tests on rigid, spherical dome pro-

tuberances mounted on a flat plate at Mach 6.5 in the NASA Langley 8 ft. High

Temperature Tunnel. The tests were conducted in order to investigate aerothermal

load augmentation for dome protuberances typical of bowed TPS tiles [93]. For a

dome height of 0.1 in., representative of a bowed metallic TPS tile, the integrated

heat load increased by less than 15 percent [40]. Berry et al. [94] examined how

the expected bowing of metallic TPS panels could effect boundary-layer transition

on the X-33 flight vehicle. Through wind-tunnel testing of X-33 configurations,

Berry et al. [94] concluded that a 3-D array of bowed panels was less effective at

forcing transition onset than discrete roughness. In addition, Johnson et al. [95]

performed a LPSE-based shape optimization of an axisymmetric slender body and

a 3-D blunted delta-body geometry to either delay or promote transition.

1.2.3 Aerothermoelastic Response of Structures in Hypersonic Flow

Accounting for aerothermoelastic effects is essential to the design and structural

life prediction of hypersonic vehicles. In terms of life prediction, the extreme

heating and pressure can lead to bowing or flutter of TPS panels that alters the
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aerothermal loading, thereby changing the expected creep deformation and fatigue

life [8]. From a design perspective, the aerothermoelastic response of individual

components of a hypersonic vehicle can alter the overall performance due to the

tightly-integrated subsystems (e.g., airframe-integrated scramjets). A comprehen-

sive review of the theoretical, computational, and experimental efforts to examine

hypersonic aerothermoelasticity is provided by McNamara and Friedmann [31].

1.2.3.1 Experiments

Properly scaling the individual disciplines (fluid, thermal, and structural) makes

it challenging to reproduce the aerothermoelastic behavior of hypersonic vehicles

in experimental facilities. Dugundji and Calligeros [96] provide the similarity pa-

rameters of the aerothermoelastic problem for Mach numbers less than 3.5 and

temperatures up to 811 K. Their analysis indicates that if the experimental model

is constructed using the vehicle material and air is the test gas similarity is only sat-

isfied for a scaling ratio of one. However, the similarity parameters are less restric-

tive for simplified experimental models such as the behavior of a wing structure,

thin solid plate, and panel flutter [96]. If similarity can not be obtained Dugundji

and Calligeros [96] suggest that the aerothermal loads can be estimated in advance

and artificially applied to the structure (“incomplete aerothermoelastic” testing),

or “restricted purpose” models that examine specific aspects of the aerothermoe-

lastic coupling can be used.

Previous aeroelastic and aerothermoelastic experiments have examined the re-
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sponse of panels in order to satisfy similarity on scaled models. Dixon et al. [97]

examined the effect of thermal stress and buckling, induced by aerodynamic heat-

ing, on the flutter behavior of skin-stiffened multibay aluminum panels at Mach 3

in the NASA Langley 9×6 ft. thermal structures tunnel. The tests were conducted

for a range of dynamic pressure (1500-5000 psf), stagnation temperature (300-655

◦F), and for different panel thickness. The results indicate that as the surface tem-

perature increases, flat panels become more prone to flutter. However, the trend is

reversed for thermally buckled panels as further increase in temperature stiffens

the panel. In a similar experiment, Guy and Bohon [98] examined the effect of aero-

dynamic heating on the flutter behavior of aluminum and steel multibay panels, as

well as an X-15 vertical-stabilizer panel, in the same facility as [97]. For a flat panel

an increase in the thickness is required to prevent flutter with increasing surface

temperature. The reverse of this trend is true if the panel is thermally buckled.

Interestingly, the flutter boundary of the flat steel panel is largely unaffected by

aerodynamic heating. Differences between the aluminum and steel response were

attributed to variations in the edge restraints, stress ratios, and pressure differen-

tials on the panels [97]. Dowell and Voss [99] performed flutter experiments on

clamped rectangular, isotropic panels at Mach numbers of 1 to 5 and found good

agreement with theoretical predictions provided the Mach number or length-to-

width ratio of the panel was large. While this was an aeroelastic study the effect of

thermally induced stresses was examined, and temperature differentials of the or-

der of 5 ◦F were found to significantly affect the panel frequencies and mode shapes
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[99]. Recently, an aerothermoelastic experiment was conducted in the AFRL RC-

19 wind tunnel to examine the response of an aircraft-like panel subject to Mach

2 flow and an impinging shock [100]. Using high-speed pressure sensitive paint

and 3-D digital image correlation, the first simultaneous measurements of full-field

dynamic pressure and structural response were obtained.

1.2.3.2 Computational Analysis

The challenges associated with experiments and the expense of flight tests moti-

vates the need for computational analysis of aerothermoelastic effects in hyper-

sonic flow. One approach is to use high-fidelity solvers for each of the disciplines

(fluid, thermal, and structural). Ostoich et al. [37, 38] examined the coupled fluid-

thermal [37] and fluid-structural [38] response of metallic panels in high-speed

flow through direct numerical simulation (DNS) of the compressible Navier-Stokes

equations for a thermally perfect gas and finite element solvers for the heat con-

duction and structural dynamics. The difficulties associated with high-fidelity

aerothermoelastic simulations are addressed in [37, 38]: (1) the fluid, structural,

and thermal physics have disparate time scales and (2) the memory/computational-

expense required to resolve the length scales of turbulent motion limits DNS to

relatively low Reynolds numbers. Note that the disparate time scales necessitate

small time steps to capture the fluid behavior over long time records associated

with the thermal response. This is an additional challenge that is inherent to the

problem because of the thermal and material response. The path-dependent na-
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ture of structures in hypersonic flow is demonstrated through the change in flutter

behavior with increasing surface temperature and state of the panel (i.e., flat or

thermally buckled) reported in [97, 98]. During flight the structure is continuously

evolving due to aerodynamic heating, aerothermoelastic effects, and material evo-

lution. Therefore, accurately predicting the structural response may require a cou-

pled analysis over an entire trajectory or mission.

Previous work has employed alternatives to high-fidelity solvers for computa-

tionally tractable, long-time record aerothermoelastic simulation. One approach is

to use low-fidelity, theoretical approximations to model one, or several, of the dis-

ciplines. Culler and McNamara assessed the aerothermoelastic behavior of panel

structures in hypersonic flow by coupling unsteady theoretical and semi-empirical

aerothermodynamic models to either theoretical [33] or finite element [101] ther-

mal and structural models. The mutual coupling between the structural deforma-

tion and aerodynamic heating is found to reduce the flutter boundary and predict

local regions where material temperature limits may be exceeded [33]. Addition-

ally, the importance of the two-way interaction is related to the structural bound-

ary condition through the resistance to in-plane expansion [101]. Other work has

focused on the development of analytical models to assess how aspects of the

physics that are not accounted for by low-fidelity theoretical approaches can alter

the response of surface panels. Previous studies have examined the importance of

temporally random fluctuating pressure loading, reminiscent of that in a turbulent

boundary layer [17, 35]. Inclusion of a spatially uniform pressure fluctuation was
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found to significantly reduce the flutter onset time [35]. Deshmukh et al. [17] found

the spatially uniform assumption to be overly conservative through the use of ran-

dom and semi-empirical models for the spatial variation in turbulent boundary-

layer pressure fluctuation. Furthermore, the magnitude of the pressure fluctuation

is found to increase with panel inclination and decrease with surface temperature.

In a recent work, Lafontaine et al. [102] examined the effect of material plasticity

on the structural response and life prediction of a panel subject to multiple loading

cycles by incorporating a nonlinear strain hardening law into an aerothermoelas-

tic framework. Plastic deformation was shown to increase the natural frequencies

while simultaneously decreasing the frequency of the flutter behavior during the

limit cycle oscillation of the panel.

Another means to account for the relevant physics while remaining computa-

tionally tractable is through developing reduced-order models (ROMs) from the

high-fidelity (CFD/FEM) solvers. Common approaches for constructing CFD-

based aerodynamic models [proper orthogonal decomposition (POD), Volterra se-

ries, and surrogates] seek to extract the relevant features of a system from a lim-

ited number of full-order flow solutions [31]. McNamara et al. [103] enhanced

an inviscid aerodynamic pressure model, piston theory, using a steady-state CFD

surrogate to account for the effective body shape of a double-wedge airfoil due

to the boundary layer. This approach was later used to compute the long-time-

record, dynamic aerothermoelastic response of a 2-D skin panel [104] and a 3-D

control surface [105]. In both [104, 105] kriging surrogates for the aerodynamic
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heating and pressure loads are developed from steady-state CFD solutions. For

the heat flux surrogates surface temperature is parameterized using second- and

third-order polynomials. Brouwer et al. [106] recently developed a local piston

theory approach that accounts for externally generated flow discontinuities for the

analysis of an oblique shock impinging on 2-D and 3-D flexible panels. The lo-

cal flow properties are obtained from a steady-state CFD surrogate. Current uses

of steady-state CFD kriging surrogates include the prediction of pressure on full-

scale supersonic and hypersonic munitions accounting for varying angle-of-attack,

side-slip angle, altitude range, wall temperature, and vehicle deformation [107].

Crowell et al. [108] developed a novel CFD-based surrogate approach to predict

aerodynamic heat flux without a priori knowledge of the surface temperature pro-

file. The surrogate was constructed from steady-state CFD flow solutions obtained

at various surface deformations and uniform wall temperatures. Thermal gradi-

ents are accounted for using a correction term based on the analytical solution for

the aerodynamic heating in a compressible, laminar boundary layer. Heat flux

predictions were within 6.5 percent of the full-order CFD solutions for the cases

examined [108]. The development of ROMs for solution of the thermal-structural

problem has been addressed in prior work. Falkiewicz and Cesnik [109] found

good agreement between a POD-based ROM and finite element analysis for solu-

tion of the transient heat transfer on a representative hypersonic vehicle control

surface model. An extensive review of indirect methods for ROM construction

to predict the response of geometrically nonlinear structures is provided in [110].
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Indirect implies the ROMs are constructed using only standard output from FEM

computations making these methods compatible with commercial FEM solvers.

Perez et al. [36] developed thermoelastic ROMs for the geometrically nonlinear re-

sponse heated structures. The ROM approach employed a modal-type expansion

of both displacement and temperature in the undeformed, unheated configura-

tion. The ROMs were validated for two structural models (isotropic beam and a

functionally graded material panel) subject to a wide range of thermal and acous-

tic loads. The ROM predicted temperatures and displacements were in excellent

agreement with finite element analysis [36].

The above discussion highlights progress made in the computational analy-

sis of the aerothermoelastic response of structures in high-speed flow. The im-

portance of coupling between the individual disciplines and of the oft neglected

physics, such as turbulent boundary-layer pressure fluctuations and material plas-

ticity, have been addressed. Efforts to provide computationally tractable, high-

fidelity aerothermoelastic simulation frameworks through the use of analytical-

and reduced-order- modeling has been discussed. One aspect of hypersonic flight

that has been neglected in the reviewed literature is boundary-layer transition,

which can introduce significant uncertainty in the aerothermodynamic loads act-

ing on a hypersonic vehicle.
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1.2.4 Potential Impact of Transitional Boundary Layer on Struc-

tural Response

The transition to turbulence is associated with both global and local changes to

the aerothermodynamic loads (heat flux, skin friction, fluctuating pressure) acting

on an aircraft. Globally, each of the aforementioned aerothermodynamic loads in-

crease as the flow transitions from laminar to turbulent. This is evident for skin

friction through comparison of the laminar Blasius solution (pp. 235 of [58]) and

the turbulent Schultz-Grunow formula [111] for a flat plate boundary layer [pro-

vided in Eq. (2.35)]. The heat flux follows a similar trend as it is related to the skin

friction coefficient through the Reynolds analogy [58]. Additionally, numerous

studies have shown the RMS of the fluctuating pressure rises significantly from

laminar to turbulent flow [27, 28, 112]. Locally, throughout the transitional region

these loads can exceed or overshoot the fully turbulent values. The overshoot in

heat flux has been experimentally observed in the Calspan-University at Buffalo

Research Center (CUBRC) large energy national shock (LENS I) hypervelocity re-

flected shock tunnel at Mach 6.5 and 7.2 [25]. Also, experiments on a flared cone

geometry in the Boeing/AFOSR Mach 6 Quiet Tunnel (BAM6QT) at Purdue Uni-

versity have observed a hot-cold-hot phenomenon in which streaks of increased

temperature occur on the cone followed by a decrease to near laminar levels [113].

DNS of Mach 6 flow over both a flat plate [26] and a flared cone [114, 115] indicate

that the overshoot in heat flux and skin friction can result from first-mode oblique
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breakdown, which generates steady streamwise vortices that produce regions of

high and low momentum and heat transfer.

As noted by Reshotko [116], the primary design consideration for vehicles op-

erating above Mach 3 is reducing the aerodynamic heating in order to avoid the

need of an active cooling system (i.e., additional weight). Therefore, accurate de-

termination of the boundary-layer state is essential to the design of hypersonic

vehicles. The importance of accurately predicting hypersonic boundary-layer tran-

sition is well established. In 1992, a Defense Science Board review of the National

Aerospace Plane (NASP) program determined that increased confidence in the pre-

diction of boundary-layer transition was of paramount importance to the NASP

program [20]. In 2003, a Boeing Technical Fellowship Advisory Board on hyper-

sonics identified boundary-layer transition prediction as one of the enabling tech-

nologies in the development of hypersonic systems [20]. Moreover, the geometry

of the Hyper-X program X-43 vehicle was modified to ensure first-mode Tollmien-

Schlichting waves, which can be controlled by wall cooling, were the dominant

instability mechanism [116].

Despite the recognized importance of boundary-layer transition, limited re-

search has accounted for transition in the aerothermoelastic response of structures

on high-speed aircraft. To the best of the author’s knowledge, beyond the present

study only Lamorte and Friedmann [30] have included transition in an aerother-

moelastic simulation. In [30] the effect of the transition location on the aerother-

moelastic stability of a 3-D wing structure, resembling that of the Lockheed F-104
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Starfighter, is examined. Transition is incorporated by combining laminar and tur-

bulent CFD predictions of the aerodynamic heat flux about a prescribed transition

point. Lamorte and Friedmann [30] found that transitional heating alters the nat-

ural frequencies of the structure, producing responses that are not bounded by

laminar and turbulent loading conditions. While [30] establishes the importance

of accounting for transitional flow, the problem of transitional overshoot was not

considered.

1.3 Objectives of this Dissertation

From the preceding literature review, it is evident that the stability and transi-

tion of hypersonic boundary layers are sensitive to changes in both the surface

geometry and wall temperature. In addition, the response of structural compo-

nents of hypersonic vehicles (e.g., wings or surface panels) are strongly depen-

dent on the boundary-layer state. Despite this interdependence, limited work

has examined: (1) the effect of large-scale surface deformations and temperature

changes on boundary-layer stability and (2) the impact of transitional boundary-

layer aerothermodynamic loading on structural response prediction. Thus, the

objective of this dissertation is to examine the interaction between boundary-layer

transition and the aerothermoelastic response of aerothermally compliant struc-

tures in high-speed flows. The specific objectives are:

(1) Assess the stability of boundary layers developing over large-scale, 2-D vary-
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ing surface topologies resembling the expected aerothermoelastic response of

hypersonic vehicle surface panels.

(2) Develop and assess transitional boundary-layer aerothermodynamic load mod-

els.

(3) Examine the effects of transitional fluid loading on the thermostructural re-

sponse of a representative hypersonic vehicle panel.

(4) Enhance an existing aerothermoelastic framework by incorporating a bound-

ary layer transition prediction capability such that transition onset can vary

in time as a function of the structural response.

(5) Compare panel responses obtained assuming the region of transitional fluid

loading is uncoupled (fixed) or fully-coupled (time-varying) to the state of

the structure.

(6) Identify aspects of the interaction that introduce uncertainty in the prediction

of boundary-layer transition and the aerothermoelastic response of struc-

tures.

Note that objectives (1) to (3) examine the interaction between boundary-layer

transition and structural response in an uncoupled sense. The coupled problem

is considered in objectives (4) and (5).

The remainder of this dissertation is organized as follows: the computational

tools used to assess the interaction between aerothermally compliant structures
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and boundary-layer transition are described in Chapter 2; the impact of structural

deformation and temperature changes on boundary-layer stability is addressed

in Chapter 3; variations in the aerothermoelastic response of a panel subject to

laminar, turbulent, or prescribed transitional loading are presented in Chapter 4; a

surrogate developed to predict boundary-layer transition is described in Chapter 5

along with panel responses obtained assuming the transition region is uncoupled

or coupled to the state of the structure; and the principal conclusions and sug-

gested future work are discussed in Chapter 6.

1.4 Key Novel Contributions of this Dissertation

The principal contributions of this dissertation are summarized as follows:

1. Identification of the potential for a series of 2-D panels buckled into the

flow to delay boundary-layer transition. The stabilizing effect results from

the deformation-induced pressure gradient, which alters the boundary-layer

thickness, thereby changing the frequency of the most-unstable second-mode

instability. Furthermore, a series of 2-D panels buckled out of the flowfield

can promote transition through the repeated excitation of highly amplified,

low-frequency disturbances.

2. Development of transitional boundary-layer heat flux and fluctuating pres-

sure load models that account for the aerothermodynamic loads locally ex-

ceeding, or overshooting, the fully turbulent values during transition.
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3. Demonstration that the turbulent flow assumption does not provide a con-

servative estimate for determining the life of a surface panel, as transition

with overshoot can result in earlier flutter onset and higher strain energy ac-

cumulation.

4. Development of a surrogate model, based on the linear PSE analysis of steady-

state CFD solutions, for prediction of the boundary-layer transition onset lo-

cation as a function of the deformation and wall temperature of a surface

panel.

5. Development of an aerothermoelastic framework that accounts for the inter-

action between boundary-layer transition and the thermostructural response

of a representative hypersonic vehicle surface panel.

6. Identification of the importance of transition onset location in relation to the

temperature-dependent material properties, thermal bending moment, and

structural boundary conditions.

7. Assessment of the interaction between boundary-layer transition and the

state of the structure on the predicted aerothermoelastic response of a rep-

resentative hypersonic vehicle surface panel.
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Chapter 2

Computational Tools and Models

Assessment of the interaction between aerothermally compliant structures and

boundary-layer transition required the utilization, modification, and development

of several computational tools and models. The individual software and models

used in this work are described in detail in the subsequent sections.

2.1 STABL

The STABL software suite is a boundary-layer stability and transition analysis tool

that incorporates grid generation, a 2-D/axisymmetric laminar flow solver based

on the finite volume Data-Parallel-Line Relaxation (DPLR) method [117], mean

flow analysis tools [118], and PSE-Chem [23, 117, 118] which uses linear stability

theory (LST) and the linear Parabolized Stability Equations (LPSE) to assess the

stability of the boundary layer. Transition is predicted using the semi-empirical

eN correlation method [23]. The approach requires an experimentally determined
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value of the integrated disturbance amplification rate N at which transition occurs

for a specific system. A number of experiments have found N factors at transition

ranging from 8 to 11 (sometimes even higher [119]) for smooth bodies in quiet flow

and smaller values of approximately 5.5 in many cases for noisier environments

such as non-quiet wind tunnels [23]. STABL has been extensively assessed in the

analysis of many 2-D problems [23, 119, 120] and is found to provide an adequate

prediction of boundary-layer stability characteristics and transition through the eN

method [120, 121].

2.1.1 DPLR Mean Flow Solver

The DPLR CFD solver provided in STABL solves the fully laminar Navier-Stokes

equations, where the DPLR method allows the solver to be run in parallel. For this

work, solution of the Navier-Stokes is obtained using a second-order accurate up-

wind MUSCL scheme for primitive variable reconstruction. The fluid is assumed

to be calorically perfect air with a specific heat ratio of 1.4. A blended viscosity law,

containing Sutherland and Blottner models, is used to compute the temperature-

dependent viscosity. Thermal conductivity is computed using Eucken’s relation

[23]. The Prandtl number is approximately 0.74 for the range of freestream tem-

peratures (216.7-231.2 K) considered.

For the geometries examined in this work, the computational domain resem-

bles that shown in Fig. 2.1, where the lower surface is inclined to the required
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wedge half-angle and the upper surface is specified to capture the oblique shock.

Each mesh is created using a FORTRAN script that makes use of STABL’s mesh

generation subroutines, a displacement map of the deformation, and the panel lo-

cation along the wedge. Cells are clustered near the lower surface of the grid and

exponentially stretched to the top surface to resolve the boundary layer while min-

imizing the cell count. Additionally, hyperbolic cell spacing is used to cluster cells

near the leading edge of the wedge.

Figure 2.1: Shadowgraph highlighting flow modification due to surface deforma-
tion in hypersonic flow.

2.1.2 PSE-Chem: Boundary-Layer Stability Analysis

Both LST and LPSE analyses are derived by representing the instantaneous flow

variables in the Navier-Stokes equations as the sum of a mean and disturbance

component. Subtracting out the mean components that satisfy the Navier-Stokes

equations and neglecting terms that are nonlinear with respect to the disturbances,

results in the system of second-order PDE’s in Eq. (2.1) where φ is the vector of
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disturbances quantities defined in Eq. (2.2).

Γ
∂φ

∂t
+ A

∂φ

∂x
+B

∂φ

∂y
+ C

∂φ

∂z
+Dφ+ Vxx

∂2φ

∂x2
+ Vyy

∂2φ

∂y2

+Vzz
∂2φ

∂z2
+ Vxy

∂2φ

∂x∂y
+ Vxz

∂2φ

∂x∂z
+ Vyz

∂2φ

∂y∂z
= 0

(2.1)

φ = (ρ
′

1, ρ
′

2, ..., ρ
′

ns, u
′
, v
′
, w
′
, T
′
, T
′

v)
T (2.2)

The notation in Eq. (2.1) is consistent with that of Johnson [122], which follows

the compressible LPSE formulation of Chang et al. [66]. The elements of the Jaco-

bian matrices Γ, A, B, C, D, Vxx, Vyy, Vzz, Vxy, Vxz, and Vyz in Eq. (2.1) only depend

on the mean flow variables and their derivatives, obtained from the DPLR mean

flow solver. The formulation of the disturbance equations in STABL can describe

the stability of gas flow in thermal and chemical nonequilibrium, as shown by the

multi-species densities “ns” and the vibrational temperature T ′v in Eq. (2.2). This

analysis employs the term “hypersonic” in a similar manner to [44] where the lo-

cal Mach number is high enough for second-mode instabilities to be dominant and

small enough to neglect real-gas effects. Fedorov and Khokhlov define this range

as Mach 4 to 10 [44]. Therefore, for the results presented in this work, the gas

is assumed to be calorically perfect air. This assumption provides a conservative

estimate for transition prediction as real-gas effects have been shown to have a

stabilizing influence on the boundary layer [123]. The equations are parabolized

according to the method of Herbert [124], which assumes disturbances consist of a
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fast-oscillatory wave part and a slowly-varying shape function:

φ = χ(x, y)ei(kz−ωt) (2.3)

Where k is the real spanwise wavenumber and, for the spatial stability problem,

ω is the real frequency. Specifying the spanwise wavenumber and frequency as

real numbers corresponds to disturbance waves that are periodic in time and the

spanwise direction. Substituting Eq. (2.3) into Eq. (2.1) reduces the linearized dis-

turbance equations to:

˜̃A
∂φ

∂x
+ ˜̃B

∂φ

∂y
+ D̃φ+ Vxx

∂2φ

∂x2
+ Vyy

∂2φ

∂y2
+ Vxy

∂2φ

∂x∂y
= 0 (2.4)

Where the matrices ˜̃A, ˜̃B, and D̃ are functions of the Jacobian matrices in Eq. (2.1),

the spanwise wavenumber, and frequency as shown in Eqs. (2.5)-(2.7).

˜̃A = A+ ikVxz (2.5)

˜̃B = B + ikVyz (2.6)

D̃ = −iωΓ + ikC +D − k2Vzz (2.7)

To account for body-fitted curvilinear grids, Eq. (2.4) is transformed into the com-

putational domain in terms of the body-parallel and normal variables ξ and η in
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Eq. (2.8). Definitions for Ã, B̃, D̃, V̂ξξ, V̂ηη, and V̂ξη are provided in [122].

Ã
∂φ

∂ξ
+ B̃

∂φ

∂η
+ D̃φ+ V̂ξξ

∂2φ

∂ξ2
+ V̂ηη

∂2φ

∂η2
+ V̂ξη

∂2φ

∂ξ∂η
= 0 (2.8)

The slowly-varying shape function χ is further decomposed into the shape func-

tion ψ and an amplitude function Λ, where the derivative of Λ with respect to ξ

is proportional to the complex wavenumber parallel to the body in the computa-

tional coordinates α(ξ).

χ = ψ(ξ, η)Λ(ξ) (2.9)

Λ(ξ) = ei
∫
α(ξ)dξ (2.10)

Substituting the relation for χ in Eq. (2.9) into Eq. (2.8) provides the disturbance

equations in computational coordinates as a function of the complex wave number

α and the shape function ψ, from which both LST and the LPSE are derived.

D̂ψ + Â
∂ψ

∂ξ
+ B̂

∂ψ

∂η
+ V̂ξξ

∂2ψ

∂ξ2
+ V̂ηη

∂2ψ

∂η2
+ V̂ξη

∂2ψ

∂ξ∂η
= 0 (2.11)

D̂ = D̃ + iαÃ+ V̂ξξ

(
− α2 + i

∂α

∂ξ

)
(2.12)

Â = Ã+ 2iαV̂ξξ (2.13)

B̂ = B̃ + iαV̂ξη (2.14)
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Linear Stability Theory

To derive the LST equations a quasi-parallel flow assumption is made such that

streamwise gradients of flow quantities are neglected. This assumption removes

the dependence of ψ and α on the body parallel coordinate ξ and therefore χ can

be expressed as:

χ = ψ(η)eiα (2.15)

The quasi-parallel flow assumption allows all derivatives with respect to ξ in Eq. (2.11)

to be neglected, resulting in the relation in Eq. (2.16).

D̂ψ + B̂
∂ψ

∂η
+ V̂ηη

∂2ψ

∂η2
= 0 (2.16)

The expression in Eq. (2.16) is a second order ODE, generalized eigenvalue prob-

lem, which is solved for the complex wave number α and shape function ψ pro-

vided values of the spanwise wavenumber k and frequency ω. Note that when

the imaginary component of α is negative, the amplitude of χ grows exponentially

along the body, corresponding to an unstable disturbance.

Linear Parabolized Stability Equations

The LPSE allow for streamwise variation in the shape function ψ and are derived

from Eq. (2.11) by assuming ∂ψ
∂ξ

is small, thereby, allowing the higher derivative

terms in ξ to be neglected. The resulting expression in Eq. (2.17) is an initial bound-
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ary value problem for the disturbance shape function and wavenumber that is

solved in a marching procedure. The initial values for ψ and α used to start the

marching procedure are obtained through solution of the LST equations. While

both LST and the LPSE predict boundary-layer stability, the LPSE provide a signif-

icant advantage over LST as they account for the history of disturbances and the

streamwise variation of the basic flow [125].

D̂ψ + Â
∂ψ

∂ξ
+ B̂

∂ψ

∂η
+ V̂ηη

∂2ψ

∂η2
= 0 (2.17)

2.1.3 Transition Prediction

STABL provides a means to predict boundary-layer transition through the semi-

empirical eN correlation method [23], where N represents the spatial amplification

of a constant frequency disturbance. The N factor in Eq. (2.18) is defined as the

spatially integrated disturbance growth rate, where S is the distance along the

surface, So is the first neutral point of a fixed-frequency ω disturbance, and E is the

disturbance kinetic energy.

N(ω, S) = −
∫ S

So

[
αi(S, ω) +

1

2E

dE

dS

]
dS (2.18)

The approach is semi-empirical as it requires an experimentally determined

value of N at which transition occurs for a specific system. A number of experi-

mental studies have found N factors at transition ranging from 8 to 11 (sometimes
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even higher [119]) for smooth bodies in quiet flow and smaller values of approxi-

mately 5.5 in many cases for noisier environments such as non-quiet wind tunnels

[23]. In this work, N factors are computed for a broad range a frequencies. The

transition onset location is defined based on the maximum N factor envelope for

the frequency range considered.

2.1.4 STABL Results

As previously stated, the LPSE analysis in STABL is initiated through solution of

the LST equations. For this reason, both approaches are considered in this work,

where LST is used to qualitatively assess the effects of surface deformation and

temperature variation on boundary-layer stability and LPSE is used to predict the

expected shift in the transition location. To illustrate how each approach is used,

an example is provided in Fig. 2.2 for Mach 5 flow over a smooth wedge with a 5 ◦

half angle.

Results from the LST analysis are shown in Fig. 2.2.a where the contoured value

is the negative, imaginary component of the complex wave number (−αi) for a

fixed-frequency disturbance. Expanding the disturbance shape function expres-

sion in Eq. (2.15) in terms of the real and imaginary components of α reveals that

contour levels greater than zero correspond to unstable disturbance growth while

contour level zero and below contains the neutral and stable disturbances. The

highly contoured band in Fig. 2.2.a represents the unstable frequency range in the
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spatial domain. This figure conveniently highlights two factors that can lead to

transition: (1) the disturbance amplification rate (shown by the contour level), and

(2) the total distance along the body over which a constant frequency disturbance

is unstable (shown by the horizontal width of the highly contoured band).

In hypersonic flow, the most unstable disturbances tend to be Mack waves (i.e.,

trapped acoustic waves) which propagate between the wall and the sonic line [67].

Thus, the disturbance frequency depends on the distance between the wall and the

sonic line. Boundary-layer thickness increases with distance from the leading edge

in the absence of a streamwise pressure gradient, as is the case for the results in

Fig. 2.2. Therefore, as the boundary-layer thickens, the sonic line within the bound-

ary layer becomes further away from the wall and lower frequency disturbances

become the most unstable. This relationship between boundary-layer thickness

and disturbance frequency explains the unstable band of disturbances in Fig. 2.2.a

decreasing as 1/
√
S. As a result, high-frequency disturbances are strongly ampli-

fied for short distances near the leading edge and lower-frequencies are weakly-

amplified over large distances towards the trailing edge. While the highest am-

plification rates occur near the leading edge, the frequencies are only unstable for

a short distance along the body. Transition occurs when there is both spatial am-

plification of disturbances and a sufficient distance for the unstable growth.

Disturbance growth rates, obtained through solution of the LPSE, are used

to compute N factors for transition prediction. N factor curves are shown in

Fig. 2.2.b, where each colored line corresponds to a specific disturbance frequency.
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(a) Stability diagram from LST.

(b) LPSE computed N factors for a broad range of disturbance frequencies.

Figure 2.2: LST and LPSE results for Mach 5 flow past a 5 ◦ half-angle smooth
wedge in Mach 5 flow.
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Transition onset is predicted based off the maximumN factor envelope (solid black

line in Fig. 2.2.b). Assuming a transitional N factor of 8-11, as shaded in Fig. 2.2.b,

transition onset would occur 1.8 to 2.9 m from the leading edge. The dashed lines

in Fig. 2.2.b highlight that transition would result from disturbance amplification

within the frequency range of 139-172 kHz.

2.2 Surrogate Modeling

As eloquently stated in [126], surrogate models are essentially “educated guesses

as to what an engineering function might look like, based on a few points in space

where we can afford to measure the function values.” Surrogate models are advan-

tageous as they offer a low-cost alternative to the original engineering function.

For this reason, the engineering function that is being replaced by the surrogate is

typically a computationally-expensive, deterministic simulation code (e.g., RANS-

based CFD [108]). The construction of a surrogate model involves evaluating an

engineering function, or simulation code, for a limited number of discrete input

conditions. Using the input-output relations at the evaluation sites, a surrogate

function is determined that best approximates the behavior of the original engi-

neering function.

Depending on the approach, the surrogate function can take many forms. One

approach is the response-surface technique, in which the input-output data at the

evaluations sites are fit to a simple function, typically a polynomial, using least-
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squares regression [127]. As a result of the least-squares regression, response-

surface models introduce error even at the evaluation sites. The approach that

is used in this work is an interpolation method known as kriging which is an ad-

vanced response surface technique.

The kriging approach originated in the field of geostatistics [128, 129] for min-

ing applications and was later adopted as a means to reduce the expense of com-

putational experiments [130]. Kriging treats the deterministic evaluation of an en-

gineering function as a realization of a stochastic process [130] and approximates

the engineering function as:

Y (x) = f(x) + Z(x) (2.19)

where f(x) is a regression model and Z(x) is a random process with mean zero,

variance σ2, and nonzero covariance given by Eq. (2.20):

Cov[Z(xi), Z(xj)] = σ2R(θ, xi, xj) (2.20)

where R(θ, xi, xj) is a correlation model with parameters θ. The regression model

provides a global approximation of the system whileZ(x) captures local deviations

from the regression [127]. By treating the response as a realization of a stochastic

process, kriging provides a statistical basis for computing an efficient predictor of

the response at untried inputs [130].

62



An example of a kriging surrogate model that approximates an engineering

function with two inputs and one output is provided in Fig. 2.3. First, a set of

function evaluations are generated to train the surrogate (Fig. 2.3.a). The training

data is fit with a regression model and a stochastic process Z(x) that captures the

local deviations of the training data from the regression model. This results in a

surrogate that accurately predicts the response at each training point (Fig. 2.3.b).

The correlation model controls the shape of the “deviations” from the regression

model and the θ parameters affect how far the influence of a training point extends.

Further detail on the generation and usage of kriging models is provided in [126].

For the results presented in Chapter 5, a kriging surrogate model is generated

in order to reduce the online computational expense associated with STABL-based

transition prediction within an aerothermoelastic response simulation. The kriging

surrogates are generated with the Design and Analysis of Computer Experiments

(DACE) MATLAB R© toolbox [131]. The regression model is specified as a second

degree polynomial and a Gaussian correlation is prescribed for the random pro-

cess.

2.3 Aerothermoelastic Model

The aerothermoelastic model, depicted in Fig. 2.4, has three primary components:

1) aerothermodynamic loads, 2) structural dynamics, and 3) heat transfer. The

aerothermodynamics drive the thermostructural response through the application
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Figure 2.3: Kriging surrogate example.
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of a pressure load (composed as the summation of mean and fluctuating compo-

nents) and a surface heat flux. The mean flow pressure is modeled using third-

order piston theory [33, 132, 133] which accounts for changes in the mean pres-

sure due to structural deformations. The fluctuating pressure load is computed

using the turbulent boundary-layer fluctuating pressure model discussed in Sec-

tion 2.3.2.2. The surface heat flux can account for both aerodynamic heating, mod-

eled using Eckert’s reference enthalpy method [134], and radiation between the

structure and the freestream, modeled using:

Qrad(x) = σε(T 4
w − T 4

∞) (2.21)

where σ is the Stefan-Boltzmann constant and ε is the panel emissivity. The fluc-

tuating pressure and heat flux are dependent on the boundary-layer edge prop-

erties, which are obtained from the mean flow pressure in conjunction with isen-

tropic flow relations [33]. This introduces an implicit coupling with the structural

response. A recent comparison with RANS based aerothermodynamics indicates

that the analytical models used here adequately capture the characteristic aerother-

moelastic response [135]. The models used to obtain the structural temperature

and dynamics are discussed in Sections 2.3.4-2.3.5.

The aerothermal and aeroelastic solvers are linked using a loosely coupled par-

titioned approach. This scheme is advantageous in terms of computational effi-

ciency as the individual solvers can use different time steps and information is ex-
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Figure 2.4: Aerothermoelastic model.

changed between the solvers only once per time step [136]. In-depth descriptions

of the aerothermoelastic model formulation are provided in [33, 35]. Further in-

formation regarding the coupling procedure and numerical schemes implemented

in the aerothermoelastic model is given in [136]. For the results in Chapter 4 and

Chapter 5 the aeroelastic time step is 12.5 µs while the aerothermal solution is up-

dated at a coarser time step of 125 µs. These time steps were determined through

a convergence study of the post-instability, limit-cycle response of the panel when

subject to transitional boundary-layer aerothermodynamic loading. Power spec-

tral densities, corresponding to the post-flutter limit-cycle displacement at the 3/4

chord location, are provided in Fig. 2.5 for different aeroelastic (Fig. 2.5.a) and

aerothermal (Fig. 2.5.b) time steps. A comparison of the PSDs in Fig. 2.5.a indi-
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cates that the dominant frequency peaks are converged by the aeroelastic time step

of 25.0 µs. For a fixed aeroelastic step (∆tAE = 12.5 µs; Fig. 2.5.b), the dominant

peaks are converged by a time-step ratio of 10 (∆tAT = 125 µs). Convergence of the

dominant limit-cycle frequencies was achieved with 13 structural modes using the

aeroelastic and aerothermal time steps of 12.5 µs and 125 µs, respectively. How-

ever, 25 structural modes are retained for the panel responses in this work as the

computational penalty of the additional modes is negligible. The time steps and

number of structural mode shapes used for the aerothermoelastic analysis in this

work are listed in Table 2.1.

Table 2.1: Numerical parameters of the
aerothermoelastic solution.

Parameter Value
Number of structural modes 25
Aeroelastic time step, µs 12.5
Aerothermal time step, µs 125

2.3.1 Enhancements to the Aerothermoelastic Model

The aerothermoelastic model in Fig. 2.4 was modified to account for transitional

boundary-layer aerothermodynamic loads. The enhanced framework, depicted

in Fig. 2.6, incorporates transitional boundary-layer effects into the heat flux and

fluctuating pressure loads. The transition onset location and length of the tran-

sition region are prescribed. Additionally, the transition onset location can vary

throughout the aerothermoelastic simulation as a function of the structural re-
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Figure 2.5: Power spectral density at 3/4-chord length (transitional overshoot xt =
0.3 m, xte = 0.5 m).
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sponse. Boundary-layer transition prediction in the aerothermoelastic model is

accomplished using either STABL or a surrogate-based approach, which is dis-

cussed in Section 5.2. In either case, transition prediction is based on the maximum

N factor envelope for a range of disturbance frequencies. The transition onset lo-

cation is defined as the most-forward location where the maximum N factor curve

achieves a specified, transitional N factor. As transition prediction is dependent

on the structural response (i.e., wall temperature and deformation) the onset loca-

tion corresponding to a constant transitional N factor will vary in time, potentially

moving downstream. Rearward movement of the onset location indicates that a re-

gion of turbulent flow has relaminarized due to the structural response. However,

previous work indicates that the transitional N factor for a relaminarized bound-

ary layer is significantly smaller than that for a fully laminar boundary layer [137].

Due to uncertainty in the transitional N factor for relaminarization, transition pre-

diction in the aerothermoelastic model is specified such that the onset location

does not move downstream (i.e., relaminarization is neglected). Therefore, during

an aerothermoelastic simulation the transition onset location will always coincide

with the most upstream prediction. In Chapter 4, the aerothermoelastic model in

Fig. 2.6 is used to assess the impact of a fixed region of transitional fluid loading

on the panel response, where the transition onset and length are prescribed prior

to the simulation. For the results in Chapter 5, the transition onset location varies

in time as a function of the structural response.
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Figure 2.6: Enhanced aerothermoelastic model.

2.3.2 Aerothermodynamic Loads

2.3.2.1 Piston Theory

Classical piston theory provides a pointwise relationship between the local surface

pressure and surface motion (i.e., inclination and velocity). The method is appli-

cable to high Mach number flows with thin shock layers. Following the work of

Lighthill [132], classical piston theory is derived from the isentropic simple wave

expression in Eq. (2.22), where vn is defined in Eq. (2.23). Note that vn represents

the wall-normal velocity component of a slab of fluid convecting downstream at

U∞ and takes into account the motion of a surface Z(x, y, t).

P

P∞
=

(
1 +

γ − 1

2

vn
a∞

) 2γ
(γ−1)

(2.22)
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vn =
∂Z(x, y, t)

∂t
+ U∞

{
∂Z(x, y, t)

∂x

}
(2.23)

In this work, the third-order binomial expansion of the simple wave expression

in Eq. (2.24), termed third-order piston theory, is used to compute surface pressure.

Lighthill recommended the use of third-order piston theory as it predicts pressures

within 6% of the simple wave and shock expansion theories [132].

P

P∞
= 1 + γ

{
vn
a∞

+
(γ + 1)

4

(
vn
a∞

)2

+
(γ + 1)

12

(
vn
a∞

)3
}

(2.24)

2.3.2.2 Fluctuating Pressure Model

The fluctuating pressure load model is a modified version of the semi-empirical

model developed by Deshmukh et al. [17] for turbulent boundary layers. The un-

steady pressure due to the turbulent boundary layer is expressed as shown in

Eq. (2.25), where f(x, t) and Θ(x, t) represent the magnitude and phase angle of

the pressure load.

p = f(x, t)ei[ωt+Θ(x,t)] (2.25)

As denoted in Eq. (2.26), the phase angle is decomposed into separate tempo-

ral τ and spatial ψ phase angles where the spatial variation is assumed relative to

the leading edge of the panel. The temporal phase angles account for the phase

lag between disturbances of different frequency at the same spatial location. Con-

versely, the spatial phase angles account for the phase lag between disturbances of
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the same frequency at different spatial locations.

Θ(x, t) = τ(t) + ψ(x) (2.26)

Phase angle is a key parameter for structural response prediction [17], as it

greatly impacts the ability of the flow to transmit energy to the structure. In this

work, the phase angles (τ and ψ) are assumed to vary randomly with x and t.

A recent study by Deshmukh et al. [17] indicates that a random representation of

the phase angles is a reasonable assumption for fully turbulent attached flows,

and a logical choice in the absence of empirical correlations for transitional flows.

However, the presence of coherence can have a significant impact on the structural

response, and warrants future study for transitional flows [138]. The amplitude

f(x, t) is described as the combination of a root mean square (RMS) value, corre-

sponding to the magnitude, and a power spectral density (PSD), corresponding to

the frequency content [18, 139, 140].

The RMS pressure is computed using Eq. (2.27), which is a modified version of

Laganelli’s relation for attached flow [18, 139, 140]. The first modification involves

increasing the incompressible fluctuating pressure intensity from 0.006 to 0.009,

as recommended by Bull [141] and Beresh et al. [142]. The second modification

introduces an Re−0.1
θ dependence into the RMS pressure calculation, which Beresh
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et al. [142] found to exist for Mach numbers between 2 to 3.

p̃

qe
= 0.009F λ(1+b)

c

(
Reθ

Reθ
∣∣
x̄∗

)−0.1

(2.27)

In order to examine this modified formulation, Eq. (2.27) is used to reproduce

experimental RMS pressures obtained in the Sandia Trisonic Wind Tunnel [142]. A

comparison is provided in Fig. 2.7 at two Mach numbers, where the experimental

data are extracted from figure 14.a of [142]. In Fig. 2.7, curves labeled “no Reθ”

neglect the Reynolds number dependence in Eq. (2.27) and are analogous to La-

ganelli’s model (equation 14 of [18]) with an incompressible pressure intensity of

0.009. As shown in Fig. 2.7, the no-Reθ model overpredicts the experimental data,

with improved agreement as the Mach number increases. This error is inherit

to Laganelli’s model, resulting from its treatment of compressibility effects. The

solid curves in Fig. 2.7 correspond to the momentum thickness Reynolds number

Reθ
∣∣
x̄∗

specified at the most upstream, experimental measurement location. The

improved agreement, over the no-Reθ curve, illustrates the importance of the Reθ

parameter in modeling the fluctuating pressure. Note that the value of Reθ
∣∣
x̄∗

in

Eq. (2.27) can be specified to provide a better fit to the experimental data in Fig. 2.7.

Here, Reθ
∣∣
x̄∗

is specified at the first experimental measurement location to intro-

duce the Reynolds dependence over the location of interest assuming no a priori

knowledge of experimental results. As no experimental RMS pressure is available

for the configurations examined in this work, the Reynolds dependence is speci-
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fied to begin at the leading edge of the panel. The results in Fig. 2.7 demonstrate

that by specifyingReθ
∣∣
x̄∗

in this manner the predicted RMS values are conservative

and provide improved accuracy over Laganelli’s original model.

The PSD is computed using Eq. (2.28), where the parameter F−2λ
c represents the

compressibility and heat transfer effects.

φ(x, ω)ue
q2
eδ1

=
(p̃/qe)

2F−2λ
c (2/π)

1 + (F−2λ
c ωδ1/ue)

2 (2.28)

The fluctuating pressure load, acting on the panel, is obtained by converting the

frequency domain PSD values and phase angles to a time domain signal using the

analytical function provided in Eq. (2.29):

p(x, t) =

∫ ωmax

0

√
2φ∗(x, ω)∆ω cos

[
ωt+ Θ(x, ω)

]
dω (2.29)

This function is the real component of a one-sided inverse Fourier transform, where

the upper limit of integration ωmax corresponds to the largest frequency expected

to impact the structure. As energy is removed due to the frequency truncation,

the pressure signal must be computed using a scaled PSD [Eq. (2.30)] in order to

reproduce a fluctuating pressure that matches the input RMS values.

φ∗(x, ω) =
p̃2∫ ωmax

0
φ(x, ω) dω

φ(x, ω) (2.30)
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Figure 2.7: Turbulent boundary-layer fluctuating pressure model comparison with
the experimental data of Beresh et al. [142]. RMS pressure normalized by dynamic
pressure at boundary-layer edge.
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2.3.2.3 Eckert’s Reference Enthalpy

Eckert’s reference enthalpy method [134] predicts skin friction and heat transfer

for hypersonic flows by evaluating incompressible boundary layer relations at a

reference condition that corrects for compressibility effects. Eckert’s relation for the

reference enthalpy of a boundary layer is given as Eq. (2.31).

H∗ = 0.5(He +Hw) + 0.22Her
γ − 1

2
M2

e (2.31)

Where H∗,He, and Hw are the reference, boundary-layer edge, and wall en-

thalpies and r is the recovery factor. The recovery factor is defined in Eq. (2.32) for

laminar and turbulent flow, where Pr is the Prandtl number. The Mach number

and enthalpy at the boundary-layer edge are determined using the pressure ob-

tained from piston theory in conjunction with isentropic flow relations. Therefore,

the panel dynamics are accounted for in the aerodynamic heating prediction.

r =


(Pr∗)1/2 (laminar)

(Pr∗)1/3 (turbulent)

(2.32)

Reference flow properties (T ∗, ρ∗, µ∗) are obtained through temperature-enthalpy

tables that include the effect of dissociation based on equilibrium air properties, the

ideal gas law, and Sutherland’s law. The aerodynamic heat flux is computed from

Eq. (2.33) using the flow properties evaluated at the reference condition, wall, and
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boundary-layer edge. The Stanton number (St) is computed using the Colburn-

Reynolds analogy in Eq. (2.34). The local skin friction coefficient is obtained from

Eq. (2.35), where the laminar relation is the Blasius solution for a flat plate bound-

ary layer and the turbulent relation is the Schultz-Grunow formula [111].

Q(x) = St∗ρ∗Ue(Haw −Hw) (2.33)

St∗ =
c∗f
2

(Pr∗)−2/3 (2.34)

c∗f =


0.664(Re∗x)

−1/2 (laminar)

0.370(log10Re
∗
x)
−2.584 (turbulent)

(2.35)

Re∗x =
ρ∗Uex

µ∗
(2.36)

2.3.3 Transitional Aerothermodynamic Loads

The aerothermodynamic loads acting on the panel are heat flux and an overall

pressure load (composed of a mean and fluctuating component). Transitional

boundary layer effects are incorporated into the heat flux and fluctuating pres-

sure through blending laminar and turbulent profiles in proportion to an inter-

mittency function. The intermittency represents the fraction of time any spatial

location spends in turbulent flow [143]. A brief description of the intermittency

function is given in Section 2.3.3.1. Details on the transitional heat flux and fluc-

tuating pressure models, along with experimental comparisons, are provided in
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Sections 2.3.3.2-2.3.3.4.

2.3.3.1 Intermittency

Transition from laminar to turbulent flow is, in general, not an abrupt process. It

occurs over a finite length due to the growth, propagation, and interaction of tur-

bulent spots [144]. As a result, the flow during transition can be characterized as

a laminar boundary layer subject to intermittent patches of turbulence. Thus, the

statistical flow properties in the transition region can be described using an inter-

mittency function that represents the fraction of time any spatial location spends

in turbulent flow. The intermittency throughout the transition region is computed

using Eq. (2.37), which is derived from Emmon’s probabilistic model [144, 145]

with the assumption that the burst source-rate density is described as a Dirac delta

function.

γ(x) = 1− exp

[
−σn
ue

(x− xt)2

]
(2.37)

This form of the source-rate density function assumes the hypothesis of con-

centrated breakdown is valid [24], implying that turbulent spots are formed only

at the transition onset location xt. However, at the transition onset location, tur-

bulent spots may form randomly in time and in the spanwise direction. The in-

termittency distribution in Eq. (2.37) is a function of the edge velocity ue (assumed

constant over the transition region), the transition onset location xt, the number

of turbulent spots per unit time and spanwise distance n, and a spot propaga-
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tion parameter σ. The spot propagation parameter is defined in Eq. (2.38), where

ug = ul−ut, uc = 1/2(ul+ut), ul and ut are the leading- and trailing-edge velocities

of the spot, and α is the half-angle of the turbulent spot.

σ =
ugue
ucut

tanα (2.38)

The length of the transition region ∆xt is defined as the spatial distance be-

tween intermittency values of 0.01 and 0.99. By solving Eq. (2.37) for (x−xt) at γ =

0.01 and 0.99, the transition length is expressed as shown in Eq. (2.39).

∆xt = (x− xt)|γ=0.99 − (x− xt)|γ=0.01 = 2.0457

√
ue
σn

(2.39)

Introducing ∆xt into the exponent in Eq. (2.37), results in an expression for the

intermittency that is a function of the transition onset and length alone:

γ(x) = 1− exp

[
−4.1850

∆x2
t

(x− xt)2

]
(2.40)

2.3.3.2 Heat Flux

The transitional heat flux is approximated by using the intermittency to blend the

laminar and turbulent values as shown in Eq. (2.41):

Qtran = (1− γ)Qlam + γQturbV O (2.41)
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If the laminar and turbulent boundary layers originate at the same location, the

blending in Eq. (2.41) cannot account for transitional overshoot in heat flux [24].

Overshoot can be incorporated by assuming the turbulent boundary layer begins

at a virtual origin corresponding to the transition onset location [143]. Applying the

linear blending in Eq. (2.41) and assuming the turbulent boundary layer originates

at xt, Dhawan and Narasimha [143] matched experimental skin friction coefficients

and displacement thickness during transition.

Previous experiments that have observed transitional overshoot in heat flux

[25] indicate that heating rates decrease back to fully turbulent conditions beyond

the overshoot region. To model this, the transitional heat flux [computed using

Eq. (2.41)] is blended with the fully turbulent heating rates as shown in Eq. (2.42),

where Λ is a Gaussian function, defined in Eq. (2.43).

Q(x) = (1− Λ)Qturb + ΛQtran (xte ≤ x ≤ xend) (2.42)

Λ(x) = exp

[−((x− xte)/(xend − xte))2

2β2

]
(2.43)

The peak of the Gaussian function coincides with the end of transition xte. Spec-

ifying the standard deviation as shown in Eq. (2.44) results in the Gaussian func-

tion decreasing to negligible values O(10−5) by the end of the geometry xend. This
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ensures that fully turbulent heating rates are obtained on the end of the geometry.

β =
0.5

2
√

2 ln 2
(2.44)

An example of the transitional heat flux generated using this model is provided

in Fig. 2.8 for transition beginning at x̄ = 0.3 and ending at x̄ = 0.5, where x̄ cor-

responds to x/L. The “No overshoot” line in Fig. 2.8 corresponds to the transitional

heat flux profile obtained using Eq. (2.41) if the laminar and turbulent boundary

layers have the same origin. The “Overshoot” heat flux was generated assuming

the turbulent boundary layer originates at x̄ = 0.3 with the Gaussian blending

applied in the turbulent region (x̄ ≥ 0.5). The heat flux profiles in Fig. 2.8 demon-

strate that, through shifting the turbulent boundary layer origin, this model can be

used to generate heat flux profiles that either account for or neglect the effect of

transitional overshoot.

2.3.3.3 Fluctuating Pressure

The turbulent boundary layer RMS pressure expression, in Eq. (2.27), is modi-

fied to account for the spatial variation in RMS resulting from transitional flow.

The modified expression [Eq. (2.45)] incorporates a dependence on the local skin-

friction coefficient. Here, cftran and cfturb are the local skin-friction coefficients cor-
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Figure 2.8: Transitional heat flux model. Transition beginning at x̄t = 0.3 and
ending at x̄te = 0.5.
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responding to transitional and fully turbulent boundary layers:

p̃

qe
= 0.009F λ(1+b)

c

(
Reθ

Reθ
∣∣
x̄∗

)−0.1
cftran
cfturb

(2.45)

The relationship in Eq. (2.45) is similar to the Laganelli model for turbulent

boundary-layer pressure fluctuations on rough surfaces [18], which scales the smooth-

wall RMS pressure using the skin-friction ratio to obtain the rough-wall RMS pres-

sure. The transitional skin-friction coefficient is computed in the same manner as

the heat flux, as shown in Eq. (2.46) again using the Gaussian smoothing in the

turbulent region. To remove leading-edge effects, the RMS pressure in the laminar

region is specified as the minimum RMS value prior to transition onset.

cftran = (1− γ)cflam + γcfturbV O (2.46)

Previously developed correlations to predict transitional pressure fluctuations

[139, 146] account for spatial variation in the RMS magnitude through varying

the velocity power law exponent, which is used to define the exponent of Fc in

Eq. (2.45). Laganelli and Howe [139] provided discrete values for the velocity

power law exponent as n = 4 for the start to the middle of transition, n = 6 for

the peak transition values, and n = 7 for turbulent flow. However, as noted by

Casper [147], the Laganelli transitional RMS correlation is inconsistent, as n = 4

predicts higher pressure fluctuations than n = 6.
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An example of the transitional pressure load is provided in Fig. 2.9 in terms

of the RMS pressure (Fig. 2.9.a) and the minimum and maximum values of the

fluctuating pressure during the first 0.5 s of response (Fig. 2.9.b). As with the heat

flux profiles in Fig. 2.8, results are presented for shifted and unshifted turbulent

boundary layers to highlight the effect of accounting for or neglecting transitional

overshoot. The RMS pressure in Fig. 2.9.a demonstrates that the present formu-

lation provides a smooth spatial variation in the RMS pressure throughout tran-

sition, with peak magnitudes occurring at the end of transition. The fluctuating

pressure envelopes in Fig. 2.9.b indicate that accounting for overshoot increases

the intensity of the pressure load acting on the panel throughout the transition

region.

2.3.3.4 Experimental Comparisons

Transitional heat transfer rates, predicted using the model in Section 2.3.3.2, are

compared against experimental values measured on a full-scale HIFiRE-1 flight

test program geometry in the CUBRC LENS I hypervelocity reflected shock tunnel

[25, 121] in Fig. 2.10. The experimental measurements (run 4 of [121]) in Fig. 2.10

correspond to Mach 6.58 flow over a 7 ◦ cone with a 2.5 mm nosetip. Laminar

and fully turbulent heat flux predictions (labeled LAM and TURB) are provided

in Fig. 2.10 to highlight the overshoot in the transitional heat flux. The transitional

heat flux curve (labeled TRAN) assumes transition onset at xt = 0.35 m with a

transition length of ∆xt = 0.21 m. The transitional heat flux model provides rea-
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Figure 2.9: Transitional fluctuating pressure load model. Transition beginning at
x̄t = 0.3 and ending at x̄te = 0.5.
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Figure 2.10: Transitional heat flux for xt = 0.35 m and ∆xt = 0.21 m (experimental
data digitized from figure 17a of [121]).

sonable agreement with the experimental data (labeled EXP) and is comparable

with Reynolds-averaged Navier-Stokes-based predictions provided in [121].

Next, to assess the capability of the transitional fluctuating pressure model,

RMS pressure and PSD predictions are compared against the experimental data of

Casper et al. [29], obtained in the Sandia Hypersonic Wind Tunnel. The predicted

RMS (Fig. 2.11) and PSD (Fig. 2.12) values correspond to Mach 5 flow (Re/m =

15.4 x 106) over a 7 ◦ half-angle cone with transition onset at xt = 0.20 m and a

transition length of ∆xt = 0.084 m. RMS predictions are provided in Fig. 2.11

for both turbulent [Eq. (2.27)] and transitional flow [Eq. (2.45)], where Reθ
∣∣
x̄∗

was
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obtained at x = 0.2 m. Comparing the transitional and experimental RMS values

in Fig. 2.11 illustrates that the model under predicts the experimental data. This

could be due, in part, to noise radiated from the nozzle wall of the wind tunnel

that biases the experimental RMS levels higher than the model [147]. Despite the

discrepancy in magnitude, the model captures the rise and peak in RMS pressure,

during transition, as well as the reduction back to turbulent conditions.
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Figure 2.11: Transitional RMS pressure normalized by boundary-layer edge pres-
sure for xt = 0.20 m and ∆xt = 0.084 m (experimental RMS pressure values are
totals between 0 and 1 MHz from [29]).

Experimental and modeled PSDs are provided at three locations in Fig. 2.12

corresponding to early transitional flow (x = 0.208 m), the RMS pressure peak

(x = 0.284 m), and the turbulent region (x = 0.398 m). For the modeled PSDs
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in Fig. 2.12, the largest magnitude corresponds to the location of the peak RMS

value, which agrees with experimental observations [28, 29]. As the PSD expres-

sion in Eq. (2.28) was originally developed for turbulent boundary layers, it fails

to capture the second-mode waves experimentally observed between x = 0.208

m and x = 0.246 m. Further, the modeled PSDs under-predict the power associ-

ated with low-frequency pressure fluctuations that are most important to the struc-

tural response. This is adjusted through the PSD scaling required to reproduce the

fluctuating pressure signal for a truncated frequency domain, as described in Sec-

tion 2.3.2.2.
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Figure 2.12: Transitional PSDs for xt = 0.20 m and ∆xt = 0.084 m. Lines with
markers denote experimental data digitized from figure 9c of [29].

88



2.3.4 Thermal Model

The thermal model is depicted in Fig. 2.13. An adiabatic wall condition is pre-

scribed for each boundary of the panel, except the upper surface where heat flux

is applied. The surface heat flux either accounts for: 1) purely aerodynamic heat-

ing or 2) both aerodynamic heating and radiation between the structure and the

freestream.

Figure 2.13: Thermal Model.

The temperature throughout the panel is obtained by solving a finite element

formulation of the transient, 2-D heat transfer equation in Eq. (2.47).

ρc(x, z, T )
∂T (x, z, t)

∂t
−∇ ·

(
κ(x, z, t)∇T (x, z, t)

)
= 0 (2.47)

The thermal model accounts for temperature-dependent specific heat (c) and

thermal conductivity (κ). Additionally, the 2-D formulation allows for heat con-

duction through both the thickness and length of the panel. The thermal boundary
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conditions are provided in Eq. (2.48).

κ
∂T

∂z

∣∣∣∣
z=h/2

= Q(x, t) (2.48a)

∂T

∂x

∣∣∣∣
x=0,L

=
∂T

∂z

∣∣∣∣
z=−h/2

= 0 (2.48b)

The finite element discretization consists of four node quadrilateral elements

using linear shape functions of the temperature [148]. The thermal model is dis-

cretized with 4 elements through the thickness and either 1000 (Chapter 4) or 1500

(Chapter 5) elements along the length of the panel. Miller et al. [148] verified the

thermal model against an Abaqus R© model of equal size, for the case of a constant-

in-time, piecewise heat flux profile that linearly increases and decreases about the

mid-chord of the panel. The maximum temperature difference for 10 s of response

was less than 0.006 K.

2.3.5 Structural Model

The structural model is depicted in Fig. 2.14. The panel is subject to aerodynamic

pressure on the top surface and a prescribed back pressure on the bottom surface.

Both simply-supported/pinned and clamped boundary conditions are considered.

In either case, the boundaries are fully constrained in x and z translation. The

structural model only considers the transverse displacement in the z direction.
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Figure 2.14: Structural Model.

The structure is modeled as cylindrical bending of an isotropic plate with the

assumptions of von Kármán moderate deflection plate theory [33]. The formu-

lation includes the effects of thermal loading due to non-uniform (in-plane and

through-thickness) temperature distributions, chordwise variation of the modulus

of elasticity and thermal expansion coefficient, rotary inertia, and Rayleigh damp-

ing. The equation of motion is given by Eq. (2.49) in conjunction with Eqs. (2.50)-

(2.53), where m is the mass per unit length, w is the transverse displacement, I is

the cross-sectional mass moment of inertia, C̄ is the material damping, D is the

bending stiffness, Nx is the overall in-plane force, NT is the in-plane thermal force,

Pnet is the net pressure load (PB − P ), and MT is the thermal moment.

∂2

∂t2

(
mw(x, t)− I ∂

2w(x, t)

∂x2

)
+ C̄

∂w(x, t)

∂t
+

∂2

∂x2

(
D(x, t)

∂2w(x, t)

∂x2

)
−Nx(x, t)

∂2w(x, t)

∂x2
= Pnet(x, t)−

∂2MT (x, t)

∂x2

(2.49)
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D =
E(x, t)h3

12(1− ν2)
(2.50)

Nx =
E(x, t)h

1− ν2

[
∂u0

∂x
+

1

2

(
∂w

∂x

)2
]
−NT (x, t) (2.51)

NT =
E(x, t)α(x, t)

1− ν

∫ h/2

−h/2
[T (x, z, t)− Tref ]dz (2.52)

MT =
E(x, t)α(x, t)

1− ν

∫ h/2

−h/2
[T (x, z, t)− Tref ]zdz (2.53)

Following the procedure outlined in [33], the in-plane displacement term (∂u0
∂x

)

is eliminated from Eq. (2.51). This results in the in-plane stress resultant in Eq. (2.54),

which is a function of the transverse displacement and average thermal force in

Eq. (2.55). The expression in Eq. (2.55) physically implies that the in-plane thermal

effects are primarily driven by the chordwise average temperature [35].

Nx =

[∫ L

0

1

E(x, t)
dx

]−1 ∫ L

0

h

2(1− ν2)

(
∂w

∂x

)2

dx−NT (t) (2.54)

NT =

[∫ L

0

1

E(x, t)
dx

]−1 ∫ L

0

α(x, t)

1− ν

∫ h/2

−h/2
[T (x, z, t)− Tref ]dzdx (2.55)

The boundary conditions required to solve the equation of motion are provided

in Eqs. (2.56)-(2.57) for both the simply-supported and clamped panel, respectively.

w(0, t) = w(L, t) = 0 (2.56a)

∂2w

∂x2

∣∣∣∣
x=0

=
∂2w

∂x2

∣∣∣∣
x=L

= −MT (x, t)

D(x, t)
(2.56b)
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w(0, t) = w(L, t) = 0 (2.57a)

∂w

∂x

∣∣∣∣
x=0

=
∂w

∂x

∣∣∣∣
x=L

= 0 (2.57b)

The dependence of the natural boundary condition on the thermal moment

[Eq. (2.56b)] biases the simply-supported panel to buckle into the flowfield when

heated from the top surface. The use of boundary conditions that better repre-

sent the attachment of surface panels to the vehicle substructure would impact the

structural response. For instance, allowing for axial expansion reduces the resis-

tance to in-plane thermal expansion which decreases the panel deformation and

the importance of the aerothermoelastic coupling [101]. However, pinned bound-

ary conditions have been extensively examined in past works [17, 35] and pro-

duce a highly-coupled panel response over a relatively short time record. Clamped

boundary conditions are also considered in this work to examine the response of a

stiffer panel that is less sensitive to the average temperature rise.

The structural equation of motion is discretized using Galerkin’s method. The

transverse displacement is approximated as a series of free-vibration mode shapes

(φi) that satisfy either pinned or clamped boundary conditions:

w(x, t) ≈
N∑
i=1

ai(t)φi(x) (2.58)
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where ai are the modal weights, and N is the number of modes used to approxi-

mate the displacement.

For the results in Chapter 4 and Chapter 5, 25 free-vibration mode shapes are

used to approximate the transverse displacement of the panel. The discretized

mode shapes have a consistent spatial step size of 1 mm, resulting in 1001 points

for the 1.0 m panel examined in Chapter 4 and 1501 points for the 1.5 m panel

studied in Chapter 5. Additionally, the mass and stiffness-proportional Rayleigh

damping is specified such that 2% of the critical damping is achieved at both the

fundamental natural frequency and at 1000 Hz to provide viscous damping of the

higher frequencies. The structural model has been shown to provide good agree-

ment with an Abaqus R© model consisting of 1000 cubic-interpolation beam ele-

ments for the cases of a spatially-random pressure loading and uniformly-rising

panel temperature [148].

2.4 Generic Panel Configuration

The interaction between boundary-layer transition and the aerothermoelastic re-

sponse of a panel on the surface of a hypersonic vehicle is examined using the

configuration depicted in Fig. 2.15. For each study, it is assumed that a compliant

panel is located on a 2-D surface inclined 5 ◦ to the freestream. The flow the panel

experiences corresponds to the post oblique shock conditions. Note that, while the

panel in Fig. 2.15 is shown to be simply-supported, clamped structural boundary
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conditions are also examined in this work. The state of the boundary layer (lam-

inar, transitional, or turbulent) developing over the surface is either: predicted

based off prescribed surface conditions (Chapter 3), prescribed to examine its ef-

fect on the structural response (Chapter 4), or allowed to vary in time as a function

of the structural response (Chapter 5). Details on the freestream conditions as well

as panel location, geometry, and material are provided along with the results in

Chapters 3-5.

Panel 
M 

θ 

Oblique shock 

Laminar 

xt 

Δxt Turbulent 

Boundary  
layer 

Figure 2.15: Compliant panel located on 2-D surface inclined to freestream.
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Chapter 3

Impact of Surface Conditions on Hypersonic

Boundary-Layer Stability

The boundary-layer stability of flow past large-scale, 2-D surface deformations is

assessed using linear stability theory and the linear parabolized stability equations.

The deformations are obtained from previous research [35, 93, 101] and represent

the characteristic response of integrated thermal protection system panels on a

hypersonic vehicle. The deformations are placed on the surface of a 2-D, sharp

leading edge, wedge geometry similar to that shown in Fig. 2.15. Boundary-layer

stability analysis is performed to examine the effect of buckling direction, defor-

mation location, multiple deformations in series, structural boundary condition,

surface temperature, the combined effect of Mach number and altitude, and defor-

mation mode shape. The deformations extracted from [35, 93, 101] are described in

Section 3.1. Grid convergence of the laminar, steady-state flow solutions is demon-

strated in Section 3.2. Results pertaining to each deformation are presented in
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Section 3.3.

3.1 Panel Geometries

Three different panel configurations, based on previous work, are selected for the

present study. The 2-D deformation, wedge geometry and freestream conditions

used for each case are briefly described next. Relevant nondimensional parameters

that describe the deformations are also provided.

3.1.1 Generic Metallic Panel

Miller et al. [35] assessed the impact of flow induced loads on the behavior of

an acoustically excited, thermally buckled, 2-D metallic panel. The deformation

and temperature profiles in Fig. 3.1 are extracted from [35] to examine the ef-

fect of deformation direction, panel location, and multiple panel arrangements on

boundary-layer stability. The freestream conditions and wedge geometry are de-

tailed in Table 3.1. For the generic metallic panel, the wedge is assumed to be at

a uniform surface temperature (TISO) of 300 K and the wall temperature over the

panel matches the profiles in Fig. 3.1.

3.1.2 NASP Ramp Panel

Culler and McNamara [101] computed the coupled fluid-thermal-structural re-

sponse of a 3-D NASP-era ramp panel during a Mach 2 to 12 constant dynamic

97



0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

2

H
/L

 (
%

)

x/L

 

 

0 0.2 0.4 0.6 0.8 1
1.05

1.06

1.07

1.08

T
/T

IS
O

H/L (%)

T/T
ISO
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(b) Concave buckling.

Figure 3.1: Representative thermostructural responses extracted from [35] for a
generic metallic panel.
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Table 3.1: Geometry and freestream condi-
tions for generic metallic panel study.

Parameter Value
Freestream Mach number 4.00
Freestream density, ×10−2 kg/m3 1.79
Freestream temperature, K 231
Effective altitude, km 30.0
Unit Reynolds number, ×106 m−1 1.45
Panel length, m 1.00
Wedge length, m 10.0

pressure (95.76 kPa) ascent trajectory. The 3-D panel studied in [101] is shown in

Fig. 3.2. In this work, 2-D centerline displacements are extracted from the Mach 2

to 12 trajectory to observe the effect of combined Mach number and altitude varia-

tion, panel mode shape and surface temperature. The extracted displacements and

corresponding times into the trajectory are shown in Fig. 3.3.a, where higher mode

deformations appear beyond 240 seconds. The ascent trajectory from 90 to 300 s is

shown in Fig. 3.3.b, where the legend provides the Mach and Reynolds numbers

associated with the different operational times. Note that as the vehicle ascends,

the Mach number increases and the Reynolds number decreases.

The wedge geometry used to model the ramp panel ascent trajectory is de-

tailed in Table 3.2. The freestream conditions, corresponding to the time steps in

Fig. 3.3.a are listed in Table 3.3. For this case, temperature profiles along the panel

are not extracted from [101], since specifying the wall temperature as described in

Section 3.1.1 would result in severe changes in the wall temperature between the

undeformed and deformed sections of the wedge. Thus, in order to avoid carrying
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Figure 3.2: NASP-era ramp panel (figure 3 of [101]).

out a transient thermal response analysis of the entire wedge surface, the limiting

cases of a cold wall (294 K) and radiative equilibrium wall are specified for the

entire wedge surface.

Table 3.2: Geometry for NASP ramp panel ascent trajectory.

Parameter Value
Panel leading edge location, m 1.70
Panel length, cm 30.5
Wedge length, m 3.60

Table 3.3: Flow conditions for NASP ramp panel ascent trajectory.

Time, Mach Density, Temperature, Effective Reunit,
s Number ×10−2 kg/m3 K Altitude, km ×106 m−1

90 5 8.80 217 20.1 9.13
180 8 3.35 223 26.2 5.50
210 9 2.63 224 27.7 4.84
240 10 2.11 226 29.1 4.32
300 12 1.45 228 31.6 3.55
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Figure 3.3: Representative responses of NASP ramp panel.
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3.1.3 Spherical Domes

Glass and Hunt [93] experimentally characterized aerothermal load augmentation

on spherical domes, representative of bowed surface panels, in the Langley 8 ft.

High-Temperature Tunnel. The experimental set up of [93] is depicted in Fig. 3.4,

where it can be seen that domes of various length and leading edge location were

examined. In this study, 2-D deformations are developed from the dome geome-

tries listed in Table 3.4 to observe the impact of panel size, displacement into the

flowfield and structural boundary condition on boundary-layer stability. Note

that domes 1-3 and 4-6 have the same length and leading edge location but dif-

ferent peak displacements. The dome length listed in Table 3.4 corresponds to the

dome diameter values in [93]. As shown in Fig. 3.5, both “clamped” and spherical

or “simply-supported” deformations are considered here to examine the effect of

leading and trailing edge slope. Also, consideration of these boundary conditions

provides a means to encompass the anticipated effect of an actual structural panel

on stability as its attachment to the vehicle body will resemble something between

these idealistic cases.

Table 3.4: Spherical dome dimensions [93].

Dome # Length, cm Height, mm Leading edge, m
1 17.78 1.262 1.887
2 17.78 2.525 1.887
3 17.78 5.050 1.887
4 35.56 2.542 1.798
5 35.56 5.085 1.798
6 35.56 10.17 1.798
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Figure 3.4: Schematic of Glass and Hunt experimental geometry with dimensions
in inches (figure 2 of [93]).
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Figure 3.5: Displacement profiles for spherical and clamped dome configurations.
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A complete description of the model geometry and freestream conditions is

given in Table 3.5. The freestream conditions are obtained through static flow

properties. The wedge length matches the experimental setup of Glass and Hunt

[149]. Again, the limiting cases of a cold wall (300 K) and radiative equilibrium

wall temperature are considered for the entire wedge surface temperature.

Table 3.5: Geometry and flow conditions for
spherical domes.

Parameter Value
Freestream Mach number 6.5
Freestream density, ×10−2 kg/m3 1.80
Freestream temperature, K 227
Effective altitude, km 30.2
Unit Reynolds number, ×106 m−1 1.93
Wedge length, m 3.00

3.1.4 Nondimensional Panel Comparison

A nondimensional characterization of each deformation is provided in Table 3.6

in terms of the deformation height (H), length (L) and boundary-layer thickness

(δ). The boundary-layer thickness is defined as the wall-normal location where the

enthalpy achieves 99.5% of the freestream total condition. The H/δ values for the

Generic Metallic Panel and Spherical Dome deformations exceed that of past work

focused on roughness-scale deformations [48, 49, 51]. However, the L/δ range for

each study indicates that the deformation lengths are orders of magnitude larger

than the boundary-layer thickness. Therefore, these deformations result in slowly
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varying, large-scale surface curvatures. Furthermore, the surface curvature of the

deformations is significantly smaller than that of several blunt cones [150, 151] that

have previously been examined with the LPSE [120, 152–154]. Also, the length of

the deformations in Table 3.6 are in general an order of magnitude larger than the

wavelengths of the instabilities present over the deformation location.

Several of the deformations described in Table 3.6 result in small regions of flow

separation near the leading and trailing edges. As separation produces regions of

recirculating flow, in which information propagates upstream, the applicability of

LPSE comes into question. However, work by Theofilis et al. [155] has shown,

through agreement between LPSE and DNS, that upstream influences within a

separated region are negligible if the dominant disturbances are convective.

Table 3.6: Nondimensional deformation comparison.

Study H/δ L/δ H/L (%)
Generic Metallic Panel 1.13-2.56 76-173 1.48
NASP Ramp Panel 0.09-0.66 43-100 0.09-1.11
Spherical Domes 0.20-1.58 28-55 0.71-2.86

3.2 Mean Flow Grid Convergence

A grid resolution study is performed to determine the required mean flow mesh

density. The velocity and temperature derivatives for the most severe deformation

in Fig. 3.6 demonstrate grid independence of the boundary layer with 400 surface-

normal grid points. The resolved grids have a maximum cell spacing along the
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surface of 10 mm, where hyperbolic cell spacing is used to cluster cells near the

leading and trailing edge of each deformed section of the surface geometry. A

maximum cell spacing of 5 mm is used over the deformed section of the grid. For

the resolved grids, 100 cells define the boundary layer and a y+ value of less than

0.8 is achieved in the first cell from the surface over the entire geometry. Grid

independence of the stability analysis is demonstrated with respect to the mean

flow mesh density (Fig. 3.7.a) and the LPSE test matrix density (Fig. 3.7.b).

3.3 Results

The results are divided according to the applied panel geometry. In Sections 3.3.1-

3.3.2 disturbance amplification contours, obtained through LST, are provided to

highlight shifts in the unstable frequencies caused by deformation. Note that the

unstable frequencies predicted using LST are in general agreement with those ob-

tained using the LPSE. In addition, the boundary-layer thickness over the wedge

is examined to study the effect of different deformation shapes on the mean flow.

Also, maximum N factor envelopes are compared to quantify the influence of 2-D

deformations on boundary-layer stability. Finally, for each case the 2-D higher-

mode instabilities are found to be more dominant than the oblique first mode.

Therefore, the following results pertain to 2-D, streamwise oriented disturbances.
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Figure 3.6: Wall-normal derivatives at peak deformation location (Glass and Hunt
dome 6 [93]). The legend indicates the number of wall normal grid points and
either 1st or 2nd derivative.
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Figure 3.7: LPSE resolution study for the maximum deformation case (Glass and
Hunt dome 6 [93]).
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3.3.1 Generic Metallic Panel

The deformation and temperature profiles shown in Fig. 3.1 are used to analyze

how deformation direction, panel location and multiple panel arrangements affect

flow stability. For the panel location study in Section 3.3.1.1, the deformation is

placed at 1, 3, 5, and 7 m from the leading edge of the wedge. For the multiple

panel study in Section 3.3.1.2, up to four panels in series are examined.

3.3.1.1 Panel Location

Disturbance amplification contours corresponding to several panel locations are

shown in Fig. 3.8, where the amplification rate (−αi) contours greater than zero

indicates unstable disturbance growth. The convex cases in Fig. 3.8 demonstrate

that at each location the panel produces the same relative change in stability, where

the forward portion of the deformation shifts the unstable disturbances to higher

frequencies and the aft section results in a shift to lower frequencies. The inverse

of this trend is true for the concave deformations. This frequency shift is associ-

ated with the manipulation of the boundary layer by the deformation, as shown

in Fig. 3.9. The vertical bar in Fig. 3.9 signifies the panel location, which is also

indicated by the scaled representation of the wedge surface labeled as “Wedge”.

For convex buckling in Fig. 3.9.a, the boundary-layer thickness on the forward

compression side of the panel is less than that of the rigid wedge, while on the

expansion side, beginning at 1.7 m, the boundary-layer thickness is greater. For
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the concave panel in Fig. 3.9.b, this trend is reversed as the flow goes through

expansion then compression. The results in Fig. 3.8 are consistent with Marxen

et al. [49] which found that roughness-scale protuberances can amplify or damp

instabilities depending on the frequency range. An additional item to note from

Fig. 3.8 is that surface compliance could have a strong impact on boundary-layer

stability by shifting unstable disturbances to different frequencies. This disrupts

the instability band in the LST diagram, reducing the amplification and distance

along the surface that specific frequencies are unstable. Furthermore, the panel lo-

cation could play a strong role in how stability is affected. Near the leading edge,

where the most unstable disturbance frequency is rapidly decreasing, inclusion of

the panel increases both the amplification and distance of unstable growth for a

given frequency. However, when the panel is placed further downstream, where

unstable growth occurs over longer distances, the effect is to shift instabilities to

higher and lower frequencies. This effectively introduces stable regions for what

would be unstable growth of certain disturbance frequencies in the absence of sur-

face compliance.

For the LPSE results in Fig. 3.10 the shaded vertical and horizontal bars des-

ignate the panel location and expected transitional N factor range. Fig. 3.10.a in-

dicates that inclusion of the panels at 1 m, increases the N factors immediately

downstream of the panel, with a recovery to the rigid wedge maximum N factor

envelope beginning approximately at 5 m. This is a result of the panel at 1 m ex-

citing high frequency disturbances near 50 kHz and 100 kHz that become stable
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(a) Convex panel response at 1 m. (b) Concave panel response at 1 m.

(c) Convex panel response at 3 m. (d) Concave panel response at 3 m.

(e) Convex panel response at 5 m. (f) Concave panel response at 5 m.

(g) Convex panel response at 7 m. (h) Concave panel response at 7 m.

Figure 3.8: Stability diagrams for different panel locations.
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Figure 3.9: Boundary-layer thickness for rigid wedge and panel response at 1 m.
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by 5 m due to the boundary-layer growth. When the panel is placed at 3 m, there

is an initial decrease in the N factors, followed by different amounts of growth for

the convex and concave panels. The convex panel causes the N factor curve to rise

more rapidly into the transitional range than the rigid wedge, while the N factor

curve for the concave panel remains lower until the end of the wedge. As the panel

is moved aft of 3 m, the effect is similar in that there is a drop in the N factors aft of

the panel, followed by a rise. However, as the panel is moved towards the trailing

edge, there is less distance for the disturbances to grow.

Further examination of Fig. 3.10 reveals that, for the convex panel located at
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Figure 3.10: Maximum N factor comparison for different panel response locations.
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3 m, the intersection of the N factor curve and the transitional region has moved

forward on the body as compared with the rigid wedge results. However, for panel

locations beyond 3 m inclusion of the convex panel moves the expected transition

point backward on the body. This finding is consistent with the work of Duan et

al. [51] which has recently shown that 2-D roughness elements either destabilize

or stabilize Mack mode disturbances when placed upstream or downstream of the

synchronization point.

3.3.1.2 Multiple Panels in Series

From the previous results, it is clear that the deformations generally have a positive

influence on boundary-layer stability immediately following the panels. Thus, it is

interesting to examine the impact of a series of compliant panels. The series panels

begin 4 m from the leading edge of the wedge as the results in Section 3.3.1.1 sug-

gest that panels placed further downstream, past the initial rapid boundary-layer

growth, tended to have a positive impact on stability. To generate the CFD meshes,

the panel responses in Fig. 3.1 are placed in series as shown in Fig. 3.11 where the

temperature between panels is set to the average of the fore panel trailing edge

and aft panel leading edge.

The LST results for configurations with up to four series panels are shown in

Fig. 3.12. Examination of the stability diagrams in Figs. 3.12.a and 3.12.b indicate

that both the convex and concave deformation of a single panel disrupts the rela-

tively flattened section of the instability band. As additional panels are added in
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Figure 3.11: Configuration for three convex deformations in series.

Figs. 3.12.c-h this trend continues until the flattened portion of the instability band,

which contains the disturbances that result in transition for the smooth wedge, is

completely disrupted over the remainder of the wedge body. An interesting dis-

tinction between the convex and concave responses is that the latter comes at the

cost of highly amplifying the same low frequency disturbances over each succes-

sive panel. Note that this finding is consistent with work by Bountin et al. [50],

who found increased amplification at lower frequencies for hypersonic flow over

a concave wavy wall.

The N factor envelopes for the multiple panel configurations are shown in

Fig 3.13. For the convex buckling cases in Fig. 3.13.a, including a single panel at 4

m is found to break up the monotonic growth of N factors produced by the rigid
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(a) One convex panels. (b) One concave panels.

(c) Two convex panels. (d) Two concave panels.

(e) Three convex panels. (f) Three concave panels.

(g) Four convex panels. (h) Four concave panels.

Figure 3.12: Stability diagrams for multiple panels in series.
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wedge. Behind the panel there is a significant drop in N factor from 5 to 6 m, fol-

lowed by an elevatedN factor growth rate that exceeds that of the rigid solution by

7.2 m. However, as more panels are added, the maximum N factor is continually

decreasing, indicating a significant improvement in the boundary-layer stability

over the aft, transition prone, regions of the wedge.

Boundary-layer stabilization has been demonstrated for micron-scale distributed

roughness in subsonic [90] and supersonic [91] flow. More recently, multiple rough-

ness elements or wavy wall roughness has been shown to delay transition [48] and

stabilize Mack mode disturbances [50, 156] in hypersonic flows. A distinguish-

ing feature of this study is that the deformation length is exceedingly larger than

the boundary-layer thickness, as demonstrated in Table 3.6. Therefore the results

presented in Fig. 3.13.a suggest that the stabilizing effect of a wavy wall extends

beyond the roughness scale.

The configurations in Fig. 3.13.b demonstrate that the concave deformation re-

sults in an elevated N factor growth rate over the aft panel. This is due to the

highly amplified, low frequency disturbances that are unstable as a result of con-

cave panel geometry. The one panel configuration in Fig. 3.13.b results in lower N

factors than the rigid wedge downstream of the panel. This is a result of the low-

frequency disturbances, that are excited by the concave panel geometry, only being

unstable for short distances along the body. However, as each additional panel is

added the repeated excitation of these low-frequency disturbances results in N

factors that attain and eventually surpass values produced by the rigid wedge.
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Figure 3.13: N factor comparison for multiple panels in series.
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3.3.2 NASP Ramp Panel

Boundary-layer stability throughout the constant dynamic pressure ascent can be

assessed with the smooth wall, maximum N factor envelopes in Fig. 3.14, where

Fig. 3.14.a corresponds to the cold wall (294 K) and Fig. 3.14.b to the radiative

equilibrium condition. Comparing Figs. 3.14.a and 3.14.b, it is clear that at all

Mach numbers the radiative equilibrium wall temperature corresponds to lower

N factors. This finding is consistent with the work of Mack [42] which demon-

strated that second-mode instabilities are stabilized by wall heating. Fig. 3.14 also

shows that for either wall temperature the N factors decrease during the ascent.

Assuming the transitional N factor remains constant, this decrease corresponds to

improved boundary-layer stability. The results in Fig. 3.14 suggest that ascent at

constant dynamic pressure has a stabilizing effect on the boundary layer. An inter-

esting aspect is that both Mach number (increasing by a factor of 2.4) and Reynolds

number (decreasing by a factor of 2.6) are changing simultaneously during the as-

cent. Previous studies have observed that boundary layers become more stable

with increases in Mach numbers larger than four, and increases in unit Reynolds

number [75]. However, as the Reynolds number is decreasing for the considered

trajectory, the results in Fig. 3.14 indicate that either boundary-layer stability is

more sensitive to Mach number changes, or the combined effect of changing Mach

number and Reynolds number is not adequately explained through independent

characterizations.
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(a) Cold wall.

(b) Radiative equilibrium.

Figure 3.14: Maximum N factors for rigid wedge during ascent.
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The impact of surface temperature on boundary-layer stability is further demon-

strated in Figs. 3.15 and 3.16. In Fig. 3.15 the increased wall temperature result-

ing from the radiative equilibrium condition is shown to thicken the boundary

layer due to the decreased fluid density. A comparison of the stability diagrams in

Fig. 3.16 indicates that the higher wall temperature, corresponding to the radiative

equilibrium condition, reduces the maximum amplification rate of unstable distur-

bances. Additionally, the thickened boundary layer reduces the frequency of the

second-mode instability.

Next, consider the impact of the panel deformation on boundary-layer stabil-

ity, as shown in Fig. 3.17 where cold wall (CW) and radiative equilibrium (RE)

conditions for both the rigid and deformed wedge configurations are shown in

each subfigure. During the early stages of ascent at 90 seconds (H/δ ≈ 0.09, H/L =

0.09%), there is a negligible difference inN factors between the rigid and deformed

wedge conditions. However, by 180 seconds (H/δ ≈ 0.60, H/L = 0.99%) and be-

yond, the deformation clearly has a strong influence on the N factor growth. The

results in Figs. 3.17.b and 3.17.d indicate that at radiative equilibrium conditions

the deformation produces a large reduction in N factor immediately downstream

of the deformation. At cold wall conditions this effect is not as prevalent and el-

evated N factor growth is observed over the deformation. At 300 seconds, where

the boundary layer is the thickest, the panel deformation tends to reduce theN fac-

tors downstream for both cases. However, there is a recovery to the rigid wedge N

factors near the expected transition region, indicating that for the assumed panel
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(a) 90 s (M = 5, Re = 32.91×106).

(b) 300 s (M = 12, Re = 12.80×106).

Figure 3.15: Boundary-layer thickness for cold and radiative equilibrium smooth
wall during ascent trajectory.
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(a) Cold wall.

(b) Radiative equilibrium.

Figure 3.16: Stability diagrams for smooth wall geometry at 90 s into ascent trajec-
tory (M = 5, Re = 32.91×106).
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location, there would be no significant impact on the boundary-layer transition

point.

Another important aspect of study is the potential for higher mode deforma-

tions, which as noted occur for the NASP ramp panel beginning at 240 seconds.

Thus, a comparison of Fig. 3.17.b with Fig. 3.17.c provides some insight into the

importance of deformation mode on stability. Interestingly, for both wall tem-

perature conditions, the change in deformation mode reduces the maximum N

factor growth rate (i.e., the slope of N factor curve). Furthermore, in comparing

Figs. 3.17.c and 3.17.d it is clear that the N factor growth continues to decrease rel-

ative to the smooth wall case as the magnitude of the higher mode dominated de-

formation increases. Additional insight into this is obtained through comparison

of boundary-layer thickness and LST diagrams in Fig. 3.18. Note that the shift in

the deformation pattern from 180 seconds to 240 seconds has a stronger impact on

the boundary-layer thickness relative to the respective rigid cases. This is despite

the fact that the peak displacements are roughly equivalent between these time

instants (∼3 mm), while the boundary layer is somewhat thicker at 240 seconds.

The stronger impact of the deformation pattern at 240 seconds is presumably due

to increased expansion over the aft section of the panel for the higher mode domi-

nated deformation. This yields a more substantial break in disturbance frequencies

exhibiting unstable growth, as highlighted by the LST results.
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(a) 90 seconds. (b) 180 seconds.

(c) 240 seconds. (d) 300 seconds.

Figure 3.17: Maximum N factors for panel response during ascent.
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(a) Boundary-layer thickness at 180 s. (b) LST diagram at 180 s.

(c) Boundary-layer thickness at 240 s. (d) LST diagram at 240 s.

(e) Boundary-layer thickness at 300 s. (f) LST diagram at 300 s.

Figure 3.18: Impact of panel deformation pattern on boundary-layer growth and
stability for cold wall.
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3.3.3 Spherical Domes

LPSE results for the six dome geometries described in Table 3.4 are shown in

Fig. 3.19, which provides a comparison in the maximum N factor growth for the

rigid and deformed wedge at both cold wall (CW) and radiative equilibrium (RE)

wall temperature conditions. Recall for the deformed wedge configurations, both

“simply-supported” (SS) and “clamped” (CC) deformations are considered.

As previously discussed in Section 3.3.2, the results in Fig. 3.19.a-d further

demonstrate that inclusion of the deformation increases N factors in the vicinity

of the panel at the cold wall condition and decreases N factors for the radiative

equilibrium case. This illustrates the coupled effect of surface deformation and

wall temperature as the influence of the deformation on stability varies depending

on the specified wall temperature. Finally, results in Fig. 3.19 suggest the struc-

tural boundary condition has a negligible effect on the boundary-layer stability

as both the simply-supported and clamped configurations result in similar N fac-

tor growth envelopes. A similar result was observed by Marxen and Iaccarino

[157] for a Mach 4.8 flow comparing a roughness element with smooth boundary

conditions and that of a rectangular roughness element with the same height and

cross-sectional area.

In comparing the subfigures in Fig. 3.19, the rows correspond to magnitude

of the deformation and columns correspond to length and leading edge location.

Thus, shifting top to bottom corresponds to increasing panel bowing, while left to

128



right corresponds to increasing both the deformation length and shifting the lead-

ing edge forward. As expected, increasing the size of the deformation (moving left

to right) increases its impact on the N factor growth. The same is true for increas-

ing deformation height (moving top to bottom). For both temperature conditions,

it can be seen that increasing the deformation height results in decreased N factor

growth over and downstream of the deformation. In particular, there is a dramatic

shift inN factor growth when the displacement ratio (H/L) increases from 1.43% to

2.86%. Furthermore, the reduction in N factor growth is most dramatic for dome

6, which corresponds with the largest deformation in Fig. 3.19. The decrease in

N factor with increasing displacement agrees with the work of Fong et al. [158]

who found that for single roughness elements (L/δ = 4) in Mach 5.92 flow, as H/δ

increased from 0.25 to 0.625, flow disturbances were more effectively damped.
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(a) Dome 1 (H/L = 0.007).
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(b) Dome 4 (H/L = 0.007).
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(c) Dome 2 (H/L = 0.0143).
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(d) Dome 5 (H/L = 0.0143).
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(e) Dome 3 (H/L = 0.0286).
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(f) Dome 6 (H/L = 0.0286).

Figure 3.19: Maximum N factor growth for domes 1 to 6.
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Chapter 4

Impact of Boundary-Layer Transition on

Structural Response

The dynamic response of a representative hypersonic vehicle panel, subject to com-

bined aerodynamic and thermal loading, is computed for laminar, transitional,

and turbulent flow. As shown in Fig. 2.15, the panel is located on a 2-D surface

inclined to the freestream, representing the forebody of a supersonic/hypersonic

vehicle. The freestream conditions and geometry of the simply-supported panel

are provided in Section 4.1. Panel responses are obtained using the aerothermoe-

lastic framework in Fig. 2.6, where the transition onset and length are prescribed

prior to the simulation. The effect of varying transition onset location, transition

length, and the overshoot magnitude in heat flux and fluctuating pressure on the

structural response is examined. Additionally, results are presented for cases that

neglect and include the effects of transitional overshoot.
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4.1 Problem Description

The freestream conditions and simply-supported panel geometry are listed in Ta-

bles 4.1 and 4.2. The mass and stiffness-proportional Rayleigh damping is spec-

ified such that 2% of the critical damping is achieved at both the fundamental

natural frequency and at 1000 Hz to provide viscous damping of the higher fre-

quencies. The temperature-dependent material properties of the aluminum panel

are listed in Table 4.3. The density and Poisson’s ratio are assumed to be constant

over the operational range of temperature. The pinned aluminum panel examined

here has a maximum modal frequency of 3.80 kHz. While this configuration does

not represent an actual structure intended for use on a hypersonic vehicle, it has

been thoroughly examined in past works [17, 35] and has been shown to provide a

demonstration of the coupled (fluid-thermal-structural) response over a relatively

short time record [35].

Table 4.1: Freestream conditions.

Parameter Value
Mach number (freestream) 4.00
Mach number (post oblique shock) 3.64
Altitude, km 30.0
Unit Reynolds number, ×106 m−1 1.46
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Table 4.2: Panel geometry.

Parameter Value
Leading edge location, m 1.00
Length, m 1.00
Thickness, mm 2.50
Density, kg/m3 2768
Poisson’s ratio 0.325

Table 4.3: Temperature dependence of material prop-
erties of Aluminum (Al-7075).

T c k E α
K J/kg K W/m K GPa µm/mK
300 850.99 132.05 72.86 22.36
350 892.44 138.19 70.84 22.73
400 933.89 143.17 67.53 23.21
450 975.33 146.99 62.49 23.74
500 1016.78 149.67 55.40 24.25

4.2 Panel Response for Laminar and Turbulent Flow

Panel responses corresponding to laminar and turbulent flow are provided as a

means to quantify the effect of transitional fluid loading on the panel. Time his-

tories of the average temperature and mid-panel displacement, corresponding to

each flow condition, are shown in Fig. 4.1. Note that the flutter onset times are

provided in Fig. 4.1.a. A comparison of the average temperatures in Fig. 4.1.a in-

dicates that the elevated aerodynamic heating, which is a product of the turbulent

boundary layer, increases the average temperature throughout the panel at a much

faster rate. This produces a larger thermal force that increases the rate of deforma-

tion (Fig. 4.1.b). The turbulent loading reduces the onset time to flutter (Fig. 4.1.a)
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to approximately 17% of the laminar value. While the time to flutter is significantly

different for the panel subject to laminar and turbulent loading, the characteristic

response at flutter onset is similar. The horizontal lines in Fig. 4.1 denote the av-

erage temperature and center displacement at flutter onset for the panel subject to

turbulent flow. As shown in Fig. 4.1, the laminar and turbulent panel responses

are within 3.5 K and 0.83 mm (w/h = 0.33) of one another at flutter onset. This in-

dicates that the difference in the laminar and turbulent aerothermodynamic loads

primarily impacts the rate of the structural response.

4.3 Transitional Overshoot Characterization

As described in Section 2.3.3, overshoot in a transitional load (heat flux or RMS

pressure) is produced through an intermittency-based blending of laminar and

turbulent flow solutions, where the turbulent boundary layer originates at the

transition onset location. As this blending is a function of the intermittency, the

overshoot magnitude is dependent on the length of the transition region.

The average percent overshoot is provided in Fig. 4.2 in terms of heat flux

(Fig. 4.2.a) and RMS pressure (Fig. 4.2.b) as a function of the transition length ∆xt.

The overshoot is defined as shown in Eq. (4.1):

fovershoot =
fmax(x)− fturb

fturb
(4.1)
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Figure 4.1: Panel response for laminar and turbulent flows. Times in Fig. 4.1.a
correspond to laminar and turbulent flutter onsets.
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where f(x) corresponds to either the heat flux or RMS pressure distribution, fmax is

the maximum value over the length of the panel, and fturb is the turbulent value at

trailing edge. Note that the percentages in Fig. 4.2 correspond to the undeformed

panel. Also, the variation in heat flux overshoot is negligible for cases with the

same ∆xt but different xt. However, for pressure there is a variation of roughly

10% from the average values shown.

The heat flux and RMS pressure overshoot decreases with increasing transition

length. Previous experimental studies, on hypersonic flow over flat plates [159]

and cones [25, 121], have observed heat flux overshoot ranging from 50 to 70%.

Therefore, the shorter transition lengths considered in this study (∆x̄t ≤ 0.10) may

over predict the peak heat flux. As transitional RMS pressures have been recorded

as large as three times the turbulent conditions [160], the overshoot percentages in

Fig. 4.2.b all fall within the experimentally observed range.

4.4 Effect of Transition Length on Panel Response

The impact of transition length on the stable response of the panel is shown in

Fig. 4.3 in terms of maximum deformation, slope, temperature and thermal gradi-

ent. Results are presented for transitional cases with onset at x̄t = 0.1 and the end of

transition at x̄te = 0.25 and 0.90. These configurations correspond to the minimum

and maximum transition lengths, considered in this study, with experimentally

bounded heat flux overshoot. For each transition length, results are presented for
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Figure 4.2: Average overshoot percentage for transitional cases with the same ∆xt
but different xt.
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no overshoot and overshoot in heat flux and fluctuating pressure. Panel responses

are shown for the first 23 s, as the transitional overshoot case with x̄t = 0.1, x̄te =

0.25 undergoes flutter at 23.3 seconds.

A comparison of the peak displacements for the transitional responses in Fig.

4.3.a indicates that as the end of transition moves towards the front of the panel,

the maximum deformation increases. Further, for fixed transition onset and end

locations, accounting for overshoot produces larger displacements than the case of

no overshoot. Similar trends are observed for the panel slope in Fig. 4.3.b. As the

rate of deformation is driven in part by the thermal load, the increased displace-

ment is a product of the elevated aerodynamic heating due to the larger region of

turbulent loading and the increased heat flux overshoot resulting from the shorter

transition length. In Figs. 4.3.a and 4.3.b, the transitional cases are bounded by the

laminar and turbulent responses. Thus, these results suggest that the assumption

of fully turbulent flow provides a conservative estimate of the peak displacement

and slope of the panel.

The thermal response of the panel, in Figs. 4.3.c and 4.3.d, indicates that tran-

sitional fluid loading can produce maximum temperatures and thermal gradients

that are not bounded by the turbulent response. Specifically, the transitional over-

shoot configuration with x̄t = 0.1 and x̄te = 0.25, in Fig. 4.3.c, has peak tempera-

tures exceeding that produced by turbulent flow, by up to 9%, throughout the first

23 s of response. The results in Fig. 4.3.d illustrate that all the transitional cases

produce thermal gradients exceeding both laminar and turbulent flows, with the
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shortest transition length providing the largest temperature gradients. The ther-

mal gradient for the laminar response is not visible in Fig. 4.3.d as the peak mag-

nitude is less than 1 K/m. The elevated temperatures and thermal gradients pro-

duced by the transitional heat flux result in local regions along the panel with large

variation in temperature-dependent material properties, as well as locations where

material temperature limits may be exceeded.
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Figure 4.3: Variation in panel response due to transition length (x̄t = 0.1): no over-
shoot “no” (gray lines and open markers), and overshoot “os” (black lines and
closed markers).
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Snapshots of the fully turbulent and transitional panel responses at 23.0 s are

provided in Fig. 4.4. The transitional loading (x̄t = 0.1, x̄te = 0.25) corresponds to

the minimum transition length, overshoot configuration in Fig. 4.3. A comparison

of the responses in Fig. 4.4 further indicates that the turbulent assumption conser-

vatively predicts the panel displacement despite the region of elevated heating and

increased spatial variation in the through-thickness average temperature resulting

from the transitional loading. This is a result of the strong dependence of the de-

formation on the chordwise average temperature of the panel that, as shown in the

legend of Fig. 4.4.b, is nearly identical for the turbulent and transitional responses.

As discussed in Section 2.3.5, the dependence of the deformation on the chord-

wise average temperature is due to the assumption of immovable supports in the

structural equation of motion [35]. Therefore, accounting for more representative

boundary conditions (clamped in rotation, axial expansion, etc.) could potentially

alter the impact of the transitional loading on the response of the structure.

4.5 Effect of Transition Location on Panel Response

The effect of transition location on the response of the panel is shown in Fig. 4.5.

Transitional cases correspond to onset at x̄t = 0.1 and 0.7, with transition length of

∆x̄t = 0.15. For each transition location, results are provided corresponding to no

overshoot and overshoot in heat flux and fluctuating pressure.

Similar to the results presented in Section 4.4, the peak displacement and slope,
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Figure 4.4: Panel response subject to turbulent and transitional (x̄t = 0.1, x̄te =
0.25) loading with overshoot at 23.0 s.
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corresponding to the most forward and aft transition locations, remain bounded

by the laminar and turbulent responses (Figs. 4.5.a and 4.5.b). Additionally, max-

imum temperatures and thermal gradients are observed to exceed the turbulent

values (Figs. 4.5.c and 4.5.d). The responses in Fig. 4.5 indicate that the panel

achieves larger deformations and temperatures as transition moves forward on the

panel. Interestingly, comparison of Figs. 4.3.a and 4.3.b and Figs. 4.5.a and 4.5.b in-

dicates that variation in the transition onset location produces larger changes in

the displacement and slope as compared with variation in the transition length.

During the first 23 s of response, the maximum change in displacement due to al-

tering the transition length is ∆w/h = 1.6, whereas shifting the transition location

results in a variation of ∆w/h = 2.5. A comparison of the maximum temperatures

in Figs. 4.3.c and 4.5.c highlights that the maximum variation in temperature due

to modifying the transition length (∆T = 32 K) is similar to that resulting from

altering the transition location (∆T = 45 K). However, comparing Figs. 4.3.d and

4.5.d indicates that a variation in transition length (∆dT/dx = 854 K/m) intro-

duces larger changes in the thermal gradient than variation in transition location

(∆dT/dx = 190 K/m).

4.6 Effect of Transition on Flutter Onset

As another metric of comparison, the impact of the boundary-layer state on the

aerothermoelastic stability of the panel is examined. The flutter onset time for
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Figure 4.5: Variation in panel response due to transition location (∆x̄t = 0.15): no
overshoot “no” (gray lines and open markers), and overshoot “os” (black lines and
closed markers).
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each of the transitional cases considered in this study is shown in Fig. 4.6. The

flutter onset time for turbulent flow is also provided as a means to quantify the

effect of transitional loading on aerothermoelastic stability. For each transitional

case, results are shown corresponding to no overshoot (Fig. 4.6.a) and overshoot

(Fig. 4.6.b). For a fixed onset location x̄t, moving left to right along the x axis

corresponds to increasing the transition length.

Examination of the transitional cases that neglect overshoot (Fig. 4.6.a) indi-

cates that the flutter onset time increases as 1) the transition onset moves down-

stream, and 2) the transition length increases. This is expected, as either situation

implies that the flutter time increases as the turbulent aerothermodynamic loading

acts over a smaller region of the panel. However, when overshoot is accounted

for (Fig. 4.6.b), the time to flutter does not always increase with transition length.

Several transitional configurations (x̄t = 0.3,0.5) in Fig. 4.6.b suggest that the time

to flutter is relatively insensitive to variation in the transition length over certain

regions of the panel (0.55 ≤ x̄te ≤ 0.65). Furthermore, for x̄t = 0.5, as the end of

transition moves downstream from x̄te = 0.55-0.65, the time to flutter decreases.

This finding is non-intuitive and is not an aspect of the cases that neglect over-

shoot.

A comparison of the responses with and without overshoot in Fig. 4.6 reveals

that accounting for overshoot always reduces the flutter onset time. As shown in

Fig. 4.6.b, the reduction in flutter onset, due to overshoot, causes several transi-

tional loading configurations (x̄t = 0.1, x̄te ≤ 0.30) to flutter earlier than the panel
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subject to fully turbulent loading. The variation in flutter time due to overshoot

[defined in Eq. (4.2)] is shown in Fig. 4.7 for each transition onset location. The re-

sults in Fig. 4.7 indicate that the difference in flutter time generally increases with

the transition length.

∆tF =
tFno overshoot − tFovershoot

tFturb
(4.2)

The transitional responses are further characterized in terms of the chordwise

average temperature at flutter onset (Fig. 4.8) and the maximum displacement

achieved by the panel during the preflutter response (Fig. 4.9). The similarities

between Figs. 4.8 and 4.9 indicate that the displacement is driven largely by the

average temperature of the panel. Also, from Figs. 4.8.b and 4.9.b, it is apparent

that several overshoot configurations exhibit average temperatures (x̄t = 0.3, 0.40

≤ x̄te ≤ 0.55) and peak displacements (x̄t = 0.3, 0.35 ≤ x̄te ≤ 0.55) exceeding that

produced by turbulent loading.

A comparison of the cases that neglect (Figs. 4.8.a and 4.9.a) or include (Figs. 4.8.b

and 4.9.b) overshoot indicates that, at onset locations of x̄t = 0.1-0.5, accounting for

overshoot results in a larger variation in the average temperature and maximum

displacement as the transition length changes. The largest variation in tempera-

ture (∆T = 11 K) and displacement (∆w/h = 0.88) occurs as the transition length

varies for a fixed onset location of x̄t = 0.3. The increased variation in the tempera-

ture and displacement of the panel suggests that transitional overshoot introduces

more uncertainty into structural response prediction if the transition length is un-
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Figure 4.6: Time to flutter. Laminar flutter condition of tF = 142.5 s is not shown.
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147



known.

The overshoot cases in Figs. 4.8.b and 4.9.b illustrate that, for onset at x̄t = 0.5,

as the end of the transition region increases from x̄te = 0.55 to 0.80, both the av-

erage temperature and peak displacement decrease. For these configurations, the

time to flutter decreases as x̄te increases from 0.55 to 0.65. Therefore, for these cases

(x̄t = 0.5 and 0.55 ≤ x̄te ≤ 0.65), the panel enters the dynamic instability earlier in

the response, even though the component of the inplane thermal force driven by

the chordwise average temperature is decreasing. This implies that the reduction

in flutter onset is potentially due to the chordwise variation of the temperature-

dependent material properties (E,α) resulting from the transitional heat flux dis-

tribution.

4.7 Effect of Temperature-Dependent Material Proper-

ties

Further investigation into the reduction in flutter time, for the overshoot cases

shown in Fig. 4.6.b, is provided next for several cases (x̄t = 0.5, x̄te = 0.55, 0.60, and

0.65). For each case, the through-thickness average temperature along the panel at

the time of flutter is shown in Fig. 4.10. The times listed in Fig. 4.10 correspond to

flutter onset for each response. Note that the peak temperature occurs near the end

of the transition region. A comparison of the profiles in Fig. 4.10 reveals that, as x̄te
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Figure 4.8: Chordwise average temperature at flutter.

149



0 0.2 0.4 0.6 0.8 1
10.5

11

11.5

12

12.5

13

x
te

/L

w
/h

m
a
x

 

 

turbulent

x̄t = 0.1

x̄t = 0.3

x̄t = 0.5

x̄t = 0.7

(a) No overshoot.

0 0.2 0.4 0.6 0.8 1
10.5

11

11.5

12

12.5

13

x
te

/L

w
/h

m
a
x

 

 

turbulent

x̄t = 0.1

x̄t = 0.3

x̄t = 0.5

x̄t = 0.7

(b) Overshoot.

Figure 4.9: Maximum displacement before flutter.
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Figure 4.10: Through-thickness average temperature profile at flutter onset.

moves downstream, the through-thickness average temperature decreases for x̄ ≤

0.614 and increases on the trailing edge of the panel (x̄ ≥ 0.647).

The impact of the chordwise thermal gradient on the material properties of the

panel is shown in Fig. 4.11, in terms of the modulus of elasticity and thermal ex-

pansion coefficient at the time of flutter. A comparison of the profiles in Fig. 4.11

indicates that, for x̄ ≤ 0.614, as x̄te moves rearward along the panel the modulus

of elasticity increases (Fig. 4.11.a) and the thermal expansion coefficient decreases

(Fig. 4.11.b). Conversely, on the trailing edge of the panel (x̄ ≥ 0.647), as x̄te moves

rearward, the modulus of elasticity decreases (Fig. 4.11.a) and the thermal expan-

sion coefficient increases (Fig. 4.11.b). Therefore, as the length of the transition

151



region increases, the forward portion of the panel (x̄ ≤ 0.614) stiffens while the aft

region (x̄ ≥ 0.647) becomes more prone to deformation. A primary driver of the

panel response is the in-plane thermal load which, as previously mentioned, is pri-

marily dependent on both the chordwise average temperature and temperature-

dependent material properties [35]. As shown in Fig. 4.8.b, the contribution of the

average temperature to the in-plane thermal effects is decreasing. Therefore, the

reduction in flutter time is presumably due in part to the large spatial variation in

the material properties shown in Fig. 4.11.

The effect of the temperature-dependent material properties on the flutter on-

set time is depicted in Fig. 4.12, where each line corresponds to a transition onset

of x̄t = 0.5. The curves labeled “f(T )” and “const” identify responses obtained

with either temperature-dependent or constant material properties. The constant

material properties correspond to those listed in Table 4.3 for a temperature of 300

K. For each case, results are presented for transitional responses that either include

or neglect overshoot. The results in Fig. 4.12 indicate that the flutter time increases

when assuming constant material properties. Additionally, the localized reduc-

tion in flutter time, which occurs for the temperature-dependent overshoot con-

figuration with x̄te = 0.60, is no longer present when assuming constant material

properties.
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Figure 4.11: Temperature-dependent material properties at flutter onset.
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4.8 Effect of Transition on Panel Life Considerations

The time-integrated strain energy is used as a metric to assess the impact of tran-

sition on panel life. This quantity is chosen because it has been found to correlate

with fatigue life in metallic coupons [161]. The strain energy accumulated in the

panel, during the first 20 s of response, is shown in Fig. 4.13 for transitional load-

ing configurations that neglect (Fig. 4.13.a) or account for (Fig. 4.13.b) overshoot.

Examination of Fig. 4.13 indicates that the strain energy accumulated in the panel

decreases as the transition onset moves downstream and as the length of the transi-

tion region increases. Furthermore, for a fixed transition onset and length, account-

ing for overshoot increases the accumulated strain energy. As shown in Fig. 4.13.b,

several transitional cases (x̄t = 0.1, x̄te ≤ 0.3) result in strain energy accumulation

that exceeds that produced by turbulent loading. Previous studies have found that

failure occurs once a critical level of strain energy is accumulated in the structure

[161, 162]. Therefore, the results in Fig. 4.13.b suggest that turbulent loading may

over predict the life of the structure if transition is likely to occur.
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Figure 4.13: Strain energy accumulation during the first 20 s of response.
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Chapter 5

Interaction between Boundary-Layer

Transition and Structural Response

The interaction between boundary-layer transition and the aerothermoelastic re-

sponse of a representative hypersonic vehicle panel is investigated through com-

parison of panel responses obtained assuming fully turbulent and transitional fluid

loading, where the transition region either remains fixed (as in Chapter 4) or varies

in time due to the panel response. The transitional loading assumes overshoot

in the heat flux and fluctuating pressure load. The transition onset location is

predicted using either STABL (discussed in Section 2.1) or a surrogate model of

STABL, which is described in detail in Section 5.2. The transitional cases assume a

constant transition length of 0.3 m and an initial onset location of 2.67 m, which cor-

responds to the surrogate prediction for the undeformed, stress free (300 K) panel.

The freestream conditions and panel configuration are provided in Section 5.1. Re-

sults are presented in Section 5.3 for the first 10 s of response of a titanium panel
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with either simply-supported or clamped structural boundary conditions.

5.1 Problem Description

A schematic of the configuration examined here is provided in Fig. 2.15. It is as-

sumed that a titanium panel is located 2 m from the leading edge of a 2-D surface

inclined 5 ◦ to the freestream, representing the forebody of a supersonic/hypersonic

vehicle. Both pinned and clamped structural boundary conditions are consid-

ered. The freestream conditions and panel geometry are listed in Tables 5.1 and

5.2. The freestream conditions coincide with the proposed cruise velocity and al-

titude specified for the conceptual Mach 5 to 7 hypersonic cruise vehicle outlined

in [11]. Based off the surface temperatures predicted at this cruise condition, tita-

nium alloys could be employed as the outer mold line structure of the vehicle [11].

The mass and stiffness-proportional Rayleigh damping is specified such that 2% of

the critical damping is achieved at both the fundamental natural frequency and at

1000 Hz to provide viscous damping of the higher frequencies. The temperature-

dependent material properties of the titanium panel are listed in Table 5.3. The

density, Poisson’s ratio, and emissivity [163] are assumed to be constant over the

operational range of temperature. The maximum modal frequency of the panel is

3.32 kHz and 3.46 kHz for pinned and clamped structural boundary conditions,

respectively.
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Table 5.1: Freestream conditions.

Parameter Value
Mach number (freestream) 5.20
Mach number (post oblique shock) 4.66
Altitude, km 27.4
Unit Reynolds number, ×106 m−1 2.85

Table 5.2: Panel geometry.

Parameter Value
Leading edge location, m 2.00
Length, m 1.50
Thickness, mm 5.00
Density, kg/m3 4540
Poisson’s ratio 0.320
Emissivity 0.6

Table 5.3: Temperature dependence of material prop-
erties of Titanium (Ti-6Al-2Sn-4Zr-2Mo).

T c k E α
K J/kg K W/m K GPa µm/mK

300 463.08 6.89 113.46 7.09
400 488.20 8.03 107.51 8.06
500 535.10 9.28 102.39 8.78
600 593.72 10.52 97.57 9.22
700 661.55 11.77 92.15 9.54
800 740.26 13.17 84.01 9.70

5.2 Transition Onset Surrogate Model

A kriging surrogate model is generated in order to reduce the online computa-

tional expense associated with prediction of the transition onset location within an

aerothermoelastic response simulation. Kriging is an interpolation method that is

well suited to approximate nonlinear behavior and does not require a priori knowl-
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edge of the full-order relationship [103]. The parameter space for the surrogate

includes an isothermal surface temperature and the deformation of the panel, ap-

proximated using the computed amplitudes of the first 3 free vibration modes.

Approximating the deformation in this manner greatly reduces the transition on-

set surrogate parameter space while producing a maximum error of just 0.6h. Note

that the peak deformation of the panel is on the order of 4h. The output for the sur-

rogate is the maximum N factor envelope.

Training points are chosen using a quasi-random, Halton sequence sampling of

the parameter space. Generation of the surrogate training points requires both a

CFD solution and a corresponding stability analysis. Specifically, for each training

point STABL is used to: (1) generate a fluid mesh that accounts for the panel de-

formation; (2) perform a CFD analysis at the specified wall temperature; (3) assess

the boundary-layer stability using LPSE; and (4) obtain the maximum N factor en-

velope for a range of disturbance frequencies. Using the training points, a kriging

surrogate function is generated using the DACE [131] toolbox in MATLAB R©. The

surrogate function predicts the maximum N factor curve based off the input wall

temperature and surface deformation.

5.2.1 Mean Flow and LPSE Grid Convergence

A grid resolution study is performed to determine the required mean flow and

LPSE test matrix mesh densities that result in converged maximumN factor curves.
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Figure 5.1: Shadowgraph of flowfield (a1/h = 4.204, a2/h = -0.374, a3/h = 0.085).

For each training point, the computational domain resembles that shown in Fig. 5.1.

Derivatives of the wall-normal velocity and temperature, at the center of the

panel, are shown in Fig. 5.2 corresponding to the panel deformation in Fig. 5.1.

A comparison of the results in Fig. 5.2 indicate that grid independence is achieved

with 400 surface normal grid points. The resolved grid has a maximum cell spacing

along the surface of 2 mm, a minimum of 118 cells defining the boundary layer, and

a y+ value of less than 0.3 in the first cell from the surface. Grid independence of

the stability analysis is demonstrated with respect to the mean flow mesh density

in Fig. 5.3.a and the LPSE test matrix (surface distance and frequency) density in

Fig. 5.3.b.

5.2.2 Surrogate Generation

Bounds for the surrogate input parameters are specified to include the predicted

surface temperatures and deformation modal weights during the first 10 s of re-

sponse for the simply-supported panel subject to fully turbulent and prescribed

transitional loading. A safety margin of ±20% of the parameter range is added to
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Figure 5.2: Wall normal derivatives at midpoint of panel S = 2.75 m (Tw = 300 K,
a1−3/h = 4.204, -0.374, 0.085).
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the minimum and maximum bound for each input parameter. The range for each

input parameter is listed in Table 5.4, where the modal amplitudes are nondimen-

sionalized by the panel thickness.

Table 5.4: Bounds for surrogate input parameters.

Parameter Minimum Maximum
Temperature, K 280 420
1st mode amplitude -0.838 5.037
2nd mode amplitude -0.461 0.076
3rd mode amplitude -0.017 0.102

An initial set of 1000 sample points are generated to construct surrogates and

assess their accuracy. Surrogates are generated with 100 to 800 sample points,

where the number of sample points used for training (nsp) increases in increments

of 100. For a given value of nsp, several surrogates are generated using different

subsets of the 1000 sample points. The number of surrogates (d) generated with a

constant value of nsp is determined according to Eq. (5.1).

d =
1000− nsp

100
+ 1 (5.1)

Each of the d surrogates are evaluated against the 1000 − nsp remaining sample

points. This approach, termed cross-validation [126], is used in this study to pro-

vide robust error metrics for surrogate convergence with increasing nsp, and for

a fixed nsp, identify which subset of the 1000 sample points results in the most

accurate surrogate. An example of the cross-validation technique is provided in
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Table 5.5 for surrogates constructed with 800 sample points. The data in Table 5.5

indicates that nsp = 800 results in three surrogates that are trained and evaluated

against different subsets of the 1000 sample points.

Table 5.5: Cross-validation approach for nsp = 800 surrogates.

Surrogate Number Training point index Evaluation point index
1 1-800 801-1000
2 101-900 1-100, 901-1000
3 201-1000 1-200

Use of the transition onset surrogate in the aerothermoelastic model introduces

two sources of error in the response prediction; model reduction error and sur-

rogate input error. Model reduction error is a result of replacing the full-order

CFD/LPSE analysis with the surrogate function. This error is computed by com-

paring the output of the surrogate and STABL for the same input within the param-

eter space. Surrogate input error results from assumptions made to parameterize

the input variables. Here, this involves neglecting the impact of surface tempera-

ture gradients and only using the displacement computed from the first 3 modal

weights.

One metric of the model reduction error, the percent error in the N factor curve

(NERROR), is shown in Fig. 5.4 for surrogates generated with 100 to 800 training

points. The N factor error is computed using Eqs. (5.2)-(5.3), where NMODEL is

the surrogate predicted N factor curve, NSTABL is the STABL computed N factor

curve,m is the number of data points in a single evaluation case, and i, j are indices
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corresponding to the ith data point in the jth evaluation case.

NERROR(S)
(i)
j =

|NMODEL(S)
(i)
j −NSTABL(S)

(i)
j |

RMSj
× 100 (5.2)

RMSj =

√√√√ 1

m

m∑
i=1

(
NSTABL(S)

(i)
j

)2

(5.3)

The solid curves in Fig. 5.4 indicate the average NERROR across the d surrogates at

any value of nsp. Examination of Fig. 5.4.a indicates that, by 500 training points,

the average NERROR is converging to a minimum error near 0.63%. The maximum

NERROR in Fig. 5.4.b decreases to a minimum value of 12.0% at nsp = 500, at which

point the error begins to rise. The nsp = 700 surrogate with the minimum average

NERROR is chosen for this study as increasing the number of training points to 800

results in greater maximum error and a marginal reduction in the average error.

The model reduction error associated with the nsp = 700 surrogate is shown

in Fig. 5.5 in terms of the NERROR and the predicted onset location error SERROR,

which is computed using Eq. (5.4).

SERROR(N)j =
|SMODEL(N)j − SSTABL(N)j|

L
× 100 (5.4)

A contour of the N factor error is provided in Fig. 5.5.a for each of the 300 eval-

uation cases. The low error for surface distances less than 2 m indicates that the

surrogate provides an accurate prediction of the N factor curve for variation in the
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Figure 5.4: Surrogate convergence with increasing sample points.
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isothermal wall temperature. The largest error occurs over the panel location (2.0

to 3.5 m) and therefore, is a result of the deformation. For the 300 test cases, the

maximum NERROR is 11.8% while the mean error is 0.6%. Accuracy of the surro-

gates transition prediction capability is assessed assuming onset occurs at N = 10.

The surrogate and STABL predicted onset locations, and corresponding error, are

shown in Fig. 5.5.b for each of the 300 test cases. The maximum SERROR at N = 10

is 10.3%L while the mean error is 1.6%L.

The surrogate input error results from truncating the deformation to the first

3 free vibration modes and neglecting spatial variation in the surface temperature

across the panel. As previously stated, comparison of the displacement gener-

ated using 3 and 25 mode shapes results in a maximum error of 0.6h. In regard

to neglecting the thermal gradient, recent work has found excellent agreement be-

tween experimentally measured transition onset and STABL predictions, assuming

an isothermal wall condition specified as the average temperature in the laminar

region [164]. However, in this previous work the variation in wall temperature

throughout the transition process (294 to 320 K) is much smaller than that ob-

served for configurations similar to that studied here [30]. The accuracy of transi-

tion prediction based on the laminar region temperature is assessed by evaluating

the boundary-layer stability of the flow past the panel response in Fig. 5.6. Max-

imum N factor curves are obtained using the isothermal surrogate (evaluated at

the laminar region temperature) and STABL which accounts for the temperature

gradient across the panel. For the STABL predictions, the wall temperature be-
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Figure 5.5: Model reduction error.
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fore and after the panel is specified to match the temperature at the panel bound-

aries. STABL predictions for the varying wall temperature are compared with the

isothermal surrogate evaluations in Fig. 5.7 for geometries that neglect (Fig. 5.7.a)

or account for (Fig. 5.7.b) panel deformation. The markers in Fig. 5.7 indicate the

predicted transition onset location assumingN = 10. A comparison of theN factor

curves in Fig. 5.7.a indicates that, for a smooth wall, neglecting the spatial varia-

tion in wall temperature can alter the predicted onset location by 0.61 m (41%L).

However, when deformation is accounted for (Fig. 5.7.b) the agreement in N fac-

tor between STABL and the surrogate extends to approximately 2.4 m, resulting in

an accurate surrogate prediction of the onset location. The improved agreement

between STABL and the surrogate in Fig. 5.7.b suggests that as the panel deforms,

the effect of the temperature gradient on the overall N factor growth becomes less

pronounced.

As spatial variation in the wall temperature may be important to onset predic-

tion at small deformations, a temperature correction is applied to the surrogate to

partially account for thermal gradients. For a given panel response, the surrogate

is evaluated at the minimum (i.e., laminar) and average wall temperature. As the

temperature rise is largely due to transition, an intermittency based blending of

the minimum and average temperature N factor curves is used to predict the on-

set location. The improved agreement in N factor resulting from this temperature

blending is shown by the curve labeled “Surrogate: Tblend” in Fig. 5.8, where onset

occurs at 2.24 m and the transition length is 0.30 m.
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Figure 5.7: Impact of wall temperature gradient on transition prediction.
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5.2.3 Surrogate Verification

The applicability of the surrogate for aerothermoelastic response prediction is as-

sessed by comparing 5 s of panel response where transition onset is predicted us-

ing both the surrogate model and STABL. For either response, the transition onset

location is updated every 0.10 s. At this time step, the movement of the onset lo-

cation is converged within 0.47%L. The accuracy of the surrogate model, relative

to using STABL for transition prediction, is shown in Fig. 5.9 in terms of the move-

ment of the onset location (Fig. 5.9.a) and associated error metrics (Fig. 5.9.b). Note

that the percent errors in Fig. 5.9.b for the onset location, mid-chord displacement,

and maximum temperature are normalized by the length L, thickness h, and ini-
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tial temperature Tinit of the panel. A comparison of the onset locations in Fig. 5.9.a

reveals that, in general, the surrogate predicts transition further upstream than

STABL. Note that the initial surrogate prediction for the undeformed panel at t =

0 s is 0.054 m (3.6%L) further upstream than the STABL predicted onset location.

The error in onset location further into the response could result from this initial

discrepancy. As shown in Fig. 5.9.b, the error in the onset location results in maxi-

mum displacement and temperature errors of 2.6%h (0.13 mm) and 0.3%Tinit (0.74

K). The computational cost associated with generating 5 s of response using STABL

and the surrogate model is provided in Table 5.6. The comparison in Table 5.6,

along with the relatively low error evident in Fig. 5.9.b, highlights the strength of

the surrogate approach in replacing the need to perform STABL computations in

the aerothermoelastic solution process. The wall and CPU times for the surrogate

in Table 5.6 do not include the time required to generate the training points and

construct the surrogate. If the time to generate the training data is accounted for

the surrogate is approximately 10 times the computational expense of the STABL

prediction. However, the surrogate can be used to quickly perform parametric

sweeps of the initial transition region (onset and length), wall temperature, and

panel deformation.
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Figure 5.9: Comparison of the aerothermoelastic panel responses obtained using
STABL and the surrogate for transition prediction.
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Table 5.6: Computational cost for 5 s of aerothermoelastic panel response.

Transition prediction Processor cores Wall time, hrs CPU time, hrs
STABL 144 67.7 9748.8
Surrogatea 1 1.6 1.6
a Each surrogate sample point required ≈2.72 hrs on 36 processor cores.

Generation of the surrogate (1,000 sample points) resulted in total wall
and CPU times of 2716.7 and 97801 hrs, respectively.

5.2.4 Clamped Panel Surrogate Modifications

The surrogate model described in Sections 5.2.2 and 5.2.3 is modified to allow for

transition prediction for flow past a clamped panel. Prior to predicting transition

onset during a clamped panel aerothermoelastic simulation, the modal weights

are transformed, using Eq. 5.5, into the simply-supported modal weights that best

capture the deformation. Where a and φ in Eq. 5.5 correspond to the free vibration

modal weights and mode shapes for the clamped (CC) and simply-supported (SS)

panel.

ass = accφccφ
T
ss

[
φssφ

T
ss

]−1 (5.5)

This transformation is necessary as the transition onset surrogate’s training data

and input parameters correspond to simply-supported panel deformations.

Aerothermoelastic simulations of the clamped panel, subject to fully turbulent

and fixed transitional loading, indicate that the minimum bound for the third

modal amplitude in Table 5.4 is insufficient to capture 10 s of response. There-

fore, an additional 100 sample points are added to the surrogate to expand the
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minimum bound to a3 = -0.9824. The expanded parameter space increases the

maximum and average Nerror to 22.25% and 1.19%. However, for transition on-

set at N = 10, the maximum Serror decreases to 9.4%L while the average remains

constant at 1.6%L.

To justify the use of the simply-supported surrogate for clamped panel transi-

tion prediction, clamped and approximated simply-supported panel deformations

are generated using the modal amplitudes of each of the 1000 sample points used

to construct the surrogate. The average displacement error, across the length of the

panel, for each sample point is shown in Fig. 5.10.a in terms of the percent panel

thickness (%h). The clamped and simply-supported approximation of the panel

displacement is provided in Fig. 5.10.b for sample point 744, which has the largest

average error of 18.3%h and is highlighted in Fig. 5.10.a. Note that, the simply-

supported approximation closely matches the peak deformation of the clamped

panel, with the highest error occurring near the trailing edge.

The boundary-layer stability of flow over the deformations in Fig. 5.10.b is as-

sessed using STABL, assuming an isothermal wall at 300 K. The maximumN factor

curves, corresponding to each deformation, are plotted in Fig. 5.11. The similarity

in the N factor curves results in negligible differences in the predicted onset loca-

tion for a wide range of transitional N factors. For instance, assuming transition

occurs between an N factor of 8 and 10, the maximum error in the predicted onset

location is 3.7%L. This results in Fig. 5.11, along with the Glass and Hunt dome

study in Section 3.3.3, demonstrate that the maximum N factor envelope is largely
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Figure 5.10: Error associated with approximating clamped panel deformation as
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Figure 5.11: Maximum N factor envelope for clamped and simply-supported de-
formations.

insensitive to the choice of clamped or simply-supported structural boundary con-

ditions.

5.3 Results

The importance of accounting for time-varying transition onset in aerothermoe-

lastic response prediction is assessed through a comparison of panel responses

obtained assuming fully turbulent and transitional fluid loading. The onset loca-

tion either remains fixed or varies in time as a function of the panel deformation

and wall temperature. As discussed in Section 2.3.1, rearward movement of the
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transition onset location (i.e., relaminarization) is not accounted for. The impact of

the panel response on the movement of the transition region is described in Sec-

tion 5.3.1. Variations in the structural response resulting from a time-varying tran-

sition region and changes in the transitionalN factor are discussed in Sections 5.3.2

and 5.3.3.

5.3.1 Effect of Panel Response on Boundary-Layer Transition

The movement of the transition onset location, atN = 10, due to the panel response

is shown in Fig. 5.12 for both the simply-supported and clamped boundary condi-

tions. For either boundary condition, the onset location moves upstream in time,

with the largest movement occurring early in the panel response. Examination of

the simply-supported case in Fig. 5.12 indicates that during the first 4 s of response

the onset location shifts upstream by 26.7%L. The movement of the onset location

is less than 2.3%L for the remainder of the response. For the clamped panel, the

onset location remains fixed at 44.7%L for the first 0.7 s of response. This is a result

of the clamped panel being less prone to deformation with thermal loading. Once

the clamped panel begins to deform, the onset location shifts upstream by 24.2%L

during the first 5 s, with a 2.3%L variation for the remainder of the response.

5.3.1.1 Importance of Panel Deformation and Surface Temperature

Trends in the predicted onset location for the 1000 sample points generated to con-

struct the surrogate provide insight into the movement of the transition front ob-
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served in Fig. 5.12. For each sample point, the onset location at N = 10 is plotted

against the surface temperature and maximum panel displacement in Fig. 5.13.

The data points are contoured with the maximum displacement in Fig. 5.13.a and

surface temperature in Fig. 5.13.b. The results in Fig. 5.13.a indicate that, for a con-

stant deformation, increasing the surface temperature moves the transition onset

downstream. This finding is consistent with the early work of Mack [42], which

demonstrated that surface heating stabilizes second-mode instabilities. At a con-

stant surface temperature in Fig. 5.13.a, increasing the panel deformation moves

the onset location upstream. The forward movement of the transition front with

displacement is further illustrated in Fig. 5.13.b. The decreased horizontal spread

of the predicted onset locations in Fig. 5.13.b demonstrates that, for this panel con-

figuration, deformation plays the dominant role in the movement of transition.

Additionally, Fig. 5.13.b reveals that the onset location does not continue to move

upstream when the peak displacement exceeds w/h ≈ 2. For example, “Sample

664” in Fig. 5.13.b predicts the same onset location (x/L = 0.21) as “Sample 956”

despite a factor of two difference in the peak displacement. In light of the trends

observed in Fig. 5.13, the forward movement of the transition onset in Fig. 5.12 is a

result of the panel deformation, which has a more pronounced effect on the onset

location than surface temperature. Furthermore, the decreased movement of the

onset location later in the response is a result of the panel deformation exceeding

w/h ≈ 2.
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Figure 5.13: Variation in the transition onset location due to the panel response.
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5.3.1.2 Physical Explanation for Movement of Transition with Panel Deforma-

tion

The maximum N factor envelopes corresponding to sample points 664 and 956 are

provided in Fig. 5.14.a. The agreement in N factor upstream of the panel location

indicates the 15 K difference in wall temperature does not alter the stability of the

boundary layer. Therefore, the difference in the Sample 664 and Sample 956 N fac-

tor curves is entirely due to the panel deformation. The results in Fig. 5.14.a show

that the maximum N factor and N factor slope over a region of the forward panel

(2.1 to 2.7 m) increase with deformation. The surface distance (i.e., onset location)

corresponding to N = 10 remains relatively constant despite the increased N fac-

tor slope. However, the insensitivity of the onset location to the increased panel

displacement is dependent on the assumed value of N at transition. The N factor

curves in Fig. 5.14.a clearly indicate the onset location would continue to move

upstream if transition occurred at larger N values.

The average slope of the N factor envelope from 2.1 to 2.7 m is plotted in

Fig. 5.14.b for each of the sample points generated to construct the surrogate. The

results display a clear trend of increasing N factor slope over the forward panel

with increasing displacement. This trend can be explained through examination

of the mean flows corresponding to sample points 664 and 956 in Fig. 5.15. For

either sample point, the panel deformation results in a region of adverse pressure

(Fig. 5.15.a) and suppressed boundary-layer thickness (Fig. 5.15.b) near the leading
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edge of the panel at a surface distance of 2 m. The larger displacement of Sample

664 increases the magnitude and length of the adverse pressure gradient result-

ing in similar trends in the reduction of the boundary-layer thickness. The fre-

quency of the second-mode instability is inversely proportional to the boundary-

layer thickness. Therefore, the reduction in boundary-layer thickness, near the

leading edge of the panel, increases the frequency of the second-mode instability.

This is confirmed through the stability diagrams in Fig. 5.16, where the frequency

increase near 2 m excites disturbances that are unstable upstream. The contin-

ued excitation of these high frequency disturbances, resulting from the region of

adverse pressure gradient, increases the maximum value (Fig. 5.17.a) and slope

(Fig. 5.17.b) of the N factor envelope. Note that, the ability of adverse pressure

gradients to promote earlier transition was experimentally observed by Kimmel

[76] for Mach 8 flow past a flared cone in the Arnold Engineering Development

Center tunnel B facility. The relatively constant onset location for deformations

exceeding w/h ≈ 2 could be a result of the most unstable frequency continuing to

increase with the pressure gradient. In Fig. 5.16 higher frequency disturbances are

shown to stabilize prior to the panel location. This decreases their N factor which

alters the point where the maximum N factor curve slope increases over the panel

as shown in Fig. 5.14a.
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Figure 5.14: Effect of panel displacement on N factor growth.

186



Surface distance (m)

1.5 2 2.5 3 3.5 4

W
a

ll 
p

re
s
s
u

re
 (

P
a

)

2000

2500

3000

3500

4000

4500
Run 664

Run 956

(a) Wall pressure.

Surface distance (m)

0 1 2 3 4

B
o

u
n

d
a

ry
 l
a

y
e

r 
th

ic
k
n

e
s
s
 (

m
m

)

0

2

4

6

8

10
Sample 664

Sample 956

(b) Boundary-layer thickness.

Figure 5.15: Effect of panel deformation on the flowfield.
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(a) Sample 956 (w/h = 2.11).

(b) Sample 664 (w/h = 4.74).

Figure 5.16: Effect of panel deformation on the second-mode disturbance fre-
quency. Contour values greater than zero indicate unstable growth.
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Figure 5.17: Effect of adverse pressure gradient on N factor growth.
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5.3.2 Effect of Fluid Loading on Panel Response

Thermal responses of the simply-supported and clamped panel subject to fully

turbulent and transitional (fixed and time-varying) loading are compared in terms

of the maximum (Fig. 5.18) and average (Fig. 5.19) temperature throughout the

panel. The results in Fig. 5.18 indicate that transitional fluid loading produces

maximum temperatures exceeding the turbulent prediction. Moreover, movement

of the transition region results in larger variation in the maximum temperature for

the clamped panel. A comparison of the transitional cases in Fig. 5.19 indicates

that, during the 10 s of response, the forward movement of the transition region

increases the average temperature of the simply-supported and clamped panels by

14 K and 12 K.

Time histories of the simply-supported and clamped panel center displacement

are shown in Fig. 5.20 for each loading condition. Note that the displacement is

normalized by the panel thickness h. A comparison of the fixed and time-varying

transitional responses in Fig. 5.20 indicates that, for either boundary condition, the

forward movement of the transition region results in larger deformations. This

is, in part, due to the increased average temperature of the panel which strongly

influences the deformation [35]. For the simply-supported panel in Fig. 5.20.a, the

increased displacement of the time-varying transitional response approaches the

deformation predicted assuming fully turbulent flow. However, the same trend is

not observed for clamped panel in Fig. 5.20.b as it buckles out of the flowfield when
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Figure 5.18: Maximum panel temperature subject to fully turbulent and transi-
tional (fixed and time-varying) loading.
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Figure 5.19: Average panel temperature subject to fully turbulent and transitional
(fixed and time-varying) loading.
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subject to turbulent loading. Unlike the simply-supported panel, the boundary

conditions for the clamped panel in Eq. (2.57) are not dependent on the thermal

moment. Therefore, the clamped panel is not inclined to buckle into the flowfield

when heated from the top surface.

Snapshots of the simply-supported and clamped panel responses, due to both

fixed and time-varying transitional loading, are provided in Figs. 5.21 and 5.22 in

terms of the average through-thickness temperature, chordwise thermal gradient,

thickness normalized displacement, and slope of the panel. A comparison of the

thermal responses in Figs. 5.21.a and 5.22.a indicates that the movement of the

transition region has a negligible effect (less than 4 K) on the maximum temper-

ature across the panel. However, the forward movement of the transition region

greatly reduces the thermal gradient across both the simply-supported (Fig. 5.21.b)

and clamped (Fig. 5.22.b) panels. This is clearly shown by the simply-supported

panel responses at 10 s in Fig. 5.21.b, where the movement of the transition region

reduces both the maximum (66 K/m) and minimum (82 K/m) thermal gradient as

compared to the fixed transitional case. A similar reduction in the thermal gradient

is shown for the clamped panel in Fig. 5.22.b.

A comparison of the displacements in Figs. 5.21.c and 5.22.c reveals that the

forward movement of the transition region affects both the magnitude and spatial

location of the peak deformation. The increase in magnitude is expected as the

deformation is partially driven by the average temperature of the panel, which in-

creases as the transition region moves upstream. The discrepancy in the location
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Figure 5.20: Center displacement of panel subject to fully turbulent and transi-
tional (fixed and time-varying) loading.
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of the peak deformation could be attributed to several factors: (1) deformation

induced pressure, (2) panel stiffness, and (3) generalized thermal forces (in-plane

force and bending moment). The magnitude of the deformation induced pressure

is proportional to the panel slope. Therefore, as the panel deforms, the pressure

increases on the forward portion, eventually shifting the peak displacement rear-

ward. However, the results in Figs. 5.21.c-d and 5.22.c-d indicate that the peak

displacement for the fixed transitional responses occurs further downstream even

though the slope is smaller on the forward portion of the panel (x/L ≤ 0.36). This

suggests that the variation in displacement in not entirely due to the aerodynamic

pressure.

The discrepancy in displacement could result from spatial variation in the ma-

terial properties (i.e., panel stiffness) due to the transitional aerodynamic heating.

To examine this, the displacement of the simply-supported panel at 10 s is shown in

Fig. 5.23, assuming fixed and time-varying transitional loading as well as temper-

ature dependent “f = f(T )” and constant “f 6= f(T )” material properties. Note

that the constant material properties correspond to a temperature of 350 K. The

close agreement for the constant and temperature-dependent responses indicates

that the spatial variation in the material properties does not cause the disparity in

displacement. Therefore, the difference in displacement is a result of the thermal

forces acting on the panel.

In the structural equation of motion the average thermal force,NT , is integrated

over the panel length. As a result of this, it only effects the magnitude of the dis-
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Figure 5.21: Variation in simply-supported panel response due to fixed (dashed
lines) and time-varying (solid lines) transitional loading.
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Figure 5.22: Variation in clamped panel response due to fixed (dashed lines) and
time-varying (solid lines) transitional loading.
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placement and can not explain the shifted location of the peak displacement ob-

served in the fixed transitional responses. However, the thermal bending moment

enters the equation of motion as a distributed force (∂
2MT (x,t)
∂x2

) that varies along the

panel length. The thermal bending moment at 10 s is shown in Fig. 5.24.a for the

simply-supported panel subject to fully turbulent and transitional (fixed and time-

varying) loading. For the fixed transitional response, the thermal moment is small

over the forward portion of the panel (x/L ≤ 0.44) due to the region of laminar

flow. This reduction in the thermal moment directly correlates to the decreased

displacement over the forward panel causing the difference between the fixed and

time-varying transitional responses. The impact of the thermal bending moment

is further illustrated by the displacement profiles in Fig. 5.24.b. A comparison of

the displacements indicate that, for similar peak deformation, the characteristic

shape of the panel is different due to the spatial variation in the thermal bending

moment.

To further demonstrate the importance of the thermal moment, steady state

panel responses are obtained assuming prescribed step function thermal moments,

as shown in Fig. 5.25.a. The magnitude and location of the rise in thermal moment

closely match that of the transitional responses in Fig. 5.24.a. The deformations

in Fig. 5.24.b-d are obtained assuming the thermal moments in Fig. 5.24.a. How-

ever, for the responses in Fig. 5.24.b the average temperature of the panel is 10 K

less than that in Fig. 5.24.c-d. Additionally, the responses in Fig. 5.24.b-c assume

no pressure load while the response in Fig. 5.24.d has an applied pressure corre-

199



x/L

0 0.2 0.4 0.6 0.8 1

M
T
 (

N
m

)

0

10

20

30

40

50

60

70

80

Turbulent

Fixed tran

Vary tran

(a) Thermal moment.

x/L

0 0.2 0.4 0.6 0.8 1

D
is

p
la

c
e
m

e
n
t 
(w

/h
)

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

Turbulent (6.2 s)

Fixed tran (10.0 s)

Vary tran (7.0 s)

(b) Variation in panel response due to loading.

Figure 5.24: Importance of thermal moment on simply-supported panel response.
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sponding to the time-varying transitional response of the simply-supported panel

at 10 s. A comparison of Fig. 5.24.b-c indicates that while the difference in the av-

erage in-plane thermal force alters the magnitude of the deformation, the impact

of the thermal moment remains the same. In either case, the thermal moment rise

at x/L = 0.45 results in decreased displacement over the forward portion of the

panel and a peak that is shifted downstream. Examination of Fig. 5.24.d indicates

that inclusion of the pressure load further reduces the deformation on the forward

portion of the panel, resulting in a displacement profile resembling that of the pre-

flutter response.

Steady state responses of the simply-supported and clamped panel, assuming

no pressure loading, are provided in Fig. 5.26 for step function thermal moments

with rise locations between 65 and 75% of the panel length. A comparison of the

displacements in Figs. 5.26.a and 5.26.b indicates that the clamped panel is more

sensitive to the location of the thermal moment rise than the simply-supported

panel. For each thermal moment, the simply-supported panel deforms into the

flowfield in a predominantly first mode deformation (Fig. 5.26.a). However, for the

clamped panel in Fig. 5.26.b the 10%L variation in the thermal moment rise results

in distinctly different deformations resembling the 1st, 2nd, and 4th free vibration

modes of the panel. As previously stated, the clamped boundary conditions have

no explicit dependence on the thermal moment. This allows for a broader range

of deformations depending on the location of the rise in thermal moment. The

step function thermal moment is an approximation of the thermal response of the
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Figure 5.25: Impact of step function thermal moment on simply-supported panel
displacement.
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panel under transitional loading. Therefore, the results in Fig. 5.26.b reveal that

the clamped panel is highly sensitive to the transition onset location.

5.3.3 Structural Sensitivity to the Transitional N Factor

Throughout this work, transition onset is predicted using the semi-empirical eN

method. As stated in Section 2.1.3, the N factor at transition can vary from one

application to another. This variability is well documented and significant work

has examined the variation in N factor due to freestream turbulence intensity [73,

165] and surface roughness [166]. For aerothermoelastic analysis, the variability

in the transitional N factor introduces uncertainty into the predicted structural

response.

The sensitivity of the structural response to the transitionalN factor is explored

here by obtaining panel responses assuming transition onset occurs at N = 8.8, 10,

and 10.2. Note that the transitional N factor is restricted to a range of 8.8-10.2

to ensure transition occurs over the panel location and allows for 10 s of simply-

supported panel response before the surrogate bounds are exceeded. The N factor

of 8.8 ensures transition occurs on the panel and is near the lower bound typi-

cally observed for smooth bodies in quiet (i.e., freestream) flow. The upper limit

of N = 10.2 demonstrates how a small variation in the transitional value of N

can alter the response of the structure. The movement of the transition onset loca-

tion corresponding to each assumed N factor is shown in Fig. 5.27 for the simply-
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Figure 5.26: Impact of step function thermal moment on panel displacement. No
pressure loading.
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supported and clamped panel. Examination of Fig. 5.27.a indicates that, for the

simply-supported panel, the largest difference in onset location (39.0%L) occurs

at the beginning of the simulation. The variation in the predicted onset location

decreases in time, falling below the maximum surrogate error of 10.3%L by 4.1 s

and achieving a minimum value of 7.5%L by 10 s. This trend is not observed for

the clamped panel in Fig. 5.27.b as the onset location remains fixed at 50.8%L for

transition atN = 10.2. The constant onset location is a result of the panel deflecting

out of the flowfield, into a configuration that moves the N = 10.2 predicted onset

location downstream. As relaminarization of the boundary layer is not accounted

for in this work, the transition onset location remains fixed at the most upstream

prediction.

The structural response of the simply-supported and clamped panel is pro-

vided in Figs. 5.28 and 5.29 in terms of the mid-chord displacement and average

temperature. A comparison of the N = 10 and 10.2 responses in Figs. 5.28.a and

5.29.a indicates that the simply-supported panel is largely insensitive to small per-

turbations about the assumed transitionalN factor. Moreover, varying theN factor

from 8.8 to 10 only results in maximum displacement and temperature differences

of 36%h at 0.35 s and 5.4 K at 10 s. The clamped panel is more sensitive to the

variation in N factor from 8.8 to 10, resulting in maximum displacement and tem-

perature differences of 88%h at 1.07 s (Fig. 5.28.b) and 8.0 K at 10 s (Fig. 5.29.b).

Furthermore, the N = 10 and 10.2 displacements in Fig. 5.28.b highlight the sensi-

tivity of the clamped panel response to the transition onset location. As shown in
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Figure 5.27: Movement of the transition front for variation in transitional N factor.
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Fig. 5.27.b, the increase in N of 0.2 moves the initial onset location downstream by

6.1%L (9.17 cm). This slight variation in the onset location alters the aerothermo-

dynamic loads, causing the clamped panel to buckle out of the flowfield. It should

be noted that the deformation of the clamped panel for the N = 10.2 response ex-

ceeds the surrogate bounds at 1.25 s. However, the panel deformation deviates

from the N = 10 response prior to this time.
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Figure 5.29: Average panel temperature with variation in transitional N factor.
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Chapter 6

Concluding Remarks

6.1 Principal Conclusions

This dissertation describes research carried out to examine the interaction between

boundary-layer transition and the response of aerothermally compliant structures

in high-speed flows. A broad investigation into the impact of panel-scale surface

deformations on hypersonic boundary-layer stability is carried out by considering

a range of deformations, temperatures, and operating conditions. Models are de-

veloped for the aerothermodynamic loads resulting from a transitional boundary

layer. An aerothermoelastic framework is developed that accounts for the inter-

action between boundary-layer transition and the thermostructural response of

panels. The aerothermoelastic model is used to examine the impact of prescribed

transition regions and transitional overshoot in the aerothermodynamic loads on

the response of panels. Furthermore, the importance of this interaction is investi-

gated through the comparison of panel responses obtained assuming transitional
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fluid loading, where the transition region either remains fixed or varies in time due

to the panel response. The primary conclusions are:

Impact of Structural Response on Boundary-layer Stability

1. Panel deformation occurring near the leading edge of a zero pressure gradi-

ent geometry (i.e., flat plate or wedge), where the boundary layer is rapidly

growing, negatively impacts stability by extending the spatial distance over

which naturally occurring disturbances are unstable. Conversely, panel de-

formation occurring further downstream, where the boundary layer growth

is small, can improve stability by reducing the spatial region of unstable am-

plification for fixed-frequency disturbances.

2. Convex deformations generally increase the frequency of the most unstable

disturbance over the panel location whereas concave deformations decrease

the frequency. This is a result of the inverse proportionality between the

frequency of second-mode disturbances and boundary-layer thickness.

3. A series of 2-D panels buckled into the flow significantly disrupts the un-

stable growth of disturbances that are excited in their absence. The stabi-

lizing effect results from the deformation-induced pressure gradient, which

alters the boundary-layer thickness, thereby changing the frequency of the

most-unstable second-mode instability. A series of panels buckled out of the

flowfield results in a repeated pattern of flow expansion that thickens the

boundary layer and excites low-frequency disturbances. This repeated exci-
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tation can eventually promote transition to occur upstream of that predicted

for the flat wall geometry.

4. For the deformations considered in this work, boundary-layer stability is

largely insensitive to the choice of simply-supported or clamped structural

boundary conditions. This is demonstrated on deformations of various length

with height-to-length ratios of 0.71 to 2.8 percent.

5. A constant dynamic pressure ascent, with increasing Mach number and de-

creasing Reynolds number, improves boundary-layer stability.

6. Higher-mode panel deformations excite a wider range of disturbance fre-

quencies in the vicinity of the panel as compared with first-mode deforma-

tions. This is likely due to increased expansion over the aft portion of the

panel, which increases boundary-layer thickness. This indicates that higher

mode dominated deformations may be beneficial to flow stability in regions

of low boundary-layer growth.

Impact of Boundary-layer State on Structural Response

7. Variation in the transition onset location results in larger differences in the

maximum displacement, slope, and temperature as compared with variation

in transition length. Altering the transition length strongly affects the chord-

wise thermal gradient across the panel.

8. Chordwise variation in the temperature-dependent material properties, due

212



to transitional overshoot, produces non-monotonically varying aerothermoe-

lastic stability boundaries as transition length increases.

9. The turbulent flow assumption does not provide a conservative prediction of

the aerothermoelastic response of a panel. Transitional fluid loading yields

significantly increased thermal gradients and can result in higher maximum

temperatures. Additionally, several transitional loading configurations, with

overshoot occurring near the leading edge of the panel, predict earlier flut-

ter onset and increased strain energy accumulation during the preflutter re-

sponse. Transitional overshoot occurring near the mid-chord can yield aver-

age temperatures and peak displacements exceeding that experienced by the

panel subject to turbulent flow during the preflutter response.

10. Sudden transition, with overshoot in heat flux and fluctuating pressure, oc-

curring near the leading edge of the panel provides the most conservative es-

timate for determining the life of the structure as it predicts the earliest flutter

onset and the highest strain energy accumulation. Therefore, the design of

hypersonic vehicles should account for overshoot in the aerothermodynamic

loads in regions prone to transition.

Interaction between Boundary-layer Transition and Structural Response

11. For the configuration examined in this study, panel deformation has a more

dominant role in altering boundary-layer stability than surface temperature.
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The effect of surface temperature on boundary-layer stability would be more

pronounced for structures with higher thermal buckling temperatures.

12. For a panel positioned 2 m from the leading edge of a wedge body, defor-

mation into the flowfield is found to move the predicted onset location up-

stream. This is a result of the deformation-induced adverse pressure gradient

near the leading edge of the panel. The region of adverse pressure suppresses

the growth of the boundary layer resulting in the continued excitation of

high-frequency, second-mode instabilities that are unstable upstream.

13. For both the simply-supported and clamped panel, the interaction between

boundary-layer transition and the structural response results in the onset lo-

cation shifting upstream by more than a quarter of the panel length. The

forward movement of the transition region reduces the chordwise thermal

gradient and increases the peak deformation and average temperature as

compared to the panel response obtained assuming a fixed transition region.

14. Accounting for the interaction between structural response and boundary-

layer transition results in characteristically different panel deformations than

that produced by a fixed transition region. This is mainly due to the spatial

variation in the thermal bending moment resulting from the transitional heat

flux.

15. The response of the clamped panel is more sensitive to the transition onset
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location than the simply-supported panel. This is shown through the appli-

cation of prescribed step function thermal moments and by varying the N

factor corresponding to transition onset. Small variations in the transitional

N factor can result in the clamped panel buckling either into or out of the

flowfield.

16. The movement of the transition onset location varies nonlinearly with the

panel response. For either boundary condition, the majority of the transi-

tion onset movement occurs during the first 5 s of response. The decreased

movement beyond this time is a result of the onset location being largely

insensitive to panel deformations exceeding two panel thicknesses.

In summary, the aerothermoelastic response of hypersonic vehicle surface pan-

els can alter flow stability by locally modifying the boundary-layer thickness. Vari-

ation in the boundary-layer growth can occur as a result of temperature gradients

and structural deformation. Deformation was found to play the dominant role

in altering the transition onset location during the aerothermoelastic response of

a titanium panel with either simply-supported or clamped boundary conditions.

The deformation-induced pressure gradient affects the distance over which fixed-

frequency disturbances are unstable. For an otherwise zero pressure gradient ge-

ometry, the stabilizing or destabilizing effect of structural deformation depends

on the distance from the boundary-layer origin. The transition onset location has

a major impact on structural response as it determines the departure from lami-
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nar heat transfer rates. The rise and potential overshoot in the aerodynamic heat

flux during transition alters the material properties and thermal bending moment,

which can lead to structural responses that are not bounded by laminar and tur-

bulent predictions. Movement of the transition onset location due to the changing

structural state results in characteristically different panel responses.

6.2 Key Uncertain Parameters

Variability in the eN predicted transition onset location is dictated by the growth

rates of instabilities (i.e., the slope of the N factor curve). For smooth geometries,

fixed-frequency disturbances undergo a region of unstable growth and are sta-

bilized further downstream resulting in a monotonically increasing maximum N

factor envelope. The presence of localized surface perturbations (deformation and

temperature) can completely damp fixed-frequency disturbances, or cause them

to undergo multiple regions of unstable growth, which results in local maxima

in the N factor envelope. If the transitional N factor is close to a local maxi-

mum the uncertainty in the predicted transition onset location greatly increases.

Therefore, as compared with smooth geometries, the uncertainty associated with

eN based transition prediction increases when accounting for aerothermally com-

pliant structures.

The response of aerothermally compliant structures is highly dependent on the

aerodynamic heat flux resulting from a transitional boundary layer. In particular,
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the transition onset location and the overshoot in heat transfer during transition

have a major influence on the structural response. Both the onset location and

the magnitude of the heat flux overshoot alter the material properties and thermal

bending moment. In this dissertation, spatial variation in the material properties

and thermal moment have been shown to alter the stability boundary and defor-

mation of the panel. While not directly related to transitional aerothermodynamic

loading, accurate characterization of the boundary conditions is essential to struc-

tural response prediction.

6.3 Recommendations for Future Work

In this dissertation, the effect of the aerothermoelastic behavior of structural pan-

els on boundary-layer stability and transition is examined through static surface

deformations and temperature changes. Thus, the influence of surface motion on

boundary-layer stability is neglected and the conclusions drawn from this work

only pertain to dynamically stable panel responses. Past experiments and compu-

tational work indicate that, in subsonic flow, perturbations induced by surface vi-

brations can develop into unstable Tollmien-Schlichting waves [167–170]. In Mach

6.8 flow, Fedorov and Khokhlov [44] found that hypersonic boundary layers are

sensitive to vertical velocity perturbations, induced by surface vibrations, that are

in resonance with the boundary-layer modes. However, in hypersonic flow, there

is a large disparity between the typical frequencies associated with the second-
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mode instability and that of the dynamic response of structural components. Fur-

ther study would help identify if the dynamic response of structural panels can

excite either oblique first-mode or 2-D second-mode instabilities in the hypersonic

flight regime.

Furthermore, this work considers how the aerothermoelastic behavior of 2-D

panels can alter boundary-layer stability of a perfect gas. The consideration of 3-D

structures and more realistic gas models could provide new insight into the inter-

action between aerothermally compliant panels and boundary layer transition.

The surrogate model for boundary-layer transition prediction, developed in

this work, assumes the vehicle of interest is operating at cruise conditions (i.e., con-

stant freestream conditions, Mach number, and angle of attack). Therefore, mod-

ifications are required to perform aerothermoelastic simulations over entire flight

trajectories or mission profiles. For flight in the supersonic regime, oblique first-

mode waves must be taken into consideration as they are the predominant insta-

bility below Mach 4. Also, the transition onset surrogate is generated from isother-

mal training data. Surface temperature gradients are accounted for by combining

surrogate evaluations at the minimum and average wall temperature. Similar to

surface deformations, localized temperature changes result in pressure gradients

that alter stability by modifying the boundary layer thickness [82]. Accounting for

wall temperature gradients in the surrogate training data would greatly improve

the accuracy of the predicted transition onset location.

The transitional boundary-layer fluctuating pressure model developed in this
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work accounts for transition in a statistical sense through an intermittency func-

tion. Intermittency models are based on the growth, propagation, and interaction

of turbulent spots and can directly compute transition length provided knowledge

of the location of spot formation (i.e., transition onset), the spot formation rate per

unit span, and a spot growth parameter. In this work, the length of the transition

region is prescribed to parametrically examine its effect on panel response and be-

cause of the lack of experimental measurements of turbulent spots in hypersonic

flow. However, Casper et al. [138] recently obtained the first detailed experimental

measurements of the internal pressure structure of turbulent spots in a hypersonic

boundary layer. Incorporating these measurements into the fluctuating pressure

model would allow for the transition length to be computed from fundamental

physics.

The phase angle of the fluctuating pressure load is assumed to be spatially ran-

dom due to the lack of empirical correlations for transitional flows. The random

representation of the spatial phase angle has been shown to underpredict the spa-

tial coherence in a turbulent boundary layer developing over a flat plate at Mach

2.9 [17]. Furthermore, the spatial phase angle was found to have a major effect on

the aerothermoelastic behavior of panels [17]. Park and Lauchle [171] simulated

the transitional pressure field in subsonic flow using a model originally developed

for sound radiation from exponentially growing and decaying subsonic waves. As

compared with turbulent boundary layers, the transitional flow results in higher

pressure levels at low streamwise wavenumbers, that can enhance fluid-structure
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coupling [171]. Future efforts should focus on leveraging DNS and experimental

data of the pressure field in transitional hypersonic boundary layers to develop

semi-empirical models for the spatial phase angle.

In this work, the aerothermoelastic response of a clamped panel is found to be

highly sensitive to the transition onset location. This is clearly demonstrated in

Fig. 5.28.b, where moving the transition onset downstream by approximately 10

cm (∆N = 0.2) alters the panel buckling direction. TheN factor at transition varies

with the turbulence intensity of the freestream [73]. Also, an experimental and

computational examination of humps and dips in incompressible flow indicates

that the transitional N factor can vary from 7.4 to 10.0 for flow past humps and 6.7

to 9.2 for flow past dips [172]. The variability in the N factor with freestream con-

ditions and surface geometry, as well as the sensitivity of the structural response to

the location of transition onset motivates the need to account for this uncertainty

in the aerothermoelastic simulation of structural panels.

For the results presented in Chapter 5, relaminarization is neglected in the

aerothermoelastic simulations of the interaction between boundary-layer transi-

tion and the thermostructural response of panels. However, the results in this

dissertation demonstrate that surface deformation can reduce the amplification of

second-mode instabilities depending on the location from the boundary-layer ori-

gin. This along with the stabilizing effect of increased wall temperature on second-

mode instabilities indicate that the aerothermoelastic response of surface panels

can potentially delay transition. Therefore, relaminarization of the boundary layer
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should be taken into account in future work. Previous work for incompressible

flow indicates that the transitional N factor for relaminarization is less than that of

a fully laminar boundary layer [137]. Transition experiments are required to assess

if this is also true for compressible flow.

Each of the above recommendations indicate the need for further experimen-

tal characterization of boundary-layer transition in hypersonic flow. The devel-

opment and validation of improved transitional aerothermodynamic load models

require experimental data that enhance our understanding of the pressure fluctua-

tions associated with second-mode instability waves and turbulent spots in hyper-

sonic flow. Experiments are required to identify mechanisms that result in tran-

sitional overshoot and to better quantify the magnitude above the fully turbulent

level. Recent experiments in the BAM6QT have demonstrated the ability to com-

pletely damp second-mode instabilities using axisymmetric roughness strips on

a flared cone [53]. Further experiments are required to measure the extent over

which transition can be delayed using discrete roughness strips, and if the tran-

sitional N factor changes between a smooth surface and one with isolated rough-

ness. The largest quiet hypersonic wind tunnel in the United States is currently

under construction at the University of Notre Dame [173]. Once complete, this

facility will allow for the experimental examination of boundary layer transition

over surface protuberances with height-to-length ratios that more closely resemble

that of panel-scale deformations as opposed to roughness elements.
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