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Abstract 

We are undergoing a geospatial revolution with the rapid advances in 

technologies such as web 2.0, GIS, GPS, smart phones, and cloud computing, etc. The 

phenomenon of volunteered geographic information (VGI) is part of this revolution and 

has changed the traditional ways of how geographic data, information, and knowledge are 

produced and circulated. This dissertation presents a synoptic overview on how VGI, 

especially data from location-based social media, could be used as new data source for 

geographic research to better understand our world. Specifically, we argue that the 

emergence of VGI in geographic information science and technologies are 

revolutionizing basic and applied science by allowing integrated holistic approaches to 

reassessing the domain of GIScience by linking three themes together – space, place and 

people. Three interrelated case studies covering different conceptual linkages of VGI are 

presented as the urban dynamic in space and place, people’s food choice and their 

exposed environment, and children beggars in China. We believe the ubiquity of 

volunteered geographic information has the potential to fundamentally widen the angle 

for geographers to better understand our world. In the coming data-driven era, we need to 

develop new conceptual framework, methodology and application to synthesize VGI with 

other geographic information.    
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Chapter 1: Introduction 

1.1 Problem Context 

Recently a new source of geographic information has become available through 

user-generated efforts, enabled by technologies loosely regarded as Web 2.0 (Goodchild, 

2007; Vossen and Hagemann, 2010). Geographic information can now be found in the 

contents of wikis, blogs, tweets, photos, and many other forms of user-generated content. 

Goodchild (2007) defines this new source of data as volunteered geographic information 

(VGI), which emphasizes the role of voluntary efforts in producing geographic 

information, to differentiate with the conventional geographic information production 

process. Sui (2008) further points out that VGI has transformed the conventional way in 

how geographic information is created and used so it represents a “wikification” of GIS, 

which is not simply confined to new ways of data productions but also includes the 

development of GIS software, hardware, organizations, and people.   

VGI and such citizen-driven data collection efforts are not new to Geography 

community (Elwood et al., 2012). Some historical related movements in Geography give 

rise to VGI. In the early 1930s, Stamp (1931) describes a group of volunteered teachers 

and students participated in the land use surveys in Britain. In the States, Bunge (1971) 

mentions in his “Geographical Expedition” that city residents were involved in a local 

counter mapping efforts. In the early 1990s, with the rapid development of geographic 
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information systems, public participatory GIS (PPGIS) derives as a means to help 

researchers investigate ways of integrating and representing local knowledge of 

marginalized groups (Lin, 2013). In the Web 2.0 era, the active use of the Internet to 

promote citizen mapping has attracted huge attention from amateurs outside geography 

community. New forms of mapping and data collecting through public platform such as 

Google Map, OpenStreetMap, Arcgis.com generate tons of geographic information.  

Compared to the traditional geographic data collected by government, federal 

agencies, or private sectors – e.g., U.S. Census Bureau’s Topologically Integrated 

Geographic Encoding and Referencing (TIGER) to represent roads, rivers as well as legal 

and statistical geographic areas, cell-phone company’s call data to pinpoint a user to 

particular cell tower, and search engine query logs data with an associated IP address that 

can be inferred an approximate location of internet user – these volunteered geographic 

information are inherently self-reporting and public. As a result, they provide a rich and 

growing body of geo-tagged evidence that can potentially support scientific inquiries 

related to questions that geographers were difficult to deal with before. Such difficulties 

were often due to the proprietary nature of traditional location data, the cost of acquiring 

new data through small lab-based studies (e.g., due to navigating university IRB 

protocols, overcoming resistance to personal tracking devices), and the difficulties of 

sharing such sensitive data with other researchers. 

Already we have witnessed the popularity of VGI has provided many research 

opportunities for geographers and GIScientists in the digital age. Many studies find out 

VGI to be a valuable source because of its huge potential to engage citizens and to be a 
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significant, timely, and cost-effective source for geographers’ understanding of the earth 

(Goodchild, 2007). People have witnessed the successful cases using VGI to help disaster 

relief by providing useful location-based information to the victims after the 7.0 

earthquake in Haiti in 2010 and the Great East Japan Earthquake and Tsunami in 2011 

(Zook et al., 2010; Yap et al., 2012).  

One major drawback of current GIS system is the underrepresentation of Place 

(Goodchild, 2011) and People (Miller, 2005). Space and place are two fundamental 

concepts in geography, and more broadly in social sciences, humanities, and information 

science. Space is more abstract and generic while the notion of place is more tangible to 

humans. Efforts of VGI also have powerful implications for studies of a fundamental 

geographic concept place, since information contributed from the average citizen can 

potentially help us to redefine and thus formalize associated concepts of space and place. 

Until recently, Geographic information science has been dominated by perspectives from 

space using Cartesian coordinates according to Euclidean geometry and it has often been 

criticized for promoting an absolute and mechanistic representation of space that has 

limited its usefulness for representation and analyses of human-centered issue (Pickles, 

1995). Goodchild (2011) also points out that GIS are typically space-based and are not 

effective in representing the “sense of places”. The massive amounts of volunteered 

geographic information (VGI) in general, and geo-tagged or location-based social media 

data in particular, seem to revive our approach to the world from the perspective of place 

(Haklay, 2010). By linking VGI research to the traditional dichotomy in geography 

between space and place (Tuan 1977), Elwood et al. (2012) indicate that VGI research 
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invites a more place-centric perspective, in contrast to much previous concentration in 

geographic information science (GIScience) with space. Moreover, as VGI is created by 

citizen volunteers, it tends to favor the character of human discourse rather than the 

scientific measurement, thus have strong links to the world of place and people (Elwood 

et al., 2012). The recent convergence of GIS and social media (Sui and Goodchild, 2011) 

further prompts a new level of urgency for theoretical works to reconcile the world of 

space (traditional GIS) and the world of place (social media).  How to formalize place in 

the GIS context will be both interesting and challenging. Thus this project undertakes the 

challenge by shifting our attention in GIScience from space to place and people. 

1.2 Research Objectives 

VGI has continued its booming trajectory during the past 5 years as a result of the 

development of Web 2.0 and location-based services. Especially, the world have 

continued to witness that the convergence of GIS and social media has become more 

mutually constituted with online mapping sites becoming increasingly social and social 

networking sites more location-based (Sui and Goodchild, 2011). The huge increases in 

user-generated content (UGC) enabled by Web 2.0 offer many new possibilities for 

analysis, and researchers are beginning to exploit these burgeoning online data sources 

(Miller 2010; King 2011) and how to dig in with these “big data” (Crampton et al., 2013). 

While there exist some existing research on the VGI and its use as an important data 

source in geographic studies, methods for using these data, particular from a place 

perspective, are not broadly discussed.   

The objective of this study therefore shall be to contribute to existing theories and 
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methods of developing a framework to utilize volunteered geographic information, geo-

social media data in particular, as a new geographic data to better understand our world 

by linking space, place and people. 

What kind of geographic information can be extracted from social media and how 

to harvest these VGI? 

What are the dynamics of human behavior and pulse of a city that we can capture 

by using geo-social media data? 

How can VGI be used to understand the world from a place perspective? What are 

the correlation between the VGI and the socioeconomic characteristics from local 

residents and communities? What light do VGI shed on social issues such as individual 

health and societal inequality? 

1.3 Synopsis of the Dissertation 

The thesis is organized as follows: 

Chapter 1 is the introduction of the study.  

Chapter 2 will review the origin, type and current research of volunteered 

geographic information (VGI) as well as examine space and place from a geographical 

perspective. By doing this I will setup the conceptual framework of this dissertation.  

Chapter 3 will outline the mechanism on how to harvest geo-social media data 

that is widely used in my dissertation along with a subsequent methods of exploring the 

urban dynamic, leading to a case study of the pulse of a city within the Columbus, Ohio 

MSA using social media checkin data.  

Chapter 4 explores the applicability of geo-social media data on studying food 
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accessibility from a people-based perspective. This chapter provides a novel method to 

use VGI as data source to study food-related issue on individual level and a 5-weekday 

period case study in Columbus, OH reveals some interesting finding on people’s choice 

of food and their exposure to food environment.  

Chapter 5 presents how VGI has been used to address a social inequity issue –

street child begging and missing child, that has gained widespread attention on Chinese 

social media. Using a representative sample of microblog posts as well as contextual 

information from a variety of sources, this chapter examines the geographic distribution 

of street children in China as well as identifies how VGI are capable of empowering 

citizens to help those children to find their way back home. 

Chapter 6 is the conclusion of the dissertation. This chapter concludes this 

doctoral study, indicates its limitation, and provides potential boulevards for future study. 
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Chapter 2: Literature Review and Conceptual Framework 

2.1 The Origin, Type and Current Research of VGI 

2.1.1 The Origin of VGI 

Volunteered Geographic Information (VGI) is defined as “geographic 

information acquired and made available to others through the voluntary activity of 

individuals or groups, with the intent of providing information about the geographic 

world” (Elwood et al., 2012 p. 575). The growth of VGI in the past 10 years is a result of 

several related technological advances and scientific practices, such as web 2.0, geoweb, 

spatial media, neogeography, citizen science, crowdsourcing, and open science (Rice et 

al., 2012). Goodchild (2007) coined the term VGI to describe what he viewed as a 

different form of spatial data production that contrasted with more conventionally 

produced geographic information, and to emphasize the potential role of VGI in 

augmenting our knowledge of the geographic world. VGI often differs from 

conventionally produced forms of geographic information, including the types of 

information produced and the approaches used to acquire it, the methods and techniques 

for working with it, and the social processes that mediate its creation. 

Despite the increased attention to VGI in recent years, voluntary spatial data 

collection efforts are not new and can be traced back before the age of web 2.0. A host of 

related movements have helped enable VGI as a phenomenon.  One of the earlier 
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examples was the Christmas Bird Count starting back in 1900.  In geography, Bill 

Bunge’s ‘Geographical Expeditions’ involved local residents in counter-mapping and 

spatial data production efforts in Detroit in the 1970s (Bunge, 1971).  In the U.K., the 

BBC’s Domesday Project in the 1980s used volunteers and community groups to 

assemble a digital spatial data archive (Openshaw et al., 1986). The explosive growth of 

VGI in the past decade is a result of several converging technological advancements. The 

traditional high cost of spatial data collection – which necessitated its production either 

by government agencies or corporations – has now been vastly reduced due to broad 

access to the portable global positioning system (GPS) devices, location-aware smart 

phones and other handheld/wearable devices, broadband Internet, and the availability of 

user-friendly mapping software. 

2.1.2 Types of VGI 

There have been several efforts to develop VGI typologies according to the 

purpose of VGI (allocentric vs. egocentric) or the nature/content of VGI (implicit vs. 

explicit) (Craglia et al, 2012; Engler et al, 2014).  However, in the age of big data, the 

boundary between VGI and other types of geographic information/spatial data is rapidly 

blurring.  In fact, as a special type of geographic information, VGI shares multiple 

commonalities with the traditional geographic information we have been dealing with so 

far.  In general, VGI can be loosely grouped into three types: geospatial framework data, 

gazetteer/place name data, and miscellaneous geo-tagged content data (text, audio, 

photo, and video etc.) about various places/points of interests.  Furthermore, VGI can be 

used to augment existing authoritative geospatial databases of various kinds.  
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 Geospatial Framework Data: OpenStreetMap
1
 

The production of transportation and road network data using the VGI approach 

has been successful. OpenStreetMap (OSM), perhaps the best example of geospatial 

framework data collected by volunteers, is a collaborative global effort to produce a 

detailed, full coverage digital map of the world’s road networks (and some other features) 

through voluntary effort. Volunteers capture the locations of transportation infrastructure 

and topographic features by using GPS and tracing satellite imagery. Once compiled, 

these data are freely available as rendered online maps or for download as data files 

under the framework of creative commons. Users are free to use these data and to 

develop their own applications with it as long as they acknowledge their use of OSM 

data. 

 Gazetteer/Place Name Data: Wikimapia
2
 

Wikimapia harnesses efforts from volunteers to “describe the whole world” (the 

website mantra) by integrating a wiki system with Google Map services to enable users to 

identify and describe Earth-surface features. While gazetteer information is limited to 

name, feature type, and location, most entries on Wikimapia offer richer descriptions, and 

may provide links to external resources for more detailed information. As of 2011 nearly 

8,000,000 features have been described, which is beyond the number of entries of the 

largest extant gazetteer. In recent decades, high costs have caused dwindling 

augmentation and maintenance of authoritative gazetteers, where Wikimapia offers a 

viable substitute. 

                                                 
1
 www.OpenStreetMap.org 

2
 www.Wikimapia.org 
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 Geo-tagged Content Data: Google Map
3
 

Google Map is a web mapping service application and technology provided by 

Google providing street maps, satellite imagery and street viewer functions. Besides its 

fundamental mapping role such as place looking and route planning, perhaps even more 

significantly, Google’s new mantra “Google Maps = Google in Maps” has made all geo-

tagged on-line VGI content searchable through Google maps, including photos, texts, 

videos, music etc., which is revolutionary not only for geographic data production, but 

also for the design and development of search engines.  More than just an easy way to 

georeference photos, this is potentially a valuable source of VGI. 

2.1.3 Current Research of VGI 

Since the official debut of the term “volunteered geographic information (VGI)” 

in the literature (Goodchild, 2007), there have been meetings, workshops, special issues 

on academic journals devoted exclusively to this theme. Examples include the 2007 

NCGIA VGI workshop, the AutoCarto 2008 workshop, the USGS 2010 VGI workshop, 

the GIScience 2010 VGI workshop, the 2011 VGI Pre-Conference at AAG, the 

GIScience 2012 VGI workshop, GeoJournal (Elwood, 2008a, b), Journal of Location-

Based Services special VGI issue (Rana and Joliveau, 2009) and Geomatica (Feick and 

Roche, 2010). Three pioneering researchers in this field have coedited the book titled 

Crowdsourcing Geographic Knowledge (Sui et al., 2013) taking stock of recent advances 

in VGI research. Based on different perspectives of the studies, recent research about 

VGI could be generally categorized into three following groups. 

                                                 
3
 maps.Google.com 
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The first group of research care about the VGI data themselves. The objective of 

their study is to take an inventory of VGI production and conduct quality assessment for 

the major types of VGI currently available online. For example, a pilot study (Figure 1) 

conducted by research group at UCSB collects around 100 websites of VGI initiatives in 

2009. Then they assessed the intended geographic extent of the information collection 

effort, date the initiative was begun, type of organization or group initiating the project, 

and primary purpose of the initiative of these websites (Elwood et al., 2012).  

 

 

 

 

Figure 1 VGI Sites Inventory
4
 

 

 

                                                 
4
 http://vgi.spatial.ucsb.edu/inventory 

http://vgi.spatial.ucsb.edu/inventory
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This study offers a systematic overview of the new phenomenon rather than an 

up-to-date comprehensive summary of VGI websites, since voluminous VGI projects 

have been conducted or ceased since this 2009 inventory. There are also some studies 

discussing how to ensure the quality of VGI, since it's a voluntary effort. Goodchild 

(2009) argues that the richness of geographic context makes it difficult to falsify VGI 

thus it is relatively easy and accurate to place a volunteered fact about some location into 

the context of existing information. Another study finds out that despite VGI doesn’t 

typically include traditional measures of accuracy or inaccuracy and it lacks of metadata, 

research conducted by Haklay (2010) contests the accuracies of OpenStreetMap are 

comparable to those of authoritative sources. To further assure the quality of VGI, a 

recent study by Li and Goodchild (2012) summarizes three different approaches (i.e., 

crowd-sourcing, social, and geographic) to quality assurance. 

The second group of recent studies focuses on developing methods for using VGI. 

As is mentioned in the first part, the explosive growth of VGI is proven to be a valuable 

data source while the large volume and complexity of VGI have made it almost 

impossible to analyze or synthesize manually. Productive use of these new data source 

with spatial and temporal attribute relies on developing new analytical techniques in the 

context of spatial data mining and geographic knowledge discovery (Alvarez et al., 

2008). Many VGI applications in the context Web 2.0 come in the form as map mashups 

(Batty et al., 2010), a term borrowed from the music industry originally referred to a 

composition created by blending two or more songs. Such activities of using VGI are 

greatly reported in disaster reliefs globally. For example, Liu and Palen (2010) illustrate a 
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qualitative research of the design and creation of crisis-map mashups to describe 

emergent neo-geographic practices in emergency management and disaster relief. They 

first analyze the situations which include mashup creation, data selection, and design of 

spatial and temporal information representation. Moreover, they further discussed the 

implications of emergent neogeographic practices using Ushahidi and New Orleans 

repopulation maps as case studies to illustrate benefits obtained by synthesizing 

professional, paleo participatory and neogeotechnologies for crisis mapping. Lin (2013) 

also provides some VGI initiatives in China and among those one is how a Google Map 

mashup map is created and help the relief support and needs in the Sichuan earthquakes 

happened on May 12, 2008. This VGI application received 82,539 hits within a week 

after its creation and it soon reached a million hits and it was used by some NGOs on the 

site of disaster to assist their relief efforts. Furthermore, VGI and user-generated content 

(UGC) are increasingly becoming data source in addition to the traditional sources for 

geographic research.  Cidell (2010) reports the use of content clouds (a way to summarize 

the contents of a document by depicting the words according to its high to low frequency 

in larger, darker type within the cloud) as a method of exploratory qualitative data 

analysis using primarily online information. When used as a form of qualitative GIS, 

content clouds provide a meaningful way to summarize and compare information from 

different places on a single issue. Using people-finder sites (such as Whitepages.com) 

and social networks (Facebook) as well as information contributed as volunteered 

geographic information (VGI), Chow (2013) outlines a research agenda to explore the 

web demographics using VGI. Using multiple online people-finder sites and VGI 
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information, he proposes a framework to harvest, process and validate personal-level web 

demographics including personal details, marriage status, financial history, etc. Another 

example of using VGI is the Geo-Wiki project (Fritz et al., 2009) initiated by a group of 

physical geographers and earth scientists. Similar to the OpenStreetMap project, the Geo-

Wiki project aims to gather volunteers all around the world to help improve the quality of 

global land cover maps. Such crowdsourcing effort attracts volunteers from 

multidiscipline and they collaboratively produce large amount of inexpensive ground-

truth data and knowledge which is valuable for the purpose of validation and the future 

creation of global land cover maps.  

Another track of research to VGI is to examine its social impact. Besides the roles 

as an important new data source, VGI is also conceived as a new social practice with 

attention to ways in which the processes, relationships, and products of VGI activities 

structure and represent knowledge and shape social and political relations (Elwood et 

al.,2012). By studying VGI from a different perspective, some social issues have 

surfaced. First of all, many of research have focused on the issue of digital divide, 

examining the inequalities among people and places by studying the origination and 

distribution of VGI. Crutcher and Zook’s (2009) illustrate patterns of inclusion and 

exclusion in VGI which mirror the prior research of the digital divide by studying user-

generated information in Google Maps. Their findings suggest a necessity to 

reconceptualize the mechanisms in the context of VGI. To further study the digital divide 

using VGI, Baginski et al. (2013) conduct an empirical study in Franklin County, Ohio. 

They retrieve one form of VGI—restaurant reviews—to evaluate the digital divide within 
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the Columbus MSA and their finding shows that Web 2.0 impacts have not touched down 

evenly within the study area.  Second, privacy and surveillance are significant concerns 

associated with the phenomenon of VGI as well. Geographic information contributed by 

users to a website or database enables the ability for location tracking and monitoring, 

which may lead to an invasion of privacy and the potential for harm (Andrejevic 2007). 

Many social media sites and location-based services record the locations of their users in 

space, which is sometimes actively provided by the user, however in other cases it is 

produced passively without the user fully understanding this or its consequences. Some 

location-based services such as Foursquare utilize this location information in developing 

their service, while others compile it for use by other companies for targeted geo-

demographic marketing purposes (Boyd and Crawford 2012, Wilson 2012). Willingly or 

unwillingly sharing one’s location – whether for the purposes of contributing VGI or not 

– is a serious safety concern, and presents one of the most serious issues implicated with 

the recent integration of mobile and location technologies (Elwood and Leszczynski 

2011). In crowdsourcing and VGI projects, users should be made aware of what the data 

will be used for, and any potential privacy infringement related to their contributions. 

Last but not least, intellectual property is another potential legal concern for various VGI 

practice. According to Scassa (2013), these legal VGI issues may manifest in different 

ways depending on the stakeholders concerned. The operator or producer of a product, 

website, or application that relies upon VGI will need to be aware of various potential 

legal issues, and should take care to address these issues in licenses and other 

documentation related to the site. The extent to which they need to do so and how they do 
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so may depend on whether they are public or private actors, or whether they operate 

commercially or non-commercially. VGI contributors should be aware of the license 

terms under which they provide content. Although they are unlikely to hold copyright in 

small quantities of information, creative material provided in other forms, most notably 

photographs, video, or text, is likely protected by copyright. In some cases, contributors 

of VGI may be institutions or organizations that provide data sets, and there may be a 

copyright that can be asserted in an original selection or arrangement of data. 

2.2 Space and Place in the Geographic Perspective 

Space and place together define the nature of geography (Tuan, 1977). The 

concept of space and place has a long history in geography and related discipline but has 

been plagued by a fundamental vagueness of definition (Goodchild, 2011). As Tuan 

(1977) and Casey (1997) have demonstrated, scholars in multiple fields throughout 

history have developed a vast repertoire of conceptualizations of space and place. 

Conceptually, space and place represent a continuum of how we understand the world 

and my understand is that space is a more abstract concept and place is more concrete. 

There are three different conceptions of space that have been drawn on in geography – 

absolute, relative and relational. According to Agnew (2011), the concept of place 

usually includes three pillars: location (as defined latitude and longitude), locale (as 

defined by both physical/environmental and socioeconomic/cultural context), and a sense 

of place (as defined by human subjective perception/attachment to a particular 

location/locale).   

Apparently, place is semantically a much richer concept than space. In GIScience, 
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space and place are sometimes used interchangeably while in fact; the distinction 

between space and place can be traced back to ancient Greeks who made a distinction 

between chora (measurable, abstract space) and topo (immeasurable, concrete place). 

According to Curry (2005), geography was understood for quite some time primarily 

from the perspectives of chora and topo. “Geo” entered into the scholarly and popular 

lexicon at a much later age in human history. Casey (1997) further observed that Western 

thinking about the world had continuously neglected the perspective of place and been 

increasingly in favor of space since Enlightment. Scholars now seem to have consensus 

that a partial focus on either space or place might serve as an impediment to a more 

holistic understanding of the world.  

The space-place debates in geography started in the late 1960s from a spatial 

scientist John Hudson when he was asked what geographers did and he replied as “dots 

and lines”. This answer triggers the debates of geographers trying to revise Hudson’s 

answer in the following years. John Agnew (2005) categorizes three broad approaches to 

the space and place distinctions and debates. (1) place over space; (2) space over place; 

and (3) the very distinction is superseded by instead “putting space and place together'” 

(Agnew, 2005, page 89).  

 Place over space 

Tuan (1977) wrote in his paper “What begins as undifferentiated space, becomes 

place as we get to know it better and endow it with human value. ... Place is pause; each 

pause ... makes it possible for location to be transformed into place (page 6).” This 

represents a school of opinion that place is good because it can embrace humanistic value 
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and sentiments thus turning location from a set of abstract coordinates into a site with 

meanings (Wainwright and Barnes, 2009). In this view space only provides the raw 

material for place as Relph (1976) writes, “space provides the context for places” (page 

8). Under this view space is only derive its meaning from particular places and thus place 

dominate space. 

 Space over place 

Space trumps place in this view. David Harvey (1985) studies the creation of 

distinct spaces of capitalist economic circulation and accumulation and he argues that 

space was where the action occurred and places were only staging posts for spatial 

transformation. Later Harvey (1996) further develops his scheme and point out that 

change in space is constant, primary and resurgent which follows space’s involvement in 

capital mobility while place is in a secondary role and is only the effects of the spatiality 

of capital circulation within which they are produced. Needs a bit more elaboration. 

 Relational space and place 

In this view space and place are linked together using a relational approach. 

Doreen Massey  (1991) and Marcus Doel (1999) want to wipe out the space-place divide 

and they even invoke a new word “splace”. Massey (1991) argues that space and place 

are relational and they are the consequence of the connectedness of things. She believes 

that places are made from the same kinds of relations that produce space and she denies 

any essential difference between them. Similar effort by Doel (1999) proposes that we 

should abandon the space-place distinction. 

My opinion on space and place might be situated on Agnew (2005) observation 
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that space could be considered as ‘top-down,’ defined by powerful actors imposing their 

control and stories on others. Geography practiced from the space tradition tends to be a 

vertical perspective, quantitative, and predominantly visual (appealing to the eye). In 

contrast, place can be considered as ‘bottom-up,’ representing the outlooks and actions of 

more typical folks (Sui, 2011). Geography practiced from the place tradition favors a 

slant/side perspective (e.g. Google Streetview or regular photos), qualitative, and full of 

context. Wainwright and Barnes (2009) provide some common terms used to distinguish 

space and place (table 1).  

 

 

Table 1 The space-place distinction 

 

Space Place 

Motion Pause 

Extension Community 

Position History 

Totality Particularity 

Infinity Identity 

Exteriority Interiority 

 

 

2.3 Proposed Framework linking VGI to Space, Place and People 

Goodchild et al. (1999) propose a theoretical framework to understand the three 
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distinct arenas that GISciences should address (Figure 2). 

 Cognitive Models of Geographical Space (issues of the individual): how do people 

conceptualize the world around them, and reason about it using those 

conceptualizations?  

 Computational Methods for Representing Geographical Concepts (issues of the 

system): how can we design GIS to achieve maximum performance and functionality, 

with minimum information loss or other constraint?  

 Geographies of the Information Society (issues of society): what processes determine 

the adoption of GIS in society, and its use by institutions, and how does the adoption 

of GIS change the way society constructs space?  

The emergence of VGI in Geographic information science and technologies are 

revolutionizing basic and applied science by allowing integrated holistic approaches to 

reassessing the domain of GIScience, as proposed fifteen years ago, with new 

perspectives. The theoretical framework this dissertation proposes as a base upon which 

to develop and apply quantitative and qualitative geographic method that enable 

understanding the world with volunteered geographic information draws upon a wide 

range of perspectives from human geography and social sciences more generally. The 

three pillars focused on here are space, place and people, each of which has been 

addressed in the past with specific methods and perspectives within GIScience 

community (Tobler 1970, Goodchild 2011, Miller 2005). All three themes proposed here 

demonstrate strong conceptual overlaps and stem from the previous literature (Goodchild 

et al., 1999) on examining components of geographic information science.  
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Figure 3 demonstrates the framework of volunteered geographic information with 

linkage to space, place and people. The inner ring denotes the variety of VGI as I 

elaborate in section 2.1.2. This represents a new kind of geographic information for 

scientific research and application. This intersects with three outer rings, which 

correspond to three conceptual themes – space, place and people.  The intersection of 

VGI with each theme is further elaborated as potential data source and application in each 

rectangle.  

 VGI and Space 

Most spatial analysis is based on an explicit or implicit interpretation of the First 

Law of Geography (Tobler 1970, P. 236): “Everything is related to everything else, but 

near things are more related than distant things.” Essentially as a geospatial data with 

geo-tag, spatial patterns could be identified from various volunteered geographic 

information and numerous models were constructed to interpret the observed patterns (Li 

et al., 2013; Zook and Poorthuis, 2014).  

 VGI and Place 

The availability of VGI from such applications may have significant implications 

in the future of qualitative GIS research as a growing body of work has become interested 

in drawing upon alternative methodologies to meet the limits of conventional GIS in 

which phenomena become decontextualized place. In other words, the rich content 

produced through location-based social media offers the possibility to facilitate 

geographic research that illuminates the importance of place perceptions (Li and 

Goodchild, 2012; Purves et al., 2011). 
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 VGI and People 

The emergence of VGI also provides us a golden opportunity to develop what 

Miller (2007) envisioned as people-based geographic information science. Conventional 

GIScience technology such as remote sensing image classification has been successfully 

applied in revealing physical geographical features such as land cover information and 

climate change. On the contrary, VGI and the current geospatial big data in general well 

capture human activities. For example, large volumes of spatio-temporally tagged 

volunteered geographic information lead to the upsurge of human mobility research (Lu 

and Liu 2012; Yue et al. 2014). Another track of research area is to study human’s health 

in geographic context (Yang and Mu, 2014; Mitchell et al., 2013). 

The linkages between the two rings suggest that using VGI as a new geographic 

information may provide new insight into human geography and social science, thus 

further nurturing three corridors with theoretical guideline for chapter 3, chapter 4 and 

chapter 5 respectively. In the following three chapters, I construct three data-driven 

empirical study to reflect each of the proposed VGI research corridor respectively. 

 VGI, Space and Place: Use VGI to Study Urban Dynamics in Space and Place 

 VGI, Place and People: Use VGI to Study Individual Food Environment 

 VGI, Space and People: Use VGI to Study Child Beggars in China 

 

 



 

23 

  
 

Figure 2 Geographic Information Science Conceptual Framework 
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Figure 3 Proposed Framework to Explore the World with Volunteered Geographic 

Information 
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Chapter 3: Use VGI to Study Urban Dynamics in Space and Place
5
 

Understanding urban dynamics is crucial for a number of sub domains in 

geography, but it can be expensive and time consuming to gather necessary data. The 

rapid rise of volunteered geographic information in general, and geo-social media data in 

particular, has given us a new massive source of geo-tagged data that can be 

transformative in terms of how we understand our cities. This chapter will first 

demonstrate the working flow on how to harvest geo-social media data that is widely 

used in my dissertation followed by presenting subsequent methods of exploring the 

urban dynamic in space and place, leading to a case study of Columbus, Ohio MSA using 

social media checkin data.  

3.1 Introduction 

Over half of the world’s population now lives in cities (Martine and Marshall, 

2007) thus majority of human and natural events in motion happen in cities. 

Understanding the cities we live in has never been more important. Until quite recently 

we relied upon human recording of these motions which inevitably incorporate the 

perceptions, fallibilities, and limits of ourselves as observers (Batty, 2010). Moreover, a 

number of methods that are used to collect data about urban dynamics and people 

activities tend to be slow, labor-intensive, expensive, and lead to relatively sparse data.  

                                                 
5
 Portions of this chapter will be published in Yang et al. (2015) 
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This began to change with the development of the Internet, Web 2.0 and 

Broadband communication technology. Its access through wireless devices with 

geography positioning systems (GPS) that can be incorporated into ever-smaller 

recording instruments such as handheld GPS device or smartphone is now enabling 

individuals to record their motion at specific locations and on a continuous basis. We 

argue that there is an exciting opportunity for creating new ways to conceptualize and 

visualize the dynamics, structure, and character of a city by analyzing the social media its 

residents already generate. Millions of people already use Twitter, Instagram, Foursquare, 

and other social media services to update their friends about where they are, 

communicate with friends and strangers, and record their actions. Some of this media is 

geo-tagged with GPS data, making it possible to start inferring people’s behaviors over 

time. We believe that this kind of geo-tagged social media data, combined with new 

kinds of analytics tools, will let geographers, urban planners, policy makers, social 

scientists to explore human’s activity as well as the pulse of a city, in a manner that is 

cheap, highly scalable, and insightful.  

Space and place are two fundamental concepts in geography that together define 

geographers’ view on the world (Tuan, 1977). Both concepts have a long history in 

geography and related disciplines. Scholars in multiple fields throughout the history have 

developed a voluminous literature on conceptualizations of space and place (Wainwright 

and Barnes, 2009; Agnew, 2011; Casey, 2013). Conceptually space is often related to an 

abstract view perceived as a “top-down” while place is related to be a more concrete one 

considered as a “bottom-up” (Agnew, 2005; Sui, 2011). Partial focus on either space or 
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place might serve as an impediment to a more holistic understanding of the world from a 

geographic perspective (Sui, 2011). The difference between space and place has been 

mainly discussed by human geographers, but received little attention in GIScience as 

these two words have been used interchangeably in the GIScience literature. In fact, until 

recently the space perspective has dominated GIS and geographic objects are mainly 

represented using Euclidean geometry and Cartesian coordinate system (Sui, 2011). In 

contrast to space, place can be considered as a “bottom-up” view that focuses on 

capturing the local environment and human activity in a qualitative manner (Sui, 2011). 

Some pilot work has begun in shifting from space to place in GIS practices (Goodchild, 

2011). Indeed, how to incorporate place into GIScience will be both interesting and 

challenging. 

The convergence of social media and GIS (Sui & Goodchild, 2011) provides an 

opportunity to reconcile the world of space (traditional GIS) and the world of place 

(social media). Until recently all geographic information was produced mainly through a 

top-down process by government mapping agencies or corporations in the mapping 

industry. The emergence of social media such as Twitter, Facebook and Foursquare and 

the widespread adoption of GPS-enabled tagging of social media content provide new 

opportunities for us to study activities of people from a place perspective. These internet-

based micro-blogging applications allow users to post and read short messages related to 

local environment through a shared social connection (Boyd and Ellison 2008). Such data 

usually present with fine spatial-temporal granularity and sometimes have rich context 

such as text, photos and other qualitative information. The geography of social media 
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data such as the user or messaging location is invaluable for researchers to link where we 

are to what we do or feel, using real-time or archived data.  

Spatially identifying user-generated conversations on social media may 

implement policy more effectively to where the targeted audiences live (Ghosh and 

Guha, 2013). Scellato et al. (2011) try to predict social link by detecting user patterns in 

Foursquare, a popular location-based social network. In addition, Cramer et al. (2011) 

aim to discern users’ location sharing patterns from the individual user’s perspective. As 

Jiang and Miao (2014) argue, “Location-based social media enable users to track 

individual historical trajectories, their friends, and even the growth of social media. 

Unlike with conventional cities, the trajectories of social media are well documented by 

the hosting companies; and unlike conventional census data, social media data is defined 

at individual level, often at very fine spatial and temporal scales” (page 2). The explosive 

growth of location-based social media in recent years provides us an unprecedented 

opportunity to explore human activities in both space and place.   

In this chapter, social media data are crawled from a location-based service 

website Foursquare
6
 via twitter public stream API. The goal of this chapter is to conduct 

an empirical study in the GIS environment aiming to enrich both the spatial and platial 

context of social media data, using checkins as an example. We explore three main 

research questions: 

 What spatial and temporal patterns are discernible with regard to social media 

checkins in Columbus, Ohio? 

                                                 
6
 https://foursquare.com 
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 In what urban places are social media users actively engaging in the creation of 

online checkins?  

 What light do these social media checkin activities shed on understanding place as 

a “meaningful location”? 

The rest of this chapter is organized as follows: section 3.2 discusses the history 

of the terms “space” and “place” by exploring theoretical meanings and setting the 

context for which the terms will be used in this dissertation. In section 3.3 we present a 

general data collection flow for harvesting geo-social media data. Study area, methods 

and data of our case study is introduced in section 3.4. We then proceed to demonstrate 

the results of empirical studies in section 3.5 along with our discussion, followed by 

summary and discussions on future work in the last section. 

3.2 Space and Place Distinction 

The concepts of space and place have historically been a popular topic across a 

vast spectrum of geographic and academic literature. Not surprisingly, the terms do not 

lend themselves to easy definition. In Berry’s (1964) work on the new approaches to the 

geography of the United States, Berry describes geography studies and the spatial 

perspective as “the organization of phenomena over space, or the integration of diverse 

phenomena in place” (page 4). Spaces and places are all around, and we traverse them 

and experience them everywhere and every day. At the surface, there are some 

distinctions to be made between the meanings of space and place. Space is often viewed 

as a more abstract concept than place; spaces evoke the sense of being elusive or distant 

in nature, taking the form of processes and movements that occur across geographical 



 

30 

scales. In contrast, places are often seen as being local and concrete phenomena. Places 

are often characterized by physical locations on earth’s surface that are personal and 

meaningful. There is a vast literature on space and place, representing great differences in 

opinion, the most common of which around the argument of which is more important, 

space or place. While arguments have been taken on both sides, the mainstream view 

seems to argue that space and place are not separate, but mutually constituted (Wainright 

& Barnes, 2009). Relph (1976) suggests that space provides the context for places. 

Building upon this idea, Tuan (1977) characterizes space as movement and place as 

pauses, for each pause in movement makes it possible for location to be transformed into 

place. According to Tuan (1977) the concepts of “space” and “place” are dialectical and 

require each other for definition, for “from the security and stability of place we are 

aware of the openness, freedom, and threat of space, and vice versa” (page 6).  Using this 

same point of view, Cresswell (2004) further refers to places as spaces that have been 

made meaningful, arguing: “Space, then, has been seen in distinction to place as a realm 

without meaning – as a ‘fact of life’ which, like time produces the basic coordinates of 

human life. When humans invest meaning in a portion of space and then become attached 

to it in some way it becomes a place” (page 10).   

Agnew (1987) further suggests there are three aspects to place as a “meaningful 

location”: 1. Location, 2. Locale, and 3. Sense of place. First and foremost, in everyday 

language a place refers to a location. Within the physical location of a place there exists 

the material setting for social relations or the actual shape of the place within which 

people conduct their lives as individuals, a locale. Finally, sense of place refers to the 
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subjective and emotional attachment people have to a place. Thus, a place is not just a 

thing in the world, but a way of seeing, knowing, and understanding the world. One way 

of understanding modern urban places and the people who interact within them is through 

the emerging web 2.0 and social media technologies. Goodchild (2007) discusses such 

online content, usually generated voluntarily by users, has a geographical components as 

VGI, or volunteered geographic information, which is a highly localized phenomenon 

characterized by people using and creating their own maps on their own terms, sharing 

local information and conveying understanding of places to friends and visitors. Since the 

emergence of VGI, there is an increasing interest and effort in formalizing place in 

GIScience using data from web 2.0 and social media recently (Goodchild, 2011). In one 

of these recent efforts, Gao et al. (2014) present a novel approach to harvest crowd-

sourced gazetteer entries about places from social media and to conduct high- 

performance spatial analysis in a cloud-computing environment. 

The convergence of social media and GIS (Sui & Goodchild, 2011) provides an 

opportunity to reconcile the world of space (traditional GIS) and the world of place 

(social media). Unlike with conventional cities, the trajectories of social media are well 

documented by the hosting companies; and unlike conventional census data, social media 

data is defined at individual level, often at very fine spatial and temporal scales. This 

gives us opportunity to explore human activities in both space and place. For this 

purpose, we conduct an empirical study in the GIS environment aiming to enrich both the 

spatial and platial context of social media data, using checkins as an example. 

3.3 Geo-Social Media Data Harvest 
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Social media data, such as Twitter, can be utilized as a new data source in 

GIScience research since Twitter provides a massive amount of spatiotemporal 

information about individuals broadcasting their opinions, moods, and activities. Such 

data usually provide more timely information than that from the traditional sources as 

social media data could be collected almost immediately after users post their information. 

Also, the increasing number of social media users equipped with location-based device 

such as smartphone and tablet produce vast amount of geo-tagged data with spatial 

footprint. To better understand the space-time dynamics of such social media data, I’d 

like to build a model to capture the probability of a tweet posted on certain time about 

certain place. My model includes three modules: data collecting module, data parsing 

module and data analysis module. Figure 4 below demonstrates the architecture of my 

model. 
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Figure 4 Geo-Social Media Data Collecting Architecture 

 

 

 Data Collecting Module 

To retrieve tweets from Twitter web server, we need to first register a twitter 

developer account at https://dev.twitter.com. After registration, twitter will generate a 

group of authentication keys for you, which means you’re allowed to obtain their data via 

a secure connection using these keys. Then we need to establish a connection with the 

https://dev.twitter.com/
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Twitter web server through its streaming API (Application Programming Interface). 

Different from the Twitter’s search API, which provides a REST (representational state 

transfer) interface, the method utilized here requires the establishment of a persistent 

HTTP connection for receiving streaming tweet data. The advantage of using Twitter 

stream API rather than search API is we’re interested in a more general samples of tweets 

rather than tweets from certain users at certain time. Also, Twitter stream API allows a 

persistent HTTP connection and once it’s connected, we don’t need to care about the 

retrieving module mechanism in detail unless an exception happens such as Internet 

failures. To account for exception, an error handling mechanism is also adopted to check 

if the communication channel remains open every time when a new HTTP request is sent 

and if the number of failed attempts is more than a predefine value, the program will 

stops and we need to setup a new stream connection.  

 Data Parsing Module 

We will adopt a database system to store tweets. Once the raw tweets are returned 

from the server, they are serialized and store in a database (MySQL, for instance). Data 

parsing module will simultaneously reads the tweets in a timely manner as they are 

flushed into the database. Since the raw tweets are formatted based on JSON (JavaScript 

Object Notation) object, we can extract desired information from a text of tweet based on 

its JSON tag (e.g. user ID, user profile, tweet text, location, time). These new formatted 

tweets will then be put into another database for further analysis. 

Because we are interested in both temporal and spatial information of a tweet and 

we already have tweet time in our database, the next step in our parsing module is to 
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extract the location information. Unlike the temporal information that can be explicitly 

extracted, location extraction of tweet is often difficult and our proposed location parsing 

module are threefold. First of all, among all posted tweets, about 2.5% of tweets are 

available with location information either in the “geo” tag or the “place” tag from the raw 

tweet. So we’ll firstly filter those 2.5% tweets with geo-tag and then extract the location 

directly from itself.  If the location information is expressed as a pair of [latitude, 

longitude], we need to also conduct a reverse geocoding in order to retrieve the place 

information from a point location. A second step, we can create a filter for those 97.5% 

non-georeferencing tweets. The key words will be the name of the location. For example: 

Let X as the set of our n desired locations and  

X1=Columbus,  

X2=Cleveland,  

X3=Cincinnati,   

… 

Xn=New York. 

Then we will write a SQL command to query the tweets content and find out those tweets 

contains a particular name of the location. Then we will assign the name of the location 

to this tweet as its location information for further analysis. Last but not the least, there’re 

recent efforts from GIScience and computer science to infer the location of a non-

georeferencing tweet. For example, Cheng et al. (2010) propose a probabilistic 

framework to infer the location of tweet based on its twitter user and its content. If 

necessary, we could adopt Cheng’s method to retrieve more tweets to enrich our location 
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information. 

 Data Analysis Module 

Once we have our tweets formalized in a database, we can start our analysis 

module. Our ultimate purpose is to calculate the probability of a tweet at certain time and 

certain place. This could be expressed using the formula: 

P(X(T)=Xi)= 

∑
( (    ))

 ( )

  
          ( )                                {            }    

Here is the interpretation of this formula. If we want to get the probability of the 

occurrence of tweets about a place Xi within a period of time T, we need to first count all 

the tweets with location information equals Xi from time t0 till time tn and we take it as 

 (    ). We use t0 to represent the starting time of T and tn as the ending time of T 

then all the tweets in our database will be count as N(X). Then we use N(X=Xi)/N(X) 

and we will get the probability. 

3.4 Study Area, Data and Methodology 

Our case study is conducted at a regional scale in order to capture the space and 

place information at a greater detail. Columbus, Ohio, a capital city in the Midwestern 

U.S., was chosen as our study region. This city is home to many business headquarters 

and a variety of industries. For this reason, it is frequently referred to as a “test city” 

(Hunker, 2002) for new consumer goods and thus makes it a good site for our study. 

Social media website such as Foursquare and Gowalla let users “check in” to a 

place when they’re there, tell friends where they are and track the history of where 

they’ve been and who they’ve been there with. To begin our study, we first acquire a 
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collection of “checkins”. Since personal checkin information about location sharing 

services on Foursquare and Gowalla is typically restricted to share in the user’s private 

social network, it’s also not publicly available via location sharing service websites such 

as Foursquare and Gowalla. We then take an approach in which we sample location 

sharing status updates from the public available Twitter feed. Twitter status messages 

support the inclusion of geo-tags with latitude and longitude information as well as 

support third- party location sharing services such as Foursquare and Gowalla if a user 

agrees to opt in to share their checkin status on twitter account. We thus monitor 

Twitter’s streaming API
7
 (Application Programming Interface) which represent around 

10% of the whole twitter database and retrieve users who post geo-tagged status updates. 

The checkin collecting program ran from late February 2010 to late January 2011, 

collecting a total of 1850 users and 50,662 unique checkins with geographic location 

situated in Columbus, Ohio. Each checkin is stored in a local database with the format: 

checkin (userID, tweetID) = {userID, tweetID, text, location, time}. An example checkin 

in our study area is presented in Table 2. 

Table 2 Example checkin record in database 

 

userID tweetID text latitude longitude time 

154463

86 

1233595

3358 

Heat sheet in hand... (@ 

Hoover Invitational) 

http://4sq.com/d1P63w 

40.118 -82.885 2010-04-17 

10:58:54 

 

To explore the checkin information in space we first plotted the locations of 

checkins on a map using ESRI ArcGIS 10.1, a leading GIS platform and were overlaid 

                                                 
7
 https://dev.twitter.com/docs/api/streaming 

http://4sq.com/d1P63w
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within the boundary of Franklin County in Central Columbus, Ohio. To further explore 

the spatial distribution of checkins, we apply methods from Exploratory Spatial Data 

Analysis (ESDA), which is a set of techniques aimed at describing and visualizing spatial 

distributions and identifying hot spots and clusters in space (Bailey and Gatrell 1995). 

More specifically, to estimate the number of checkins occurrences per unit area, we 

performed a kernel density analysis of Columbus area using checkin data. Kernel density 

is a popular method of estimating the intensity of points by creating a smooth surface 

using a bivariate probability density function (Bailey and Gatrell 1995). The kernel 

estimator is defined as: 

f(x) = 
 

  
∑  (

    

 

 
   )         [1] 

where n is the total number of points, h is the bandwidth that determines the amount of 

smoothing, K is the kernel function, x is the location of estimation, and xi is a known 

point location. To further test whether checkins at different census tracts within 

Columbus, Ohio tend to be clustered together in space or dispersed, we apply Global 

Moran’s I and Local Moran’s I which are the most commonly used test statistics for 

spatial autocorrelation (Anselin, 1995).  

I=
 

∑  ∑     
 
∑  ∑     (   )(   )

∑  (   ) 
                      [2] 

The information about place venues that we use to relate to different checkins 

came from InfoUSA, a company that provides business data and marketing services. 

Specifically, the raw data in the Columbus area has a total of 44,097 records, containing 

all types of businesses venues. These were further grouped into 8 categories by 

x x

x



 

39 

employing the NAICS (North American Industry Classification System) codes and those 

venues receiving no checkins were eliminated in our studies. We choose to enrich the 

platial information of a checkin in terms of its nearest neighbour business venue. In order 

to find out the nearest business venue, point distance from ArcGIS 10.1 is applied to 

calculate the distance from each checkin point in one feature class to all the business 

venues points within a given search radius 25 meters. The business venue in the nearest 

distance from the output table will be matched to the checkin point. An illustration of 

point distance function is presented in Figure 5. 

 

 

 

 

Figure 5 Illustration of Point Distance Function
8 

 

 

                                                 
8
 Figure from ESRI 
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3.5 Findings  

 Checkins in Space 

In this section, we begin our study of social media location sharing services with 

an investigation of the spatial and temporal distribution of the checkins. First, we plot the 

locations of our over fifty thousand checkins shown in Figure 6. Checkin locations 

roughly delineate the major street network and the urban area within the Columbus area 

at a very good resolution.  

To explore the spatial density of checkins, we create a surface map using kernel 

density estimation (Figure 7). There are two parameters in kernel density estimation: 

kernel bandwidth and cell size. The kernel was set as 10 km and the cell size was set as 

250 meter by 250 meter given the size of our study area. The kernel bandwidth of 10 km 

is a compromise between a map that is too smooth to interpret and one that is too noisy to 

interpret. The cell size of 250 meter was used to show fine detail of an urban area. 

Downtown Columbus and The Ohio State University main campus area have the highest 

checkin density and it gradually decreases in the surrounding areas. Port Columbus 

international airport to the northeast of downtown is also well covered with checkin 

footprints. 

To further investigate the spatial autocorrelation of the checkins pattern across 

Columbus, global and local Moran’s I is used here. Global Moran’s I is 0.22 at a 

statistically significant level, which indicates a positive autocorrelation of the checkin 

activity across the city. In other words, similar density of checkin activities in 

surrounding census tracts is identified for a focal spatial unit. The neighbourhood effect is 
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generally held across the study region. As we can see in Figure 8, the cluster with a high-

high relationship is the area where downtown and Ohio State University main campus 

school district located. The industrial belt south of the downtown area is where the low-

low cluster presents, which partially reveals the industrial decay. An interesting finding is 

to take a look at the outlier. For example, a high-low outlier is the census tract where a 

popular shopping centre (Easton Town Shopping Centre) is located. In other words, this 

shopping centre overwhelms its vicinity on checkin activities reported through social 

media. 
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Figure 6. Overview of checkins in Franklin County, Ohio 
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Figure 7 Kernel density of checkins in Franklin County, Ohio 
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Figure 8 Local Moran’s I cluster map of checkins 

 

 

 

 Checkins in Place 

 Over 44,000 place venues from InfoUSA have been geocoded in ArcGIS 
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environment. In Figure 9 we present the spatial distribution of place venues in the 

Columbus area categorized using eight different colors. Our point of interesting matching 

of checkin and venue shows that among over 44,000 venues, 10,847 venues are assigned 

as food venues and there are a total of 13,617 checkins belonging to this category. 

Services venues receive the second highest amount of checkins (i.e., 10,542) and retail 

shops attract over 5,000 checkins. 

 

 

 

Table 3 Place venues in Columbus from infoUSA 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Category 

Number of 

Venues 

Number of 

Checkins 

Food 10,847 13,617 

Retail Shop 5,590 5,334 

Services 18,767 10,542 

Public Administration 2,442 1,969 

Transportation 1,611 1,118 

Industry 1,426 865 

Outdoor Activity 694 299 

Others 2,720 16,918 
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Figure 9 Place venues in Columbus in different categories 

 

 

 

To examine the representation of the places on social media in Columbus, we then 

conduct an analysis on Foursquare website to find out business venues that receive most 
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checkins by August 2014. In Foursquare, both single users and business organizations 

can create a venue that is tied to any specific group, business, company, or location. With 

few exceptions, every business venue is tied to a specific geographic location. For 

instance, a page can be created for a single restaurant, a university, or an entire 

neighborhood. Also, each business venue has information about how many users have 

visited and how many checkins received. These business venues pages on Foursquare 

also contain information about to what degree people like a place using a rating system, 

in which 10 are the highest score and 1 to be lowest one. We believe such information is 

a good implication of people’s sense of a place. In order to evaluate each place’s location, 

locale and people’s sense of place, a table was compiled by searching Foursquare by 

setting the geographic filter as “Columbus, Ohio”. Based on this search, we presented top 

25 venues with most checkins number as a subset of representative places from social 

media.  

For each place, an address is recorded as well as the number of population who 

has visited, the type of the venue, number of total checkins, and the score of the “like” as 

sense of place. This database is documented in Table 4 ranked by the number of 

checkins. As of August 2014, 25 top business venues represent 216,237 foursquare users 

and 774,886 checkins. From the locale perspective, this list includes Port Columbus 

International Airport at Number 1 (198,074 checkins) as well as Easton Town Center 

(68,086), Nationwide Arena (39,083) and Polaris Fashion Place (37,093). In terms of 

geographic location, as hypothesized most of these business venues were attached to 

places in downtown areas (Figure 10). Most venues are concentrated on the North-South 
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Axis across the downtown core and this pattern matches up with the overall checkins 

distribution presented in the previous section. 

 

Figure 10 Top 25 venues in Columbus from Foursquare 
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Table 4 Top 25 place venues in Columbus from Foursquare 

Venue Visitor Checkins Type Like (1 

–10) 

Port Columbus 

International Airport  

50,720 198,074 Airport 7.5 

Easton Town Center 16,893 68,086 Mall 9.0 

Nationwide Arena 12,246 39,083 Stadium 9.2 

Polaris Fashion Place 11,827 37,093 Mall 7.8 

JPMorgan Chase 1,264 28,524 Office N/A 

Recreation & Physical 

Activity Center 

3,075 26,710 Gym 8.8 

AMC Lennox Town 

Center 24 

7,867 25,382 Theater 7.7 

The Mall at Tuttle 

Crossing 

7,276 24,856 Mall 7.2 

LA Fitness 1,221 23,766 Gym 6.2 

Ohio Stadium 10,903 23,602 Stadium 9.4 

Union Café 5,072 23,262 Gay Bar 8.3 

Columbus Zoo & 

Aquarium 

12,297 23,008 Zoo 9.5 

Target 5,739 22,329 Store 6.5 

North Market 9,770 21,749 Market 9.4 

Columbus Crew Stadium 7,809 20,954 Stadium 9.3 

The Ohio State University 6,110 20,590 Education N/A 

AMC Easton Town Center 

30 

7,927 20,238 Theater 8.4 

Columbus State 

Community College 

2,172 19,385 Education N/A 

Huntington Park 8,209 18,725 Stadium 9.4 

Nationwide Children’s 

Hospital 

2,299 15,887 Hospital N/A 

Fado Irish Pub & 

Restaurant 

4,026 15,753 Food 8.0 

Bodega 4,320 14,989 Bar 8.5 

Dirty Frank’s Hot Dog 

Palace 

5,757 14,763 Food 9.3 

Greater Columbus 

Convention Center 

7,185 14,088 Convention 

Center 

8.1 

Whole Foods Market 4,253 13,990 Grocery 8.9 
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3.6 Discussions and Conclusion 

 Bring Time in Consideration 

Besides exploring the spatial distribution of checkins and the platial context of 

each checkin, there is further potential to understanding the checkins. For example, who 

are the checkin users and how often do they checkin.  

In Figure 11, we plot the number of checkins generated by each user versus the 

number of these users. As the figure shows, most users contribute less than 10 checkins 

in Franklin County, Ohio during our 11-month study period, though there are nearly one-

tenth the users (143) contributing more than 100 checkins, with 911 checkins being the 

most active user in our study. The real time data collection made possible by social media 

should be accessed at its full potential. Figure 12 provide a general overview of how 

Foursquare users interact with places in our study area. As depicted, people check in 

frequently at around noon and in the evening. Most activities occur between 6am and 

23pm, with two peaks at around 12pm and 6pm. This is probably due to a fact that these 

are periods when people often go for lunch and dinner, so most checkins at these two 

peaks might be related to restaurants and food. Further study can be conducted to study 

traffic patterns over 24 hours in a day and over 7 days in a week of certain place venues, 

such as restaurants or food stores. This investigation can illustrate more dynamic details 

of people’s activity in space and place. Such study could be applied for retail analysis 

such as the creation of more convenient store hours as business retailers’ hours are 

limited. How to make complete use of social media for balancing the tradeoff between 
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the needs of customers and the cost of store operation would be a potential trend for 

future studies. 

 

 

Figure 11 User checkin statistics 
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Figure 12 Daily temporal distribution of checkins 

 

 

 

 

 

 

 More on Place 

By examining the popular Foursquare venues, we find that more than 50 percent 

of popular venues in our database are located in downtown area. The abundance of 

Foursquare venues and checkins around the core areas of downtown Columbus provide 

some important insights. First of all, areas in Columbus downtown are newly revitalized 

thus have become unique and sticky places (Knox, 2011). They are not only facilitating 

interaction among people in person, but also online in social media as well. Also, such 

large amount of visits on Foursquare in comparison to other areas in the city indicate that 

these areas have created a “Sense of place” (Agnew, 1987), with people feeling 

compelled to express their identification with the area among friends online using 

Foursquare’s rating system as we present in Table 3. In addition, the top-25 popular 
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venues reported in Table 3 are mainly hangouts spots, such as bars, restaurants, stadium, 

etc. From the “locale” perspective, these could be interpreted as popular physical location 

existing as the material setting for people’s social interactions and the place within which 

people conduct their lives (Agnew, 1987). Last but not least, it is worth noting that, in 

reality, not everyone uses the location based social media service, such as Foursquare, or 

has it available to them due to the intra-urban digital divide (Baginski et al., 2014). Such 

finding indicates that places of downtown are the most popular among young 

professionals and college students, a demographic assumed to be the primary users of the 

most up-to date communication technology. Other places in downtown, such as German 

Village, may be just as popular but may include an older demographic less likely to 

express themselves online. We need to consider such biased issue of social media data in 

further research. 

In retrospect, this study explores the urban dynamic in Columbus, Ohio using data 

harvest from social media. Such checkin data contains geo-tag, which could be used to 

pinpoint each checkin within the geographic region of Columbus. By aggregating these in 

space, we are able to present the spatial distribution of these checkins as well as to 

identify areas receiving high volume of checkins than others. The temporal information 

of each checkin further tells us when the checkin is recorded thus we are able to have a 

general sense of the temporal distribution of urban activity in 24 hours. This example 

shows that geo-tagged social media data such as checkins normally contain spatial and 

temporal signal that we could use to explore in space, as denoted the intersection “1” in 

figure 13. Meanwhile, our study also shows that checkins contains elements (intersection 
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“2” in figure 13) that could be used to characterize place such as place name, place 

category, people’s checkin numbers on certain places, and people’s rating of place. By 

synthesizing such elements we have a better understanding of the urban dynamic about 

different place in this city. 

 

Figure 13 Framework to Explore Urban Dynamic in Space and Place 
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Chapter 4: Use VGI to Study the Relationship between Individual Food Environment and 

Food Choice
9
 

Chapter 3 demonstrates how geo-social media could be used to explore the pulse 

of a city in space and place. In this chapter, we tackle the challenge of using VGI to study 

people’s activity in related to their surrounding places as a place-based measure would 

generalize attributes that vary among people. Specifically, we investigate people’s food 

related activity harvested from twitter and report a quantitative assessment of their food 

choice relationship between their exposed food environments to food vendors.  

4.1 Introduction 

Access to nutritious food is imperative to physical well-being and quality of life. 

Failing to consume healthful food on a regular basis can lead to a series of adverse health 

outcomes, including obesity, diabetes and cardiovascular diseases (Shaw, 2006). 

Researchers have noted that access to nutritious food is influenced by both spatial and 

non-spatial mediators that result in inequality of access across communities. These 

barriers to healthful food choices include geographic, economic, informational, and 

cultural aspects (McEntee & Agyeman, 2010). To date, the majority of the literature 

simply focuses on geographic access to nutritious food in relation to socio-economic 

status (SES). These studies have taken a predominantly statistical approach to examining 

                                                 
9
 Portions of this chapter have been previously published in Chen and Yang (2014). 
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if correlations exist between SES variables and food access though regression models. 

Not surprisingly, many studies found a positive correlation between low SES and limited 

access to quality food in selected local regions (Glanz et al., 2007; Moore & Diez Roux, 

2006) as well as in U.S. nationwide studies (Powell et al., 2007), and some other studies 

failed to identify this correlation (Guy & David, 2004).  

An overlooked facet in this spatial disparity of food access is the causality linked 

to food choices at the individual level. Individuals tend to make diverse food purchasing 

and dining choices, including where, when, how, and which types of food to acquire. The 

role of food access in shaping food choices cannot be completely understood from 

generalized regional studies. What must be assessed is the impact of the quality of an 

individual’s food environment on his or her food purchasing choices. Although studies 

have previously identified among other factors the availability of nearby grocery stores 

have played a significant role in influencing food buying practices (Walker, et al., 2011; 

Walker, et al., 2012), these studies suffer from the following limitations: (1) the sampling 

size is very limited due to the time-consuming process of collecting individual samples 

and (2) studies of individuals’ dietary choices are based on the home locations while 

overlooking the effects of mobility on procuring food (Kestens, et al., 2010; McKinnon, 

et al., 2009). At the individual level, the deficiency in food procurement may be due to a 

scarcity of healthful food retailers in the individuals’ vicinity.  

An unexplored direction is to measure if people’s preference for food is elicited 

by exposure to a particular type of food environment in real time, such as a lack of 

quality grocery stores nearby that would prevent them from making nutritious food 
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choices. This finding would also offer compelling evidence for shaping strategies to 

improve the health of communities.  

The traditional measure of food access based on location of food outlets has 

considerable limitations for understanding the causality of food choices (Wrigley, et al., 

2002); on the other hand, individual-level analysis has always posed a daunting challenge 

for social scientists because of the tedious nature of collecting a considerable number of 

representative samples. To fill this gap, this study takes an innovative approach to 

collecting individual data about food-related activities from Volunteered Geographic 

Information (VGI) via social media, or specifically, “tweets” (messages sent on Twitter). 

Tweets not only contain self-reported information about life experiences and activities 

but are also tagged with accurate location and time information. They provide an ideal 

solution for measuring exposure to the food environment at the exact time when the user 

tweets. This measure, as a representative of individual food access, is associated with 

users’ diet choices conveyed in their tweets. We then analyzed them to determine if there 

was a significant association between their surrounding food environment and the quality 

of their particular food choices. When groups of Twitter users who shop in grocery stores 

were compared to those who dine at fast food restaurants, it was revealed that the 

prevalence of nearby fresh produce grocery stores may significantly influence individuals 

to make healthful food choices. Conversely, density of fast food restaurants in an 

individual’s immediate area may not discourage healthful food choices.  

To the authors’ knowledge, this is the first time social media has been adopted for 

the evaluation of individuals’ food-related activities that are influenced by one’s local 
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food environment. This study has great potential for informing health scientists about the 

importance of using social media to measure individual behavior and for informing 

community advocates and stakeholders of the significant role quality food retailers can 

play in changing the dietary practices of area residents. Our study also shows the 

capability of using VGI to study food accessibility from a holistic view by linking 

people-based and place based together. 

4.2 Related Work 

The problem of food access can be interpreted in many different ways. It not only 

involves geographic access to food but also pertains to affordability, availability of 

culturally appropriate food, and knowledge about nutrition (McEntee & Agyeman, 2010; 

Shaw, 2006). Beyond these descriptions, the majority of studies approach the problem 

from a rather geographic perspective, where the metaphor “food desert” is employed to 

illustrate areas devoid of safe, affordable grocery stores with extensive arrays of quality 

food items. Such grocery stores which offer fresh fruits and vegetables are termed “green 

retailers” (Wrigley, et al., 2002). A consequence of a lack of such retailers in urban food 

deserts is an infiltration of poor-quality food outlets, such as convenience stores and fast 

food restaurants, where only packaged, processed, and energy-dense food is provided 

(Drewnowski & Specter, 2004).  

Reducing and eliminating food deserts has been the goal of stakeholders and 

government agencies around the world ever since the term was first coined by the U.K.’s 

Nutrition Task Force’s Low Income Project Team in 1996 (Reisig & Hobbiss, 2000). 

Since then, it has become a topic of interest in a Congressional report compiled by the 
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U.S. Department of Agriculture (USDA) in 2009 (USDA, 2009). A method for 

evaluating the formation of food deserts is needed before a solution can be found. To 

date, there is a lack of consensus on methods used for differentiating high/low access 

areas and demarcating food deserts. With respect to measuring food access, the basic 

rationale differs from either a place-based perspective or an individual-based perspective.  

A place-based perspective examines the built environment in which people 

acquire food in multiple contexts, such as food stores, restaurants, worksites, and schools 

(McKinnon, et al., 2009). A typical place-based approach measures the level of 

geographic access in terms of the diversity, proximity and variety of food outlets in a 

predefined geographic unit, such as a neighborhood, census tract, census block, zip code 

zone, county, or state (Apparicio, et al., 2007). The geographic unit serves as a container 

for summarizing the spatial attributes of food outlets in terms of total number (Berg & 

Murdoch, 2008; Powell, et al., 2007), number relative to population (Ball, et al., 2009), 

average number within a distance of the centroid of the unit (Larsen & Gilliland, 2008; 

Raja, et al., 2008), and distance to the nearest store from the centroid (Larsen & Gilliland, 

2008; Pearce, et al., 2006). Disparity of access has been identified across geographic 

units, compounded with regression models for determining if isolation from a quality 

food environment is correlated with racial composition or with socio-economical 

deprivation of districts. Another place-based measure, which relies on the emergence of 

Geographic Information Systems (GIS), takes into account the spatial distribution of food 

resources by creating a circularly buffered zone or a network-shaped zone around the 

focal location of food outlets (Algert, et al., 2006; Chen & Clark, 2013; Clarke, et al., 
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2002). The creation of the buffer is grounded in the perception that sustainable 

neighborhoods should have sufficient access to nutritious food within a walkable 

distance. Areas outside the food access zones are considered underserved and are in need 

of policy intervention. In spite of the container measure and buffer measure, other place-

based measures explore emerging geographic analysis methods by examining the spatial 

relationship between food supply and demand. Examples of these methods include 

various accessibility models (Helling & Sawicki, 2003; Paez, et al., 2010) and spatial 

interaction models (Clarke, et al., 2002).  

The place-based approach is limited by the fact that it generalizes individual 

attributes, such as gender, age, ethnicity, and other demographic aspects that vary widely 

among people (Miller, 2007). Because people’s life experiences vary, their preferences 

for food and knowledge of nutrition are difficult to infer from aggregated census data. In 

order to capture these distinctions, the individual- based approach can be adopted by 

focusing directly on the food choices of people grouped by neighborhood, age, gender, 

and social roles. Importantly the foci of these individual level studies include general 

households (Wrigley, et al., 2002) or selected groups such as low-income rural residents 

(Smith & Morton, 2009), women (Ball, et al., 2006; Laraia, et al., 2004), and male 

adolescents (Jago, et al., 2006). Once the population of interest is defined, standardized 

assessment tools in the form of videotaped interviews or paper-based questionnaires are 

customized and distributed to the specific population. The proposed survey questions are 

not only limited to accessibility to food but are more focused on the respondents’ 

financial status, nutritional knowledge, health concerns, food purchasing and 
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consumption behaviors, and the neighborhood food environment that shapes their daily 

food choices. Geographic access is also explored through various methods for measuring 

foodscapes at the individual level by referring to the home address of respondents (Ball, 

et al., 2009; Jago, et al., 2006; Jeffery, et al., 2006; Laraia, et al., 2004; Wrigley, et al., 

2002).  

The majority of previous individual-based studies are flawed in two ways. First, 

home addresses are fixed locations that only represent a limited range of activity. 

People’s daily movements can extend beyond their households and expose them to other 

food environments, such as cafeterias at employment sites or schools (Kestens, et al., 

2010). Their mobility not only changes the physical environment that limits the choices 

of food resources but also introduces food cues, such as advertisements and interpersonal 

communications that may elicit an increased craving for certain foods (Ferriday & 

Brunstrom, 2008). In addition, individuals’ food procurement is not only spatially but 

also temporally constrained. As the operating hours of food stores are invariably limited, 

those whose discretionary time conflicts with store hours will find it difficult to access 

food, eventually severely limiting the quality of their food choices (Chen & Clark, 2013). 

Previous food studies, however, have overlooked this temporal inaccessibility to food 

stores and the contraction of activity space impinged by time. 

The recent trend centering on individuals examines exposure to one’s local food 

environment in terms of availability or density of food resources attainable in one’s daily 

travels. The goal of these studies is to identify the mechanism by which environmental 

influences translate into individual food-related choices and to highlight the SES 
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indicators that contribute to these choices. Previous studies have relied exclusively on 

techniques that trace individual movement: travel diary surveys (Kestens, et al., 2010) 

and GPS tracking (Chaix, et al., 2013). Travel diaries are collected in the form of paper-

based or online surveys from individual participants that document their activities over a 

specified span of time. They include questions to determine an individual’s attitudes 

towards their search for food sources, which aid in behavioral and psychological analysis. 

However, the design, collection, processing, and analysis of individual travel diaries 

constitute a tedious and labor intensive process. The level of accuracy and precision of 

responses regarding the location and time of food-related activities also must be verified. 

GPS tracking allows for a more automated and accurate data collection process; however, 

the lack of contextual information poses challenges to categorizing GPS tracks into 

separate activities and the segmental trips between them (Chaix, et al., 2013). The 

geographically referenced individual data with excessive spatiotemporal details has been 

criticized for intruding on individual privacy (Kwan, et al., 2004). An improved approach 

is to combine GPS tracking with a follow-up activity survey. Unfortunately, previous 

studies using this approach invariably limited the time span of the survey to only one day 

(Chaix, et al., 2013). 

Recent studies in applied geography have made use of Web 2.0, a concept coined 

to describe user-generated web contents in a bottom-up approach via social media, such 

as Twitter, Facebook, Flickr, and Googleþ (Arribas-Bel, 2014). These self-reported 

contents, known as VGI, offer an alternative approach to keeping track of food-related 

activities from individual users’ dietary preferences and shared personal experiences. 
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Social media is becoming a new instrument for analyzing individual awareness of health 

information and prevalence of diseases (Robillard, et al., 2013). Emerging as the leading 

platform of social media, Twitter has established an active user base of 5.5 millions 

(Twitter, 2013), and this number has grown at an unprecedented rate in recent years with 

the increasing popularity of web-enabled mobile devices. In the spectrum of health 

studies, Twitter has been used to explore the spatial distribution and temporal variation of 

health-related subjects, including flu epidemics (Chew & Eysenbach, 2010), cholera 

outbreaks (Ehrenberg, 2012), and causes of dementia (Robillard, et al.,2013). To the 

authors’ knowledge, this study is the first to engage Twitter for measuring the impact of 

the food environment on individual eating behavior.  

Twitter messages, or tweets, serve as an ideal instrument for examining individual 

food access for several reasons: (1) tweets are geo-tagged in space and positioned in time, 

and with this precisely defined spatiotemporal information, the dynamic food 

environment to which the user is exposed can be retrieved with a high degree of accuracy 

(Arribas-Bel, 2014); (2) tweets entail user- generated individual activities, and 

individuals’ particular food choices can be reflected by their content, allowing for food 

themed analyses; (3) tweets are voluntarily disseminated by individual users and are open 

to the public. This self-reported mechanism overcomes the privacy concerns of acquiring 

geocoded individual information. 

4.3 Methodology 

Unlike previous social media studies that encompass a relatively large geographic 

area, our case study was demarcated at a regional scale in order to evaluate the food 
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environment in greater detail. Columbus, Ohio’s capital city in the Midwest U.S. was 

adopted as the study region. According to the U.S. 2010 census, Columbus has an 

estimated population of 787,033, making it the largest city in Ohio. For this reason, it 

frequently functions as a “test city” for new consumer goods and attracts diverse 

industries (Hunker, 2000). The city is home to many business headquarters and fast food 

restaurants, including Wendy’s, White Castle, and Bob Evans restaurants. The diversity 

of the food industry and a burgeoning population in Columbus make it an accurate 

representation of U.S. cities. We collected two sets of data within Franklin County, the 

largest county in Columbus: Tweets with verified content that include information about 

a current or upcoming food choice and food outlets, including quality grocery stores and 

fast food restaurants in the region. These two datasets were correlated during analysis to 

examine the relationship between Twitter users’ food choices and their exposure to the 

local food environment.  

Raw tweets that were (1) disclosed as publicly available and (2) tagged with the 

sender’s location over the span of five weekdays (from Dec.2 2013 to Dec.6 2013) were 

streamed directly from Twitter using an open source Python library. These tweets were 

geocoded using ESRI ArcMap 10.2, a leading GIS platform, and were overlaid within the 

boundary of Franklin County in Central Columbus, Ohio. Eventually, a total of 81,543 

tweets within the boundary were collected for further verification. In order to retrieve 

tweets that contained only food-related activities, they were narrowed down by using key 

word searches. Key words were meant to capture two very different sets of food sources 

available in this region: names of grocery store chains and individually owned stores 
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selling fresh fruits and vegetables, known as “green retailers” (Wrigley, et al., 2002), 

such as Kroger’s, Giant Eagle, Walmart, Meijer, Trader Joe’s, Save-A-Lot, etc., and 

names of fast food restaurants listed in the local Yellow Pages, such as McDonald’s, 

KFC, Subway, White Castle, Burger King, Taco Bell, Chipotle, etc. Of these selected 

tweets those with erroneous information or themes unrelated to the following four 

categories were excluded: (1) words that have double meanings, e.g., “save a lot” 

referring to a promotion instead of a store brand; (2) statements and opinions irrelevant to 

food choices (while tweets expressing desires to make a trip to a grocery or fast food 

restaurant were kept), e.g., “Meijer Christmas lights commercial this year seriously 

brings me to tears; ” (3) activities that occurred in the past or were scheduled far into the 

future (while near future activities were kept), e.g., “Just came from Walmart shopping 

for the kids; ” (4) activities occurring in a place other than the food venue or activities not 

conducted by the Twitter user, e.g., “Someone brought me Subway and Pepsi!” To ensure 

the validity of the data, tweets with a vague context were judged at the researchers’ 

discretion. After irrelevant tweets were excluded, the selected grocery shopping- themed 

tweets (termed “healthful tweets”, n = 61) and fast food dining themed tweets (termed 

“unhealthful tweets”, n = 296) were geocoded in the study region using their disclosed 

latitude and longitude coordinates. Table 5 shows examples of these tweets including the 

sending time and concurrent coordinates. Figure 14 (a) shows their geographic 

distribution within the study region. 
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Table 5 Sample tweets indicating food-related activities in the study region 

Date Time Content Latitude Longitude 

12/2/2013 10:43 I'm at @Walmart Supercenter 

(Whitehall, OH) 

39.9543 -82.9004 

12/2/2013 11:57 I can't beleive Giant Eagle has such 

poor customer service. Only a few 

registers open around lunch time and 

the lines are long! 

40.0322 -82.9083 

12/2/2013 12:50 Someone come(s) with me to Chipotle. 39.8742 -83.0486 

12/2/2013 15:42 Sitting here at five guys alone. 39.9886 -83.0023 

12/2/2013 18:25 Only thing getting me through studying 

is the food I'm going to get at Kroger. 

39.9974 -83.0091 

12/4/2013 18:51 Pulled my hair straightener, toothpaste, 

Tupperware out of my purse looking 

for my wallet in the checkout line at 

Kroger. 

40.089 -82.8246 

12/5/2013 12:14 Taco Bell for the third day in a row. 40.0318 -83.1417 

 

 

The information about green retailers and fast food restaurants came from 

InfoUSA, a company that provides business data and marketing services. Specifically, the 

raw data containing all types of businesses in the study region were narrowed down by 

employing the NAICS (North American Industry Classification System) codes of 

supercenters, supermarkets/convenience stores, and fast food restaurants. Grocery 

retailers with fewer than five employees were excluded to ensure that all the stores 

mentioned in the study carried a wide range of fresh produce. Fast food restaurants were 

further distinguished from full-service restaurants and untraditional food retailers, such as 

snack shops, bakeries, bars, etc. that may also carry unhealthful food items. These 

selected green retailers (n = 118) and fast food restaurants (n = 2106) were geocoded in 

ArcMap, as shown in Figure 14 (b). 
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Figure 14 Distributions of selected tweets and food outlets 

 

4.4 Results 

An individual’s exposure to a particular food environment can be measured in 

many ways, including number of nearby stores (Jago, et al., 2006; Laraia, et al., 2004), 

distance to the nearest store (McEntee & Agyeman, 2010), and store density, which is 

calculated by a kernel function (Kestens, et al., 2010). We chose to measure the quality of 

the food environment in terms of the numbers of green retailers and fast food restaurants 

within a food access zone, or specifically, within a buffered distance of the Twitter user’s 

geo-tagged location. This measure provides a proxy of accessible healthful and 

unhealthful food sources within the individual’s proximity. As tweets do not include 

individual differences in modal split, time budgets, and other socioeconomic variables 

that account for users’ mobility for procuring food, we made use of fixed buffer distances 
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(0.5 miles and 1 mile) to delineate food access zones. Table 2 shows the major findings 

of the study in the chosen five- weekday period. In a 0.5-mile buffered access zone of 

reported tweets, the average number of green retailers was smaller than that of fast food 

restaurants. This result was due to the fact that the overall number of green retailers was 

smaller than that of fast food restaurants in this particular region. Between-group-

comparison showed a significant difference in the average number of green retailers, 1.28 

for healthful tweets and 0.54 for unhealthful tweets. This strong difference suggests that 

the presence of a healthier food environment may inspire a more nutritious way of eating. 

Interestingly, the difference in the average numbers of fast food restaurants in the two 

groups was not as prominent, with 19.50 for healthful tweets and 17.71 for unhealthful 

tweets. The slightly (and unexpectedly) larger number of fast food restaurants around 

healthful tweets suggests that an unhealthful food environment may not explain 

individuals’ preference for fast food or discourage healthful food choices. Rather, the 

desire for fast food may be mediated by other non-spatial factors, such as financial 

constraints, food cues, taste of food, and lack of cooking skills that increase the 

motivation to patronize fast food restaurants (Driskell, et al., 2006). These results were 

further verified by one-way ANOVA (Analysis of Variance) tests between the subgroups 

of tweets: A significant difference for number of green retailers was found in healthful 

tweets and unhealthful tweets (p-value < 0.05), while no significant difference for the 

number of fast food restaurants was found in the two subgroups (p-value = 0.46). The 

sensitivity analysis was conducted by expanding the food access zones to one mile, where 

similar results were identified.  
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Another dimension of this evaluation involved examining if a change in the 

number of fast food restaurants/green retailers would significantly influence individual 

food choices. Figure 15 shows the percentages of healthful tweets versus unhealthful 

tweets in relation to the number of fast food restaurants (15a) and green retailers (15b) in 

a 0.5-mile access zone. In Figure 15(a), we could not identify an apparent pattern as to 

how the prevalence of fast food restaurants shapes individuals’ eating habits, as 

suggested by Table 6. However, we found that even with low access to fast food 

restaurants (n < 5), a higher percentage of individuals (>85%) still tended to acquire fast 

food, suggesting that the choice to eat fast food is not restricted by spatial barriers but 

may be stimulated by personal preferences. In contrast, Figure 15(b) shows that an 

increase of green retailers in an individual’s vicinity increased the percentage of healthy 

eaters at a significant rate (313.9% from n = 0 to n = 1, 8.9% from n = 1 to n = 2, 110.5% 

from n = 2 to n = 3) and outnumbered the percentage of fast food eaters at n = 3 (52.6% > 

47.4%), indicating that spatial clustering of green retailers may help foster a healthful 

food environment and eventually encourage food procurement in grocery stores where 

more nutritious and wholesome food items are available. This observation offers 

corroborating evidence that the presence of green retailers has a “marked effect” on 

improving the quality of diets for nearby residents (Wrigley, et al., 2002).  
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Figure 

15 Percentage of healthy tweets versus unhealthy tweets



 

 

7
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Table 6 The statistics of numbers of green retailers and fast food restaurants in a buffered food access zone between two groups of 

tweets 

 
0.5-Mile Access Zone 1-Mile Access Zone 

 
# of Green Retailers 

# of Fast Food 

Restaurants 
# of Green Retailers 

# of Fast Food 

Restaurants 

  
Healthful 

Tweets 

Unhealthful 

Tweets 

Healthful 

Tweets 

Unhealthful 

Tweets 

Healthful 

Tweets 

Unhealthful 

Tweets 

Healthful 

Tweets 

Unhealthful 

Tweets 

Descriptive 

Statistics  

N 61 296 61 296 61 296 61 296 

Minimum 0 0 0 0 0 0 0 0 

Maximum 3 3 63 87 5 6 139 143 

Median 1 0 18 12 2 1 39 31 

Mean 1.28 0.54 19.5 17.71 2.31 1.46 44.49 41.59 

         
ANOVA 

        
F 39.45 0.54 19.93 0.37 

P-value 9.82E-10 0.46 1.08E-05 0.54 

F critical 3.87 3.87 3.87 3.87 

Note: N is the number of tweets. F critical is the critical value for level α = 0.05. 
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These findings take on a more nuanced meaning when the issue of obesity is 

involved. Examining the association between the local food environment and 

neighborhood obesity has been recognized as having a far-reaching effect on shaping 

strategies for improving community health. According to several cross-sectional studies, 

findings regarding the link between the obesogenic food environment and obesity 

deviated from our perception: there was no significant relationship between density of 

fast food restaurants and BMI (body mass index) of the local residents (Burdette & 

Whitaker, 2004; Jeffery, et al., 2006; Simmons, et al., 2005), and the presence of 

supermarkets was found to be inversely correlated with an overweight population 

(Morland, et al., 2006). It is crucial to better understand the correlation between the 

community food environment and obesity (Holsten, 2008). This study provides a 

tentative explanation for this correlation, or even causality: an obesogenic food 

environment does not mediate unhealthy eating, which is considered a significant 

contributor to obesity. On the other hand, the influence of a healthful food environment is 

increased by expanding healthful food choices. Recognizing the significant role of green 

retailers is necessary for creating strategic food initiatives and land-use policies that will 

aid in community health awareness and will mitigate risk of obesity in the local food 

system. Instead of an effort to discourage consumption of fast food, public resources 

should be strategically allocated for improving the food environment, such as increasing 

the residents’ accessibility to supermarkets and providing more healthful diet options that 

meet nutritional recommendations. 

4.5 Discussion and Conclusion 
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4.5.1 Discussions 

 

The emergence of social media and the infiltration of VGI have provided new 

channels for collecting human subject data and identifying their activity patterns. This 

study extracted individuals’ diet choices from the widely popular social media platform, 

Twitter, and examined how access to the food environment around them influences their 

specific dietary choices. As tweets contain user-generated content and are retrievable by 

the public, they provide an effortless data collection process with spatiotemporally tagged 

information for the investigation of human activities related to food and health research. 

Although social media have generated a myriad of applications for public health 

monitoring (Chew & Eysenbach, 2010), this study is the first to focus specifically on 

food studies and to employ cloudsourcing of individual diet choices from cyberspace.  

Social media highlights the foodscape experienced by individuals and its effects 

on food choices. To date, the majority of food access studies have been based on spatially 

generalized socioeconomic variables with very few studies investigating food exposure at 

a household level or around the workplace. Due to the fact that data collection poses a 

considerable challenge, examining individuals’ food procurement and related health 

implications remains very rare (Kestens, et al., 2010). Soliciting food-related tweets not 

only overcomes barriers of traditional data collection methods but more importantly 

facilitates the exploration of individuals’ activity space in a geographically accurate and 

time-sensitive manner. This possibility is further utilized by geographic approaches to 

measuring the relationship to individuals’ perceived food environment. The conclusion 
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drawn from this study corroborates previous findings that exposure to a healthful food 

environment in an individual’s immediate vicinity facilitates healthful choices while 

showing that an obesogenic food environment may not necessarily increase the likelihood 

that individuals will patronize fast food restaurants. A possible underlying explanation 

would be that preference for fast food is primarily dictated by non-spatial mediators, such 

as taste and cost, as reported by a nationwide study (Glanz, et al., 1998). The real time 

data collection made possible by social media should be accessed to its full potential. Due 

to its reliance on usergenerated content, VGI on social media allows for analysis at a high 

spatiotemporal resolution. This availability in space and accuracy in time allows for 

scrutinizing human activity patterns in unprecedented detail. An example is illustrated in 

Figure 16, which shows the variation of healthful tweets and unhealthful tweets by time 

of day. It can be seen that fast food diet choices are most prevalent at mid-day until late 

evening from 8 PM to 12 AM, while grocery shopping is more frequent from 5 PM to 

9:30 PM. This use of VGI not only demonstrates a possible method for identifying daily 

activity patterns by the frequency of the appearance in a given time period but also 

provides data for retail analysis, such as the creation of more convenient store hours. As 

food retailers’ hours are limited, how to make complete use of VGI for balancing the 

tradeoff between the needs of customers and the cost of store operation would be a 

potential avenue for future studies. 
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Figure 16 Variation of healthy tweets and unhealthy tweets over time 

 

 

 

 

4.5.2 Limitations 

Although promising finding is presented using social media (twitter) to study 

individual food activity, we have to acknowledge that our study also incorporates several 

limitations that should be taken into consideration in future research.  

First, studies of human-behavior using social media data need to be held to higher 

methodological standards than what we have applied in this chapter. The availability of 

massive social media dataset as well as the powerful computational resources provides us 
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opportunity to study human behavior at unprecedented scale. In the meanwhile, evidence 

suggests that the real world may be misrepresented under the analysis and forecasts using 

social media data. For example, the demographic composition of Twitter users is not 

fully representative of the entire population. Only 15% of adults who use the Internet are 

Twitter users, and young adults and minority groups tend to be overrepresented in tweets 

(Smith & Brenner, 2012). Therefore, conclusions drawn from Twitter users should also 

account for the compensation for variations from census data (Mocanu, et al., 2013). As 

Ruths and Pfeffer suggest (2014), we are fully aware the existing bias of using Twitter 

data in this study and we will explore methods to reducing biases and flaws in social 

media data in the future. 

Second, the dichotomy of the diet-tweeting population (healthy vs. unhealthy) 

used in this chapter is just one attempt based on the authors’ empirical judgment, which is 

not warranted in that (1) the preference for tweeting in a grocery store may not be as 

frequent as that in a fast food restaurant, as waiting and being seated allow for more time 

to tweet; (2) patronizing grocery stores does not guarantee purchase of healthful food 

items; (3) and fast food restaurants may offer healthful food options: examples are 

Panera, Piada and Chipotle. By categorizing all fast-food chains as unhealthy food has 

certain limitation in our study and needs further clarification. We also realize that there 

are some alternative ways in defining which food is healthy and which is not. For 

example, United States Department of Agriculture (USDA) released the federal 

government’s new food icon, MyPlate, to serve as a reminder to help consumers make 
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healthier food choices
10

. This website catalogues commonly eaten foods from the five 

food categories considered to be part of a healthy diet (fruits, vegetables, grains, protein 

foods, and diary). Widener and Li (2014) has applied this categorization methods in 

defining healthy vs. unhealthy food in their study of healthy and unhealthy food 

references across the United States. Studies on the actual frequency of conducting target 

activities should be performed to generate more convincing evidence.  

Third, in urban food access studies, the maximum values for walkable distance to 

food retailers were loosely defined as ranging from 0.25 miles to two miles (Block & 

Kouba, 2006; Jeffery, et al., 2006; Mulangu & Clark, 2012), and some results were 

interpreted by non-spatial units, such as the percentage of travel cost in food budget 

(Hallett & McDermott, 2011). Based on the relatively small scale of our study, results 

showed that a buffer distance of less than 0.5 miles failed to capture a sufficient number 

of food outlets, while a distance of more than two miles showed little variation. How to 

standardize this cut-off value as a benchmark of sufficient food access remains to be 

evaluated. Also, adopting the buffer as our measurement method is to the concern of 

capturing the individual immediate food environment to his surrounding area. We also 

realize that there are other alternative ways in exploring the spatial point pattern of 

people’s food activities such as Quadrat analysis, Kernel estimation, Nearest neighbor 

distance and K-function (Bailey and Gatrell, 1995). 

Fourth, food choices are not only spatially constrained but also mediated by 

socioeconomic variables, interpersonal influences, time budgets, and individual 

preferences that are difficult to infer from tweets (Chen & Kwan, 2012; Glanz, et al., 

                                                 
10

 http://www.choosemyplate.gov 
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1998; Glanz, et al., 1993; Walker, et al., 2011; Walker, et al., 2012). A possible direction 

to offset these uncertainties is through sentiment analysis of the contextual information in 

tweets (Mitchell, et al., 2013).  

Last, as a large portion of tweets contain very succinct messages, compounded 

with typos, puns, and irrelevant content, filtering the information for the appropriate data 

demands a significant amount of time and labor (only 0.43% of tweets were considered 

relevant for our study). More efficient utilization of frontier technologies in semantic 

analysis to assist in data mining would be beneficial for expanding the sampling period 

and enlarging the sampling size.  

4.5.3 Conclusion 

In retrospect, building upon the conceptual trajectory of chapter 3, this chapter 

shifts the lens on studying a specific genre of place – food vendors under urban context 

with the interaction of people. Using geo-tagged tweets harvested from Twitter, with data 

cleaning and qualitative processing we are capable of filtering out tweets that provide 

perceptions of a food-related place, denoted as intersection “1” in Figure 17. The content 

of each tweets could be also used to extract twitter users’ daily food activity as well as 

their emotions when they are eating, denoted as intersection “2” in Figure 17. 
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Figure 17 Framework to Study the Relationship between Food Environment and 

Individual Food Choice 
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Chapter 5: Use VGI to Study Child Beggars in Chinese Cities 

In both chapter 3 and 4, we demonstrate two case studies within urban area 

(Columbus, Ohio) of United States using geo-social media to study the urban pulse in 

general and people’s food activity in specific. In this chapter, we shift our lens to 

investigate a VGI effort to study the social inequality issue of children in China. In 

particular, using a representative sample of microblog posts from Chinese mainstream 

social media as well as contextual information from a variety of sources, this chapter 

examines the geographic distribution of street children in China as well as identifies how 

VGI are capable of empowering citizens to help those children find their way back home. 

5.1 Introduction 

Being the world’s most populous country in the world with growing disparities 

between regions and various social groups, child begging are quite common in China and 

has become a major social issue with growing national attention.  A report by the 

National Working Committee on Children and Women indicates that China has 

approximately 1 to 1.5 million homeless children
11

.  Among these homeless children, 

China estimates 20,000 children are victims of abduction every year
12

.  Even worse, some 

are forced to beg by criminal organizations, while others are sold to couples who cannot 

have children, or are made to work in factories as child labor.  

                                                 
11

 http://cnzgw.org/2012/0629/8761.html 
12

 http://www.foreignpolicy.com/articles/2011/10/06/china_missing_children 
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The Chinese government has been actively pursuing programs to effectively 

address the child beggar issue.  In 2003, the central government issued a national policy 

on the Management of Street Beggars in Cities, after which assistance stations were 

established to provide food and shelter for the homeless in major cities. The government 

has launched five major crackdowns on human trafficking since the 1990s. In 2010, a 

national DNA database was established to assist the identification and rescue of child 

beggars. Blood samples from parents of children reported missing and samples from 

children of unclear background were collected and stored for automatic matching. These 

actions initiated by the government have had very positive impacts on the child beggar 

issue. According to the Ministry of Public Security’s report, more than 9,300 kidnapped 

children in China have been rescued since April 2009 after the nationwide campaign was 

launched to crack down on human trafficking
13

. 

However, the Ministry noted in the report that children kidnapped to become 

beggars took up only a small portion of all cases of child beggars. In a growing number 

of cases, children were taken to beg along with their parents or relatives. As a result, the 

government encouraged the involvement of citizens in providing clues to help the police 

rescue children - especially those being abused and forced to beg on the streets. 

Street children have gained attention of scholars as a research topic, and yet 

traditional studies of street children have certain limitations. First, these studies are often 

based upon very small number of samples that can hardly provide adequate 

representation of the entire population of street children.  Also, previous studies of street 

                                                 
13

 http://www.legaldaily.com.cn/index_article/content/2011-

02/11/content_2467637.htm?node=5954 
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children focus mainly on developing theories and conceptual frameworks, with less 

emphasis on empirical studies. Furthermore, traditional studies rely primarily on using 

interviews and surveys to collect the data of street children, which always face issues 

such as privacy and unwillingness to report. 

Different from traditional approaches that collect data through individual surveys 

and interviews of studying the street child reported in the literature so far (Bromley and 

Mackie, 2009; Panter-Brick, 2002; Cheng and Lam, 2010), we use a representative 

sample of microblog posts from Chinese mainstream social media as well as contextual 

information from a variety of sources. We will examine the geographic distribution of 

street children in China as well as identifies how VGI are capable of empowering citizens 

to help those children find their way back home. 

5.2 Related Work 

Until recently virtually all geographic information was produced through a top-

down process by government mapping agencies or corporations in the mapping industry. 

The geospatial technologies that emerged since the 1960s did little to change this set of 

arrangements, since their major impacts were on the acquisition of raw data through new 

and more efficient instruments. The transition from paper-based to digital dissemination, 

from paper map sheets to tapes and eventually Internet distribution, left most of the 

arrangements intact (Goodchild and Glennon, 2010). By the mid-1990s, however, new 

technologies were emerging that had fundamentally changed these arrangements. First, it 

has become possible for the average citizen to determine positions accurately these days, 

without formal training. Second, it has also become possible for almost anyone who has 
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access to the Internet to develop the skills to make maps from acquired data - 

cartographic design skills previously possessed only by trained cartographers. Google’s 

Maps service, for example, allows anyone to produce a decent-looking map from custom 

data, and OpenStreetMap render raw data provided by the user into a cartographically 

acceptable street map. Increasing, citizens with no expertise in the mapping sciences were 

suddenly able to perform many of the complex mapping tasks that had previously been 

the preserve of experts. Volunteered geographic information (VGI) (Goodchild, 2007), 

also known as neogeography (Turner, 2006) or neocartography (Liu and Palen, 2010), 

has been coined to describe this phenomenon. The world of volunteered geography is 

breaking down the traditional distinctions between expert and non-expert in the specific 

context of the creating geographic information, since many of the traditional forms of 

mapping expertise can now be performed through various on-line or hand-held devices.  

Many web sites have emerged in the past few years to encourage and facilitate the 

actions of neogeographers. In essence these sites make it possible for user generated 

content on the Web to become useful and usable geographic information for various 

mapping applications. Popular sites include Flickr and its georeferenced photographs, the 

OpenStreetMap, Wikimapia and its large collection of user-described features, and 

numerous citizen science web sites that collect georeferenced observations on plant, 

animal, and bird sightings. Furthermore, it is increasingly common for the content of 

Twitter, Facebook, and many other social media to be georeferenced. With the social 

media websites increasingly location-based, most location-based social media currently 

allow users to create and share geo-tagged information about their real lives and we now 
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have deep data about many for social and behavioral study as discussed by Sui and 

Goodchild (2011). Using data harvested from location-based social media represents a 

major advances in methodologies of social science research (Gupta et al, 2012; Tsou, 

2012). 

In the context of this study, we found the following sites are of particular 

relevance:  

 Street Photos to Rescue Child Beggars.  

Child begging phenomenon is drawing national attention due to the growing 

popularity of social media among the Internet users in China. Photos posted on Sina 

WeiBo (microblog) raised the level of public awareness on the child beggar issue in 

China since winter 2011. The child beggar issue first gained attention by a request from a 

mother who lost her child in 2009 and sought help from the public using social media. 

Based upon the clues of several photos posted on Sina WeiBo, the lost child was found 

begging in the central business district in Xia’men. Prof. Yu Jian-Rong from the Institute 

of Rural Development, Chines Academy of Social Sciences (CASS), saw this piece of 

news and was motivated by the huge potential of crowdsourcing efforts in helping the 

parents to find their missing children. On January 25th, 2011, Prof. Yu created a public 

blog on Sina Weibo called “Street Photos to Rescue Child Beggars”
14

 to encourage the 

citizens to take photos when noticing suspicious kidnapped child begging on the street 

and spread these photos through its public site on Sina Weibo. The blog received large 

amount of volunteers’ responses in a short period, more than 200,000 followers and 7000 

posts by August 31st, 2012. 

                                                 
14

 http://www.weibo.com/jiejiuqier 

http://www.weibo.com/jiejiuqier
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Figure 18 Weibo “Street Photos to Rescue Child Beggars” 

 

 

 

With the availability of this relevant, timely and loosely-coupled data from social 

media, we are now capable of exploring this social problem from a geographic 

perspective. Since the child beggar problem has been reported across the country, our 

first question is how these child beggars observed on the street are spatially distributed 

around the nation? Our hypothesis is that the child beggars are not evenly distributed, and 

there exist distinctive patterns of geographic distribution. Our second objective is to 

examine what socio-economic factors can be used to explain the distribution of the child 

beggars reported by the social media.  

 Baby Back Home.   

China’s Ministry of Public Security has set up a national DNA database, 

connecting 236 DNA centers nation-wide, to help track children abducted by human 

traffickers. The idea of a database came from Zhang Baoyan who heads up a website 

called “BaoBeiHuiJia” (http://www.baobeihuijia.com), whose focus is the return of 

abducted children. The Chinese government investigates 3,000 missing children cases a 

year, although the actual figure may be as high as 20,000 children abducted annually, 
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said Xinhua quoting a US Department of State statistic
15

. Many children are sold within 

China as extra labour, household servants, workers in mines and brick kilns, or into 

illegal prostitution rings. Baobeihujia.com has registered about 10,000 users who have 

put information about missing children online. It has successfully helped more than 500 

children to find their parents since it began in 2007. Baobeihuijia means “baby back 

home,” which contains large amount of qualitative/narrative data that can be mined and 

analyzed for this chapter. 

 

 

 

 

Figure 19 Website of the “baobeihuijia” 

 

 

 

5.3 Methodology 

This dissertation relies on a combination of quantitative as well as qualitative data 

from social media, supplemented by socio-economic data from government sources. We 

also used a combination of quantitative and qualitative analysis methods to examine the 

spatial and temporal distribution and mobility patterns of Child beggars in China.  

 Volunteered Geographic Information.  

                                                 
15

 http://www.foreignpolicy.com/articles/2011/10/06/china_missing_children 
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We have two sources of volunteered geographic information and we develop two 

corresponding strategies to collect the data used in this chapter. For the “Street Photos to 

Rescue Child Beggars” website, each post with a street child beggar is acquired. Similar 

to Twitter, Weibo has a public available API. To take full advantage of the new 

geographic data directly generated by the volunteers on the web, we prepare a data 

process mechanism in order to convert the data to the conventional format that can be 

used for geographic analysis. The raw data is usually a paragraph of text with the location 

at which the photo was taken and a descriptive paragraph of the observation. Some data 

are also found with attached one or two photos. These raw data were collected and 

interpreted via a java application written using Sina Weibo API
16

. We built a crawler to 

retrieve all the post and we name this set of data as dataset 1. For the website 

“BaoBeiHuiJia”, we used its built-in search engine to search the website to retrieve all 

the reported missing children. Records are retrieved into the database with the attribute of 

“ID”, “name”, “sex”, “birthday”, “native place”, “missing place”, “missing time” and 

description. We name this set of data as dataset 2. 

 Socio-economic Data 

Our study of the child beggars is set to be focus at the provincial level. As a 

result, a 2006 Chinese administrative boundary map in shapefile format is acquired from 

National Fundamental Geographic Information System of China
17

 for our study. All the 

child beggar observations were geo-coded and aggregated to the provincial level for 

further analysis. In order to examine the possible socio-economic factors that influence 

                                                 
16

 http://open.weibo.com/wiki/API/en 
17

 http://nfgis.nsdi.gov.cn/nfgis/english/default.htm for details 
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the distribution of the child beggars observed, we collected four potential variables for 

each province respectively. A joint function was performed using ArcGIS to relate these 

variables to the boundary data for performing the exploratory spatial analysis. 

 

Table 7 Socio-economic variables and distribution of child beggar 

ID Province 

Area 

(Sq 

Mile) 

Weibo

_CT 

BBHJ_

CT 

Pop_Den

sity 

HD

I 

Internet

_P 
GDP 

0 
Beijing 

6384.0

8 204 639 0.11358 

0.89

1 60.0 

8247220

3 

1 
Tianjin 

4347.5

1 37 77 0.19887 

0.89

7 43.5 

5846389

6 

2 
Hebei 

72079.

46 54 667 0.00503 

0.81

0 19.2 

1653466

10 

3 
Shanxi 

60284.

69 26 394 0.00339 

0.77

5 24.1 

6469350

2 

4 
Neimeng

gu 

443520

.03 40 162 0.00005 

0.80

3 16.0 

7659497

0 

5 
Liaoning 

56656.

08 59 193 0.00526 

0.83

5 26.5 

1525968

79 

6 
Jilin 

73910.

31 4 194 0.00193 

0.77

6 19.0 

6425224

0 

7 
Heilongji

ang 

173834

.03 19 256 0.00050 

0.78

6 16.2 

8478459

9 

8 
Shanghai 

2249.3

0 247 221 1.12827 

0.90

8 59.7 

1167819

19 

9 
Jiangsu 

38442.

57 233 917 0.01941 

0.80

5 27.3 

3297022

00 

10 
Zhejiang 

38505.

62 101 430 0.01196 

0.84

1 41.7 

1938784

75 

11 
Anhui 

54145.

16 97 551 0.00820 

0.72

7 11.8 

9017742

5 

12 
Fujian 

46718.

84 246 811 0.00589 

0.80

1 38.5 

1111066

64 

13 
Jiangxi 

64814.

30 45 488 0.00384 

0.73

5 14.0 

9193346

8 

14 
Shandon

g 

59994.

23 85 858 0.01003 

0.82

8 21.2 

3356653

42 

15 
Henan 

64113.

88 97 1328 0.00890 

0.78

7 13.7 

1856550

39 

Continued 
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Table 7 Continued 

 

ID Province 

Area 

(Sq 

Mile) 

Wei

bo_

CT 

BBHJ_

CT 

Pop_Dens

ity 

HD

I 

Internet

_P 
GDP 

16 
Hubei 

71855.

26 125 646 0.00447 

0.75

5 18.4 

1341605

12 

17 
Hunan 

81604.

74 237 509 0.00390 

0.75

1 15.7 

1177743

57 

18 
Guangdong 

68154.

91 774 1001 0.00579 

0.82

8 48.2 

2616991

58 

19 
Guangxi 

91514.

70 73 405 0.00216 

0.74

1 15.4 

7006159

3 

20 
Hainan 

13166.

73 97 37 0.01618 

0.76

2 25.6 

1248029

8 

21 
Chongqing 

31815.

96 136 600 0.01151 

0.67

5 21.2 

6914688

2 

22 
Sichuan 

21754

2.02 172 1517 0.00097 

0.72

8 13.6 

2467127

03 

23 
Guizhou 

68065.

30 97 1318 0.00299 

0.64

7 11.5 

3167246

0 

24 
Yunnan 

14824

9.58 71 365 0.00072 

0.67

2 12.1 

5156951

8 

25 
Xizang 

43812

6.19 4 3 0.00000 

0.62

1 16.4 3372973 

26 
Shaanxi 

78577.

56 54 511 0.00228 

0.77

5 21.1 

9697606

7 

27 
Gansu 

14682

9.66 22 147 0.00044 

0.68

1 12.5 

3002086

0 

28 
Qinghai 

28343

5.53 42 51 0.00002 

0.68

4 23.6 8588187 

29 
Ningxia 

20041.

91 8 71 0.00496 

0.72

4 16.6 9230209 

30 
Xinjiang 

62922

4.88 19 96 0.00002 

0.75

7 27.1 

3340941

8 

31 
Taiwan 

14058.

33 4 0 0.04424 

0.93

2 70.0 

2427083

78 

32 
Hongkong 400.50 4 0 13.97410 

0.86

2 70.0 

1673748

65 

33 
Macau 1.73 0 0 

50136.300

00 

0.94

0 66.0 7244222 
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Where: 

GDP: Gross Domestic Product in 2009 of the corresponding province 

Population: Total population reported in 2006 from National Bureau of Statistics of 

China 

HDI: Human Development Index reported in 2009 from China Development Research 

Foundation. 

Internet_P: Internet Penetration Rate reported in 2009 from China Internet Network 

Information Center. 

 Exploratory Spatial Data Analysis.   

Exploratory Spatial Data Analysis (ESDA) is a set of techniques aimed at 

describing and visualizing spatial distributions, at identifying a typical localizations or 

spatial outliers, at detecting patterns of spatial association, clusters or hot spots, and at 

suggesting spatial regimes or other forms of spatial heterogeneity (Haining 1990; Bailey 

and Gatrell 1995; Anselin 1998a, 1998b). These methods provide measures of global and 

local spatial autocorrelation, which can reveal spatial clustering patterns. 

To answer our research questions, we first performed the Exploratory Spatial Data 

Analysis (Anselin, 1998) trying to find out the global trend and pattern of the distribution 

of child beggars observations count for each province. To test whether there is spatial 

dependence existing for the count of child beggars in each province, Moran’s I was then 

calculated toward the count using the definition: 

I=
 

∑  ∑     
 
∑  ∑     (   )(   )

∑  (   ) 
 

x x

x
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Where N is the number of total provinces (34) indexed by i and j. wij is an 

element of a matrix of spatial weights and we generated using a conventional Queen’s 

method. A stepwise regression was run to examine the possible contributing factors that 

may explain the distribution of child beggars.   

 Spatial-time paths approach.   

Time geography was first proposed by Torsten Hägerstrand in the 1960s to study 

human activities and their constraints under the context of space and time. The space-

time system is represented as a three-dimensional (3D) system which consists of two 

spatial dimensions and another temporal dimension. A space-time path, which is defined 

as a trajectory that records an individual’s movements in space and over time, is a critical 

concept in time geography. We have already seen significant progress of implementing 

the time geography concepts in a GIS environment over years (Kwan and Hong 1998). 

For a better visualization purpose, a generalized spatial-time path tool was developed by 

Shih-Lung Shaw and his team (Shaw, Yu and Bombom, 2008). The space-time path 

approach provides an efficient method of organizing individual mobility histories in an 

integrated space-time environment. In this chapter, we used the space-time path tool 

developed by Shaw to visualize the mobility patterns of child beggars
18

. 

5.4 Results 

 Geographic Distribution.   

The spatial distribution of child beggars is mapped using ESRI’s ArcGIS. To 

examine the spatial distribution of child beggars and missing children, we created a 

bivariate map of child beggars and missing children with population density as the 
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backdrop (Figure 20 and Figure 21). The results using data from both Weibo data and 

BBHJ data show that the child beggars and missing children observed and posted on the 

web are mostly concentrating in the south-eastern part of China, indicating that either 

child beggar cases exist more in these areas or more people from these areas are willing 

to voluntarily contribute. In contrast, the west China (Xinjiang, Xizang, Gansu and so on) 

receives limited count of the child begging phenomenon. Also, provinces with high 

population density tend to have more child beggars and vice versa. 

 

 

 

 

Figure 20 Spatial Distribution of Child Beggars in China, 2011 
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Figure 21 Spatial Distribution of Missing Children in China, 2011 

 

 

 

 Exploratory Statistical Analysis.  

Before performing the regression, we need to determine what’s a better regression 

model we would use by looking whether spatial dependence exist of the count of Weibo 

and count of Baobeihuijia in each province. The univariate global Moran’s I (Figure 22) 

shows that there is no spatial autocorrelation so we decide to use the ordinary least square 

(OLS) to test the regression model. 
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Figure 22 The Moran’s I show weak spatial autocorrelation 

 

 

 

We perform a stepwise regression to study the relationship between the number of 

child beggars/missing children and several socio-economic variables. The number of 

child beggars and missing children aggregated at province level is set to be the dependent 

variable and Gross Domestic Product (GDP), Human Development Index (HDI), 
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Population Density (PD) and Internet Penetration Rate (IPR) are four independent 

variables. The result in Table 2 indicate that HDI is positively correlated with the number 

of child beggars in each province. 

 

 

Table 8  Results of step-wise regression 

Variable Coefficient Std.Error t-Statistic Probability 

CONSTANT -76.0989 1059.728 -0.07181 0.943244 

HDI 995.3628 1547.934 0.643027 0.525259 

POP_DENSIT -0.00393 0.009494 -0.41438 0.681644 

INTERNET_P -6.81648 8.838534 -0.77122 0.446814 

GDP -0.00114 0.002259 -0.50437 0.617811 

 

 

 

 Spatial Mobility Trends 

Human mobility is the physical movement by humans from one area to another. 

Using the successful cases from dataset 2, we are able to depict the lost and found link of 

each child (Figure 23). According to the map, we are able to confirm the home places in 

most cases of missing children are located in Western and Central China while these 

children are often found in Southern and Eastern China. This finding indicates a general 

mobility trend from the less developed regions of China in the West and North to well 

developed areas in the East and South. 
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Figure 23 Lost-Found places of missing children in China 

 

 

 

 Temporal Distribution Patterns 

In order to analyse the social impacts of the “Street Photos to Rescue Child 

Beggars” activity, we collected the total number of postings in each month since the 

launch date (Jan 25 2011). As we can see from Figure 24, the amount of cases posted had 

been relatively steady throughout the year – 100 to 400 postings in most months except 

February. The number of cases soured to 3464 entries in February, which marks the 

beginning of the Chinese Lunar calendar year and the Spring Festival. Apparently, this 

can be explained along multiple lines. It is quite possible that during the month of the 

Chinese new year - the most important holiday in China (equivalent to Christmas in the 
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West), most people are keen in having family reunion, thus becoming more sensitive and 

earnest in finding their own ways of addressing the child beggar and missing children 

issue. Another possible reason is that most of the people in China during the month of 

Chinese new year are on break, thus they have the luxury of time to go out to take the 

photos, blog/post them, and respond to calls of actions from various social media sites.     

 

 

Figure 24 The amount of posting by month 

 

 

 

Also, we conducted a temporal analysis to capture the behavioural patterns from 

the contributors. The count of the contributions received in weekdays versus the ones 

received in weekends is summarized (Figure 25). Also, we compare the amount of 

contributions from the working hours to the ones from the non-working hours as well.  

Apparently, three-quarters of the postings were made during the weekdays and only 
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about a quarter of postings were made during the weekends.  It is also interesting to note 

that postings made during working hours are equivalent to those made during weekends 

plus non-working hours during the weekdays. 

 

 

Figure 25 Temporal Distributions of VGI Postings 

 

 

 

“Street Photos to Rescue Child Beggars” gets its attention from different cities in 

different time. Besides the unevenness of the spatial distribution around the country, there 

is also variation in terms of the timing of microblog postings from different cities. For 

example, the first post was from Beijing in January 25
th

, 2011. Then a volunteer from 

Wenzhou contributed a photo in the same day. Within 10 days, this social media website 

received posts from 71 different cities in China. In order to visualize the space-time trend 

of the VGI distribution, 71 county-level cities are identified sequentially based upon the 

time of its first contribution posed. To simplify their timestamp information, we denote 
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Non-Working Hour 1710 1263

Working Hour 2249 0
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the sequential time using a relative time stamp T1, T2 ..., and T71. Along with their 

locational information, a space-time path has been mapped using Shaw’s Extended Time-

Geographic Framework Tools Extension in ESRI Arcgis 9.3.
19

 (Figure 26). Although the 

rhythms of VGI contributions may not be so obvious in our case due to the relative short 

time span, the space-time path approach nonetheless demonstrates its great potential as a 

tool to visualize the spatial-temporal patterns of VGI contributions via social media sites.  

 

 Figure 26 The space-time path of VGI contribution on social media sites 

 

 

 

 Narrative Analysis. 
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As a useful qualitative approach, narrative analysis or inquiry is “the study of 

experience as story” (Cornnelly and Clandinin, 2006). This research method could not 

only capture people’s experience as stories, but also reflect the social, culture and 

institutional contexts where the experiences were constituted (Clandinin and Rosiek, 

2007). Kwan and Ding (2008) bring out a geo-narrative approach, which integrates 

qualitative geographic information system and narrative analysis. 

Our study finds out the potential to apply the narrative analysis approach on 

successful cases from “BaoBeiHuiJia” website. Taking the description from missing 

children who seek help to find out their biological parents as narrative material, we can 

not only capture the geographical information from the text, but also infer the social and 

cultural context of the place and circumstances that triggered the cases of missing 

children. Figure 27 shows an example of narrative analysis of a child “San Wa” who was 

abducted in 1996 from his hometown. Four different colours are used to mark the 

temporal reference, locational reference, action and feelings respectively. In this example, 

the child was abducted on Feb 22
nd
, 1996 when he was in his age of five. He didn’t 

remember the exact name of his hometown, but his memory recalled the name is “Wei” 

county. He was first abducted by a man with a beard to a valley, and then he was sent to 

his foster parents place, Xing Tai city in Hebei province. He vaguely remembered the 

name of his father and brother. Also he pointed out some of the feature of his hometown 

such as there is a white elephant statue over a school. With the narrative information, 

volunteers from the web community successfully helped “San Wa” find his biological 

parent in Yunnan province. 
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Figure 27 Narrative analysis from description material of “San Wa” 

 

 

 

5.5 Discussions 

Street children, usually referred as kids who permanently live on street to the 

extent of even sleeping there at night, are often excluded from the mainstream society 

and off the radar screen of government census. These particular groups of children are 

often out of school and do not have access to basic health services or the protection of an 

adult and they work, beg and steal for a living on the street (De Venanzi 2003). Because 

the children living on the street has drew emotive public concern and media coverage, the 

study of street children has become a matter of priority for national and international 

child welfare organizations and thus receive attention by academic researchers (Panter-

Brick 2002). For example, Bromley and Mackie (2009) explored the experiences of over 

a hundred child traders on the street in Peru, suggesting that international policy changes 

should be made in order to better protect the street child worker. Young and Barrett 

(2000) studied the interactions between street children and their socio-spatial 

environment by using four visual methods which include the mental and depot maps, 
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thematic and non-thematic drawings, daily time lines and photo diaries. Sociologists find 

out that street children tend to have a lower level of subjective wellbeing than those 

regular children after an examination of street children in China (Cheng and lam 2010).  

Studies on children and childhood have become significant research topics for 

social scientists in general and geography in particular (Adebe 2009). In geography, a 

social study about the future of children had been conducted in Bunge’s (1971) classic 

“Fitzgerald: The Geography of a Revolution” some 40 years ago.  Hart (1978) conducted 

a naturalistic and descriptive study towards a small group of children about their life 

experiences and shared some common characteristics in both space and place.  To better 

understand the lives of younger people under the age of 25 from a geographic 

perspective, an interdisciplinary journal was launched in 2003, devoted to discussing 

issues that have significant impacts on children’s lives. There exists different ways in 

which children can be involved in the research process (Adebe 2009). Generally 

speaking, the different methods of conducting children’s research were identified by 

Chirstensen and James (2000).  According to their classification based on the 

participation levels, children may be treated as objects, subjects and participants 

respectively.  This study is a major extension of studies on children’s geography by 

deploying data from social media, coupled with both quantitative (GIS-based spatial 

analysis) and qualitative approaches (narrative analysis). Despite the preliminary nature 

of our results, we obviously can detect multiple stories behind these results, which may 

point to directions for future studies in this area.  

 Growing economic and regional disparities in China.   
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As the results of our analysis indicate,  the overwhelming majority of child beggar  

cases reported by volunteers in Chinese social media (e.g. Sina Weibo)  take place in 

cities in the eastern party of China, but the children themselves are either from rural areas 

or Western provinces in China..  According the “three economic belts” (Figure 28) 

scheme based on the Seventh Five-Year Plan (1986-1990), east China tends to be 

economically more developed than west China and the gap between urban and rural areas 

in China also tend to enlarging rather than narrowing in recent years Since a common 

hypothesis is that street child beggars would prefer a location with higher level of 

economic development, the spatial distribution of the child beggars in fact reveal the 

growing regional and urban-rural disparities in China. Despite improvement in economic 

development levels across China in recent years (Fan and Sun, 2008), Gini coefficient in 

China – one of the leading indicators for regional and social disparity – reached a 

dangerous level. According to the World Bank (2005), the Gini coefficient, has risen 

from 0.33 in 1980 to 0.47 in 2005.  Many other studies have also provided strong 

evidence on the growing regional inequality in China (Wei and Ma, 1996; Fan and Sun, 

2008) using the social-economic statistics data. The geographical distribution of child 

beggars is a manifestation of this growing pain in China – an important issue China must 

confront in the coming years in order to achieve the goals of sustainable development it 

set for itself. 

 VGI, Social Media, and People-based GIS 

Methodologically, this chapter aims to cross the quantitative and qualitative 

chasm by using volunteered geographic information (VGI) harvested from social media 
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sites.  Through a combination of GIS-based quantitative spatial analysis and narrative-

based qualitative approach, this chapter revealed multiple dimensions of the child beggar 

issue in China that would be almost impossible due to the lack of needed data.  We are 

fully aware that there are multiple challenges that need to be addressed in using VGI for 

geographic research before its full potential can be realized (Elwood et al., 2012).  This 

chapter is a modest step toward that direction.  Furthermore, as more and more detailed 

data are available at the individual level tagged with explicit spatial as well as temporal 

information, we are apparently moving closer to what Miller (2003) envisioned as the 

“people-based GIS.”  With location-awareness technologies increasingly embedded in 

mobile phones, cameras, pedometers, and other hand-held devices, citizens can nowadays 

record their daily activity with accurate location in real time and instantaneously shared 

with the rest of the world.  These massive individual level data with spatial and temporal 

information is rapidly merging with various other streams of big data and will serve as a 

gold mine for GIScience researchers to practice people-based GIS. In addition, with the 

ever expanding blogosphere and various social media, we will be accumulating a massive 

amount of “deep” qualitative data and stories about people’s lives as well (Manovich, 

2011).  The emergence and growing popularity of social media could give us the chance 

to have deep data for many (Sui and Goodchild, 2011) to practice the so-called people-

based GIS.  The fusion of GIS and social media could help us not only map the 

distribution of spatial phenomena, such as the uneven distribution of child beggars in 

China, but also trace the relevant trajectories of certain people or events. For example, 

when a child beggar is posted on social media sites, concerned citizens will help to spread 
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the word so that they can gain more public attention. Sometimes, people may also add 

comments or evidences to the original post which may help to rescue the children. 

Successful cases have been reported through this thematic account that some begging 

children are recognized by their biological parents later or rescued by the local police.  

 

Figure 28 Three Economic Zones in China 

 

 

 

5.6 Summary and Conclusion 

The goal of this dissertation was to explore the spatial and temporal mobility 

patterns of street child beggars in China using volunteered geographic information as our 

primary data source.  Volunteered geographic information harvested from the leading 
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Chinese social media website – Sina WeiBo (Microblog) were used for  our empirical 

analysis.  Exploratory spatial data analysis (ESDA) was used to explore the spatial 

patterns of child beggars in China. Because no spatial autocorrelation was detected using 

univariate Moran’s I, we implemented an ordinary least squares (OLS) linear regression 

model to find which socio-economic variables would be used to fit the model. The results 

show that child beggars are mostly observed in cities in South-east China  – the most 

prosperous and well developed regions in China. Development levels as measured by 

HDI is found to be two critical factors that that explain the spatial distribution of child 

beggars in China. The study also finds out VGI varies across time and a space-time path 

is built to facilitate our hypothesis. Our preliminary results have revealed interesting 

spatial and temporal distribution and mobility patterns for street child beggars in China.  

The geographical patterns are consistent with the growing regional and social disparities 

in China.  By engaging in more detailed spatial and temporal data at the individual level, 

we are moving a step closer to people-based GIS.   

There are limitations for this project and further studies are warranted. First of all, 

the volunteered geographic information are collected and aggregated at the provincial 

level, which served our goals well because we want to understand the macro spatial and 

temporal mobility patterns of child beggars. We realize that such kind of bottom-up level 

data may present different distribution if we choose alternate scale and this need to be 

further clarified. We also assume that each entry in our dataset is independently 

contributed, without taking the author of each contribution into account. Providing that 

some of the entries may be contributed by the same author, we may have a different 
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result for our study.  

For the future study, since we only look for the spatial autocorrelation at a 

national level this time by performing the global univariate Moran’s I, a sub-regional 

dimension study can be conducted to compare the result to what we have right now. In 

addition, since the count number is a raw observation of the events, we may perform a 

further study by looking the specific rate of each province rather than just looking the raw 

count number. Another improvement would be that more social-economical factor and 

variable would be applied to robust the regression model. Last but not least, we could 

account for the author and content of each contribution to conduct a people-based and 

place-based study of this subject. 

In retrospect, this chapter presents how VGI has been used to address a social 

inequity issue – street child begging and missing children in China. Using a 

representative sample of microblog posts as well as contextual information from a variety 

of sources, we are able to identify the spatial location of street children via the geo-tagged 

photos and text content from microblog. Topics from website provide location of missing 

and found children as well as when they are found and missed. With the intersection of 

VGI in Space as denoted in intersection “1” in Figure 29, we explore the spatial 

distribution of street children and missing children in China. Meanwhile, as denoted in 

intersection “2” in Figure 29, our study find out that VGI from these data source also 

contain valuable information which could help these missing children find their way 

home or help their parents rescue the street children. This includes the characteristics of 

children such as sex, age, and name. Also, missing and found information from VGI 
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could be a valuable source to study missing children’s mobility pattern as well.  

 

Figure 29 Framework to Study Street Child Begging and Missing Child 

  



 

 

109 

 

 

 

Chapter 6: Summary and Conclusion 

6.1 Summary  

Volunteered geographic information provide geographers a new gold mine to 

better understand our world. This dissertation first reviews the origin, type and current 

research of volunteered geographic information (VGI) in Chapter 2. In the same chapter I 

then examine space and place from a geographical perspective. We develop a conceptual 

framework linking VGI to space, place and people in chapter 2.3. In Chapter 3 we 

outline the mechanism on how to harvest geo-social media data that is widely used in this 

dissertation along with a subsequent methods of exploring the urban dynamic, leading to 

a case study of the pulse of a city within the Columbus, Ohio MSA using social media 

checkin data. This study offers insights of using VGI to study urban dynamics in space 

and place. We shift our lens on people and their exposed food accessibility to different 

place in Chapter 4 by exploring the applicability of geo-social media data on studying 

individual food environment. This chapter provides a novel method to use VGI as data 

source to study food-related issue on individual level and a 5-weekday period case study 

in Columbus, Ohio reveals some interesting finding on people’s choice of food and their 

exposure to food environment. In Chapter 5 we present how VGI has been used to 

address a social inequity issue –street child begging and missing child, that has gained 

widespread attention on Chinese social media. Using a representative sample of 
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microblog posts as well as contextual information from a variety of sources, this chapter 

examines the geographic distribution of street children in China as well as identifies how 

VGI are capable of empowering citizens to help those children find their home back. 

6.2 Conclusion and future research 

 The context of geographic research has recently shifted from a data-scarce to a 

data-rich environment (Miller and Goodchild, 2014) and we believe the ubiquity of 

volunteered geographic information has the potential to fundamentally widen the angle 

for geographers to better understand our world. We understand that to accomplish this 

requires a series of development in new frameworks, new methods and new social 

practice. In this dissertation, we have focused on outlining three conceptual linkages with 

VGI and highlighted three corresponding case studies using geo-social media toward 

informing this emerging research area. 

As this dissertation is written (early 2015), we realize that with the growing 

heterogeneity of VGI and its contributors, the quality, credibility, and uncertainty of VGI 

has also increased. This could be challenging to communicate with the public or for 

people who are used to working with authoritative data sources in a traditional top-down 

model (Haklay et al., 2014). Also, we believe the following two relevant trajectories are 

worth noting and need further attention. 

First of all, we notice there is an ongoing fundamental change in the discipline of 

geography regarding the nature of data available to researchers, which leads to what some 

call Big Data (Miller and Goodchild, 2014). In fact, one interesting development during 

the past five years is that VGI is rapidly becoming a branch of the big data stream and is 
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also merging into the big data deluge.  Not surprisingly, as more and more big data with 

spatial and temporal stamps are available, boundaries between VGI and non-VGI are 

increasingly blurred day by day.  Perhaps one day in the future we will use the term VGI 

and Big Data interchangeably, or will be largely indistinguishable from more 

conventionally-produced spatial data. Through our study, VGI has proved to be a 

valuable source of data for multiple exciting applications, but at the same time we have to 

keep in mind that VGI also raises profound legal, ethical, social, and political issues 

regarding its collection, retention, dissemination and use. 

Second, the development of VGI and geospatial big data has important 

implications for GIS education. As part of the geospatial revolution, we believe VGI has 

become one indispensable patch of the new intellectual landscape for the emerging GIS 

themes, which have been categorized into six streams (Sui, 2015). These are also serving 

as a new guide for what should be taught in our GIS curriculum: a. geodesign, b. map 

stories, c. synthesis, d. critical GIS, e. Geogames and f. Platial GIS.  

Another important point we have learned from our study is a paradigm shift from 

analysis to synthesis in GIScience. Former AAG president Thomas Baerwald (2010) 

pointed out the importance of synthesis in geography since geography as a 

interdisciplinary fields builds on major emphases in spatial analysis, human-environment 

interaction and place-based regional analysis that encourage communication and 

interaction. In fact, better integration and synthesis of diverse sources of geo-referenced 

information was a top priority during the early days of GIS development in the 1960s and 

1970s. However, spatial analysis has been at the forefront in GIS during the past 40 years 
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(Griffith et al., 2013) with a primary focus on improving spatial analytic functions. The 

spatial analysis tradition often took a reductionist approach, focusing on individual layers 

to identify spatial patterns, rather than on the synthesis of multiple layers. We argue that 

our study of VGI and its linkage to space, place and people resonates well with the 

traditional spirit of geography in its quest to understand the multidimensional nature of 

the Earth’s surface. Also, our attempt to integrate VGI with conventional geographic data 

is a synthesis at data level. Methodologically we apply both quantitative and qualitative 

methods to answer different questions and answer question in different ways. Indeed, the 

interdisciplinary nature of geography itself relies on a methodological synthesis in the 

mixing of qualitative and quantitative methods and we believe how to develop mixed-

method in geography to cross the quantitative-qualitative chasm is a big challenge and we 

are optimistic of future development of this area.  
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