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ABSTRACT

In recent years, the number of wireless devices and the amount of data generated by these

devices has seen an exponential growth. However, the number of channels available for

data transmission has not increased significantly leading to the problem of “spectrum

crunch”. Our measurements show that the existing wireless deployments employ high

density of wireless devices (access points, smartphones etc.). However, to prevent interfer-

ence, the current wireless algorithms prohibit these neighboring wireless devices to operate

simultaneously. The main focus of this thesis is on improving the network–experience on

the mobile devices by leveraging the high density of wireless devices.

This thesis proposes four different solutions that are suited for different wireless topolo-

gies: Symphony, RobinHood, Mozart and R2D2. Symphony and RobinHood are best suited

for Enterprise wireless networks where multiple access points are connected to each other

and are willing to cooperate. Both Symphony and RobinHood use novel cooperative de-

coding techniques to enable multiple neighboring access points to simultaneously receive

different packets on the same channel. Symphony is suitable for wireless networks that

span large geographical areas while RobinHood is suitable for smaller deployments. Sym-

phony and RobinHood leverage the high density of access points in Wi-Fi networks that

otherwise remain unused in traditional wireless solutions.

Mozart is suitable for Wi-Fi networks where neighboring access points belong to differ-

ent entities that may not be willing to cooperate. Mozart takes an unconventional approach
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of letting all transmitters collide at the access point and then lets the access point decode

the collided packets in the fewest number of slots.

Finally, R2D2 is designed for cellular networks and it enables neighboring devices to

efficiently communicate with each other while reducing the dependence on the cellular

base stations. R2D2 leverages the temporal-spatial asymmetry in the traffic patterns to

efficiently allocate resources across cellular base stations as well as to efficiently schedule

links at each of the base stations.

The thesis discusses all the solutions in detail, along with the techniques to address the

challenges involved in their practical implementation.
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CHAPTER 1

INTRODUCTION

The number of mobile devices and the amount of data communicated by the applications

on these devices has been growing at an exponential rate during the past few years. How-

ever, the number of channels available for data transmission has not increased significantly

leading to the problem of “spectrum crunch”. Network administrators have tried to tackle

this problem by employing high density of access points. However, to prevent interference,

the current wireless algorithms prohibit these neighboring access points to operate simul-

taneously. This thesis focuses on improving the network–experience on the mobile devices

by leveraging the high density of wireless devices. This thesis proposes four different al-

gorithms that are suited for different wireless topologies: Symphony, RobinHood, Mozart

and R2D2.

Symphony, RobinHood, and Mozart focus on the Wi-Fi networks. In Wi-Fi networks,

due to discrepancy between the interference at the transmitter and at the receiver, it be-

comes very difficult for the transmitters to precisely estimate the interference at receivers

which leads to hidden and exposed terminal problems. Further, the IEEE 802.11 protocol

and its derivatives (e.g., 802.11 with RTS- CTS, 802.11ec [55], ZigZag [29] etc.) require

the channel to remain idle when the nodes are undergoing backoffs. In dense deployments,

such idle listening leads to up to 30% loss of throughput [40]. The focus of Symphony,

RobinHood, and Mozart is to eliminate these losses and propose novel physical and MAC

layer techniques to enable multiple transmissions in the neighborhood.
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On the other hand, the focus of R2D2 is on cellular networks where the high density

of devices has forced service providers to densely deploy the base stations. However,

within a single base station, the current algorithms allow at most one device to operate on

a given frequency. In this thesis, we explore a recently proposed communication paradigm

called Device to Device (D2D) communication, that allows neighboring devices to directly

communicate with each other.

In Chapter 2, this thesis proposes Symphony1 [11], a cooperative decoding approach

that minimally uses the wired connection among APs to increase the throughput of wire-

less networks. Symphony encourages collision of packets among transmitters at APs. On

receiving multiple packets, APs suppress a subset of colliding transmitters. This reduces

the number of transmitters in each slot. Eventually, the number of transmitters reduces to

a small enough value such that the APs can cooperatively decode all the received packets.

The working of Symphony is best explained through an example. Figure 1.1a shows

a simple topology with two APs and four clients where the APs are connected to each

other through a wired backbone. Assume that each of the clients wants to upload one

packet to the wired network. For this topology, omniscient TDMA will take at least four

slots to schedule the four transmissions (See Figure 1.2a). In Symphony, on the other

hand, all the four clients transmit (See Figure 1.2b) in the first slot. At the end of the slot,

Symphony suppresses Alice (A) and Bob(B). In the next slot, only Carol(C) and Don(D)

transmit. At the end of the second slot, AP1 decodes the packet D since AP1 received it

interference-free. After decoding, it sends the decoded bits of D to AP2 over the wired

backbone. From the received bits, after correcting for different offsets, AP2 recreates D′s

received samples and subtracts them from the samples received in slot 2. After subtraction,

it is left with only the samples corresponding to C which AP2 decodes. At the same

time, AP1 recreates the samples of D as received in slot 1 and subtracts those samples

1A joint work with Bo Chen

2



Alice

Bob
Switch

Carol
DonAP1 AP2

(a) Network topology. AP1 is assumed to be
outside the interference range of Bob and

Carol.

AP\ Slot Slot 1 Slot 2 Slot 3 Slot 4

AP 1 A D

AP 2 A B C D

AP 1 A      D D

AP 2 A B 

C    D

C     D

Omniscient

TDMA

Symphony

(b) Set of packets received by APs on air when
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that the packet was decoded using samples

received in that slot.

Figure 1.1: Network topology and set of packets received by APs.

from the samples received in slot 1. AP1 then decodes the remaining samples to obtain

A and sends it to AP2. Finally, AP1 recreates the received samples of A,C and D for

slot 1. After subtracting these samples from the samples received in slot 1, AP2 decodes

B. Figure 1.1b shows the set of packets received by the two APs in different slots and

samples from which slot are used to decode which packet. Using cooperation among APs

and by using the backbone for exchanging decoded packets, Symphony enables the two

APs to receive the four packets in two slots. Thus, by utilizing cooperation among APs

to simultaneously decode multiple colliding transmissions, Symphony provides twice the

throughput as compared to omniscient TDMA. Chapter 2 also shows that by encouraging

collisions among transmissions, Symphony creates more opportunities of harnessing the

power of Successive Interference Cancellation (SIC). This allows receivers in Symphony

to decode multiple transmissions in the same slot. For the example network shown in

Figure 1.1, when using SIC, Symphony can decode all the four packets in a single slot (See

Figure 1.2c).
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Figure 1.2: Omniscient TDMA takes a minimum of 4 slots. Symphony can receive four

packets in two slots. By leveraging SIC, Symphony can receive all the four packets in a

single slot. Symphony does decoding in the reverse chronological order by first decoding

the packets received in the last slot.

In the next chapter, this thesis describes solution RobinHood2 [13] that scales the uplink

throughput with the number of clients in the network by enabling multiple nearby access

points to concurrently receive uplink packets from multiple mobile clients, all within a

single collision domain. RobinHood does not increase energy consumption on the clients

and executes exactly over two time slots. RobinHood leverages three properties that are

unique to Enterprise Wireless LANs (EWLANS): (i) Dense deployment of APs (See Fig.

1.6 and [57]); (ii) Capability of these APs to exchange packets with each other over the

underutilized wired backbone; and, (iii) Immobility of APs resulting in relatively stationary

channels (See Fig. 1.7).

Consider the example enterprise WLAN shown in Fig. 1.3a where all the APs and the

three clients are in a single collision domain. Assume that the three users want to upload

one packet each to the backbone. An omniscient TDMA scheduling algorithm with global

knowledge would require three time slots to complete this upload. In RobinHood, in the

first slot as shown in Fig. 1.3a, all users will transmit at the same time. All the 4 APs

2A joint work with Wenjie Zhou
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Figure 1.3: Illustration of RobinHood over a topology of 3 clients and 4 APs. All devices

belong to the same collision domain and can hear each other.

will receive a combination of three transmitted packets. In the second slot, AP3 and AP4

will retransmit the received signals by first precoding [37] them such that the following

condition is satisfied as shown in Fig. 1.3b: At AP1, samples corresponding to x2 and x3 in

the second slot align with the samples corresponding to x2 and x3 in the first slot. Decoding

happens in multiple steps as follows:

• At the end of the second slot, AP1 scales the samples received by AP1 in the second

slot and subtracts them from the samples received in the first slot. This scaling is

done such that samples corresponding to x2 and x3 are nulled. Afterwards, it is left

with only the samples corresponding to x1. AP1 decodes the samples to obtain the
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packet transmitted by C1. Next, it transmits the decoded packet over the backbone to

AP2.

• AP2 recreates the samples corresponding to x1 and subtracts them from the samples

received in the first slot and the second slot.

• After subtraction, AP2 is left with two equations (one from each slot), and two vari-

ables (x2 and x3). AP2 solves the two equations to obtain x2 and x3.

• Afterwards, AP1 and AP2 forward x1, x2 and x3 towards their destinations.

Symphony and RobinHood are suitable for networks where the neighboring APs coop-

erate with each other. For general wireless networks where the APs may not be willing to

cooperate, Chapter 4 presents a new cross-layer solution called Mozart3, that encourages

collisions and hidden terminal transmissions in a planned way to enable fast recovery of

colliding packets via a combination of Successive Interference Cancellation (SIC) and a

new approach called successive packet subtraction. In Mozart, a receiver simultaneously

receives multiple packets from different transmitters resulting in a collision. The receiver

then smartly suppresses transmissions in subsequent slots based on its estimation of signal

strengths from various senders so as to best apply a combination of mechanisms involving

signal subtraction and SIC to recover all the colliding packets. Finally, the receiver de-

codes packets by using “successive packet subtraction”. Consider the example shown in

Figure 1.4 where in the first slot, the receiver receives four packets. However, at the end

of every slot, the receiver suppresses one transmitter while other transmitters retransmit

the same packet. Eventually, in the fourth slot, only one packet (P4) is received which the

receiver can simply decode. Next, it subtracts the samples of P4 from slot 3 to decode P1.

This process is continued until the receiver decodes all the packets. Chapter 4 explains

3A joint work with Bo Chen
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Figure 1.4: Collision Recovery Period. Through control messages, the receiver ensures

that the number of transmitters is reduced by 1 from the previous slot. Data transmissions

in the same slot may arrive at different times at the receiver due to propagation delays and

radio’s TX-RX turn-around time. At the end of the recovery period, the receiver will

reconstruct samples for P4 and subtract it from samples received in slot 3. The remaining

samples are then decoded to obtain P1. Similarly, P2 and P3 are decoded from the samples

of slot 2 and slot 1, respectively.

how this approach allows Mozart to eliminate hidden terminal problem while harnessing

Exposed terminals. Mozart also significantly reduces the backoff time, thereby improving

the throughput of the nodes.

Device-to-device (D2D) communications is being pursued as an important feature [3]

for the next generation cellular networks (LTE-advanced). The goal of D2D is to lever-

age the high density of communicating devices to improve the network utilization in two

ways: (i) offload: a data session between two devices (D1, D2) in the same sector which

conventionally incurs two hop transmissions in the cellular mode (D1→BS, BS→D2) now

requires only a single hop transmission (Fig. 1.5) in D2D mode (D1→D2), and (ii) reuse:

leveraging the physical proximity, the D2D communication can further operate on re-

sources on which conventional cellular users are already scheduled. In Chapter 5, this
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Figure 1.6: CDF of number of APs observed across different locations. The data was

collected at multiple places including a hospital, a large university library and an

apartment complex.

thesis proposes solution R2D2 [12] that efficiently integrates D2D communications in the

existing cellular networks.

This thesis shows that in multicell deployments with sectorized cells, the existing reuse

provided by the cellular deployment leaves little room for D2D communication to provide

additional reuse. Hence, most of D2D’s gain is restricted to its ability to offload cellular
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Figure 1.7: Received Signal Strength (RSS) in an office environment. The channel

between APs is relatively stationary compared to channel between AP and mobile client.

traffic. R2D2 leverages the temporal variations in the cellular downlink and uplink traffic

and places D2D traffic flexibly on the cellular resources that would have otherwise gone

wasted.

Chapter 5 also proposes a two time scale solution: (i) At the beginning of every epoch

(lasting several tens of frames), R2D2 estimates the average traffic (resource) demand from

cellular and D2D traffic in each sector and assigns cellular resources to each of the sectors;

and, (ii) In every frame, for the set of sectors co-located at the same base station and

instantaneous traffic demands, R2D2 solves the coupled problem of D2D traffic placement

and scheduling of cellular and D2D traffic jointly on both the DL and UL resources as

well as across the sectors. Thus, while the coarse time-scale component in R2D2 allocates

resources and removes interference only between cross sectors (through dynamic FFR) for

an entire epoch, the fine time-scale component is responsible for alleviating the interference

between co-located sectors generated by D2D traffic (through joint sector scheduling) and

maximizing the utilization of allocated resources in every frame in the epoch.
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1.1 Contributions and Structure of this Thesis

The key contributions of this thesis are as follows:

• In our work on uplink traffic performance in Enterprise WLANs, we propose two

different algorithms Symphony and RobinHood (Chapter 2 and Chapter 3, respec-

tively). Symphony works across APs that belong to different collision domains while

RobinHood enables multiple APs in the same collision domain to simultaneously re-

ceive data. This thesis also discusses the results from the deployment of both Sym-

phony and RobinHood on wireless testbeds.

• Chapter 4 discusses Mozart that improves the wireless throughput in networks where

APs may not be willing to cooperate with each other. Mozart implicitly handles the

hidden terminal problem by requiring all neighboring clients to transmit simultane-

ously and then carefully decoding the collided packets one-by-one.

• Chapter 5 presents a two-time scale algorithm for efficiently integrating Device-to-

Device communications in existing cellular networks. The proposed algorithm does

resource block allocation across different base stations. Further, at a finer time-scale,

it schedules uplink, downlink and D2D communications at each cellular base station.

The rest of the thesis is organized as follows. Chapter 2 presents our work on the Sym-

phony algorithm. Chapter 3, we present our algorithm RobinHood that scales the uplink

throughput in Wireless LANs. Chapter 4 presents Mozart, an algorithm for packet decod-

ing. In Chapter 5, we present R2D2 that efficiently integrates D2D communications in

existing cellular networks. Chapter 6 concludes this thesis.
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CHAPTER 2

SYMPHONY: COOPERATIVE PACKET RECOVERY OVER THE

WIRED BACKBONE IN ENTERPRISE WLANS

2.1 Introduction

APs in Enterprise Wireless Local Area Network (EWLAN) are typically connected using a

wired backbone. In this chapter, we propose Symphony, a cooperative decoding approach

that minimally uses the wired connection among APs to increase the throughput of wire-

less networks. Symphony encourages collision of packets among transmitters at APs. On

receiving multiple packets, APs suppress a subset of colliding transmitters. This reduces

the number of transmitters in each slot. Eventually, the number of transmitters reduces to

a small enough value such that the APs can cooperatively decode all the received packets.

Figure 2.1a shows a simple topology with two APs and four clients where the APs are

connected to each other through a wired backbone. Assume that each of the clients needs

to upload one packet to the backbone. For this topology, omniscient TDMA will take at

least four slots to schedule the four transmissions (See Figure 2.1b). In Symphony, on the

other hand, all the four clients transmit (See Figure 2.1c) in the first slot. At the end of

the slot, Symphony suppresses Alice (A) and Bob(B). In the next slot, only Carol(C) and

Don(D) transmit. At the end of the second slot, AP1 decodes the packet D since AP1 re-

ceived it interference-free. After decoding, it sends the decoded bits of D to AP2 over the
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Figure 2.1: Network topology and set of packets received by APs. (a) Network topology.

AP1 is assumed to be outside the interference range of Bob and Carol. (b) Omniscient

TDMA takes a minimum of 4 slots. (c) Symphony can receive four packets in two slots.

In Symphony, APs cooperatively decode packets in the reverse chronological order by

first decoding the packets received in the last slot.

wired backbone. From the received bits, after correcting for different offsets, AP2 recre-

ates samples received fromD and subtracts them from the samples received in slot 2. After

subtraction, it is left with only the samples corresponding to C which AP2 decodes. At the

same time,AP1 recreates the samples ofD as received in slot 1 and subtracts those samples

from the samples received in slot 1. AP1 then decodes the remaining samples to obtain A

and sends it to AP2. Finally, AP2 recreates the received samples of A,C and D for slot

1. After subtracting these samples from the samples received in slot 1, AP2 decodes B.

Using cooperation among APs and by using the backbone for exchanging decoded packets,

Symphony enables the two APs to receive the four packets in two slots. Thus, by utilizing
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cooperation among APs to simultaneously decode multiple colliding transmissions, Sym-

phony provides twice the throughput as compared to omniscient TDMA.

Cooperation among APs has been used before to increase wireless throughput. Authors

in [57] focus on improving the client-AP association and AP channel assignment. Miu

et al. [56], Woo et al. [79]and Gowda et al. [32] have respectively proposed techniques

for bit-level, symbol-level and coarse symbol-level combining across different APs. In

these solutions, a packet overheard by different APs is decoded cooperatively by multiple

APs. However, in all these algorithms, all the APs cooperate to decode a single packet

while in Symphony, APs cooperate to simultaneously decode multiple packets. Further,

symbol-level combining [56] across different APs is prohibitive due to significantly higher

bandwidth requirements [32,79] on the wired backbone. In Symphony, APs only exchange

decoded packets which are typically much smaller in size compared to raw samples [32,79].

The idea of exchanging packets on the backbone was also studied in [30]. However, unlike

Symphony, [30] provides throughput improvement only when all the devices have at least

two antennas.

Several prior works [49, 65, 72] have focused on increasing network throughput for

downlink traffic in EWLANs while neglecting the uplink traffic. On the other hand, Sym-

phony primarily improves the network throughput on uplink while allowing efficient schemes

such as conflict-free TDMA scheduling [49] to be utilized over the downlink. We believe

that upstream traffic is increasing rapidly due to rise in use of a wide-range of new storage

paradigms, computing paradigms and applications, such as cloud computing, cloud stor-

age, P2P file access, video conferencing, online gaming, VoIP, and traffic generated from

the mobile devices (e.g., location information or sensor readings). Using cooperation to

improve uplink wireless throughput is particularly challenging, since APs are not aware of

which client has data to transmit making it difficult to schedule transmissions. Collecting

this information from different clients is also cost-prohibitive.
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Although the idea behind Symphony is simple, there are multiple challenges to realize

it in practice.

• Set of nodes to suppress: At the end of each slot, Symphony needs to determine

the set of nodes to be suppressed. This set should be feasible (ensuring that the set

of suppressed transmissions would be decoded in future) and large, so that all the

collided transmissions can be decoded in a small number of slots.

• Synchronization and variable non-zero latency: Cooperation among APs requires

that APs be synchronized with each other and that their mutual-latency be low and

predictable. However, our measurements described in Section 2.6.2 show that these

requirements do not hold true in large networks.

• Absence of central controller: In wireless networks, it may not be possible to set

up a central controller that coordinates all the APs in the entire network due to the

large size of the network. Thus, it is required that cooperative decoding should work

in the absence of central controller.

• Knowledge of topology: To cooperatively suppress a subset of transmitters, the APs

need to know the network topology. This information (particularly the interference

among non-AP nodes) is difficult to acquire for large scale networks [30, 49] and

could lead to significant overhead.

• Difference in packet lengths: It is possible that different transmitters may have

different amount of pending data left. However, if the channel access time is fixed

as shown in Figure 2.1c, then the users with less pending data may not fully use the

access time leading to channel wastage.

The chapter is organized as follows. The next section describes a centralized algorithm

that assumes the presence of a central server. In Section 2.3, we describe our distributed
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protocol, Symphony that handles all the above challenges. In Section 2.4, we explain how

Symphony harnesses SIC to increase wireless throughput. The following section discusses

some issues that makes our solution more practical. Section 2.6 and Section 2.7 outline

the results from our USRP testbed experiments and ns-3 based simulations, respectively.

Section 2.8 presents the state of the art and finally, Section 2.9 concludes this chapter.

2.2 Cooperative Packet Subtraction

In this section, we present a simplified version of our algorithm, called Centralized Algo-

rithm (CA) that works under a centralized framework. In Subsection 2.2.2, we explain the

practical limitations of CA.

CA assumes the presence of a central server (CS) that coordinates different APs. CA

also assumes that all the APs are synchronized with the CS and their mutual latency is zero.

We relax these assumptions in Section 2.3 where we describe our distributed algorithm. CA

works in multiple phases as described below (See Figure 2.1c):

• Polling: First, using the wired backbone, the CS asks all the APs to simultaneously

transmit poll packets on the air. The poll packets are encoded using PN sequences

[55]. Use of PN sequences, allows the clients to correlate them even if multiple poll

packets collide.

• Data Transmission: Upon receiving the poll, the clients that have uplink data trans-

mit their data packets. The clients also encode their IDs using their PN sequence

and include it in the packet’s header at the front. Due to simultaneous transmissions,

multiple packets may collide at the APs. As explained in Section 4.3.1, each AP uses

the PN sequence to determine the ID of as many colliding transmitters as possible,

and then forwards this information to the CS using the wired backbone.

• Computing the set of suppressed clients: On receiving the best-effort information
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about which AP received packets from which clients, the CS uses Algorithm 1 (ex-

plained in Section 2.2.1) to compute the subset of transmitters to be suppressed at

the end of this slot. The algorithm described in Section 2.2.1 also determines which

AP should suppress which client. All this information is conveyed by CS to the APs

through the backbone.

• Transmitting the suppress packets: Upon receiving the information about which

nodes to suppress, the APs transmit the suppress packet that includes the PN se-

quence of the client that is suppressed. Similar to poll packets, here also use of

PN sequences allows the clients to correlate them even if multiple suppress packets

collide.

• Data retransmission: Each client upon hearing the suppress determines if it is being

suppressed: If so, it does not transmit (until it receives finish), otherwise, the client

retransmits its data.

• Finish: As the nodes are suppressed, the number of concurrent transmissions re-

ceived by APs decreases with each slot. Eventually, it becomes possible for the APs

to use cooperation and decode all the transmissions received in the last slot. As de-

scribed in Section 2.1, this decoding is done in the reverse chronological order until

all the received packets are decoded. At that point, the CS directs all APs to broadcast

finish. The reception of a finish packet at the clients indicates that the data transmit-

ted by the nodes has been successfully received at APs. This allows the nodes to

transmit the next MAC-layer data frame.

Another way of scheduling transmissions may be that in the first slot, using the poll,

APs gather the PN sequences of all the clients that have uplink data and then schedule

different transmitters in a TDMA fashion. However, this approach does not work well

since APs may not detect PN sequences from transmitters that have low SINR (See 4).
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Thus, transmitters with low SINR will not be scheduled and get starved. On the other

hand, the PN sequences of such transmitters will be detected in CA in later slots when the

number of colliding packets become small. So, with the reverse chronological decoding

of Symphony, the transmitters with low SINR will also be suppressed and eventually their

packets would also be decoded.

To prevent overwhelming [32, 79] the wired backbone, one of the requirements for co-

operative decoding is that APs should not exchange sample level information on the wired

backbone1. The set of transmissions suppressed during a slot and the samples received at

all the APs during that slot form a set of linear equations. Observe that, just because the set

of equations is solvable, it does not imply that all the suppressed transmissions can be de-

coded without exchanging sample level information. Consider the example network shown

in Figure 2.1a. If at the end of slot 1, the CS suppresses A and D, then even though the

set of linear equations has 2 variables (A and D) and 2 equations (samples received at AP1

and AP2), still it is not possible to decode both A and D without the exchange of samples.

Thus, we need another mechanism to compute the set of suppressed transmissions.

2.2.1 Computing the set of suppressed transmissions

At the end of each slot, the CS computes the set of suppressed transmissions. This set

should satisfy the following four requirements: (i) Feasibility: It should be a feasible set

such that the APs can successfully decode all the suppressed packets without exchanging

sample-level information; (ii) Optimality: It should maximize the number of transmis-

sions suppressed in this slot; (iii) Optimality in future slots: It should maximize the

applicability of cooperative decoding in future slots; and, (iv) Low backbone overhead:

1Although by exchanging coarse samples [32], it is possible to reduce the overhead in the backbone, it is
not enough for our purpose since high fidelity representation of symbols is required to decode a packet in
the presence of interference from other transmissions.
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It should minimize the number of decoded packets that need to be exchanged among APs,

thereby reducing the overhead on the wired network.

Computing the largest set of feasible suppressed transmissions (while taking into ac-

count only the first two requirements) is a NP-Hard problem (shown in Section A.2). To

that end, we propose a two-phased greedy algorithm that computes the set of suppressed

transmissions by first constructing a dependence graph and then picking its maximum

acyclic induced subgraph (Both phases are explained below). This acyclic graph corre-

sponds to the set of transmissions that can be successfully suppressed in this slot. In this

chapter, we use Pi to denote packet received from client i. We overload this term and also

use Pi to represent the client that transmitted the packet.

Phase 1: Constructing the dependence graph: When using cooperative decoding,

decoding of one transmission may depend on successful decoding of another transmis-

sion. For the example network shown in Figure 2.1a, let’s say that in the first slot, the CS

suppresses A and B. However, since A’s transmission interferes at AP2, therefore, B’s

transmission at AP2 can be decoded only after the former transmission has been decoded

atAP1. In general, for two transmissions {Pi, APj} and {Pk, APl}, if Pk interferes at APj ,

then the transmission from Pi can be decoded at APj only after Pk’s transmission has been

decoded. Thus, we say that the decoding of Pi’s transmission is dependent upon the de-

coding of Pk’s transmission. In this phase, the CS constructs a dependence graph for the

current slot (Lines 3-4 of Algorithm 1)):

• Vertices: Corresponding to each client-AP link in the topology, a vertex is created

in the dependence graph. We use vij to denote the vertex that corresponds to the link

{Pi, APj}. vij is created iff Pi transmitted at least one packet in this slot and APj is

in the receiving range of Pi (i.e., APj can decode Pi in the absence of interference).

• Edges: Edges in the dependence graph capture the decoding dependence among

different transmissions. A directed edge is added from vertex vij to a vertex vkl iff
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A→AP1

A→AP2D→AP1

D→AP2 B→AP2

C→AP2

(a) Gd at the end of slot 1

A→AP1

A→AP2D→AP1

D→AP2 B→AP2

C→AP2

(b) Two vertices and one induced
edge (shown in bold) form the

Acyclic subgraph (Gs) at the end
of slot 1.

D→AP1

D→AP2

C→AP2

(c) Gd at the end
of slot 2

D→AP1

D→AP2

C→AP2

(d) Gs (shown in
bold) at the end

of slot 2.

Figure 2.2: Dependence graph (Gd) and Induced Directed Acyclic Subgraph (IDAS

denoted by Gs) at the end of the first and the second slot for the example network shown

in Figure 2.1a.

(i) Pi interferes at APl; and, (ii) vij is not same as vkl. The second condition forbids

self-loops in the graph.

By creating vertices on the basis of transmission range and edges on the basis of the in-

terference range, the algorithm is able to handle the differences between the transmission

and interference range of practical radios. Figure 2.2a shows the dependence graph for the

example network shown in Figure 2.1a at the end of slot 1. In the following discussion, we

use Gd to denote the dependence graph.

Phase 2: Computing the maximum vertex-induced directed acyclic subgraph (IDAS):

We prove (See Section A.2) that a set of client-AP transmissions can be decoded if and only

if the vertex induced subgraph of the corresponding set of vertices inGd is a DAG (Directed

Acyclic Graph). For example, since transmissions A → AP1 and B → AP2 (See Figure

2.2a) are part of induced acyclic subgraph of the dependence graph, therefore both these

transmissions can be suppressed at the end of slot 1. Thus, to compute the largest set of
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suppressed nodes in this slot, the CS computes the maximum Induced Directed Acyclic

Subgraph (IDAS) of Gd. Algorithms for computing the maximum IDAS have been pro-

posed before [24]. Although, those algorithms take into account the first and the second

requirements discussed in Section 2.2.1, but they do not take into account the other two

requirements. To that end, we now explain the greedy algorithm used by CS to compute

the IDAS (denoted by Gs = (Vs, Es)) of Gd.

CS works by greedily adding vertices while ensuring that Gs stays acyclic. At any step,

it may be possible to add any of the multiple vertices (each vertex corresponds to some

client-AP pair in the dependence graph) available to Gs. However, different vertices may

give different performance results. To that end, for each vertex that can be added to Vs, CS

computes its weight and greedily adds that vertex that does not create a cycle in Gs and

has the lowest weight (Lines 8-15 of Algorithm 1). This process is repeated until no more

vertices can be added to Gs (Lines 6-17 of Algorithm 1).

Computing the weight: When adding a vertex (say vij) to Gs, the following equation

is used to compute its weight:

wij = w(Pi, APj)

= |(vij, vkl) : (vij, vkl) ∈ Ed ∧ vkl ∈ Vs|

×|(vkl, vij) : (vkl, vij) ∈ Ed ∧ vkl ∈ Vs| (2.1)

If on adding vij to Vs, it has either fewer incoming edges or fewer outgoing edges, then

this indicates that vij has low probability of being part of some cycle in the future. This

increases the possibility of extending Gs to a larger acyclic induced subgraph in the fol-

lowing iterations. Further, fewer edges indicate that APs need to exchange fewer packets in

the backbone. Thus, (2.1) assigns a lower weight to the vertices with either fewer incom-

ing edges or fewer outgoing edges and thus, a higher priority. Therefore, by using (2.1),
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Algorithm 1 tries to take all the requirements into account that were discussed in Section

2.2.1.

Figure 2.2b shows the computed IDAS for the dependence graph shown in Figure 2.2a.

The subgraph shows that AP1 suppresses A while AP2 suppresses B. After the APs send

the suppress, only C and D transmit in the second slot. Figure 2.2c shows the dependence

graph created by CA at the end of the second slot. Figure 2.2d shows the computed IDAS

which shows that C and D are suppressed in this slot. Since, no other transmitters are left

for transmitting, so, the CS would ask APs to send finish. Observe that the edges in the Gs

also reveal how the APs should exchange the decoded packets. For example, the directed

edge from “D → AP1” to “C → AP2” indicates that decoding of C at AP2 is dependent

upon decoding of D at AP1. Thus, AP1 should send the decoded bits of D to AP2. The CS

transmits this information to the APs so that they only exchange packets that are required,

thereby reducing the overhead on the backbone.

2.2.2 Practical Challenges

Although the algorithm proposed before is good in theory, it is difficult to implement due

to various challenges:

• Synchronization: CA requires that all APs be time-synchronized to ensure correct

correlation of PN sequences. As described in Section 4.3.1, receivers in CA use

correlation of Gold codes to identify the set of transmitters. Gold codes guarantee

that the circular cross-correlation of two instances of Gold code is bounded. For

127-symbol sequence Gold codes, the bound is 1/7 [28]. So, the correlation works

better when Gold codes collide only with other Gold codes, and not with arbitrary

samples from data packets. This implies that CA needs to ensure that when an AP

receives a set of collided transmissions, then the PN sequences in them only collide

with other PN sequences. One way to satisfy this requirement is to ensure that all
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APs in the network poll and suppress in a synchronous fashion. Algorithms for

synchronization in wired networks have been proposed before [41, 45], however, as

the size of the network grows, ensuring synchronization across the entire network

becomes difficult. Thus, a new method is needed to ensure that PN sequences collide

only with other PN sequences so that they can be correlated with high accuracy.

• Unpredictable delays over the backbone: In CA, the central server computes the

set of suppressed transmitters and distributes that result to the APs. However, due

to unpredictable delay, it is possible that this result may not arrive in time and thus,

some of the APs may not be able to proceed.

• Non-uniform distribution of clients across APs: The previous algorithm requires

that all APs poll at the same time. In an enterprise network, it is possible that different

APs have unequal number of neighboring clients with outstanding data. This may

result in different APs finishing at different times, leading to lower throughput as all

the finished APs in the network need to wait for the AP with the highest number of

clients.

• Absence of central controller: As discussed in Section 2.1, a central controller may

not be present to control all the APs in the network.

2.3 Symphony: Distributed algorithm

In this section, we explain the working of Symphony that takes into account the aforemen-

tioned challenges in Section 2.2.2.

2.3.1 System Structure

Using cooperative decoding requires multiple APs to collaborate, however, at the same

time, it may not be possible for all the APs in the network to collaborate since the wired
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backbone delays from APs to the central controller may be unbounded. Further, if the

central controller is overseeing a lot of APs, it may also become a bottleneck. Symphony

handles these contradicting requirements by dynamically placing different APs in different

groups. One AP in each group serves as the Group Head (GH) and executes Symphony

independently from other groups. Putting APs in different groups allows Symphony to

achieve multiple objectives: (i) When dynamically creating groups, it is ensured that the

average round trip delay on the wired backbone from the AP to the GH is no more than a

threshold (ψ µs), thereby bounding the expected communication delay between the AP and

the GH with high probability; (ii) If one AP has high number of clients, then only the APs

in the same group are required to wait for this AP to finish; and, (iii) No central controller

is required.

Implementing this dynamic group based structure leads to various challenges: (i) To

avoid decoding failures due to conflicting suppress schedules, a client that is in the range

of APs from different groups is not allowed to transmit (discussed below). Thus, it is

important to dynamically change the composition of the groups so that all clients get an

opportunity to transmit; and, (ii) The overhead of maintaining the groups should be mini-

mized. The next subsection describes the group management algorithm used in Symphony.

2.3.2 Group Management

Group creation and joining an existing group: When a node (AP or client) turns on or

whenever the node is not part of any group, it enters the wait stage where it waits to hear

a join message on the wireless. This message includes the PN sequence of the GH that

originated this message. In Symphony, the ID of a group is same as the ID of its GH.

Therefore, the PN sequence included in join is also useful in determining which group

a received message came from. If the node (say ni) hears such a message, it joins the

announced group if all of the following requirements are satisfied: (i) ni is not in recovery;
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(ii) ni has no wireless neighbor nj such that nj is a member of some other group and is

under recovery; and, (iii) If ni is an AP, then the average round trip delay between ni and

the GH on the wired backbone is no more than a threshold (ψµs). If ni determines that it

is eligible to join the group, then it immediately rebroadcasts the join message. Once ni

rebroadcasts the message, we say that ni has joined the group and has entered recovery. On

the other hand, if ni is an AP and it does not hear any join message within a certain time

(θ µs) that satisfies all the requirements, then it exits the wait stage. Next, if ni checks if

it has a wireless neighbor nj such that nj is a member of some other group and is under

recovery. If ni has no such neighbor, then ni creates a new group and declares itself as the

GH. Afterward, it broadcasts a join message.

Data transmission: A client broadcasts its data packet immediately after broadcasting

the join. Once the APs receive the headers of the data packets transmitted by clients,

the APs correlate the PN sequences in the headers to determine the IDs of clients that

transmitted (See Section 4.3.1). This information is then sent by the APs to the GH that

uses algorithm described in Section 2.2.1 to compute which AP will suppress which client.

This result is then sent back by the GH to all the APs who use this result to suppress

the clients at the end of the slot. However, due to unpredictable queuing delays on the

backbone, it is possible that some APs do not receive the result back from the GH before

the end of the slot. To handle such scenarios, the GH iteratively computes the set of nodes

to suppress for the next k slots and sends that to all the APs (We explain in Section 2.6.2

how k is determined). Further, in the unlikely case when some AP does not hear back from

GH for more than k slots, then at the end of the slot that AP does not suppress any client.

Finishing the recovery: As the APs suppress transmitters, eventually the number of

packets transmitted will be small enough such that they can be decoded. This marks the

end of recovery. At the end of recovery, the APs need to take a few steps to ensure: (i)

GH is dynamically changed to ensure that all APs have equal chance of being the GH; (ii)
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Members belonging to a small group have a non-zero probability of merging with a bigger

group; (iii) Members belonging to a large group have a non-zero probability of splitting

into multiple smaller groups; and, (iv) Next recovery starts as soon as possible. We now

explain the steps taken by APs at the end of the recovery: (i) At the beginning of the last

slot, the GH sends a message to the APs announcing that the recovery will finish at the

end of this slot. This allows the APs to know when to enter the wait stage. (ii) Before

the recovery is over, the GH randomly selects some other AP in the group to be the new

GH. The current GH informs this new potential GH of this decision. This step ensures that

all APs have equal chance of being the GH. (iii) Once the recovery is over, all APs enter

the wait stage for a duration of θ µs as described in the beginning of Section 2.3. For all

the APs, θ is inversely proportional to the number of APs in their group. This ensures that

smaller groups wait for a longer time to receive a join message from other groups, and thus

they have higher probability of merging into another group. Also, the value of θ is set to be

low for the selected GH while it is higher for the other APs. This ensures that the selected

GH has higher chances of becoming a GH. This also reduces the probability of multiple

APs independently declaring themselves as GH. This allows Symphony to set θ to a low

value, thereby reducing the overhead of group management.

2.3.3 Cyclic Padding

As discussed in Section 2.3.2, on receiving the join message, a client first rebroadcasts the

message and then its uplink data. Consider the example network shown in Figure 2.3. Lets

say Alice starts transmitting join message at t = Tµs. join message is a 127-symbol PN

sequence, so, at 20Mbps, it will take 6.35µs [55] to transmit. Further, due to hardware

constraints, it may take Alice up to 2µs more before it can transmit the data packet. Thus,

Alice will start transmitting data packet somewhere between t = T + 6.35µs and t =

T + 8.35µs (See Figure 2.3). AP1 upon hearing the join message would immediately

25



AP 2Alice Don

join transmission start 

time

T [T + 6.35, 

T + 9.35]

[T + 6.35 + 6.35, 

T + 9.35 + 9.35] = 

[T + 12.70, T + 18.70]

data transmission 

start time

[T + 6.35, T + 8.35] [T + 12.70 + 6.35, 

T + 18.70 + 8.35] = 

[T + 19.05, T + 27.05]

Figure 2.3: Synchronization: The propagation delay is at most 1µs, the length of 127

symbol PN sequence transmitted at 20Mbps is 6.35µs while the radio tx-rx turn around

time is at most 2µs for a total duration of 9.35µs [55]. For a given AP, the maximum

difference between the start of the data transmission times of its neighboring clients is at

most 20.70µs

rebroadcast it. However, due to propagation delay (at most 1 µs [55]) and radio tx-rx turn

around (at most 2 µs [55]), it may happen as late as t = T + 9.35µs. Continuing this

computation, we can see that all neighboring clients of AP2 will start transmitting before

t = T + 27.05µs. Thus, for a given AP, the maximum difference between the start of the

data transmission times of its neighboring clients is at most 20.70µs (See Figure 2.3 where

Alice can possibly start transmitting data as early as t = T + 6.35µs while Don may start

as late as at t = T + 27.05µs). Thus, to ensure that the PN sequences in their data packet

headers collide only with the PN sequences of other transmitters, the clients pad cyclic bits

after their PN sequences. In Symphony, the length of the cyclic padding is set to 25µs.

By using circular padding and join messages broadcasted on wireless, Symphony en-

sures that it is possible to correlate the PN sequences without requiring global synchro-

nization. By requiring GH to proactively compute the set of suppressed transmissions,

Symphony is able to handle unpredictable and non-zero latency on the backbone.
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2.4 Heterogeneous Data Rates and Packet Sizes

In Symphony, different transmitters may select different physical layer data rates due to

differences in channel conditions. Since wireless channels are bidirectional in nature [30],

the transmitters in Symphony use the received poll packet to estimate the channel to the

receiver. This is similar to the Mozart’s (See Chapter 4) approach of estimating the physical

layer data rate. However, in Symphony, a client may receive poll from multiple APs. In

that case, it estimates the channel with all the APs from whom it received the poll message

and chooses the maximum possible data rate such that at least one AP can decode the

transmitted packet. Estimating the channel requires the client to estimate the RSS of as

many poll packets as possible. However, estimating the RSS of multiple colliding packets

is not trivial due to high interference. For this, Symphony borrows the channel estimation

technique proposed in Mozart for estimating the RSS of colliding packets (Section 4.3.1).

In Symphony, the channel access time is fixed for all transmitters. A transmitter with

better channel may transmit more bits than a transmitter with worse channel. However,

it is possible that some transmitter may have good channel but not enough pending data

to make complete use of the channel access time. This may lead to wastage of the chan-

nel. To minimize the channel wastage, such a transmitter in Symphony will reduce its data

rate such that its transmission still fits in the slot size. This reduced data rate sometimes

allows the receiver to simultaneously decode two transmissions using Successive Interfer-

ence Cancellation (SIC) [70]. When using SIC, APs in Symphony decode two packets in

the same slot and can suppress up to two transmissions in a single slot.

To implement SIC, the receivers in Symphony need to estimate the RSS of each of

the colliding transmitters. For this, we borrow the idea proposed in Mozart whereby PN

sequences are used to estimate the RSS. Using SIC in Symphony requires making some

changes to the way we construct the dependence graph:
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• In the dependence graph, instead of a vertex being a duplet, it can now be a triplet

such that vertex vijk = {Pi, Pj, APk} implies thatAPk can decode packets from both

Pi and Pj in a single slot using SIC where Pi is the packet with higher RSS at APk.

Such a vertex is added only if on the basis of estimated RSS and the physical layer

data rates used, APk determines that it can decode Pi and Pj simultaneously using

SIC.

• A directed edge is drawn from vertex vijk to another vertex vlmn = {Pl, Pm, APn}

iff either Pi interferes at APn or Pj interferes at APn. Similarly, a directed edge

is drawn from vijk to vertex vln = {Pl, APn} iff either Pi interferes at APn or Pj

interferes at APn. Finally, a directed edge is drawn from vln to vijk iff Pl interferes

at APk.

Figure 2.4 shows the dependence graph for the network topology shown in Figure 2.1a

when using SIC. As before, to compute the set of suppressed transmissions, the GH picks

an Induced Directed Acyclic Subgraph (IDAS) of the dependence graph. If the subgraph

has vertices with three tuples, then the corresponding AP needs to suppress two transmit-

ters. To maximize the probability of invoking SIC, Algorithm 1 is modified such that when

greedily adding a vertex (Lines 8-15 of Algorithm 1), the GH first only considers the ver-

tices with three tuples. If no such vertex is found, only then the GH adds the vertices with

only two tuples.

2.5 Discussion

In this section, we discuss some issues that need deeper investigation to make our solution

more practical.

• Achieving gains on downstream traffic: In EWLANs, it is generally easier to

avoid collisions in downstream data as the APs are aware of which AP has data to
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A→AP1

A→AP2

D→AP1

D→AP2

B→AP2

C→AP2

A,D→AP1

A,D→AP2

B,C→AP2

Figure 2.4: Dependence graph for network topology shown in Figure 2.1a when using

SIC. The chosen acyclic subgraph is also shown in bold.

send to which client. Multiple algorithms have been proposed in the literature that

use this information to schedule downlink transmissions [49, 65, 72]. Symphony, on

the other hand, improves performance for upstream data while allowing coexistence

of downstream traffic.

In Symphony, due to differences in the distribution of clients, it is possible that for

some AP, all its clients are suppressed sooner compared to clients of other APs. Sym-

phony allows these free APs to transmit downlink traffic to their clients while other

APs keep receiving uplink traffic. For the example network shown in Figure 2.5, once

AP2, AP3 and AP4 become free, they can start transmitting downlink traffic to their

neighboring clients. The downlink transmission from AP2 to P2 will be successful

while the transmission from AP3 to P3 will not be successful since it is interfered

by P1’s uplink traffic. The transmission from AP4 to P4 will also be successful. Al-

though, this downlink transmission interferes with the uplink transmission at AP1, it

is still possible for AP1 to decode P1. For this, Symphony requires AP4 to send its
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Figure 2.5: Downlink-uplink coexistence.

downlink packet to AP1 on wired backbone. Using that, AP1 recreates the samples

of AP4’s downlink packet and subtracts them from the received samples. Thus, in

Symphony, the downlink traffic can coexist with the uplink traffic without causing

interference to it.

Once all the APs in a group become free (i.e., they have transmitted finish), then the

GH schedules interference-free downlink transmissions as discussed before in [49].

Apart from [49], it is also possible to use other techniques proposed in the literature

[65, 72] for achieving throughput gains on downlink traffic. Observe that, unlike

other algorithms [49,72], Symphony does not require any knowledge of the network

topology. This reduces the overheads in Symphony compared to other algorithms.

• Packet subtraction: In order to decode collided packets, APs in Symphony perform

packet subtraction by re-creating the samples. To increase the accuracy of subtrac-

tion, the APs need to correct for the phase, frequency and sampling offsets [29]. This

problem of packet subtraction in presence of interference has been well studied [29].

In our implementation, we use the scheme proposed in ZigZag [29] as it gave the

best results.

• Sending ACK: In Symphony, APs exchange the data packets among themselves

on the backbone. However, this exchange may take some time due to the wired
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latency. In order to avoid wasting the channel during the decoding process, the APs

immediately send finish to the clients without actually decoding the data packets.

This allows clients to transmit new data packets when they receive a poll. While the

next recovery is going on, the APs exchange the data packets on the wired backbone.

Upon successful decoding, the APs send the acks to the different transmitters at the

end of the next recovery period (during the wait period).

• Handling decoding errors: After subtracting a packet, a small amount of residual

noise (See Chapter 4) is left due to inaccuracies in correcting for the different offsets.

If too many packets collide at the same AP, then as the AP cancels packets one-by-

one, the residual noise builds up. This may result in an AP being unable to decode the

packet of interest due to failed checksum. Further, this may also cause decoding error

for the transmissions that are dependent on this transmission. In that case, the AP has

two options: (i) Different APs may combine frames to correctly decode the received

packet [56]. This is particularly useful in dense AP networks where multiple APs

(including those who did not suppress any transmitter) may hear the transmission

from the same client. (ii) If the previous option is not successful, then the APs send

ack to only the transmitters that were decoded successfully.

• Mobility and fading: It is possible that during recovery, a client may move and its

set of neighboring APs may change. Symphony can handle such scenarios as clients

in Symphony do not associate with any specific AP. However, if during the recovery,

the client moves out of the range of all the APs in the group, then this may cause

decoding error. In that case, the APs will use the mechanisms discussed above to

handle the decoding error. It is also possible that during the recovery, due to fast-

fading, some packet (say Pi) is temporarily not received by some of its neighboring
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APs. This does not cause any decoding error since in Symphony, the set of sup-

pressed transmissions is computed only on the basis of transmissions received in that

slot. So, in future when the APs receive the packet again, then it will be suppressed.

2.6 Experiments

In this section, we describe the results from our experiments performed on the GNU radio

platform and Universal Software Radio Peripheral (USRP) N210 version 4 radios with

WBX daughterboards. In our experiments, we used BPSK with 1/2 convolutional code

and the channel frequency was set to 1078 MHz. The phase offset, frequency offset and

the sampling offset were canceled as described in Section 2.5 while RSS estimation and

transmitter identification were done as described in Section 4.3.1 and Section 2.4.

Besides Symphony, we also implemented a version of the IEEE 802.11 protocol. One

of the challenges in implementing 802.11 was that USRP has different hardware parameters

compared to the commercial 802.11 cards. So, similar to Mozart, we re-measured the

optimum values of all 802.11 parameters (SIFS, DIFS, slot size, ACK timeout) for the

N210 hardware. The transmission data rate was kept low (62.5 Kbps) to ensure that the

delay between the host computer and the radio was small compared to the packet length

so that the relative delay values would approximately match the values from off-the-shelf

wireless cards.

Apart from implementing our algorithm and IEEE 802.11, we also implemented two

other algorithms: (i) Mozart (See Chapter 4); and, (ii) Flex Omniscient TDMA: Here, the

clients do not associate with any particular AP but transmit data to and receive data from

any of the neighboring APs. The schedule is greedily computed by a central omniscient

scheduler. Two links are scheduled at different times iff transmitter of one of the link

interferes at the receiver of the other link. The knowledge of which nodes have data to send
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Figure 2.6: Experiment testbed and results

to which other nodes, as well as the complete network topology is provided out-of-band

(i.e., without any overhead) to the Flex-TDMA central scheduler and is 100% accurate.

2.6.1 Results

In our experiments, we placed two USRP APs in two different rooms (as shown in Figure

2.6a). Four USRP clients were placed at different locations in the three regions so as to cre-

ate ten different topologies (hidden, non-hidden, mix etc.). In all the topologies, for 802.11

and Mozart, the clients associated to the AP with the strongest signal. Figure 2.6b shows

the CDF of the throughput of clients for the four algorithms. Averaging over all topologies,

Symphony (no SIC), Omniscient TDMA, Mozart (no SIC) and IEEE 802.11 provide a per

node throughput (in Kbps) of 20.7, 14.4, 11.9 and 7.2, respectively. Thus, Symphony (no

SIC) has an average throughput of 43%, 74% and 187% higher than Omniscient TDMA,

Mozart (no SIC) and IEEE 802.11, respectively.
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2.6.2 Measurements

Apart from implementing Symphony on the USRP testbed, we also made extensive mea-

surements on the Ohio State University EWLAN. These measurements help us in better

designing the algorithm and are also fed to the simulator (See Section 2.7). The measure-

ments were conducted on a weekday between 10am-4pm (worst case analysis) with the

routers and switches also serving the traffic from other desktops and APs on the EWLAN.

All the switches and routers on the EWLAN had 1 Gbps interface speed. We measured

the round trip time (RTT) between pairs of APs by transmitting and echoing back packets

between multiple pairs of APs. The size of the packets was varied from 4-100 bytes to

approximate the size of the control packets that would be transmitted from APs to the GH.

Table 2.1 shows the result of the measurements. Using the three-sigma rule, we conclude

that even with 5 hops of distance between a pair of APs, with 99.7% confidence, the RTT

between the two APs will be less than 2914.93 µs (Mean + 3 times standard deviation).

So, the number of slots for which the GH proactively computes the set of suppressed

transmissions (k as discussed in Section 2.3.2) can be set such that k × T ≥ 2914.93µs

where T is the channel access time (maximum duration of a data packet as discussed in

Section 2.5). In our experiments and simulations, we computed T as 1500 bytes
6 Mbps

+ δ where δ

is fixed time required for sending the data packet’s header. Value of k was set to 3.

2.7 Simulations and Evaluations

In this section, we explain the results from our ns-3 based trace driven simulations.

2.7.1 Setup

In our ns-3 based simulations, we randomly placed varying number of APs in a 750m ×

750m field. The number of clients in the network were 5 times the number of APs. Each
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client associated with the AP from which it received the strongest signal. To generate

traffic in the simulator, TCP connections were established between each client and its AP.

For this, from the previously collected traffic traces during SIGCOMM [67], we computed

the pdf distribution of packet sizes and also the pdf distribution of packet inter-arrival time

over all connections. These two pdf distributions were then used to generate both uplink

and downlink traffic in the simulation. To create network saturation condition, the number

of connections between each client and its associated AP was set to 20.

Further, the results from the experiments were fed into the simulator as follows: (i)

PN-Sequence detection and RSS estimation accuracy: The accuracy of correlating a PN

sequence and estimating the transmitter’s RSS depends on its SINR (See Chapter 4). In the

simulations, we used the values from Mozart to model the PN sequence detection accuracy

and the error in RSS estimation; (ii) Residual noise level: The level of the noise left after

packet subtraction depends on the SINR of the canceled packet. In simulations, we fed

the power of the residual noise using the data shown in Chapter 4; and, (iii) Delays on

backbone: In our simulation, the APs were connected with each other through switched

wired Ethernet. To every switch, we connected three APs that were geographically close

to each other. These switches were then connected to a router. The delay between two

APs separated by k hops, was randomly generated using the collected data as discussed in

Section 2.6.2.

To compare the performance of Symphony with state of the art, we implemented var-

ious other algorithms: (i) Mozart; (ii) IEEE 802.11 without RTS-CTS; and, (iii) Flex

Omniscient TDMA as discussed in Section 2.6. The channel access time in both Mozart

and Symphony was fixed to 1500 bytes
6 Mbps

+ δ where δ is fixed time required for sending the

data packet’s header. In 802.11, the transmitters follow the data rate adaptation algorithm

proposed in [48], while in Mozart and Symphony, the transmitters estimated the channel

using the poll packet as described in Section 2.4.
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Figure 2.7: Simulation results.

2.7.2 Results

Throughput: Figure 2.7a compares the throughput of different algorithms. On an aver-

age, throughput of Symphony was observed to be 63% and 58% higher than TDMA and

Mozart, respectively. Further, average throughput of Symphony was 5.6x compared to

802.11. Higher throughput of Symphony can be attributed to two factors: First, coopera-

tive decoding as shown in Figure 2.1c allows APs in Symphony to simultaneously receive

multiple packets. Secondly, when the transmitters have fewer data to send, then it results in

throughput loss for TDMA that uses fixed slot length. Although, Symphony also uses fixed
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slot length, however, by using SIC to decode multiple packets, a single AP in Symphony is

able to decode multiple packets simultaneously.

To further explore the throughput increase, we also plotted the percentage of data trans-

missions that were acknowledged by the receiver (See Figure 2.7b). This number is high

for Symphony while for IEEE 802.11, the percentage of packets acknowledged is very low

due to hidden terminal problem. Similar to Symphony, the percentage packets acknowl-

edged for TDMA and Mozart were also close to 100%. Symphony had a slightly higher

packet acknowledgment rate compared to Mozart since in the case of decoding failure in

Symphony, multiple APs exchange frames to cooperatively decode a packet (See Section

2.5). In 802.11, the packet acknowledgment rate peaks as the number of APs and clients

increase and then gradually decreases. This is because with increasing density of APs, it

becomes possible for the clients to have stronger channel with the APs, thereby mitigating

the effect of hidden terminal (due to data rate adaption and closeness to the AP). However,

with increasing density, the probability of two clients picking the same backoff value and

the probability of a hidden terminal also increases which decrease the packet acknowledg-

ment rate. Due to these contradicting factors, the packet acknowledgment rate peaks when

number of APs is 7.

Figure 2.7c shows the Jain’s fairness index for different algorithms. Symphony has

higher fairness since it allows all clients to participate. In other algorithms (including Flex

Omniscient TDMA), if a client is in the range of multiple APs, then it may not get a chance

to transmit to its AP since the channel in its neighborhood is very likely to be busy.

Figure 2.7d compares the percentage slots where SIC was used. Symphony uses SIC

in more slots than Mozart since in Symphony, the AP can use SIC to suppress any pair

of transmitters in its neighborhood. This increases the probability of finding a pair of

transmitters that are eligible to be decoded simultaneously. Further, APs in Symphony also
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Figure 2.8: Simulation results: Overheads.

cooperate to use SIC to simultaneously transmit two packets to a single client resulting in

higher applicability of SIC [70].

Wired overhead: In Symphony, APs exchange packets over the wired backbone. The-

oretically, the number of unicast packets exchanged on wired backbone can be as many as

N×(N−1)
2

-times the number of packets decoded on wireless (where N is the number of APs

in the network). However, Algorithm 1 minimizes this overhead by reducing the number

of edges in the subgraph. Figure 2.8a shows the overhead as ratio of unicast data sent over

wired over the wireless goodput. This ratio increases with increase in number of APs as

expected but it plateaus as the number of APs go beyond a certain limit. This is because the

broadcast nature of the wireless does not allow every AP in Symphony to suppress a packet.

Thus, even with increase in APs, the number of APs that suppress at least one client do not

increase, thereby also limiting the number of packets exchanged on the backbone. Further,

at any time the ratio is less than 1 implying that for every packet decoded on wireless, at

most 1 unicast transmission occurs on the wired backbone.

Backoff Overhead: APs in Symphony spend some time in backoff (or timeout) be-

tween every recovery. The amount of time spent is given by 100
n

where n is the number of

APs in the group (See Section 2.3). Figure 2.8b shows the percent time spend by APs in
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backoff. APs in Symphony spend less than 1% time in backoff. In Symphony, the backoff

overhead is amortized over the length of the recovery period. Further, unlike 802.11, the

backoff in Symphony stays constant irrespective of the collision rate.

Effect of wired Ethernet latency: Due to the unpredictable latency on the wired Eth-

ernet, the APs in Symphony proactively compute the schedule for the next 3 slots. To

compute the effect of this latency on the optimality of the suppress schedule, we imple-

mented a version of Symphony (called Symphony+) with latency on backbone set to zero.

Figure 2.8c shows that throughput of Symphony+ is within 5% of Symphony indicating

that the advance schedule computed by Symphony is close to optimal.

2.8 Related Work

Backbone usage: The idea of using the wired backbone to increase wireless throughput is

not new. In IAC [30], every node is assumed to have at least two antennas. The APs direct

the transmitters in the network to align their transmissions such that the APs can coop-

eratively decode multiple packets. However, unlike [30], Symphony does not assume the

presence of multiple antennas. In MegaMIMO [65], multiple APs cooperatively precode

the transmissions such that each client receives only the packets intended for it while the

other transmissions cancel-out. However, MegaMIMO requires that transmitters exchange

decoded packets among themselves and thus, it works only for the downlink transmissions.

On the other hand, Symphony improves the throughput for the uplink traffic.

In Epicenter [32], authors propose that APs should exchange coarse representation of

symbols to decode corrupted bits. Similarly, authors in [56] also propose that APs exchange

bits for decoding corrupted packets while Woo et al. [79] propose that APs should exchange

raw samples. In all these algorithms, the APs cooperate to decode the same packet whereas

in Symphony, APs encourage transmitters to collide and then cooperate to decode multiple

packets simultaneously without exchanging the raw samples.
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Other MAC algorithms: Algorithms proposed in [15, 57] focus mainly on client-AP

association, channel assignment and power control. Authors in [49] propose implementing

a backpressure based algorithm for downlink traffic. Similarly, CENTAUR [72] uses a

central controller to reduce throughput loss due to hidden terminal and exposed terminal

problems. However, their solution is also applicable only to downlink traffic. MiFi [14]

also uses centralized coordination of APs and focuses on ensuring fairness. Contrary to the

algorithms in [14, 19, 49, 72] that aim to decrease packet collisions, Symphony encourages

transmitters to collide and then suppresses the packets so that all the colliding packets can

be cooperatively decoded in minimum slots.

In contrast to Mozart proposed in Chapter 4, Symphony focuses on leveraging commu-

nication in the wired backbone for cooperative decoding of collided packets. This leads to

a different set of challenges as discussed in Section 2.1.

2.9 Conclusions

In this chapter, we proposed Symphony, a novel backbone-based approach for coopera-

tive packet decoding in Enterprise WLANs. We also designed an algorithm that com-

putes the set of suppressed transmissions. To take into account the practical challenges

of high latency, absence of synchronization and a central controller, we proposed a dy-

namic group based distributed algorithm. To reduce the throughput loss due to variations

in packet lengths, we proposed that transmitters reduce their physical layer data rate while

receivers use SIC to decode multiple packets simultaneously. Experiments conducted on

the USRP testbed show that Symphony provides a throughput of 43% and 187% higher

than Omniscient TDMA and IEEE 802.11, respectively. Trace-driven simulations show

that, throughput of Symphony is up to 1.63x compared to omniscient TDMA and 5.6x

compared to IEEE 802.11.
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Algorithm 1: Computes the set of nodes to be suppressed in a given slot

1 Input: For every packet Pi received in this slot by each AP APj , the transmitter of

Pi (identified using PN sequence).

2 Output: The acyclic subgraph showing: Set of packets (or corresponding

transmitters) that should be sent suppress in this slot, which AP decodes which

packet and how APs share decoded packets among themselves.

// Phase 1: Computing dependence graph Gd = (Vd, Ed)

3 Vd ← {vij : Pi received in this slot and

APj can decode Pi in absence of external interference}

4 Ed ← {(vij, vkl) : vij ∈ Vd and vkl ∈ Vd and Pi interferes at APl and vij 6= vkl}

// Phase 2: Computing largest IDAS

5 Vs ← φ,Es ← φ, Gs ← (Vs, Es)

6 while true do

7 v∗ ← φ,w∗ ←∞, E∗ ← φ

8 for vij ∈ Vd\Vs do

9 Eij ← {(vij, vkl) : (vij, vkl) ∈ Ed ∧ vkl ∈ Vs}

10 Eij ← Eij ∪ {(vkl, vij) : (vkl, vij) ∈ Ed ∧ vkl ∈ Vs}

11 if wij ≤ w∗ and graph with Vs ∪ {vij} and Es ∪ Eij is acyclic then

12 w∗ ← wij , v∗ ← vij, E
∗ ← Eij

13 if v∗ 6= φ then

14 Vs ← Vs ∪ {v∗}// Add v∗ to Gs

15 Es ← Es ∪ E∗

16 else

17 break

18 return Gs
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Table 2.1: Results from RTT measurements

One-way dist- Devices in between Mean σ

ance (in hops) (in µs) (in µs)

2 One switch 117 91.90

4 2 switches + 1 router 829 182.96

5 2 switches + 2 routers 2122 264.31
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CHAPTER 3

ROBINHOOD: THROUGHPUT SCALING IN DENSE

ENTERPRISE WLANS WITH BLIND BEAMFORMING AND

NULLING

3.1 Introduction

The recent explosive growth in the number of mobile devices and the data generated by

these devices has led to a decrease in the channel resources available to each individual

device. Network administrators have tried to tackle this problem by densely deploying

access points so that users can almost always find a close by AP with good signal strength.

However, dense deployment of APs does not scale well with the throughput demands.

In the existing network protocols [57, 71], when one mobile client is transmitting uplink

packets to an access point, the nearby clients have to remain silent to avoid interference to

the ongoing transmission.

Recently, multiple algorithms have been proposed that help in scaling the throughput

with number of wireless devices. Interference Alignment (IA) [16] is one of such tech-

niques that requires clients to participate in a schedule with exponential number of slots.

However, mobile clients are really mobile. They may not stay at the same place for a long

time. Multi-User MIMO (MU-MIMO) [27] enables scaling of throughput with number

of devices, but it requires APs to exchange samples over the backbone. Although, the wired

backbone in Enterprise Wireless LANs (EWLANs) is underutilized [11, 30], exchanging
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samples requires significantly higher bandwidth compared to exchanging packets which

cannot be supported by current wired networks [30, 32]. Joint beamforming based algo-

rithms such as [47, 65] work only for the downlink traffic. To perform joint beamforming,

these algorithms require all transmitters to share the contents of all packets to be transmit-

ted. However, mobile devices are not connected through a wired backbone, and are unable

to share the packets amongst each others.

This chapter proposes RobinHood, the first implementation of Blind Beamforming and

Nulling scheme that enables multiple nearby access points to concurrently receive uplink

packets from multiple mobile clients, all within a single collision domain without over-

whelming the backbone. RobinHood does not increase energy consumption on the clients

and executes exactly over two time slots. RobinHood leverages three properties that are

unique to EWLANS: (i) Dense deployment of APs (See Fig. 3.3 and [57]); (ii) Capability

of these APs to exchange packets with each other over the underutilized wired backbone;

and, (iii) Immobility of APs resulting in relatively stationary channels (See Fig. 3.2). When

one AP is receiving uplink data, existing algorithms [57] including IEEE 802.11 Wi-Fi,

suppress nearby APs to transmit or receive data. In contrast, RobinHood makes use of the

energy-rich access points to assist their clients (mobile devices) in decoding their packets

at their respective access points. In RobinHood, the clients only participate in the first slot

and the access points participate for the clients in the second slot.

Consider the example enterprise WLAN shown in Fig. 3.1a where all the APs and the

three clients are in a single collision domain. Assume that the three users want to upload

one packet each to the backbone. An omniscient TDMA scheduling algorithm with global

knowledge would require three time slots to complete this upload. In RobinHood, in the

first slot as shown in Fig. 3.1a, all users will transmit at the same time. All the 4 APs

will receive a combination of three transmitted packets. In the second slot, AP3 and AP4

will retransmit the received signals by first precoding [37] them such that the following
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Figure 3.1: Illustration of RobinHood over a topology of 3 clients and 4 APs. All devices

belong to the same collision domain and can hear each other.

condition is satisfied as shown in Fig. 3.1b: At AP1, samples corresponding to x2 and x3 in

the second slot align with the samples corresponding to x2 and x3 in the first slot. Decoding

happens in multiple steps as follows:

• At the end of the second slot, AP1 scales the samples received by AP1 in the second

slot and subtracts them from the samples received in the first slot. This scaling is

done such that samples corresponding to x2 and x3 are nulled. Afterwards, it is left

with only the samples corresponding to x1. AP1 decodes the samples to obtain the

packet transmitted by C1. Next, it transmits the decoded packet over the backbone to

AP2.
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• AP2 recreates the samples corresponding to x1 and subtracts them from the samples

received in the first slot and the second slot.

• After subtraction, AP2 is left with two equations (one from each slot), and two vari-

ables (x2 and x3). AP2 solves the two equations to obtain x2 and x3.

• Afterwards, AP1 and AP2 forward x1, x2 and x3 towards their destinations.

RobinHood enables the three transmitters with single antenna to upload three packets

in two slots, improving the throughput by 50% compared to omniscient TDMA. In Sec-

tion 3.2, we show that in networks with high enough density of APs, RobinHood enables

N mobile clients to transmit N uplink packets in exactly two slots resulting in unbounded

throughput. Also, note that RobinHood requires the APs to exchange only the decoded

packets instead of the raw samples.

The focus of RobinHood is to increase throughput of the uplink traffic for clients with

single antenna. This is in contrast with [47, 65] that focus on downlink traffic. Recently,

uplink traffic [11,32] has been growing at a fast rate due to the emergence of wide-range of

applications, such as cloud computing, video conferencing, online gaming, VoIP, and traffic

generated from mobile devices (e.g., location information or sensor readings). RobinHood

makes extensive use of the wired backbone. Besides transmitting the decoded packets,

the channel state information, which are required to do nulling in the second slot, are also

exchanged over the backbone. Since RobinHood migrates most of the complexity from

the mobile devices to the APs, it allows RobinHood to work even when the channel from

clients to APs is rapidly changing due to client mobility. RobinHood works as long as

the APs are time-synchronized with each other and it places very few requirements on the

clients. This chapter makes the following contributions:

• We propose a blind beamforming and nulling scheme, RobinHood, that scales uplink

46



0 5 10 15 20
−80

−70

−60

−50

−40

−30

Time (s)

R
S

S
 (

d
B

)

(a) Channel between a pair of APs

0 5 10 15 20
−80

−70

−60

−50

−40

−30

Time (s)

R
S

S
 (

d
B

)

(b) Channel between a mobile client and
an AP

Figure 3.2: Received Signal Strength (RSS) in an office environment. The channel

between APs is relatively stationary compared to channel between AP and mobile client.

throughput with the number of access points. RobinHood also works over multiple

collision domain.

• This thesis shows the first implementation of blind beamforming and nulling on

USRP radios. Experiments performed on our testbed show that RobinHood achieves

1.48× throughput compared to omniscient TDMA.

• Trace-driven simulation results show that in a large Enterprise WLAN, RobinHood

can leverage the density of the access points. In EWLANs with high density of

APs, RobinHood provides a throughput of 5.2× compared to omniscient TDMA and

52.4× compared to IEEE 802.11.

3.2 Illustration

Before discussing RobinHood in detail, we define a few notations. All of the clients and

APs in RobinHood are assumed to have only one antenna. The network consists of clients
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C1,C2 andC3 and four APs fromAP1 toAP4 that are connected through a wired backbone.

Let h(1)ij be the channel state information between Ci and APj in slot 1. In the second slot,

a subset of APs are selected to transmit. For this example, this set consists of AP3 and

AP4. Let h(2)kj be the channel state information between APk and APj in slot 2. In this

section, we assume that all the wireless devices are in single collision domain (i.e., they

can all hear each other). In Section 3.5, we extend RobinHood to networks with multiple

collision domains. Let xi be the packet sent by Ci in slot 1. In the following discussion,

we ignore the presence of noise since it is not possible to null the noise. However, we do

take noise into account in our analysis (See Section 3.4.4) and then later in our simulations

(Section 3.7). Let y(t)ik be the component of xi received by APk in slot t. We have:

y
(1)
ik = h

(1)
ik xi (3.1)

Let vk be the precoding vector for APk in the second slot and M be the total number of

APs (In this example, we have M = 4). Let y(2)ij be the component of xi received by APj
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in slot 2. We have:

y
(2)
ij =

M∑
k=3

h
(2)
kj vky

(1)
ik =

M∑
k=3

h
(2)
kj vkh

(1)
ik xi (3.2)

We want to ensure that components of x2 and x3 at AP1 are a linear combination of

their components in the first slot. Let si be the scaling coefficient at APi. Thus,

y
(2)
21 =

M∑
k=3

h
(2)
k1 vkh

(1)
2k x2 = s1y

(1)
21 = s1h

(1)
21 x2 (3.3)

y
(2)
31 =

M∑
k=3

h
(2)
k1 vkh

(1)
3k x3 = s1y

(1)
31 = s1h

(1)
31 x3 (3.4)

Simplifying these equations, we get

M∑
k=3

h
(2)
k1 vkh

(1)
2k − s1h

(1)
21 = 0 (3.5)

M∑
k=3

h
(2)
k1 vkh

(1)
3k − s1h

(1)
31 = 0 (3.6)

Since, the right sides of Eqs. 3.5 and 3.6 are all 0, instead of 2, at least 3 variables

are required to obtain non-zero solutions. One of these variables is the scaling coefficient

(s1). Thus, a total of 2 transmitting APs are required to supply these variables. Further,

two receiving APs are also required such that the first AP decodes x1 while the second AP

decodes x2 and x3. Thus, in total M = 2 + 2 = 4 APs are required to support 3 clients as

in Fig. 3.1.

In RobinHood, for the network shown in Fig. 3.1, at the end of slot 1, AP 3 and AP 4

solve Eqs. 3.5 and 3.6 to obtain precoding vectors which are then used during slot 2 (See

Eq. 3.2). This computation may take time (due to communication among APs over the

backbone). In general wireless networks, this creates inaccuracies since the channel be-

tween APs and the mobile clients may change from the time the channel state information

(CSI) was measured to the time when the APs retransmit the data in the second slot. Thus,

the precoding vectors that were computed based on old CSI may not be suitable for the
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channel’s current state. This may lead to inaccurate beamforming and nulling. However, in

RobinHood, the mobile clients do not participate in the second slot. Only the APs transmit

and receive data in the second slot. Due to the immobile nature of the APs, the channel (or

CSI) between APs changes very slowly (See Fig. 3.2a). Thus, the CSI computed among

APs is valid for longer duration compared to CSI between mobile clients and APs. By

requiring only the APs to transmit in the second slot, RobinHood ensures higher accuracy

of joint beamforming and joint nulling.

Number of APs required: In general, if there are N clients in the network, then

RobinHood needs to alignN−1 packets at the first AP,N−2 packets at the second AP and

so on. Thus, a total of at least (N−1)+(N−2)+ · · ·+2 = N2−N−2
2

variables are required

to satisfy all the constraints. However, to obtain a non-zero solution, we need to include

one extra AP, i.e. a total of N2−N
2

APs. However, N − 2 of the variables are supplied by

the scaling coefficients at the receiving APs. Thus, a total of N2−N
2
− (N − 2) = N2−3N+4

2

transmitting APs are required. Finally, N − 1 receiving APs are also required in slot 2,

where the first N − 2 receiving APs decode one unique packet while the last AP decodes 2

packets. Therefore, with N2−3N+4
2

+N − 1 = N2−N+2
2

APs, RobinHood can leverage this

high density of APs to decode N uplink packets in exactly two slots. Further, in contrast

to [13], RobinHood requires N fewer APs.

3.3 Challenges

Note that when the APs (i.e.,AP3 andAP4) in slot 2 transmit, they have to align the samples

of x2 and x3 at AP1. To achieve this, they precode the signals that they received in the first

slot and transmit. However, in contrast to the existing solutions [65], in RobinHood, the

transmitting APs are not aware of what they are transmitting (since they are unable to

decode the samples received in the first slot). We call this Blind Beamforming and Nulling.
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Although the idea behind RobinHood is simple, there are multiple challenges that need to

be handled to make it practical.

• Oblivious to the contents of the transmitted signal: The APs transmitting in slot

2 are not aware of the contents of the signals transmitted in slot 2. Despite this, they

need to cancel out (or align) the different contents of the signal at different receiving

APs.

• Synchronization: In order for the APs transmitting in slot 2 to align their signals

at the receiving APs, these transmitting APs are required to be synchronized at the

sample level. This requirement is similar to the requirements of the other existing

algorithms that focus on downlink traffic [47, 64, 65]. Observe that RobinHood does

not impose synchronization requirement on the mobile clients.

• Multi-collision domain: The previous discussion assumes that all clients and all

APs can hear each other directly. However, this may not be true for large scale

EWLANs. Thus, we need a mechanism to extend RobinHood to such networks.

• Inconsistency in the AP density: To decodeN packets, RobinHood requires N2−N+2
2

access points nearby. However, the actual number of APs present may be higher or

lower than this number. If the number of available APs is higher, then RobinHood

can make use of all of them. On the other hand, if the number of available APs is

smaller, than a mechanism is required to select a subset of the clients.

• Robustness: Unlike downlink [65], where each client individually decodes its own

packet, in RobinHood, decoding happens in a cascading fashion. Decoding of a

packet depends on the successful decoding of the previous packets. Clearly, in such

a design, failure in decoding of one packet, makes all future decodings unsuccessful.

We need a new mechanism to increase the robustness of the decoding.
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The next two sections explain how we handle these challenges.

3.4 Physical Layer Design

In this section, we explain the physical layer working of RobinHood using three different

phases. First, we explain how multiple clients transmit simultaneously to the APs and

how the channel state information between clients and APs is estimated. Then, we show

how the APs conduct blind-beamforming and nulling without knowing the contents of the

transmitted signals. Finally, the decoding process is explained. In RobinHood, the clients

participate in only the first phase while the APs participate in all the three phases.

3.4.1 Phase I: Client transmission

As explained in Section 3.2, the transmissions in RobinHood are divided into two slots. In

the first slot, the clients transmit concurrently to the APs. Besides the received combined

samples from the clients to APs, the channel state information (CSI) between all the clients

and APs is also computed in this phase. To obtain the CSIs, each client sends an access

code (or unique PN sequences [55] assigned to each client) that is free of interference.

The transmission timeline of Phase I is shown in Fig. 3.4. First, the APs broadcast an

approve message. This message contains the IDs of the clients that are allowed to transmit

in this slot (For more details on how the APs select the subset of clients, refer to Section

3.5 that describes the MAC design of RobinHood). The relative order of the IDs deter-

mines the time when a client should transmit its access code. Since the clients are not

synchronized, the transmission of access codes may partially overlap with each other. To

avoid this overlap, a small time gap, called inter-access-code-space (IACS), is inserted be-

tween the transmissions. Finally, after the transmission of access codes, the clients transmit

their packets simultaneously. All the APs compute the CSI from different clients using the
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Figure 3.4: Phase I time-line: ACi and AAj represent the access codes for Ci and APj ,

respectively.

interference-free access codes and also store the received samples corresponding to the

data packets. In our experiments and simulations, we set the duration of IACS to 2µs.

To conduct blind-beamforming, besides the CSIs between the clients and APs, the CSIs

between the transmitting APs and receiving APs are also required. As shown in Fig. 3.4,

all of the APs broadcast their access codes one after the other. When one AP broadcasts,

all other APs can estimate the CSI from that AP. The estimated CSIs along with the CSIs

between clients and APs are forwarded to a group-head AP through the wired backbone

network. The head AP, uses these CSIs to compute the best sets of transmitting APs, the

set of receiving APs, the decoding order, and the precoding vector to be used by each of

the transmitting AP. This information is then sent back by the group-head AP to every AP

in the group. In Fig. 3.5, AP3 and AP4 are selected as the transmitting APs.

This computation at the group-head AP and the distribution of result back to APs may

take some time due to delays on the wired backbone. To ensure that all APs have received

the computed results back from the group-head AP, RobinHood requires all APs to wait for

Backbone-Inter-Frame-Space (BIFS) duration.
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Figure 3.5: Phase II time-line: vi denotes the precoding vector of APi.

3.4.2 Phase II: Blind-beamforming

After waiting for BIFS time, all APs multiply the samples received in the first slot with

their precoding vector and retransmit them (See Fig. 3.5). The value of BIFS can be se-

lected on the basis of the speed of the Ethernet and the expected delays involved. To avoid

wastage of wireless channel during BIFS, APs in RobinHood participate in another set of

communication (e.g., downlink traffic) while waiting to hear back from the group head

AP. Observe that since the APs are relatively stationary, the precoding vectors computed

by group-head AP are valid for a long duration as described in Section 3.2. Further, due

to the relatively stationary channel among APs, we do not need to frequently measure the

channel among APs which further reduces the overhead incurred during Phase I. The short

packet Pre sent by AP3 is a sequence known to all of the APs. The purpose of sending this

sequence is two fold: 1.) it can be viewed as a preamble for the receiving APs to detect the

correct start point of the retransmission; 2.) it can be used to estimate the sampling offset

between the transmitting APs and receiving APs.

3.4.3 Phase III: Decoding Packets

In RobinHood, the packets are decoded in a sequential order. The first AP decodes one

packet and sends it to the next AP which, upon receiving the packet, recreates the received
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samples, and then subtracts those samples from the received samples. The remaining sam-

ples are decoded to obtain the second packet. This process is continued until all packets

have been decoded. Performing a successful subtraction requires estimating various off-

sets such as frequency offset, sampling offset, and phase offset. Once the offsets have been

estimated, the AP needs to recreate the received samples. This sequential decoding and

packet subtraction have been well-studied in the literature [11, 29]. We refer the reader to

the existing literature.

Another practical issue to note is that there is sampling offset between the transmitting

APs and the receiving APs in the second slot. This offset makes it difficult to align the

components of x2 and x3 received by AP1 in the second slot with the corresponding com-

ponents received in the first slot. To that end, a packet Pre that is known to every receiving

AP is transmitted by AP3 in Phase II. This packet is used to estimate the sampling offset

between the transmitting and the receiving APs using the same techniques as in packet

subtraction [11, 29].

3.4.4 Computing the Packet Decoding Order

In the previous discussion (Sec. 3.2), we assumed that x1 is decoded first, followed by

x2 and x3. We also assumed that joint precoding leaves no residual noise. However, in

practice, joint precoding and packet subtraction are not perfect and leave some residual

noise. Thus, in this section, we compute the optimal order in which packets should be

decoded such that the decoding accuracy is maximized in the presence of the residual

noise. To determine the optimal decoding order, we need to compute the expected received

signal strength (RSS) of each packet (say xi) at each AP (say APj). The exact value of

RSS depends on the precoding vectors which in turn depend on the rest of the matching.

This makes the problem combinatorial in nature.

We compute the expected RSS of client i at APj using a heuristic. In the second
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slot, let APN to APM be the set of transmitting APs and AP1 to APN−1 be the set of

receiving APs. Observe that in the second slot, APj receives components of xi that have

been retransmitted by all APs in the range APN to APM . Thus, components of xi arrive at

APj through M − N + 1 different paths. Each of these M − N + 1 paths start at client

i, pass through some transmitting AP (say APk) and end at APj . Further, each of these

paths consist of two links: First from Ci to APk and, second from APk to APj . We say that

RSSij is expected to be high only if there is at least one path on which xi has high signal

strength on both the links. If P0 is the transmission power level, then, we can estimate the

RSS of xi at APj as follows:

RSSij ≈ P0 × max
k=N...M

(
min

(
||h(1)ik ||

2, ||h(2)kj ||
2
))

(3.7)

Consider client Ci that transmits packet xi at data-rate Ri. Let APj be the receiving

AP that decodes xi. If τi is the minimum SNR required to decode xi where τi depends on

the physical layer data rate, then the residual noise that can be tolerated at APj during the

decoding is given by [11]: RSSij

τi
. Using this, RobinHood computes the maximum residual

noise that each packet can tolerate. Let us say APj decodes the ith packet in the decoding

sequence.

Observe that in RobinHood the packets are decoded sequentially. So, if a packet is not

decoded correctly, then all other packets that depend on it can’t be decoded either. So, in

order to improve the decoding probability of all the packets, the decoding order is chosen

by arranging the packets in non-increasing order of the maximum residual noise that they

can tolerate.

3.5 MAC Design

In this section, we first explain how RobinHood works in large scale networks. Next, we

explain how RobinHood leverages the variation in the density of access points to improve
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the throughput of the uplink traffic. Finally, we explain how RobinHood coexists with

ongoing downlink traffic in the network.

3.5.1 Multi-Collision Domain

The previous sections describe how RobinHood works in a single collision domain. To

work in a practical multi-collision domain, RobinHood needs to solve multiple challenges:

• In a multi-collision domain network, an AP may not be able to hear all other APs.

This makes it difficult to synchronize them since existing algorithm with high syn-

chronization accuracy [64] works only within a single collision domain.

• The traffic distribution may be different across different parts of the network. For

example, some parts of network may experience higher downlink traffic compared

to others.

• The MAC algorithm should ensure fairness across different clients.

• Previous discussion of RobinHood requires that all cooperating APs and all clients

are able to hear each other. Satisfying this requirement is challenging since frequent

mobility of clients requires frequent re-computations.

RobinHood as described in Section 3.2 requires that: (i) All cooperating APs should

be able to hear each other; and, (ii) All APs should be able to hear all clients. So, one

naive way of extending RobinHood to multi-collision networks would be to arrange both

the APs and clients in groups such that within each group all APs and all clients can hear

each other. However, this naive approach would require frequent re-computation of groups

due to client mobility.

To ensure that RobinHood works with mobile networks without requiring frequent re-

computations, we divide the EWLAN into cliques of APs while only satisfying the first re-

quirement. Satisfying that requirement implies decomposing the graph into as few cliques
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of APs as possible. Since, decomposing graphs into fewest cliques is an NP-Hard prob-

lem, RobinHood uses a greedy polynomial-time algorithm to compute such cliques. Our

polynomial-time algorithm repeatedly finds a maximal clique among all APs. Then, it re-

moves the vertices (and the edges incident on them) that are part of the maximal clique.

The algorithm then runs on the remaining graph to find the maximal clique. This process is

repeated until every AP is a part of some clique. All the APs that are in the same maximal

clique, form a single group. This decomposition algorithm can be run by a central server

similar to [47, 71]. Ensuring that all APs in the same group can hear each other allows

RobinHood to leverage the existing synchronization algorithms (such as SourceSync [64])

to synchronize all the APs that are part of the same group.

Observe that since the APs are immobile, once the membership of different groups has

been computed, it can be used for long periods of time. It is possible that an AP may

not be able to hear a client that belongs to the same group. Thus, grouping based on APs

only satisfies the first requirement specified above while the second requirement may be

violated. We handle this in Section 3.5.2.

Computing neighbor relationship among groups: To prevent interference from neigh-

boring groups and to keep groups independent, RobinHood ensures that at any time if the

APs belonging to group G are communicating, then the APs belonging to neighboring

groups should not communicate. Two groups (say Gi and Gj) are said to be neighbors

of each other if (i) There exists a wireless device (an AP or a client) in Gi that is in the

interference range of a wireless device in Gj; or, (ii) There exists a wireless device (an AP

or a client) in Gj that is in the interference range of a wireless device in Gi. To decou-

ple the dependence of neighbor-relation from the location of mobile clients, RobinHood

takes a conservative approach such that Gi and Gj are called neighbors even if there could

potentially exist a client that can be in the transmission range of some AP in Gi while be-

ing in the interference range of some AP in Gj . By decoupling the neighbor relationship
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from the location of mobile clients, RobinHood significantly reduces the overhead that may

otherwise arise due to frequent re-computations.

Scheduling different groups: To ensure that two neighboring groups are not trans-

mitting simultaneously, RobinHood uses a central server [47, 65, 71] that manages the

interference among neighboring groups. Since the schedule length in RobinHood is al-

ways two slots across all the groups, it makes it convenient for the server to schedule the

active groups. In RobinHood, at any time t, the server computes the set of groups that will

communicate for the next two slots (t and t+ 1). This set is computed using maximum in-

dependent set techniques such that there is no interference among the neighboring groups.

However, due to unexpected delays on the wired backbone, the latency from the central

server to the APs may result in APs unnecessarily waiting for the control messages from

the server while the wireless channel is idle. To avoid this waiting, the server in RobinHood

proactively computes the schedule and transmits it to the APs over the backbone.

Client-AP association: In RobinHood, clients do not permanently associate with any

specific AP or a group. The clients simply wait for the poll packet from any neighboring

AP and transmit uplink data as soon as they receive the corresponding approve packet

as shown in Fig. 3.6. By keeping the clients stateless, RobinHood reduces the control

messages exchanged between APs and clients.

ACK transmission: In RobinHood, the APs decode the packets during Phase 3. After

decoding, the APs send ACK over the wireless to the clients as shown in Fig. 3.6.

Downlink traffic: Uplink transmissions in RobinHood can coexist with downlink traf-

fic. Each group in RobinHood can either do downlink transmissions or uplink transmis-

sions, independently of the other groups. For downlink communication, existing algo-

rithms [47,47,65,71] can be used. The central server used in RobinHood can also be used

for managing downlink interference as in the existing algorithms [47, 71].
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3.5.2 Computing the set of transmitting clients

In general, in a system with N clients and N2−N+2
2

APs, RobinHood guarantees that each

client can transmit 1 packet every two slots. Within a single group, it is possible that the

number of APs may not be high enough to support all the clients. In that case, the group-

head AP selects a subset of clients that would transmit in the first time slot. To ensure

fairness among clients, RobinHood uses a weighted credit based system [47] such that the

credit of a client is high if it has not been scheduled for a long period of time. Thus, the

clients with the highest credit are given priority to transmit. This is further described later

in this subsection.

Fig. 3.6 explains the complete working of RobinHood. Initially, the APs in a group

(if allowed by the central server) poll the network for uplink traffic. This is followed by

a contention period in which different clients transmit short packets conveying their credit

balance to contend for the uplink transmission. Next, the “group-head AP” computed the

set of clients that are allowed to transmit their data packets. This information is conveyed

in the Approve message. Finally, the approved clients transmit their data packets which are

decoded by the APs in three phases as described in Section 3.4.

On the other hand, it is also possible that the number of clients are low while there

are more APs available (e.g., in highly dense networks such as in Fig. 3.3). In that case,

RobinHood can leverage the extra APs to further improve the robustness of decoding as

discussed in Section 3.5.3.

Approve algorithm In each group, a single AP is elected as the group-head AP that

executes the Approve algorithm to compute the set of clients that are allowed to transmit.

Approve (Algorithm 2) greedily computes the schedule. In each iteration, it adds the client

with the highest credit value to the schedule (Line 8), thereby improving fairness. For such

a client, it picks the best AP (say APj) that has not yet been paired with some other client

(Lines 11-15). Next, Approve tries to add this client-AP pair to the schedule S and checks
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if S is still satisfiable (Lines 16-18). This check is done by Algorithm Satisfiable. If this

pair makes S unsatisfiable (Lines 19-21), then the pair is removed from S. Also, Ci is

marked as ineligible since it cannot be paired with any AP. This process is repeated until

no more client-AP pairs can be added to S (Lines 9-10).

Algorithm Satisfiable determines if a given schedule is satisfiable or not. When doing

this computation, Satisfiable takes into account the set of clients that each AP can hear.

Without loss of generality, let S be the schedule such that S = {(Ci, APi) : APi is the

receiving AP for packet xi and xi is the ith packet to be decoded}. Satisfiable should

return true if for every client-AP pair, say (Ci, APi), it can find a subset of i − 1 unique

APs in the same group that can align xi at the receiving APs (AP1 to APi−1). In other

words, for every client-AP pair, say (Ci, APi), Satisfiable needs to find i − 1 other APs

that are in the transmission range of Ci. This computation can be done by reducing this

problem to a Max Flow problem as shown in A.3.

3.5.3 Robustness

In RobinHood, the first AP decodes one packet while N − 1 packets are nulled using blind

beamforming. The second AP decodes the second packet (while the other N − 2 packets

are nulled using blind beamforming) and so on. Thus, if an AP cannot decode a packet

due to inaccuracies in blind beamforming or packet subtraction, then all the following

packets that depend on it can also not be decoded. Therefore, to ensure that the first few

packets in the decoding order can be decoded with high probability, RobinHood leverages

the high density of the APs. Specifically, RobinHood increases the decoding robustness of

the packets if the number of APs present in a group are more than the minimum required

(See Sec. 3.2).

Let C1, C2, Ci, · · · , CN be the order in which the clients are decoded (See Section

3.4.4). Let the number of APs in the group be M and E be the number of extra APs
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Figure 3.6: Timeline of data transmission in a large network. The data sent by clients

during contention phase are transmitted using the Rapid OFDM Polling (ROP) [81]

scheme to decrease overhead. Phase III is executed in the background over the wired

backbone allowing wireless channel to be used for other purposes.

that are present such that E = M − N2−N+1
2

. Recall that exactly N − i packets are nulled

(or aligned) at the AP that decodes the packet from client Ci. If we require one of the extra

APs to independently decode the packet from Ci, then we will need another N − i extra

transmitting APs to ensure that packets from Ci+1, Ci+2, · · · , CN are nulled at this extra

AP. Thus, to decode the packet from Ci at two different APs, we need another N − i + 1

APs (including one extra AP for receiving).

RobinHood increases the decoding robustness as follows: The APs in RobinHood find

the first client Ci in the decoding sequence that satisfies the two requirements: (i) The

packet from Ci is decoded at only one AP; and, (ii) E ≥ N − i + 1. Let Ci be the

first client in the decoding sequence that satisfies the two constraints. Then, RobinHood

ensures that the packet transmitted by Ci can be independently decoded by two different
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APs. RobinHood decreases E by N − i + 1 since this is the number of APs required to

achieve independent decoding of Ci. Finally, this process is repeated as long as possi-

ble to achieve independent decodings of some packets. Thus, in highly dense networks,

RobinHood leverages the extra APs present in the network to further increase the decoding

probability of each packet. Even if extra APs are not available, RobinHood can restrict

the number of clients that transmit simultaneously. This frees up some APs that can be

used for increasing the robustness of decoding. Currently, we leave the problem of proac-

tively reducing the number of transmitters to increase the decoding robustness as our future

work.

3.6 Experiments

3.6.1 Setup

We evaluate RobinHood in a testbed with 7 USRP N210 nodes. The setup is as follows:

• Hardware and software setup: Each USRP is equipped with a WBX daughter-

board and operates in the 400 MHz band. All nodes are within single collision

domain. At the receiver side, we use the GNURadio for signal processing. The

decoding is done offline in Matlab. All of the AP nodes are synchronized with an

external clock source generated by OctoClock-G [2]. In practice, SourceSync [64]

can be used to synchronize the transmitting APs to a nanosecond level accuracy.

• OFDM and modulation setup: We use a 512 FFT system, with 200 subcarriers

used for data transmitting. The cyclic prefix length is set to 128. Unless otherwise

mentioned, Binary Phase Shift Keying (BPSK) is used as the modulation scheme.

Apart from implementing RobinHood, we also implemented Omniscient TDMA that

utilizes a central server. This server is aware of (i) packet queue at different clients; and,
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(ii) the channel between all clients and all APs. Omni-TDMA schedules the three different

clients in a round-robin fashion with each client transmitting to the AP to which it has the

best channel.

3.6.2 Micro-Benchmarks

Many works have shown the effectiveness of beamforming [30, 65]. Since our blind-

beamforming and nulling involves transmitting unknown samples, its effectiveness and

accuracy is unclear. In this section, we evaluate the performance of blind-beamforming

and nulling using the signal to interference and noise ratio (SINR). In the following exper-

iments, 3 clients and 4 APs were deployed in our testbed as shown in Fig. 3.1.

Blind-beamforming and Nulling Effects: First of all, we study the blind-beamforming

and nulling effect as described in Section 3.4. Since there are a total of 12 links between

all APs and clients, it is difficult to control the SNR of every link. Instead, we place the

clients and APs randomly in our testbed and record the actual SNRs. We repeat the exper-

iment 20 times for each of the 50 randomly chosen topologies. Over various topologies,

the SNR between clients and APs varied from 6 dB to 35 dB. We compute the final inter-

ference to noise ratio (INR) of packet x1 when it is decoded by AP1. The INR distribution

is shown in Fig. 3.7a. The median of the INR is 0.7 dB, which is just slightly above the

noise floor, and the 90th percentile INR is 3.7 dB. This indicates that residual interference

from blind-beamforming and nulling is relatively small and demonstrates the practicality

of RobinHood.

The INR distribution in Fig. 3.7a shows that it could be as high as 10 dB, which is

a large value compared with typical SNR values, e.g. 20 dB. We look deeper into the

INR results and present it in an another way in Fig. 3.7b. The y-axis is the final INR of

packet x1 at AP1. The x-axis is the range of signal to interference ratio (SIR) in dB that x1

experiences in the first slot across all of the APs. The smaller the value on the x-axis is, the
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Figure 3.7: Experiment results collected over USRP testbed.

higher is the amount of interference to be canceled in the second slot. This figure shows

that as the SIR increases, the final INR decreases. When the first slot SIR is larger than -12

dB, the median of the that is 0.6 dB and the 90th percentile is 2.7 dB (Fig. 3.7b). Based on

this result, we can enable RobinHood when the SIR value is larger than a threshold and fall

back to the default IEEE 802.11 scheme when the SIR value is small. We leave the study

of computing the exact threshold value as future work.

Sampling Offset: As discussed in Section 3.4.3, there is sampling offset between the

samples received by AP1 from phase I and phase II. To study the effect of the sampling

offset, we turn off the sampling offset correction in RobinHood and compute the residual

interference to noise ratio for x1. The result shown in Fig. 3.7a shows that without sampling

offset correction, the median INR increases by 1.1 dB and the 90th percentile increases by

2.2 dB. This demonstrates that the sampling offset correction done in RobinHood reduces

the residual interference.
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Figure 3.8: Trace-Driven Simulation Results for Multi-Collision Domain

3.6.3 Throughput

In this section, we study the throughput performance of RobinHood. The throughput of

each client in RobinHood is recorded and compared with that of omniscient TDMA. A

total of 20000 packets are transmitted by each client across different topologies. Fig. 3.7c

shows that on an average, RobinHood provides a throughput gain of 1.48× compared with

omniscient TDMA. The figure also shows the throughput of client 1 is higher than that of

clients 2 and 3. This is because x2 and x3 are decoded only if x1 is decoded. Further,

even if x1 is decoded, x2 and x3 may not be decoded due to the residual interference from

subtraction.

3.7 Trace-Driven Simulation

This section explains the setup and the results from the trace-driven simulations.

3.7.1 Simulation Setup

Apart from implementing RobinHood, we also implemented two other algorithms: (i) Om-

niscient TDMA algorithm: Described before in Section 3.6. However, this time similar
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to RobinHood, Omniscient TDMA also uses a credit-based system where a client has high

credit value if it has not transmitted for a long time. In each slot, it schedules an maxi-

mum independent set of “client to AP” links (where weight of link = credit of the client ×

throughput of the client when using that link). The physical layer rate of a link is chosen by

picking the highest data rate that can be decoded by the AP.; and, (ii) IEEE 802.11 (with-

out RTS/CTS). To evaluate the gain provided by RobinHood irrespective of the downlink

algorithm used, only the uplink traffic from clients to APs was generated. Various traces

were incorporated into the simulation: (i) Noise due to Blind Beamforming and Nulling:

The simulator incorporated noise arising due to imperfect nulling. For this, we used the

traces collected from our experiments (See Fig. 3.7a). (ii) Noise due to subtraction: When

an AP subtracts a packet, it has to recreate its samples and correct for various offsets such

as sampling offset and frequency offset. An imperfect correction leads to imperfect sub-

traction resulting in residual noise. The simulator incorporated this residual noise using the

traces collected by us in experiments. (iii) Path Loss between clients and APs: Incorpo-

rated from the traces [74]. (iv) Path Loss between APs: Incorporated from the traces [74].

In this section, we study the behavior of RobinHood in a large EWLAN (Enterprise

Wireless LAN) that spans over multiple collision domains (e.g., the campus of a university).

Our simulator first randomly deploys 500 clients in a field of size 500m × 500m. APs are

also deployed randomly and the count of APs is varied. In this setup, different devices may

belong to different groups as described in Section 3.5. The overhead of different protocols

was taken into account during the simulation. Also, APs in RobinHood used extra APs to

further increase the decoding robustness as described in Section 3.5.3. Finally, clients in

RobinHood and IEEE 802.11 used the Auto Rate Fallback (ARF) algorithm to determine

the physical layer data rate.
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3.7.2 Results

Next, we describe the results from our trace-driven simulations.

• Total Throughput across all clients: Throughput increases for all algorithms as

they leverage the increase in the physical layer data rate (See Fig. 3.8a). For 802.11,

increase is not substantial since high number of collisions (due to hidden terminals)

reduces the number of successful transmissions. With increase in number of APs,

the throughput in RobinHood increases because of two reasons: (i) Higher AP den-

sity implies more APs are present in each group, resulting in higher throughput since

more clients can be supported at the same time; and, (ii) Higher data rate at clients

due to higher AP density. As the density of the APs increase, throughput in Robin-

Hood increases substantially compared to TDMA. When the number of APs is 2000,

each client is in the range of an average of 180 APs. At that density, RobinHood

throughput is 5.2× compared to TDMA, and 52.4× compared to IEEE 802.11. This

is lower than the expected gain since in RobinHood, clients use ARF to adjust their

physical layer data rate while clients in Omniscient TDMA transmit at the best pos-

sible data rate.

Once the number of APs grow beyond 4000, the total throughput of the network does

not increase much. This is because most of the groups already have enough APs to

support all the clients. However, the decoding robustness provided by redundant APs

still helps in slightly increasing the throughput.

• Fairness: Fig. 3.8b shows the variation in Jain’s fairness index with variation in

number of APs. The fairness index of RobinHood is higher than other algorithms

since RobinHood allows all clients to transmit. RobinHood has higher fairness than

TDMA since RobinHood performs precoding over transmissions from all clients.

Thus, even the clients that are far away from all APs may experience high throughput
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due to beamforming from multiple helper APs. With increase in the number of APs,

the fairness for all the algorithms increases since the chances that a client would be

close to some AP increases.

• Decoding probability: As the density of the network becomes higher, the length

of the decoding chain increases. Thus, a decoding failure on one packet implies

a decoding failure on all the other packets that depend on it. Fig. 3.8c shows the

percentage of packets decoded successfully decreases with increase in density. How-

ever, still the throughput in RobinHood increases (See Fig. 3.8a) since higher density

enables multiple clients in APs to transmit successfully. Further, with high density

of APs, RobinHood can use robustness techniques discussed in Section 3.5.3 to in-

crease the decoding probability. Fig. 3.8c also shows the decoding probability when

RobinHood does not use robustness techniques described before. With the increase

in number of APs, there is a higher chance that RobinHood can leverage those APs

to improve robustness. Thus, with increasing density, the improvement provided by

robustness further increase.

When the number of APs increases from 300 to approx. 4000, the decoding prob-

ability keeps decreasing since APs try to simultaneously decode multiple packets

and a decoding failure on one packet results in decoding failure on all the dependent

packets. However, as the number of APs grow beyond 4000, the redundant APs help

in increasing the decoding robustness as shown in Fig. 3.8a.

3.8 Discussion

In this section, we discuss some further modifications that make RobinHood more practical.

Reducing overhead of channel estimation: To compute the precoding vectors, the

APs in RobinHood require the knowledge of channel between all clients and APs as well
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as the channel between all APs. The problem of computing the channel from clients to

APs has been well studied in the context of MIMO networks [30, 80]. To compute the

channel values, we are planning to use PN sequences to estimate the channel from multiple

transmitters simultaneously [52].

Overhead on the backbone: In RobinHood when decoding N uplink packets, the

APs need to exchange (N−1)×(N−2)
2

data packets. This is in contrast with [65] that requires

exchange of (N−1)×(N) data packets when performing joint beamforming for the down-

link traffic. In addition, APs in RobinHood also need to relatively smaller exchange control

packets related to channel state information, scheduling etc. Currently, we are exploring

techniques to adjust the number of participating clients based on how much overhead can

be tolerated on the wired backbone.

APs with multiple antennas: If the APs are equipped with multiple antennas, Robin-

Hood can leverage them to reduce the number of required APs. Specifically, if each AP is

equipped with K antennas, then to receive N uplink packets simultaneously, RobinHood

would require only N ′2−N ′+2
2K

APs where N ′ = N − (K − 1), a reduction by a factor of

more than K.

3.9 Related Work

Although RobinHood builds on several prior work, it differs from them in various ways.

Backbone usage: The idea of using the wired backbone to increase wireless throughput

is not new. In MegaMIMO [65], multiple APs cooperatively precode the transmissions such

that each client receives only the packets intended for it while the other transmissions are

canceled out. However, MegaMIMO requires that transmitters exchange packets among

themselves and thus, it works only for the downlink transmissions. On the other hand,

RobinHood improves the throughput for the uplink traffic. Also, in contrast to MegaMIMO
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and OpenRF [47], transmitters in RobinHood jointly perform nulling without knowing the

actual contents of the packets.

A recently proposed protocol Symphony [11] also focuses on uplink traffic. However,

in contrast to RobinHood, Symphony improves the network throughput only when the APs

are in different collision domains. In Epicenter [32], authors propose that APs should

exchange coarse representations of symbols to decode corrupted bits. Similarly, authors

in [79] also propose that APs exchange bits or raw samples on the backbone to facilitate

packet decoding. In all these algorithms, the APs cooperate to decode the same packet

whereas in RobinHood, APs encourage transmitters to collide and then cooperate to decode

multiple packets simultaneously without exchanging the raw samples.

Finally, [13] also proposed using the backbone to improve the uplink throughput. How-

ever, in contrast to [13], RobinHood provides the first implementation of blind beamform-

ing and nulling. Further, RobinHood works in multi-collision domains, uses robustness

techniques to increase decoding probability, and, requires N fewer APs compared to [13].

Interference Alignment: Previously, researchers (see [37] and references therein)

have used interference alignment to improve the capacity of wireless networks. How-

ever, unlike RobinHood, they either require APs to exchange samples over the back-

bone [8], work only for the downlink traffic [76], assume presence of significant number of

clients [58], require multiple antennas at transmitters or receivers [30], require the anten-

nas to be physically moved [4] to a certain point, require the channel to change from one

slot to another [16], precode over exponential number of time slots [16], or provide limited

throughput gain [4, 30]. These assumptions are not practical in mobile networks since if

the client is stationary, the channel may not change [78] from one packet to another. In

contrast to the previous works, RobinHood works even if the channel stays stationary.

Wireless Relays: Researchers [46,66] have also looked at the problem of using special

relay nodes to assist in high speed communication between specific pairs of source and
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destination nodes. In contrast, the focus of RobinHood is to leverage the high density of

APs and the wired backbone to carefully select the set of destination APs, determine which

AP decodes which packet, and to use the wired backbone to migrate all the complexity

away from the clients. Further, with previous works, it is possible that the destination AP

is unable to decode a packet due to low SNR. However, in RobinHood, APs leverage the

high density of APs to increase robustness (See Sec. 3.5.3).

Information Theory Results: Researchers have studied the capacity of the wireless

networks from information theory perspective. We divide the previous work in this area in

three categories:

• Interference-model based without APs: This category of works treat interference

as a black box. Authors in [34] showed that in a single collision wireless network

with N transmitters and N receivers, the maximum total throughput is O(
√
N). Au-

thors in [26] proposed a percolation-theory approach to construct an algorithm that

indeed achievesO(
√
N) throughput. However, these papers did not assume the pres-

ence of a wired backbone that connects the receivers and thus the results in this thesis

are not in conflict with these previous papers.

• Interference-model based with infrastructure support: Researchers have also

explored the capacity of wireless networks that are supplemented by an infrastruc-

ture of APs that are connected through a wired backbone. Liu et al. [53] showed

that for such networks, only if the number of APs are more that O(
√
N), only then

the infrastructure network is useful in improving the wireless capacity. In [5], au-

thors show that it is possible to achieve O(N) throughput for a hybrid wireless net-

work with N transmitters, N receivers and O(N) APs that are connected by wired

infrastructure. However, like the previous category, their analysis is restricted to in-

terference based wireless networks, i.e., signals received from nodes other than the

particular transmitter are regarded as interference degrading the communication link.
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However, in RobinHood, we explore more sophisticated physical layer processing to

align interference resulting in higher throughput.

• Physical layer processing techniques without infrastructure support: On the

other hand, in [59], authors show that in the absence of APs, by using physical layer

processing techniques such as MU-MIMO, it is possible to achieve O(N) through-

put.

In all these previous works [5,26,53,59], it is assumed that all wireless links in the net-

work follow the same path loss model. In other words, they assume that for any transmitter,

say t1, if receiver r2 is farther away from t1 compared to another receiver r3, then r2 will

have lower RSS from t1 compared to r3. This assumption is used to create clusters of de-

vices where: (i) All nodes in the same cluster have low path loss between each other; and,

(ii) Nodes belonging to different clusters have high path loss between each other. However,

in practical wireless networks (e.g., with mobile devices in indoor environments), it may

not be possible to create such clusters because nodes closer to each other may have high

path loss while nodes far away may actually have lower path loss (resulting from shadow-

ing, multipath etc.). In contrast, our algorithm does not make any such assumptions about

the path loss model.

From the information theory perspective, with a total of O(M) devices, RobinHood

achieves O(
√
M) throughput. This is significantly lower than the currently known [59]

upper bound of O(M logM) in single collision domain wireless networks. For practical

indoor wireless networks, where it is not possible to create such clusters, the currently

known best algorithm is TDMA that provides an uplink throughput of O(1). Thus, Robin-

Hood provides a throughput improvement of O(
√
M) compared to existing algorithms.

RobinHood has taken the first step in the direction of improving throughput for such net-

works where different links follow different path loss models. It remains an open question

if it is possible to further improve throughput for such wireless networks.

73



3.10 Conclusions

In the previous sections, we discussed RobinHood, a blind beamforming and nulling scheme

that leverages the high density of access points to enable multiple mobile devices to trans-

mit simultaneously. Feasibility of RobinHood was verified on a USRP testbed. Measure-

ments show that RobinHood achieves a throughput gain of 1.48× over omniscient TDMA.

Using trace-driven simulations, we showed that in dense wireless LANs, RobinHood pro-

vides a throughput of up to 5.2× compared to omniscient TDMA.
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Algorithm 2: Approve: Computes the set of clients that will be approved in this slot

1 Input: For every eligible packet Pi, its transmitter Ci. Also, information on which

AP can hear which client.

2 Output: (i) Set of clients that will be approved in this slot. (ii) The matching from

the approved clients to the APs indicating which AP decodes which packet. (iii) The

decoding order.

3 Ei ← true ∀i : 1 ≤ i ≤ N

4 A ← All APs in the current group

5 S ← {}

6 while true do

7 CSet← {Cx : Ex = true and Cx /∈ S}

8 Ci ← Ci ∈ CSet and Ci has the highest credit balance

9 if Ci = null then

10 return S

11 Set← {(Ci, APj) : APj /∈ S}

12 (Ci, APj)← (Ci, APj) ∈ Set and RSSij is maximum

13 if APj = null then

14 Ei ← false

15 continue

16 S ← S ∪ {(Ci, APj)}

17 Compute the decoding order in S based on the residual noise tolerance.

18 isSatisfiable ← Satisfiable(S,A)

19 if isSatisfiable = false then

20 Ei ← false

21 S ← S\{(Ci, APj)}

22 return S
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CHAPTER 4

MOZART: ORCHESTRATING COLLISIONS IN WIRELESS

NETWORKS

4.1 Introduction

Previous studies have shown that the throughput achieved in real wireless networks is of-

ten significantly lower than their capacity [72]. This difference is frequently attributed to

discrepancy between the interference at the transmitter and the receiver. In wireless net-

works, it is impossible for transmitters to precisely estimate the interference at receivers

which leads to hidden and exposed terminal scenarios. It has been shown [72] that hid-

den and exposed terminals can cause throughput loss in 30% and 61% links, respectively.

Collisions due to hidden terminals are especially common in indoor wireless networks

with obstacles [10]. Secondly, IEEE 802.11 protocol and its derivatives (e.g., 802.11 with

RTS-CTS, 802.11ec [55], ZigZag [29] etc.) require the channel to remain idle when the

nodes are undergoing backoffs. Such idle listening is necessary in these protocols to avoid

collisions and leads to up to 30% loss of throughput [40].

The above two factors significantly impact the throughput. Most practical distributed

scheduling algorithms in today’s wireless networks such as the IEEE 802.11 family and

IEEE 802.15.4 protocols are based on CSMA (Carrier Sense Multiple Access). Various im-

provements to these schemes have been proposed in recent years. RTS-CTS (IEEE 802.11)
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based approaches have been proposed for addressing the hidden terminal problems. Ap-

proaches to reduce the overhead of RTS-CTS packets [55], channel wastage due to collided

packets [69], and overhead of backoff [68] have been proposed. Several mechanisms that

attempt to salvage bits or entire packets out of collided transmissions have also been pro-

posed [29,33,38,43,52]. However, these algorithms are insufficient (details in Sec. 4.7) as

they either do not work in multi-collision domains [29, 33], abandon the bits under colli-

sion [38,69], require multiple antennas per node [68] or have long critical periods resulting

in lower packet delivery ratio [55].

This chapter presents a new cross-layer algorithm called Mozart, that encourages col-

lisions and hidden terminal transmissions in a planned way to enable fast recovery of col-

liding packets via a new approach called Successive Packet Subtraction (SPS). In Mozart,

receivers encourage neighboring nodes to transmit simultaneously resulting in collision.

The receiver then smartly suppresses transmissions in subsequent slots based on its esti-

mation of signal strengths from various senders so as to best apply SPS to recover all the

colliding packets (See Figure 4.1). SPS allows wireless receivers in a multi-collision do-

main network to receive and decode multiple packets without knowing which node has data

to send to which other node.

Mozart eliminates backoffs before transmission of data packets. Mozart also embraces

hidden terminal transmissions and therefore implicitly addresses it. Thus, Mozart provides

throughput improvement for both downlink and uplink traffic. Through theoretical anal-

ysis, we show that the critical period of Mozart is 2µs. This is much shorter than the

critical period of the state-of-the-art schemes that have critical period of 39.4 µs [55]. The

shorter critical period ensures higher packet delivery ratio in Mozart. This thesis, makes

the following additional contributions:

• We propose Successive Packet Subtraction (SPS), a new approach for wireless nodes

to simultaneously receive multiple packets and then decode them one-by-one while
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controlling the retransmission pattern. Unlike SIC (Successive Interference Cancel-

lation [70]), SPS works even when all packets have low SINR.

• On receiving collided packets, receivers in Mozart need to identify the set of trans-

mitters and estimate their received signal strengths with high precision. Doing both

in the presence of multiple collisions is extremely hard. Existing techniques to mea-

sure signal strength do not work in the presence of collisions [33]. We present a novel

iterative algorithm for estimating the RSS of multiple colliding packets. Our results

show that even in the presence of interference from 14 other packets, Mozart is able

to estimate the RSS within 1 dB with 96% accuracy compared to 21% accuracy of

state of the art schemes.

• This chapter proposes an algorithm to compute the set of nodes to be suppressed at

the end of each slot such that the probability of correctly decoding the packets is

maximized across all slots.

• We implement Mozart on a USRP testbed [1]. Our evaluation results show that

Mozart’s throughput is up to 3.70x compared to IEEE 802.11. Our trace-driven

evaluations show that on an average, Mozart provides a throughput of 2.55x and

4.10x compared to 802.11ec and 802.11, respectively.

The rest of the chapter discusses our algorithms, implementation and comparison re-

sults in detail.

4.2 Mozart: Detailed Description

Mozart works by encouraging collisions among transmissions. However, upon collision,

the receiving node controls the future retransmissions such that it is able to decode the
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Figure 4.1: Collision Recovery Period. Through control messages, the receiver ensures

that the number of transmitters is reduced by 1 from the previous slot. Data transmissions

in the same slot may arrive at different times at the receiver due to propagation delays and

radio’s TX-RX turn-around time. At the end of the recovery period, the receiver will

reconstruct samples for P4 and subtract it from samples received in slot 3. The remaining

samples are then decoded to obtain P1. Similarly, P2 and P3 are decoded from the samples

of slot 2 and slot 1, respectively.

collided transmissions in a short time. The next subsection explains the working of Mozart

in detail. Section 4.3 explains how Mozart handles various practical challenges.

4.2.1 Successive Packet Subtraction (SPS)

In Mozart, packet transmissions and the subsequent decoding takes place in multiple phases

(Fig. 4.1):

• Notification: If a node B has data for A, then B sends a notification message to A,

indicating that B has outstanding data for A.

• Polling: Upon receiving the notification message, A backs off for a random duration

(between 1 and 5 µs as described in Subsection 4.3.4) and sends a poll message to

solicit transmissions in its neighborhood. After sending the poll, A is said to be
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undergoing recovery. However, in Mozart, a node (say A) can poll only if all the

following conditions are true: (i) It observes (through virtual sensing) that no other

polling node in its neighborhood is recovering; (ii) No other node in its neighborhood

is transmitting data to its receiver; and, (iii) A’s backoff is over. If any of these

condition is not true, A undergoes a backoff and then attempts to poll again.

• Data Transmission: Upon receiving a poll from a neighboring node (say A), a node

(say B) sends a data packet to A if both these conditions are true: (i) There is no

other node (except A) in its neighborhood undergoing recovery; and, (ii) B has data

to send to the polling node.

• Suppress: The polling node may simultaneously receive data packets from multiple

nodes resulting in a collision. From the received packets, the polling node selects

one transmitting node and transmits suppress to it. Upon receiving suppress, the

node stays silent for the remaining duration of the recovery period. Other nodes

upon overhearing the suppress, re-transmit the same data packets until they either

receive the suppress or the finish packet from A. Section 4.3.3 explains how the

polling node selects the node to whom the suppress is sent. The receiver also stores

the received samples in a buffer for decoding in the future. Mozart does not have any

synchronization overhead since synchronization happens implicitly through the poll

and suppress messages transmitted by the receiver.

• Finish: In each slot one of the transmitting nodes becomes silent after receiving

the suppress from A. So, the number of colliding packets decreases by one in each

slot. Eventually, in some slot, only one node transmits. At the end of that slot,

the polling node decodes all the packets. Upon successful decoding, A broadcasts

a finish packet. The finish packet serves two purposes: (i) It indicates successful

decoding, thereby acknowledging the transmitted data, allowing nodes to transmit
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new data; and, (ii) Indicates the end of the recovery period, thus allowing nearby

nodes to transmit poll packets or data packets.

By reserving the channel in the neighborhood of the receiver (using the poll message)

as well as by encouraging collisions among transmitters, Mozart is able to implicitly han-

dle hidden transmissions. Similarly, before transmitting a poll packet or a data packet, a

node ensures that no other node in its neighborhood is recovering. This check prevents its

transmissions from interfering with any data packets that the recovering node in the neigh-

borhood might receive. To determine if any other node is recovering, nodes use virtual

sensing by monitoring poll/suppress packets and the matching finish packets. If a node re-

ceives a poll packet but not the corresponding finish packet, it indicates that the other node

is recovering. In case when the node does not receive the matching finish packet, timeout

after the last received poll/suppress packet can be used to indicate the end of recovery. The

timeout duration is set to twice the channel access time as discussed in Section 4.3.2. If

a node receives no packet transmissions after polling, then it sends a finish and enters a

backoff period before polling again.

Packet Structure: To transmit the suppress at the end of each slot, the receiver needs

to determine the id of at least one transmitter. However, with colliding transmissions, the

receiver cannot decode the transmitter’s ID from the packet’s MAC header. To that end,

Mozart requires that transmitters identify themselves by sending a Correlatable Symbol

Sequence (CSS) before the preamble. It has been shown [55] that CSSs1 can be correlated

without correcting for frequency or sampling offsets. Another property of CSSs is that

they can be correlated even under collision. This allows a node to receive a control mes-

sage even if its neighboring node is transmitting. Thus, Mozart allows neighboring nodes

to simultaneously transmit, thereby eliminating the Exposed Terminal Problem. Further,

1Also referred to as Pseudo Random Sequences (PN sequences)
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usage of PN sequences reduces the transmission duration of the packet considerably as

demonstrated before [55].

Mozart uses 5 different packet types: (i) Notify: It consists of the PN sequence of the

receiver; (ii) Poll: It consists of the PN sequence of the polling node; (iii) Suppress: It

contains the PN sequence of the receiver followed by the PN sequence of the node being

suppressed; (iv) Data packet: This packet has the PN sequence of the transmitter, PN

sequence of the receiver, preamble, MAC header and the data body; and, (v) Finish: It

contains the PN sequence of the receiver, followed by PN sequences of the nodes whose

transmissions were successfully decoded. By using PN sequences that are correlated [55]

by the receiver, Mozart significantly reduces the rate of loss of the control packets due to

collisions.

Packet Decoding: In Mozart, the receiver decodes all received packets in the reverse

chronological order. Decoding starts with the last slot in which only one node transmitted.

Figure 4.1 shows a recovery period in which four nodes send data in response to A’s poll.

Three suppress packets were sent at the end of the first three slots, and, so in the fourth slot,

only one node transmits. In that slot, P4 is available in the clear and can simply be decoded.

To decode P1, after correcting for different offsets (details in Section 4.3.6), A recreates

samples for P4 as received in slot 3 and subtracts them from samples received in slot 3.

After subtraction, it is left with only the samples corresponding to P1 which A decodes.

Similarly, to decode P2, A re-creates samples for both P1 and P4 and subtracts them from

the samples received in slot 2. After subtracting, it decodes the remaining samples to get

P2. This process is repeated for each slot until A has decoded all the collided packets.

Thus, by carefully selecting the retransmitters, A is able to decode 4 packets in 4 slots.

SPS allows the receiver to control the retransmission pattern without precisely knowing

the complete set of transmitters in each slot. This is in contrast with a naive approach where

all transmitters transmit their PN sequences in the first slot and then the receiver schedules
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different transmitters in a TDMA fashion. In this naive approach, the receiver may not

detect PN sequences with low SINR (See Section 4.4) resulting in their starvation. On

the other hand, when using SPS, such transmitters will be detected in later slots when the

number of colliding packets become small. Thus, the flexible approach of SPS increases

fairness. This approach is also different from 802.11 polling mode where the APs poll

all the potential transmitters. This results in wasted polls and throughput loss when a

transmitter has no data to send in response to a poll. In contrast to that, receivers in Mozart

receive packets from all the transmitters and decode them by controlling the retransmission

pattern.

4.2.2 Challenges towards practical implementation

Although the idea behind Mozart is simple, however, multiple challenges need to be solved

to make Mozart practical:

• Identifying set of transmitters and estimating their RSS: To maximize the decod-

ing accuracy, at the end of each slot, receivers in Mozart need to carefully determine

the transmitter to be suppressed. As explained in Section 4.3.3, this requires receivers

in Mozart to determine the following additional information: (i) ID of transmitters;

and, (ii) SINR of transmitters. However, determining this information for all packets

in the presence of interference is challenging. Existing techniques [33] to measure

signal strength do not work in the presence of collisions and require transmitters to

transmit one-by-one, thus constituting a significant overhead.

• Determining transmitter to suppress: Once the set of transmitters is determined,

the receiver in Mozart needs to determine which transmitter should be suppressed

among all transmitters such that the decoding accuracy is maximized. Different

transmitters may have different SINR and may transmit at different physical layer
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data rates. This makes it difficult to determine which transmitter should be sup-

pressed.

• Handling heterogeneous data rate and packet sizes: The channel access time is

fixed for all transmitters in Mozart. However, if some transmitters only have small

amount of data to send, this may lead to channel wastage.

4.3 Practical Considerations

This section explains how we handle the aforementioned challenges. In Subsection 4.3.1,

we explain how receivers in Mozart identify the set of transmitters and estimate their RSS.

Subsection 4.3.2 explains how transmitters in Mozart determine the physical layer data

rate to be used. Once the receiver knows the id of transmitters, their RSS and the mod-

ulation scheme used, the receiver then uses the algorithm described in Subsection 4.3.3

to determine the set of nodes to be suppressed at the end of each slot. Subsection 4.3.4

explains how compared to existing algorithms, Mozart significantly increases the probabil-

ity of successful packet decoding. The next subsection explains how receivers in Mozart

handle decoding errors. Finally, Subsection 4.3.6 explains how offset correction and PN

sequence assignment is done in Mozart.

4.3.1 Identification and RSS estimation of collided packets

It is beneficial for Mozart to identify the transmitters of all the collided packets, since

with more IDs, it is more likely that the receiver will find the right set of transmitters to

suppress. Observe that the receiver does not need to determine the source ID of all the

packets. However, more IDs it can determine, higher are the chances that the receiver will

suppress the right set of transmitters (explained later in Section 4.3.3).

For -8dB SINR, state of the art correlation schemes have been shown [55] to suffer from
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as much as 70% false negatives when 127-symbol Gold code sequence (a type of CSS) is

used. Clearly, this false-negative rate is too high for Mozart where multiple transmissions

may collide resulting in low SINR. Our identification algorithm is also based on the general

approach of computing the cross correlation, however, there are significant differences

when compared to existing schemes [29, 55, 69]:

• Bounding cross correlation by circular padding: To improve the accuracy of cor-

relation, we harness a property of Gold codes that guarantees that the circular cross

correlation of two instances of Gold code is bounded [28]. For 127-symbol sequence

Gold codes, the bound is 1/7. Thus, the correlation works better when Gold codes

collide only with other Gold codes, and not with samples from arbitrary data packets.

Since in Mozart, the nodes do not undergo backoffs before transmitting data, the PN

sequences for the collided packets are expected to be approximately-synchronized.

However, due to propagation delays and hardware artifacts, it is possible that the PN

sequences do not collide with other PN sequences at the receiver. Based on the IEEE

802.11 standard [36], the arriving time for different PN sequences can differ by at

most 4µs (2µs for radio’s turn-around time [55] and 1 µs for propagation delay in

each direction [55]). So the transmitters in Mozart cyclically pad 2µs symbols of

the Gold code before and after the actual Gold code. The symbols padded before a

certain Gold code instance are the last few symbols of Gold code while the symbols

padded after the end are the first few symbols. This ensures that the Gold code sam-

ples interfere with only the combination of samples of other Gold codes resulting in

low cross-correlation. Figure 4.2(b) illustrates the padding process.

• Improving correlation for low RSS packets through cancellation: Instead of try-

ing to detect all the collided Gold codes at the same time, Mozart decodes one Gold

code at a time. Then, it subtracts the samples of the detected Gold code from the

received samples. Figures 4.2(c) and 4.2(d) show two packets with Gold codes and
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data before subtraction and after Gold code of P1 was subtracted from the collided

samples. This process is similar to the one that we used during the packet cancella-

tion step (See Section 4.2). This allows Mozart to detect those packets that have low

RSS even if they are interfered by high RSS packets since after subtracting the high

RSS packet, the correlation value for the lower RSS packet increases. Subtracting

packet 1 reduces the noise for P2 and thus, helps in improving the SINR of the Gold

code in P2 as shown in Figures 4.2(c) and 4.2(d).

• Iteratively improving the RSS estimation: In the above two steps, it is possible that

due to high interference from other packets, the computed correlation is not correct

resulting in inaccurate estimation of RSS. In such a case, even after subtraction,

a part of the packet (residual samples after subtraction) would still be left in the

original samples (albeit with much lower RSS). To correct the RSS estimate, Mozart

performs correlation and cancellation repeatedly to detect these copies of the packet.

For this, Mozart records the correlation value and the location (i.e., starting time)

for each detected packet. When Mozart detects some packet again that was already

detected in previous steps, then the power level of the packet is updated to be the

sum of the current and old correlation values. As Mozart detects the same packet

multiple times, its estimate of the RSS of the packet improves while the residual

signal strength of the packet decreases. For examples, Mozart detects Gold codes of

Packet 1 first in Figure 4.2(c) and later in Figure 4.2 (e) among the residual samples.

Upon, detection for the second time, the receiver estimates the RSS of the residual

Gold code of Packet 1 and adds that estimate to the previous estimate of RSS of

Packet 1. This step is repeated as long as the correlation value is at least twice the

strength of the residual samples.

Thus, the first technique is used by the transmitter while second and third techniques

are iteratively used by the receiver for improving the accuracy of identifying the set
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Figure 4.2: Iterative algorithm for transmitter identification and RSS estimation.

of transmitters and estimating their RSS. Apart from this, the receivers in Mozart

need to determine the their modulation and coding scheme used by each of the trans-

mitters. In our algorithm, multiple CSSs are assigned to represent different physical

layer data rates. The transmitter of the data packets include the CSS that corresponds

to the data rate used for that particular data packet.

4.3.2 Heterogeneous data rate and packet sizes

Due to varying SNR, different transmitters may select different physical layer data rates

when transmitting to the same receiver. Since, wireless channels are bidirectional in nature

(shown in [30]), so the transmitters in Mozart use the received poll packet to estimate the

channel to the receiver. To that end, the transmitters correlate the received poll packet

with the known PN sequence. The peak value of the correlation indicates the channel

quality between the transmitter and the receiver with higher correlation value indicating

better channel quality. This is similar to estimating the channel quality through preamble

and has been well studied [29] in the context of improving the accuracy of recreating the

87



samples. However, the key difference is that here, the transmitter estimates the channel

to the receiver using the received poll packet and then, transmits the data packet at a rate

that is suitable for the channel’s current condition. Thus, the poll packet transmitted by

receivers in Mozart also allows transmitters to pick the appropriate physical layer data

rate without extra overhead.

During each recovery, Mozart fixes the channel access time for each slot. Thus, a node

with higher data rate may be able to send more bits compared to a node with lower data

rate. However, if a node does not have enough pending data, then it will reduce its data

rate such that its transmission still fits in the slot size. This reduced data rate sometimes

allows the receiver to simultaneously decode two transmissions using Successive Interfer-

ence Cancellation (SIC) [70]. SIC is a well known physical layer technique that is used

by the wireless receivers to simultaneously decode two packets where the packet with the

higher noise tolerance is decoded first, followed by the packet with the lower noise tol-

erance. Since in Mozart, multiple transmitters transmit simultaneously, this increases the

probability that the receiver will find a pair of packets among the received transmissions

that satisfy the requirements for simultaneous decoding.

For the example scenario of Figure 4.1, let’s say that the transmitter of P1 has small

amount of pending data. Thus, on receiving the poll, it would transmit P2 at the lowest

possible data as explained above. At the end of first slot, the receiver observes that P1 has

been transmitted at low physical layer data rate and high power, and thus can be decoded

even in the presence of P3 as noise. So, it will send suppress to both P1 and P3. When

decoding, the receiver decodes P1 and P3 using SIC and sends a finish packet indicating

successful decoding. Mozart is able to harness SIC benefits since here, the transmitters

proactively reduce their data rate. Thus, the results described in this chapter are not in

conflict with [70] where the authors had argued that SIC has limited applicability when not

applied proactively.
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4.3.3 Determining set of nodes to suppress

Observe that during reverse chronological decoding, the residual noise is higher in the

earlier slots since more packets need to be subtracted before actual decoding (e.g. when

decoding P3 in Fig.4.1, the residual noise would come from P1, P2 and P4). Therefore,

to improve the decoding accuracy, receivers in Mozart suppress transmissions with high

noise tolerance in earlier slots. This approach maximizes the probability of successful

decoding across all the slots of the recovery, thereby improving the resilience. Further, to

minimize the number of slots, Mozart first checks if it is possible to suppress two nodes

simultaneously as explained in Sec. 4.3.2.

Next, we explain Algorithm 3, that determines the set of nodes to be suppressed at

the end of the current slot. Here, Tij denotes the noise tolerance (in mW) of the pair of

packets Pi and Pj , which denotes the maximum residual noise level that can be present

during successful decoding of these two packets. If a pair of packets has high value of Tij ,

it implies that it is possible to decode both the packets using SIC even if residual noise

left after canceling other packets is high. The algorithm also computes (Line 4) the noise

threshold (in mW), τ that indicates the expected residual noise that will be left after the

receiver has subtracted all packets that were received in this slot. τ is approximated by

dividing sum of RSS (in mW) of all packets received in this slot by 100 (i.e., 20 dB)2.

Then, in Lines 5-10, all those pairs of packets are added to the set G that have sufficient

noise tolerance. If noise tolerance of Pj is higher than that of Pi (Line 6-7), then Pj

would be decoded in presence of interference from Pi. Thus, its noise tolerance would be
RSSj

rj
−RSSi where rj is the minimum SINR at which Pj can be successfully decoded with

high probability [33]. On the other hand, noise tolerance of Pi would simply be RSSi

ri
since

220 dB denotes the cancellation that can be achieved by subtracting the packet in most cases (See Section
4.4 for detailed experiment results).
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Pj would already be subtracted. For successful simultaneous decoding, we need to ensure

that the residual noise is less than the minimum of these two values (Lines 7-9).

Finally, the algorithm returns the pair that has the highest noise tolerance (Line 10).

However, for some slots, it may not be possible to do SIC and thus no pair of packets may

have the required tolerance. Then (Lines 12-15), Mozart finds a single packet that has the

highest noise tolerance. It is also possible that during the recovery period, the receiver does

not find any node with noise tolerance above the expected residual noise. In that case, the

receiver handles the errors as explained in Subsection 4.3.5.

4.3.4 Near-Zero Critical Period

We define Critical period of a MAC algorithm as the duration of the interval, before and

after the beginning of a transmission, during which an interfering transmission may corrupt

both the transmissions. MAC protocols with longer critical periods are expected to have a

higher collision rate and thus, lower throughput. The longer critical period also requires

the nodes to spend excessive time in backoff. In Mozart, if a single receiver receives multi-

ple colliding packets, it can still decode all those packets by suppressing one transmitter in

each slot. So, intuitively, Mozart should have shorter critical period compared to existing

algorithms. In A.1, we formally show that the critical period of Mozart is 18.7 µs3. By

comparison, the critical period of some standard protocols are A.1: 152 µs for 802.11 with

RTS-CTS and 39.4 µs for 802.11ec.

4.3.5 Handling Decoding Errors

While decoding, it is possible that the channel noise or residual noise may cause a failed

checksum resulting in decoding error. In that case, the receiving node follows one of the

3To reduce the probability of two neighboring transmissions from colliding, we require nodes to backoff
for a short duration (5 µs) before sending a poll.
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Algorithm 3: Computes the set of nodes that should be sent suppress in this slot

1 Input: For each packet Pi received in this slot: its power level expressed in mW

(RSSi) and the minimum SINR level (ri, expressed as a dimensionless ratio) at

which it can be decoded. ri is contingent upon the physical layer data rate used to

transmit Pi.

2 Output: Set of packets (or corresponding transmitters) that should be sent suppress

in this slot.

3 P← {Set of packets received in this slot}, G← {}

4 τ ← Sum of RSS of all packets in P
100

5 for (Pi, Pj) : Pi, Pj ∈ P do

6 if RSSj

rj
≥ RSSi

ri
then

7 Tij ← min{RSSj

rj
−RSSi,

RSSi

ri
}

8 else Tij ← min{RSSi

ri
−RSSj,

RSSj

rj
}

9 if Tij > τ then G← G ∪ {(Pi, Pj)}

10 if G 6= {} then return argmax(Pi,Pj)∈G Tij

11 else

12 Ti ← RSSi

ri
∀ Pi ∈ P

13 S← {Pi : Pi ∈ P ∧ Ti > τ}

14 if S 6= {} then return argmaxPi∈S Ti

15 else Send finish
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three options: (i) It first requests re-transmission of data for that slot. For example, in Figure

4.1, if receiver A is unable to decode P2 during slot 2, then it will ask P2’s transmitter to

re-transmit. The receiver performs this notification by sending a special nack message to

the transmitter of P2. Upon receiving the retransmitted data, A can decode P2 and continue

to decode P1 using the slot 1 samples. (ii) However, if P2’s transmitter is not able to

transmit P2 because one of its other neighbors is undergoing recovery, then A decodes the

remaining packets by simply subtracting the samples of P2 from the earlier slots (without

actually decoding P2). The receiver would decode as many packets as possible using this

scheme. (iii) Finally, if the receiver decoded only a subset of packets, then it would send

finish with the PN-sequence of only the transmitters whose packets it was able to decode.

4.3.6 Offsets Correction and PN Sequence Assignment

The efficiency of successive packet subtraction in Mozart depends on the accuracy of re-

creating the samples. To increase the accuracy, the phase, frequency and sampling offsets

need to be compensated [29]. This problem of computing the offsets in presence of inter-

ference has been well studied [29,30,43]. In our implementation, after evaluating multiple

schemes, we decided to use the one proposed in ZigZag [29] as it gave the best results.

Mozart also requires that every node in the network be assigned a PN sequence. Further,

no two neighboring nodes should be assigned the same PN sequence. Magistretti et al. [55]

argue that such an assignment can be either done by APs or can be done using hash func-

tions. In the experiments and evaluations of Mozart, the PN sequences were assigned using

the former approach.

4.4 Experiments

In this section, we describe the results from our experiments performed on the GNU radio

platform and a testbed of Universal Software Radio Peripheral (USRP) N210 version 4 [1]
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radios. We used WBX daughterboards [1] as the RF front end. Mozart performs decod-

ing at the sample level, and thus, is independent of the modulation and coding choice for

transmission. In our experiments, we used BPSK with 1/2 convolutional code. Our re-

creation process compensates for the phase offset, frequency offset and the sampling offset

as described in Section 4.3.6. In this section, we also measure the accuracy of transmitter

identification and RSS estimation for the proposed algorithm (Sec. 4.3.1) as well as the

existing state of the art technique. The frequency used was 1078 MHz and the physical

layer data rate was set to 62.5 Kbps. The rate was kept low to ensure that the delay be-

tween the host computer and the radio was small compared to the packet duration. Thus,

the relative delay values would approximately match the delay values from off-the-shelf

wireless cards.

In Mozart’s implementation, the receiver stores all the received samples offline which

are later used to compute the number of successful transmissions and the throughput. Be-

sides Mozart, we also implemented a version of the IEEE 802.11 protocol. One of the

challenges in implementing 802.11 was that USRP has different hardware parameters com-

pared to the commercial 802.11 cards. For example, due to higher latency from the radio to

the host computer, the packet decoding time was observed to be around 150 µs which pre-

vents the receiver from sending an ACK within the SIFS duration. So, using experiments,

we re-measured the optimum values of all 802.11 parameters (SIFS, DIFS, slot size, ACK

timeout) for the N210 hardware as per their definitions. For example, we ensured that slot

size was such that if two neighboring nodes choose consecutive values of backoff, then one

of the nodes will sense the other’s transmission and will not send its own packet. Due to

the aforementioned reasons, the packet size was kept constant, and thus the receivers had

no opportunity to use SIC to do simultaneous decoding.
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Figure 4.3: Experiment Results with single AP.

4.4.1 Testbed Results

Single AP: In this experiment, we use a single N210 node as the AP and vary the number

of clients. We place the client in various positions around the AP to create two types of

topologies: (i) Single collision domain: Where all clients can hear each other; and, (ii)

Hidden Terminal: Where no two clients can hear each other. The throughput results are

shown in Figure 4.3 with varying number of clients. Mozart increases throughput due to

fewer collisions and close to zero backoff as compared to the IEEE 802.11 protocol. When

the nodes are hidden to each other, the throughput gain provided by Mozart is much higher

due to increased collisions in 802.11. With 4 hidden nodes, Mozart provides 2.70x more

throughput than IEEE 802.11 protocol.

Multiple APs: In the next experiment, we set up two N210 nodes as APs and four

others as clients. For this experiment, we placed the two APs in two different rooms (as

shown in Figure 4.4a). Each of the four clients were placed at different locations in the

three regions so as to create ten different topologies (hidden, non-hidden, mix etc.). In

all the topologies, the clients associated to the AP with the strongest signal. Figure 4.4b

shows the CDF of the throughput of clients for both Mozart and 802.11. Averaging over
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all topologies, 802.11 provides throughput of 6.9 Kbps per node while Mozart (no SIC)

provides 12.3 Kbps, an increase of 78%.

4.4.2 Experimental Analysis of Micro Benchmarks

In this section, we present micro benchmark results from our experiments. The computed

micro benchmarks are also used as input to our evaluations (Sec. 4.5).

Sender Identification and RSS Estimation: We measure the accuracy of sender iden-

tification through multiple experiments. For this (See Figure 4.5a), we ensured that all the

packets have equal RSS (Equal RSS is the worst case for evaluations since all transmitters

have low SINR in this case). As Figure 4.5a shows that when 20 packets collide, Mozart

identifies 12 more senders compared to the existing approach [55]. The false positives were

observed to be less than 1% for all the schemes.

Next, we studied the accuracy of RSS estimation of Mozart compared to existing tech-

niques [55]. Figure 4.5b shows the probability that the estimated RSS of a packet is within

1dB difference of the actual RSS under different SNR values (computed without consid-

ering other packets as noise). When 15 packets (each having 20 dB SNR) collide, the
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Figure 4.5: Detection and RSS Estimation of colliding packets for Mozart and traditional

approach [55] under equal RSS setting (worst case analysis).

probability that Mozart estimates RSS of the collided packets within 1dB of the actual RSS

is 0.96 compared to 0.21 for existing techniques [55], an improvement by a factor of 3.57x.

Subtraction Accuracy: In this experiment, we measure the cancellation accuracy. To

quantify the subtraction accuracy independent of modulation and coding, we define metric,

∆P that represents the power reduction achieved through cancellation. ∆P quantifies the

achieved reduction in power after subtracting P from a set of collided packets. We define

∆P (in dB) = RSS of P (in dBm) − Residual Power of P left after subtracting P (in dBm).

A high value of ∆P implies that the residual noise is lower and it increases the decoding

probability of the remaining packets.

Results: Figure 4.6 shows the variation in cancellation accuracy (∆P metric) with

variation in number of samples in the packet and the SINR of the packet being subtracted.

The figure shows that for any packet consisting of more than 1600 samples, the cancellation

is quite efficient. Figures 4.6b presents the Cumulative Distribution Function (CDF) of the

distribution of ∆P for 4000 samples per packet. From Figure 4.6b, we see that as expected,

the SINR for the subtracted packet decreases, the variation in cancellation accuracy (∆P
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metric) increases. The results from our experiments are also fed in the ns-3 simulator as

explained in the next section.

4.5 Comparison Results

To evaluate the performance of Mozart, we conducted extensive trace-driven ns-3 evalua-

tions. In this section, we explain our evaluation setup and the results.

To make evaluations more realistic, we first setup a testbed of 40 nodes (comprised of

laptops) and collected the RSS values between all pairs of nodes. The nodes were dis-

tributed over two floors of our building and spanned multiple rooms. This RSS data was

then fed into the ns-3 simulator. We randomly designated varying number of the nodes

as APs while the remaining nodes were designated as clients. Each client associated with

the AP from which it received the strongest signal. In the evaluations, TCP connections

were established between each client and its AP. For this, we downloaded the previously

collected traffic traces during SIGCOMM [67] and computed the pdf distribution of packet

sizes and also the pdf distribution of packet inter-arrival time over all connections. These
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two pdf distributions were used to generate both uplink and downlink traffic. To create

network saturation condition, the number of connections between each client and its asso-

ciated AP was set to 20.

Further, the results from the experiments (See Section 4.4) were fed into the ns-3 sim-

ulator as follows: (i) PN-Sequence detection accuracy: In the evaluations, we used the

values from Figure 4.5 for determining if a PN-sequence can be detected or not; (ii) Resid-

ual noise level: The power of the residual noise was fed from the data collected from ex-

periments (See Figure 4.6); and, (iii) Imprecise Signal Strength Estimates: For Mozart,

imprecision in signal strength estimations could lead to unsuccessful decoding. We fed the

imprecision from our experiments (See Figure 4.5b), into our evaluations.

Apart from Mozart, we also implemented and evaluated the following algorithms: (i)

Optimal omniscient zero-overhead slotted TDMA: Here, we assume a central scheduler

knows the interference between all links at all possible data rates. This scheduler computes

the set of links that should be active in a given slot. For this, at the beginning of the

slot, the APs first collect information about which node has data to send to which other

node. The nodes convey this information using short PN sequences. The APs forward

this information to a central scheduler that computes the set of active links and sends this

information to APs. This information is then broadcasted back by the APs (again using

short PN sequences). To put the optimal TDMA in the best light and to eliminate the effect

of the backbone capacity, the APs and the central scheduler were connected through wired

Ethernet with unlimited bandwidth and zero latency. (ii) 802.11ec [55]: 802.11ec reduces

the overhead of RTS-CTS packets by encoding them as CSSs. (iii) IEEE 802.11 without

RTS-CTS. In Mozart, transmitters picked the best data rate based on channel conditions as

explained in Section 4.3.2. Channel quality information was also provided to transmitters

in Optimal TDMA out-of-band (i.e. without any overheads.). In all other algorithms, the

transmitters varied their data rate using ARF algorithm [42].
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4.5.1 Results for bidirectional TCP Traffic

Next, we evaluated the performance of different algorithms for TCP traffic. When Mozart

is used for downlink traffic (AP to client), then the length of the recovery period was always

1 since the client would receive packet from at most one AP.

Throughput: We vary the number of APs in the network and compute the total

throughput over all nodes (Fig. 4.7a). On average, Mozart provides 4%, 155% and 310%

more throughput than TDMA, 802.11ec and 802.11 algorithms, respectively. These differ-

ences are primarily because of three factors:

• Collisions: From Fig. 4.7c, we see that in other algorithms the percentage of trans-

missions that are acknowledged is significantly lower resulting in retransmissions

and lower throughput. In Mozart, some of the transmissions may not be decoded

by the receiver due to error in correlation of the PN-sequence or because of higher

residual noise. However, when the number of colliding transmissions is low, Mozart

decodes all of the transmissions resulting in ≥ 95% acknowledgment rate. The high

acknowledgment rate also implies that the decoding accuracy of Mozart exceeds

95%. This can be attributed to high accuracy of transmitter identification, RSS es-

timation and careful selection of the transmitters to be suppressed (Sec. 4.3.3). Al-

though, 802.11ec reduces the overhead of control packets, still its critical period

(See Section 4.3.4) is sufficiently large leading to high collision rate. For 802.11 and

802.11ec, with increase in number of APs, the higher SINR of different links results

in higher acknowledgment rate.

• Backoff: Figure 4.7d shows the total time spend by nodes in backoffs between every

successful transmission (averaged over all successful transmissions). Observe that

transmitters in other algorithms spend a significant amount of time in backoffs. In

IEEE 802.11 and its derived protocols, nodes decrement their backoff counter only
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if the channel is idle, implying that the channel resource is wasted in these protocols

due to high backoff. On the other hand, nodes do not experience backoffs during the

recovery phase in Mozart as discussed in Section 4.3.4.

• SIC Applicability: In our evaluations, we observed that on average, Mozart was able

to apply SIC in 10.25% of the slots. This allows Mozart to have a higher throughput

than Optimal Omniscient TDMA since the TDMA scheduler uses fixed slot lengths,

irrespective of the amount of the data to be transmitted by the user. Although, re-

ceivers in Mozart are also unaware of the amount of pending data, still the SPS-based

decoding enables them to leverage SIC. This allows the Mozart receivers to decode

multiple packets simultaneously (Sec. 4.3.2), resulting in higher throughput.

Fairness: We use Jain’s Fairness Index to compare the fairness for different protocols.

Fig. 4.7b shows that with fewer APs, Mozart provides higher fairness compared to 802.11

and 802.11ec. This long term starvation in IEEE 802.11 and its derived protocols is consis-

tent with the previous literature [35]. With an increase in the number of APs, the fairness

index for all algorithms is almost equal due to higher SNR of the links.

4.6 Discussion

Here, we discuss how Mozart can be extended to make it more suitable for real networks.

Co-existence with legacy 802.11 devices: Mozart uses the NAV feature of IEEE

802.11 to ensure coexistence with legacy 802.11 devices. Upon overhearing a MAC packet,

the node reads the “Duration” field of the MAC header and does not initiate any trans-

missions for that duration. To ensure coexistence with 802.11, packets in Mozart can be

modified as follows: (i) Before transmitting poll or suppress PN sequences, the receivers

transmit a zero-payload packet with duration field equal to the duration of one slot; and,

(ii) Similarly, transmitters also transmit a zero-payload packet before transmitting the data
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Figure 4.7: Comparison of different algorithms for TCP traffic.

packet. These packets will prevent 802.11 from interfering with Mozart. To give a fair

chance to 802.11, receivers in Mozart also need to undergo certain amount of backoff be-

fore transmitting. We leave the detailed methodologies of coexistence that ensure fairness

for our future work.

Handling interference from partially overlapped channels: Partially overlapping

channels in Wi-Fi can lead to loss of throughput as the data packets may not be decod-

able due to interference from devices operating on partially overlapped channel. To handle

such interference, the receivers in Mozart can transmit the poll packet at reduced power

level. This will force the transmitters to use data rates lower than optimal, thereby enabling
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successful decoding of packet even in the presence of interference from partially overlap-

ping channels. The amount by which the receiver reduces its power level depends on the

interference it experiences from partial overlapping channels. We leave the detailed dis-

cussion and analysis of Mozart’s performance in presence of such interference for future

work. Further, the receivers can also employ the approaches mentioned before (Sec. 4.3.5)

to handle decoding errors.

Compatibility with MIMO nodes: Mozart is compatible with wireless nodes with

multiple antennas. If a node has N antenna, then Mozart allows such nodes to receive and

decode N packets per recovery slot. To enable this, the receivers in Mozart would suppress

N packets in each slot, thus reducing the length of the recovery period by a factor of N .

4.7 Related Work

Collisions are known problems for wireless networks. Currently, carrier sensing (CSMA)

is used in WLANs (Wireless LAN Networks) to avoid collisions. To further reduce the col-

lision probability, various other schemes have been introduced such as RTS-CTS. However,

transmitting RTS-CTS control packets at low physical layer data rate leads to significant

overheads that become worse at higher data rates such as those observed in 802.11g or

802.11n networks. Further, RTS-CTS packets do not prevent collisions when interference

range is higher than the transmission range even though they cause unnecessary blocking

of transmissions [63].

Recently, Magistretti et. al. have proposed 802.11ec [55] that employs Correlatable

Symbol Sequences (CSSs) to replace the RTS-CTS packets, thereby significantly reducing

the overhead of control packets. However, the transmissions of nodes may still end up

colliding due to the longer critical window of duration 39.4µs (discussed in Section 4.3.4)

resulting in backoffs and unnecessary retransmissions. When the density of the clients

increases, more collisions will happen because of increase in simultaneous transmissions,
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resulting in further loss of throughput. On the other hand, with a shorter critical period of

2µs, Mozart has fewer collisions.

Apart from preventing collisions, other protocols have been proposed that either try

to abort the collided transmissions or salvage the bits that did not undergo a collision.

CSMA-CN [69] proposes to use two antennas at the transmitter for receiving the collision

notifications from the receiver. Partial Packet Recovery [38] tries to recover bits that did not

undergo collision. However, both CSMA-CN and PPR will abandon the collided samples,

resulting in loss of throughput.

ZigZag [29] tries to utilize the collided information by employing ZigZag decoding.

This reduces the number of useless retransmissions but the nodes still waste time in back-

offs. Further, in ZigZag collided packets will be wasted if they are intended for different

destinations since one of the transmitter may receive ack from its intended receiver and

may not retransmit its data packet. In CRMA [52], nodes transmit the same information on

different sub-channels. The receiver decodes the collided transmissions by solving a set of

linear equations. However, for optimal channel utilization, nodes in CRMA require good

estimation about the network load at other transmitters as well.

Mozart is a receiver-driven cross-layer algorithm that takes a different approach where

it encourages multiple transmitting nodes to collide. Receiver-driven protocols have been

proposed before in context of wireless sensor networks [77]. However, there the main

objective was to reduce the energy consumption instead of maximizing the throughput.

Recently proposed, AutoMAC [33] also encourages collisions among transmissions. How-

ever, AutoMAC implicitly assumes that all nodes are in a single collision domain. All its

analysis, experiments and traces are also for single collision domain. In multi-collision

domain networks, the receivers may face interference from transmitters that are transmit-

ting to some other receiver and thus, can’t be suppressed using Speculative Ack [33]. It

is possible that if two AutoMAC receivers are in the range of two transmitters such that
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one receiver can suppress only one transmitter, then the decoding may take a very large

number of slots. This also makes extending AutoMAC to multi-collision domain networks

non-trivial. Secondly, receivers in AutoMAC estimate the channel state by requiring trans-

mitters to send non-overlapping training symbols one-by-one. On the other hand, Mozart’s

receivers can estimate the channel state of multiple colliding transmitters resulting in lower

overhead.

Successive Interference Cancellation (SIC) [70] has been used before to decode inter-

fering packets in WLANs [29]. Mozart uses SIC only when at least one transmitter has

reduced its physical layer data rate to fit the slot width. Thus, Mozart is able to derive

benefit from SIC and is not in conflict with existing literature [70].

4.8 Conclusions

In this chapter, we presented Mozart, a cross-layer algorithm that takes a new approach

of encouraging collisions among nodes. By doing so, Mozart handles the hidden terminal

collisions as well as reduces the critical period of transmissions. To implement Mozart

in practice, we presented novel algorithms for identifying multiple transmitters as well as

estimating their RSS in presence of interference. USRP-testbed based evaluations show

that, Mozart throughput is up to 3.70x compared to IEEE 802.11. Evaluations performed

using real-world traces show that Mozart’s throughput is 2.55x and 4.10x when compared

to 802.11ec and 802.11, respectively.
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CHAPTER 5

R2D2: EMBRACING DEVICE-TO-DEVICE COMMUNICATION

IN NEXT GENERATION CELLULAR NETWORKS

5.1 Introduction

Device-to-device (D2D) communications is being pursued as an important feature [3] for

the next generation cellular networks (LTE-advanced). Being an underlay to cellular net-

works, the goal is to leverage the physical proximity of communicating devices to improve

cellular coverage in sparse deployments, provide connectivity for public safety services

and improve resource utilization in conventional deployments [20,51]. We focus on D2D’s

ability to improve resource utilization in this work.

D2D can improve resource utilization in two ways: (i) offload: a data session between

two devices (D1, D2) in the same sector which conventionally incurs two hop transmissions

in the cellular mode (D1→BS, BS→D2) now requires only a single hop transmission (Fig.

5.1b) in D2D mode (D1→D2), and (ii) reuse: leveraging the physical proximity, the D2D

communication can further operate on resources on which conventional cellular users are

already scheduled. While existing works [20, 21, 39] have highlighted the benefits of both

these components, the study was not conducted under practical multi-cell deployments with

an inherent pattern of resource reuse (called fractional frequency reuse, FFR) for the cells.

Indeed, we show that in multi-cell deployments with even a static FFR pattern, the existing

reuse provided by the cellular deployment leaves little room for D2D communication to
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provide additional reuse. Hence, most of D2D’s gain is restricted to its ability to offload

cellular traffic.

Given the large spatial and temporal variations in traffic load in practice [61], it is im-

portant to consider offloading with D2D in the presence of dynamic FFR schemes. Here,

D2D brings both an opportunity as well as a challenge. (i) While the uplink (UL) and

downlink (DL) radio resources are fixed across different base stations, their traffic load can

vary significantly within a cell. With D2D traffic capable of being scheduled in both UL

and DL resources, it presents an opportunity in that it serves as a flexible load that can be

intelligently placed (in DL/UL resources) to efficiently utilize the cell’s net radio resources

(see example in Fig. 5.2). This can help both during dynamic FFR pattern determination

as well as during scheduling, albeit at the expense of coupling the DL and UL resource

allocation problems that have conventionally been addressed separately. (ii) In a sectored

deployment with dynamic FFR, while cross-sectors (e.g., 1, 6, 8 in Fig. 5.1a) need to split

resources to alleviate interference; co-located sectors (e.g., 1, 2, 3 in Fig. 5.1a) can poten-

tially schedule their cellular users (e.g., D3 and D4 in Fig. 5.1b) on overlapping resources

(say RB 11) without interference (due to directional BS transmission/reception). However,

with the introduction of D2D traffic that is omni-directional, this creates interference con-

flicts between co-located sectors on shared resources (e.g. between D1 ↔ D2 and D4 on

RB 11) that diminishes the resource utilization and reuse capability of dynamic FFR (Fig.

5.1a), potentially offsetting the offloading benefits from D2D. Hence, the challenge is to

alleviate such interference conflicts either as part of the FFR solution and/or through joint

scheduling of D2D and cellular traffic across the co-located sectors. Thus, we find that

intelligent D2D traffic placement (during FFR) coupled with scheduling of D2D and cellu-

lar traffic jointly on DL and UL resources as well as across co-located sectors is critical to

achieve effective traffic offloading and resource utilization.

Toward addressing these challenges, we propose R2D2- a framework for holistic Radio
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Figure 5.1: (a)-(c): [] indicates the set of Resource Blocks (RBs, i.e. time-frequency

allocation units [3]) available for allocation to cell exterior traffic. Total number of RBs to

be allocated is 30. (d) Graph for the network shown in Fig. 5.1a.

Resource Management (RRM) with D2D communication in cellular networks. R2D2 op-

erates at two time scales. At the beginning of every epoch (lasting several tens of frames),

R2D2 estimates the average traffic (resource) demand from cellular and D2D traffic in each

sector in either direction (DL and UL) based on history (from previous epochs). It parti-

tions the network into disjoint (small) clusters of interfering sectors (called cross sectors)

and leverages the flexible nature of D2D traffic to jointly determine the dynamic FFR pat-

terns for DL and UL for each of these clusters in a completely distributed and localized

manner. Based on the dynamic FFR pattern determined, the resources of operation are

determined for each sector in the cluster in DL and UL directions. Then, in every frame,

for the set of sectors co-located at the same base station and instantaneous traffic demands,

R2D2 solves the coupled problem of D2D traffic placement and scheduling of cellular and

D2D traffic jointly on both the DL and UL resources as well as across the sectors. Thus,

while the coarse time-scale component in R2D2 allocates resources and removes interfer-

ence only between cross sectors (through dynamic FFR) for an entire epoch, the fine time-

scale component is responsible for alleviating the interference between co-located sectors
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generated by D2D traffic (through joint sector scheduling) and maximizing the utilization

of allocated resources in every frame in the epoch.

While the first step in R2D2 is solved efficiently through a light-weight and scalable

dynamic FFR scheme, solving the scheduling problem in the second step is an NP-hard

problem. Toward solving this per-frame scheduling problem, R2D2 designs efficient algo-

rithms with performance guarantees that are also amenable to implementation at the time

scale of a frame (1 ms in LTE). Our evaluations with realistic LTE settings reveal that

intelligent scheduling of D2D and cellular traffic when combined with appropriate D2D

traffic placement can provide gains of 2.79x in resource utilization (throughput) compared

to existing schemes [39]. Our contributions in this work are multi-fold:

• Contrary to existing belief, we show that while D2D communications offer offload-

ing benefits, their ability to reuse cellular resources is limited in multi-cell environ-

ments, where FFR patterns are already deployed in practice.

• We propose R2D2 - A framework for holistic approach to efficient offloading with

D2D traffic. R2D2 incorporates a two time-scale solution: localized computation

of dynamic FFR patterns jointly for DL and UL (leveraging flexible nature of D2D

traffic) in each cluster of cross sectors at epoch granularity; and intelligent scheduling

of cellular and D2D traffic jointly on both the allocated DL and UL resources as well

as across co-located sectors in every frame.

• Toward solving the scheduling problem in each frame, we provide a 1
2

approxima-

tion algorithm with a complexity of O(N2K3), where N and K are the number of

OFDMA resource blocks and users in each sector respectively. We also provide

an alternate 1
4

approximation algorithm that has a lower complexity of O(N2K).

Through extensive evaluations, we show that in practice, the performance of both

algorithms are significantly better than their worst-case guarantees and are within
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5% of the optimal. While these algorithms apply to TDD systems, for FDD systems,

where a D2D traffic session is constrained to not be allocated resources from both

DL and UL simultaneously, we provide an 1
3

approximation algorithm.

5.2 Background

We consider an OFDMA based next generation cellular network (LTE is used as a refer-

ence). The network could be time (TDD) or frequency (FDD) divisioned, where downlink

(DL) and uplink (UL) resources for all the cells in the network are determined a priori

(same across all base stations). Coverage area of all Base Stations (BSs) is typically di-

vided into three sectors1 with the help of 120o directional (sectored) antennas and each

sector is considered to be a separate cell in itself for operational purposes (See Fig. 5.1a).

Each frame in LTE is 1 ms long and consists of time-frequency allocation units called

resource blocks (RBs) on which users’ data are scheduled.

LTE advanced users will potentially [3] support D2D communication with their peers

that will avoid data having to go through the BS and the mobile core network when it is

destined for users in the same sector. We focus on network-assisted D2D communication

within the same sector as it is more realistic without requiring neighboring base stations

to interact/coordinate with each other. Here, although, data is transferred between the

peers directly in D2D communication, the control signaling still goes through the BS and

scheduling of D2D traffic is also managed by the BS.

Inter-sector interference in cellular networks is handled with the help of FFR patterns.

In the popular 1-3 FFR scheme, the DL (UL) spectrum is divided into four fixed-size fre-

quency bands. One band is used by all the cell-interior clients (in each BS), who do not

see interference due to the close proximity to their BS, while the other three bands are split

1Discussions and solutions are also applicable to other sectorization models.
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across the three sectors (Fig. 5.1c) of a BS to mitigate interference with sectors of adjacent

base stations.

5.2.1 Related Work

D2D in single cell: D2D communication has been considered before [20, 22, 25, 39, 44,

50, 62] in the context of single base stations and with no sectorization. However, cellular

deployments are multi-cell and sectored (120o) in nature and employ FFR patterns. Further,

[22,25,39,44,50] restrict their focus to reusing the D2D transmissions with only the uplink

transmissions resulting in under-utilization of resources.

D2D with complete information about path loss: Doppler et al. [21] consider the

D2D mode-selection problem in multi-cell scenarios. However, to decide which RB should

be allocated to a given D2D transmission, their algorithm requires knowledge of path loss

between all pairs of D2D transmitters/receivers and non-D2D transmitters/receivers. This

constitutes a significant signaling overhead.

Dynamic FFR: Algorithms have been proposed for dynamic FFR algorithm. However,

existing algorithms are centralized [6, 18] and/or D2D-oblivious [75]. The centralized ap-

proach to computing the FFR allocation and configuring all the base stations (BSs) in every

frame is not feasible for cellular networks. Further, the D2D oblivious FFR algorithms are

expected to have low throughput when there is an asymmetry in UL and DL traffic load.

5.3 Benefits and Challenges

As discussed in Section 5.1, D2D can provide gains by offloading and by reusing resources

already allocated to cellular users in the same sector. This section highlights the true po-

tential for D2D in practical multi-cell networks and the associated challenges in realizing

their benefits. We use simulations from an LTE system with a D2D underlay (details in

Section 5.5) to emphasize our inferences.
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5.3.1 Potential for Reuse from D2D

Existing works [20, 39] have attempted to leverage reuse by D2D links in the absence of

multiple cells. However, in multicell deployments with FFR schemes, as discussed in Sec-

tion 5.2, spectral resources are already reused in cells in adjacent BSs. Hence, for a D2D

link to reuse resources without impacting existing cellular transmissions in the same sector,

the separation between the D2D devices should be much smaller compared to that between

the D2D transmitter and cellular user operating on the same resource (on say DL) in either

the same or an adjacent sector. Such opportunities are however, not common, especially

given the omni directional nature of D2D communications (see Fig. 5.1b) and small sector

sizes. Even if such opportunities arise, to be able to detect and leverage such opportuni-

ties, the channel gains between all cellular/D2D and D2D users need to be measured and

reported to the BS, which must then use this information to perform per-frame scheduling.

Clearly, accomplishing this entire process within a single frame is not feasible due to the

prohibitive overhead.

Finally, to understand the potential for reuse from D2D in a hypothetical scenario, we

compare three schedulers in the presence of 1-3 static FFR (Fig. 5.1c): (i) Requires all

traffic to go through the BS by classifying all traffic (even D2D) as cellular; (ii) Does not

allow D2D traffic to reuse RBs allocated to cellular users in the same sector; and, (iii) A

genie scheduler that has the channel gain information between all users as well as between

users and BS along with power control (details of schedulers, LTE simulation settings,

D2D traffic classification etc. are covered in Section 5.5) and uses that to schedule D2D

transmissions. In the first two schedulers, each sector independently assigns resources to

different transmitters by solving a single cell resource allocation problem [7]. The result

in Fig. 5.3a indicates that only a marginal gain comes from the reuse of resources by D2D

traffic even with a hypothetical genie scheduler, while a large portion of the gain from D2D

comes from its offloading capability.
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5.3.2 Challenge and Opportunity in D2D Offloading

Traffic Variations across Sectors: It is important to align cellular resources to cater ef-

fectively to traffic load variations across cells that are common in practice [61]. This is

realized with the help of dynamic FFR schemes that allocate spectral resources to interfer-

ing cells, taking into account their traffic load. Interestingly, a simple distributed solution

can be applied to realize dynamic FFR in a sectored deployment. Each sector belongs to

a cluster of cross sectors (located at different cell-sites) and a cluster of co-located sectors

(Fig. 5.1d). Dynamic FFR can be applied independently to each disjoint cluster of three

(cross) sectors, whose cell-exterior traffic interfere with each other. Since each sector be-

longs to exactly two clusters (Fig. 5.1d), once the operational resources are determined for

each sector by dynamic FFR, it is possible that its allocated resources may overlap with

those of neighboring co-located sectors in the other cluster. Note that, this is not a problem

if all traffic is cellular since the co-located sectors employ directional (sector) antennas to

begin with (e.g., sectors 1 and 2 in Fig. 5.1b can simultaneously transmit to D3 and D4,

respectively). This allows for applying the above light-weight dynamic FFR scheme for

cellular traffic that operates locally on individual clusters of cross sectors alone. However,

with the introduction of D2D traffic that is omni-directional, such an approach would not

work and would create interference between co-located sectors on overlapping resources

(e.g. between D1 ↔ D2 and D4 on RB 11 in Fig. 5.1b) that could bring down the benefits

from dynamic FFR as well as D2D offloading.

We compare the performance of two systems - one that classifies all traffic as cellular,

and another that classifies traffic as cellular and D2D. Both systems first apply dynamic

FFR to the clusters with cross sectors and then perform scheduling in each of the sectors

independently and then assign resources to different transmitters by solving a single cell

resource allocation problem [7]. The result in Fig. 5.3b clearly indicates the magnitude of
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the interference created by D2D that did not exist in a pure cellular environment, resulting

in the D2D system performing worse than one that classifies all traffic as cellular.

The interference generated by D2D traffic can be addressed as part of the dynamic

FFR process, where co-located sectors are incorporated in the FFR process. However,

this would couple all the cross and co-located sectors across the network, preventing the

dynamic FFR scheme from no longer being local and light-weight. An alternate approach

is to retain the light-weight nature of dynamic FFR (only applied for cross sectors) but to

alleviate the interference generated by D2D through intelligent scheduling of cellular and

D2D traffic in each cluster of co-located sectors jointly. We will adopt the latter approach

in this work.

Traffic Variations within a Sector: In addition to traffic variations across sectors,

there is also a lot of asymmetry [61] in traffic load between uplink (UL) and downlink

(DL) that changes both spatially and temporally. However, the spectral allocations to the

UL and DL cannot be varied dynamically across sectors as this would lead to asymmetric

interference between UL and DL traffic across cells, which is a much harder problem to

address. For this reason, in practical systems, a resource block can either be used for UL

traffic or DL (but not both), and this classification is same across all cells. This makes

it difficult to leverage the traffic load variations between UL and DL within each cell. In

this regard, we note that placing the D2D traffic on DL or UL resources does not have any

relative advantages - placing it on the DL resources may create interference to cellular users

from D2D transmitter, while placing it on the UL resources may create interference from

the cellular user to D2D receiver. Hence, D2D can be used as a flexible load to balance and

match the UL and DL traffic load to their available resources, resulting in better resource

utilization.

We compare the benefits of a system that employs D2D as a flexible load against one

that classifies all traffic as cellular. Both the systems use dynamic FFR but the former
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computes the FFR resource allocation using D2D as a flexible load (See Sec.5.5 for details).

Fig. 5.3c clearly indicates that the performance of the former system is resilient to variation

in traffic disparity while the latter loses 85% throughput when traffic disparity is high.

However, to realize these benefits, one would need to solve the D2D traffic placement

problem, both as part of dynamic FFR as well as during scheduling. A unique aspect of

this problem is that compared to conventional cellular systems that solve the DL and UL

resource allocation problems separately, addressing the D2D traffic placement problem

would entail solving the DL and UL resource allocation problems jointly.

In summary, most of the benefits from D2D arise from its offloading capability and

not from reuse. To maximize the offloading gains from D2D, it is important to solve the

problem of intelligent D2D traffic placement (during FFR) coupled with schedule of D2D

and cellular traffic jointly on DL and UL resources as well as across co-located sectors.

5.4 R2D2: RRM with D2D

5.4.1 Overview of R2D2

To retain the localized nature of dynamic FFR schemes for scalability without sacrificing

performance, we propose R2D2- a holistic approach to Radio Resource Management with

D2D communication in cellular networks. R2D2 operates at two time scales.

• At the beginning of each epoch (lasting several tens of frames), R2D2 leverages the

flexible nature of D2D traffic to determine the dynamic FFR patterns for DL and UL

jointly for each of cross-sector clusters (Fig. 5.1d) in a completely localized manner.

Based on the dynamic FFR patterns determined, the radio resources of operation

are determined for each sector in the cluster in DL and UL directions for the entire

epoch.

• The burden of alleviating interference generated by D2D traffic between co-located

114



sectors is moved to the frame level time granularity. Here, in every frame, for every

cluster of co-located sectors, R2D2 solves the coupled problem of D2D traffic place-

ment and intelligent scheduling of cellular and D2D traffic on both the DL and UL

resources jointly across the sectors.

Note that, R2D2 carefully assigns the coarse time-scale dynamic FFR process to the cross

sectors and the per-frame joint scheduling to the co-located sectors, as coordinating the lat-

ter practically comes for free (due to co-location at the BS). This step ensures that R2D2 is

able to effectively leverage spatial reuse of the resources while requiring finer cooperation

among only the sectors that are co-located at the same base station. We now explain each

of these components of R2D2 in detail.

5.4.2 D2D Traffic Classification

Flows that originate and end in the same sector can possibly be offloaded to D2D. Let

r̂d2d, r̂uplink and r̂downlink be the average physical layer data rates achievable from a given

transmitter to a given receiver using D2D, from transmitter to the BS and from the BS to

the receiver, respectively. These rates are estimated based on channel quality information

from reference signal received power (RSRP) measurements that span over all RBs [3, 9].

At the beginning of every epoch, a BS in R2D2 offloads a flow to D2D if both of the

following conditions are satisfied: (i) Flow originates and ends in the same sector; and, (ii)

1
r̂d2d

< 1
r̂uplink

+ 1
r̂downlink

. The second condition ensures that the time taken by the flow

over D2D is less than the time taken by the flow when routed through the BS. These data

rates can be estimated by the BS from the corresponding SINR values. Note that since

control messages and signaling overhead are involved in setting up a D2D session, this

process cannot be invoked at the same granularity of per-frame scheduling. This justifies

the rationale behind employing average data rates for D2D traffic classification at an epoch

granularity.
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5.4.3 Dynamic FFR in R2D2

At the epoch level time granularity (several tens of frames), R2D2 is executed locally by

all the three sectors that form a cross-sector cluster (See Fig.5.1d).

Step 1 (Traffic Classification): In a dynamic FFR solution, the size of the four bands

in the FFR pattern are adapted and chosen to meet the requirements from both cell-interior

and exterior traffic. Further, the FFR patterns can be re-configured at coarse time scales

(several tens of frames) to track the traffic load variations. In the case of a cellular user,

simple SINR thresholds are used to classify the user as a cell-interior or exterior user (e.g.,

D5 in Fig. 5.1b is an interior user due to its high SINR with the BS). For a D2D link, its

classification is done taking into account both the devices in the link. We consider a D2D

link as interior traffic only if both ends of the link are cell-interior users; otherwise the pair

is classified as exterior traffic (e.g., D5 ↔ D6 in Fig. 5.1b is interior traffic whileD5 ↔ D7

is exterior.) .

Step 2 (Resource Demand Estimation): For each cross-sector cluster, R2D2 estimates

the average traffic (resource) demand from cellular and D2D traffic in each sector for the

current epoch based on information from previous epochs. It keeps track of the aggregate

resource allocation (R, in RBs) to the interior and exterior traffic of both cellular and D2D

users in each epoch (for every sector j) and computes the estimate for average resource

demand (R̄) for the current epoch in sector j as a weighted (α) moving average: R̄j,xyz(t) =

αRj,xyz(t − 1) + (1 − α)R̄j,xyz(t − 1). Here x = {C,D} indicates cellular (C) or D2D

(D) traffic; y = {i, e} indicates interior (i) or exterior (e) traffic; and z = {d, u} indicates

DL (d) or uplink (u) traffic in sector j. The above equation estimates the average resource

demand for a given traffic type in a particular direction.

Step 3 (Determining resources allocated in the cross-sector cluster): Let Nd and Nu

be the total available resources in DL and UL spectrum, respectively. This spectrum needs

to be shared across the three cross sectors. Further, we also need to determine how much
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spectral resources would be allocated to interior traffic. Let F0,d and F0,u be the number

of RBs allocated to interior DL and UL traffic, respectively that is common to all the cross

sectors. Fj,d and Fj,u denote the number of RBs allocated to exterior DL and UL traffic,

respectively for sectors j = 1, 2, 3. The allocation of resources (i.e. dynamic FFR pattern)

can be formalized as a linear optimization problem shown in (5.1). This formulation ex-

hibits the following properties: (i) Leverages the flexible nature of D2D traffic to carefully

split it across UL and DL resources; (ii) Maximizes the total traffic demand satisfied; (iii)

Allows interior traffic to be scheduled on exterior traffic resources but not vice-versa as

the latter would receive interference from interior traffic in the neighboring cross sectors;

and, (iv) Ensures proportional fairness across the three sectors. Using Aj,xyz to indicate the

resources (number of RBs) allocated to traffic type xy (cellular/D2D, interior/exterior) in

direction z (DL/UL) in sector j, we have:
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max
Aj,xyz ,F0,z ,Fj,z∀j,x,y,z

∑
x∈{C,D}

∑
y∈{i,e}

∑
z∈{d,u}

∑
j∈{1,2,3}

Aj,xyz (5.1)

subject to F0,z +
∑

j∈{1,2,3}

Fj,z ≤ Nz ∀z ∈ {u, d} (5.2)

Aj,Ciz ≤ R̄j,Ciz ∀j ∈ {1, 2, 3} ∀z ∈ {u, d} (5.3)

Aj,Ciz + Aj,Cez ≤ R̄j,Ciz + R̄j,Cez

∀j ∈ {1, 2, 3} ∀z ∈ {u, d} (5.4)

Aj,Diu + Aj,Did ≤ R̄j,Di ∀j ∈ {1, 2, 3} (5.5)

Aj,Did + Aj,Diu + Aj,Ded + Aj,Deu ≤ R̄j,Di + R̄j,De ∀j ∈ {1, 2, 3} (5.6)

Aj,Ciz + Aj,Diz ≤ F0,z∀j ∈ {1, 2, 3} ∀z ∈ {u, d} (5.7)

Aj,Cez + Aj,Dez ≤ Fj,z∀j ∈ {1, 2, 3} ∀z ∈ {u, d} (5.8)

R̄i,Ceu + R̄i,Ced + R̄i,De

Fi,u + Fi,d

=
R̄j,Ceu + R̄j,Ced + R̄j,De

Fj,u + Fj,d

∀i, j ∈ {1, 2, 3} (5.9)

Here, (5.1) requires us to maximize the total resource allocation (traffic demand satisfac-

tion) over all the three cross sectors. (5.2) requires that the total DL (UL) resources allo-

cated to interior and exterior traffic in all the three sectors cannot be more than total DL

(UL) resources available in the system. (5.3) and (5.4) require that the allocation to interior

traffic and net traffic be no more than the interior and net traffic demands respectively in

each sector in either direction for cellular traffic. These two constraints together allow for

allocation of exterior traffic resources to interior traffic, while at the same time prevent-

ing exterior traffic from operating on interior traffic resources. A similar set of constraints

apply to D2D traffic in (5.5) and (5.6), with the additional flexibility that the D2D traffic

demand can be met by DL and UL resources jointly, thereby allowing for better resource

utilization. (5.7) and (5.8) require the net allocation to interior and exterior traffic in each
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sector in either direction be limited by the interior and exterior traffic resources respectively

that would be made available from dynamic FFR. Finally, (5.9) ensures a proportional al-

location across the cross sectors.

Observe that the resource allocation variables F0,z, F1,z, F2,z and F3,z are required to be

integers. However, we solve the above optimization problem after relaxing that constraint

and later round off the values to the nearest integer such that all resources are allocated to

at least one sector. This makes the above optimization a linear optimization problem that

can be solved efficiently. Further, it needs to be executed only once every epoch resulting

in low overhead. Note that generally the number of resources to be allocated is a large

number, and thus, rounding off does not cause significant loss of optimality.

5.4.4 Joint Cellular and D2D Scheduling in R2D2

At frame level granularity, R2D2 resolves the conflicts generated by D2D traffic due to

localized dynamic FFR. In the process, it also performs efficient scheduling of cellular

(interior and exterior) and D2D traffic (interior and exterior) jointly across DL and UL

resources as well as across co-located sectors to maximize resource utilization.

Scheduling Model: Scheduling problems are typically formulated as utility maxi-

mization problems, where the objective is to maximize the end-to-end system through-

put subject to a desired fairness model (captured by the utility function, Uk). We assume

proportional fairness (PR, Uk = log(r̄k)) that is the de-facto fairness model in cellular

networks [54]. The problem now reduces to maxk βk log r̄k, where βk captures the pri-

ority weight of user k’s QoS class and r̄k its average throughput. The system solution

can be shown to converge to the optimum PF allocation at longer (epoch) time scales if

the scheduler’s decisions at each frame are made to maximize the aggregate marginal util-

ity, Smax = argmaxS{
∑

k∈S ∆Uk} [73]. ∆Uk denotes the marginal utility received by
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user k in a valid schedule S and is given by βkrk
r̄k

for PF, where rk is the aggregate in-

stantaneous rate received by the user in the frame. Thus, in each frame t, user weight

vk(t) = βk

r̄k(t)
varies with r̄k(t) and accounts for both fairness and QoS. The schedul-

ing problem at each cell-site of co-located sectors then reduces to determining the frame

schedule for the co-located sectors that maximizes the following aggregate weighted rate:

Smax(t) = argmaxS
∑

k∈S vk(t) · rk(t)

Problem Formulation: Next, we formulate our joint DL-UL scheduling problem. We

use xkj ,n to denote if user kj in sector j is scheduled on RB n. Fj,z denotes the number of

exterior resources available to sector j in direction z (UL/DL). F j
0,z denotes the number of

interior resources available to j in direction z. R2D2 computes both these values for all the

sectors in both the directions as explained in Section 5.4.3. Observe that different sectors

in a co-located cluster can differ in the number of interior resources available (F j
0,z).
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max
xkj,n

∀kj ,n,j

∑
j∈{1,2,3}

∑
kj∈Kj

vkj
∑
n∈Fj

xkj ,nrkj ,n (5.10)

where, Kj ← Cj,d ∪ Cj,u ∪ Dj

Fj ← F j
0,d ∪ Fj,d ∪ F j

0,u ∪ Fj,u

subject to
∑
kj∈Kj

xkj ,n ≤ 1, ∀n ∈ Fj, ∀j (5.11)

xkj ,n = 0;∀n ∈ F j
0,d ∪ Fj,d

∀kj ∈ Cj,u,∀j (5.12)

= 0;∀n ∈ F j
0,u ∪ Fj,u

∀kj ∈ Cj,d, ∀j (5.13)

= 0;∀n ∈ F j
0,u ∪ F

j
0,d

∀kj : kj is exterior, ∀j (5.14)∑
n∈Fj

xkj ,nrkj ,n ≤ Bkj ;∀kj ∈ Kj,∀j (5.15)

xkj ,n = {0, 1}; rkj ,n = h(n, kj, k`, km) (5.16)

where C and D represent the cellular and D2D traffic; and Kj denotes the set of users in

sector j. (5.11) indicates that in a given sector, at most one transmission can be scheduled

on each resource block (RB). (5.12) and (5.13) indicate that every RB in the UL and DL

can be allocated only to their respective cellular users. (5.14) prevents an exterior user

from using an RB allocated to interior traffic. (5.15) limits the allocation to each user to be

bounded by the finite amount of data in its buffer.

TDD vs. FDD: We note that a D2D user may be allocated RBs both from DL and UL

simultaneously in the above formulation. While this can be realized in TDD systems, this

would pose a problem for half-duplex clients in FDD systems. Hence, FDD systems would

have an additional constraint to ensure that a D2D user be allocated RBs either from DL or

UL but not from both.
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Reuse across co-located sectors: The rate of a user (kj) in a sector (j) on a RB (n)

(denoted by: rkj ,n) depends not only on its individual rate in its sector in the absence of

interference (r′kj ,n) but also on the other potentially interfering traffic that is co-scheduled

on the same RB (due to overlapping dynamic FFR bands) in the other co-located sectors (`

and m). While there would be no interference if all traffic were cellular (due to sectoriza-

tion), the presence of omni-directional D2D traffic could create interference. To estimate

the true impact of interference on rate, one would need the channel gain information be-

tween all users in all the co-located sectors, which is not feasible to obtain for per-frame

scheduling (not to mention the associated overhead). Hence, R2D2 adopts a conservative

approach in identifying users from co-located sectors that can be co-scheduled on the same

RB without any interference using information that is already readily available. Note that

every user keeps track of the reference signal receiver power (RSRP) from its neighboring

cells/sectors. Using RSRP, a user can determine which of its co-located sectors it is closer

to, thereby localizing [60] it to a particular half of its sector (Fig. 5.4). Now to determine

if a user can be co-scheduled on an RB with another user, the receiver of the first link and

the transmitter (interferer) of the second link are considered. If both of them are located

in opposite halves (e.g. region A and D in Fig. 5.4) and are both not interior traffic, then

they can be co-scheduled, i.e. rkj ,n = r′kj ,n and 0 otherwise. Note that if either of the two

users under consideration is a cellular BS, then there is no interference due to sectorization.

When a user is co-scheduled with two other users, the same check can be employed with

each of the interfering users independently. Hence, we have rkj ,n = {r′kj ,n, 0} depending

on if co-scheduled users, i.e. k` and km conflict with kj .

Thus, we see that the above formulation not only captures the scheduling of cellular

and D2D traffic jointly across DL and UL resources but also across co-located sectors

(leveraging reuse) in a scalable manner without incurring additional overhead.
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Hardness of the Problem: Based on the reduction of 3-bounded 3-dimensional

matching problem to a simpler version of (5.10), we show in appendix:

Theorem 5.4.1. Maximizing (5.10) is a NP-Hard problem and admits no (1−δ)-approximation

algorithm unless P=NP.

Proposed Algorithms: We propose three polynomial-time algorithms with perfor-

mance guarantees. The first algorithm, Alg1 has a complexity of O(N2K3) and an approx-

imation ratio of 1/2; while the second algorithm Alg2 has a lower complexity of O(N2K)

to aid in low-latency implementations at the BS (to meet 1ms LTE frame timing) and an

approximation ratio of 1/4. Both these algorithms yield close-to-optimal performance in

practical evaluations (Section 5.5) and apply to TDD systems. For FDD systems with the

additional constraint that a D2D user can be allocated resources in either DL or UL but

not both, we provide an alternate algorithm Alg3 with a different approach that incurs a

complexity of O(N4K3) and provides an approximation ratio of 1/3.

The proofs for the complexity and approximation ratios for all the three algorithms are

included in the appendix.

Alg1 Alg1 is a greedy algorithm that requires two inputs: (i) Set of users K for which the

schedule needs to be computed; and, (ii) The set of RBs that can be allocated to each of the

user (Fkj for user kj). To compute the schedule, the BS invokes Alg1 at the beginning of for

every frame by settingK to the set of users across the co-located sectors: K = Kj∪K`∪Km.

For user kj , Fkj is computed as follows:
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Fkj = F j
0,z ∪ Fj,z ; if kj ∈ Cj,z ∧ kj is interior, z ∈ {u, d}

= F j
0,d ∪ Fj,d ∪ F j

0,u ∪ Fj,u ; if kj ∈ Dj ∧ kj is interior

= Fj,z ; if kj ∈ Cj,z ∧ kj is exterior, z ∈ {u, d}

= Fj,d ∪ Fj,u ; if kj ∈ Dj ∧ kj is exterior

This allows D2D to be scheduled on both DL and UL resources and allows interior

traffic to use exterior resources. Alg1 works greedily (Line 2-9 of Algorithm 4) and in each

iteration, adds that tuple of (n, kj, k`, km) to the schedule S that maximizes the incremental

utility (Line 6-8, f(n, kj, k`, km)). Recall (from Section 5.3) that there is negligible benefit

to reusing cellular resources by D2D traffic within a sector. Hence, Alg1 considers only

those tuples, where at most three users kj, k`, km, one from each of the co-located sectors,

are scheduled on the same RB (Line 3). This would include tuples with less than three users

as well, as these may provide higher utility on a RB depending on the interference conflicts

between the co-located sectors on that RB. For feasibility purposes, among all tuples, only

those tuples are considered where it is possible to schedule all the users present in the

tuple on the associated RB (See Line 4). Further, to ensure that the computed schedule

is feasible, before finally adding a tuple to the schedule S, Alg1 verifies (Line 5) that the

updated schedule does not violate any of the constraints specified in (5.10). Among all the

valid tuples (set T3), the tuple that maximizes the incremental utility is added to S (Line

6-8). Alg1 returns (Line 9) when it can no longer find a valid tuple that can be added to the

schedule.

Alg2 Alg2 is a lower complexity algorithm that decouples the co-located sectors during

RB allocation. Similar to Alg1, Alg2 is invoked by the base station by providing two inputs

(set of all users across three sectors and the set of RBs for each user). Alg2 works by

greedily (Line 2-7 of Algorithm 5) adding valid (Line 3) tuples of (n, ki) to the schedule
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Algorithm 4: Alg1: Computes the assignment of resources to users that maximizes

(5.10) in a TDD system.
Input : Set of users K, Fki∀ki ∈ K

1 S ← {}

2 while true do

3 T1 ← (n, kj, k`, km) : ki ∈ (Ki ∩ K) ∪ {φ} ∀ki ∈ {kj, k`, km}

4 T2 ← (n, kj, k`, km) : (n, kj, k`, km) ∈ T1 ∧ (kj = φ || n ∈ Fkj) ∧ (k` =

φ || n ∈ Fk`) ∧ (km = φ || n ∈ Fkm)

5 T3 ← (n, kj, k`, km) : (n, kj, k`, km) ∈

T2 ∧ Adding (n, kj, k`, km) to S does not violate any constraints

6 (n∗, k∗j , k
∗
` , k

∗
m)← argmax(n,kj ,k`,km)∈T3

f(n, kj, k`, km)

7 if n∗ 6= φ then

8 S ← S ∪ (n∗, k∗j , k
∗
` , k

∗
m)

9 else return S

that maximize the incremental utility, i.e. it allocates an RB to only one user in one of the

co-located sectors at a time, although all users from the co-located sectors are considered

during the decision process. Further, a new user can also be scheduled on an RB that is

already allocated to user(s) from other sectors, subject to interference conflicts and the

resulting additional utility the new user would bring to the given RB. This in turn would

allow for reuse of RBs across co-located sectors.

Theorem 5.4.2. Alg2 has a complexity ofO(N2K) and guarantees an approximation ratio

1/4.

Alg3 Alg3 is tailored for FDD systems but can also be applied to TDD systems. In a

FDD system, a D2D transmission can either use the UL RBs or the DL RBs (but not both).
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Algorithm 5: Alg2: Computes the assignment of resources to users that maximizes

(5.10) in a TDD system.
Input : Set of users K, Fki∀ki ∈ K

1 S ← {}

2 while true do

3 T1 ← (n, ki) : n ∈ Fki ∧ ki ∈

K ∧ Adding (n, ki) to S does not violate any constraints

4 (n∗, k∗i , k
∗
` , k

∗
m)← argmax(n,ki,k`,km):(n,ki)∈T1∧(n,k`)∈S∧(n,km)∈S ←

f(n, ki, k`, km)− f(n, φ, k`, km)

5 if n∗ 6= φ ∧ (f(n, k∗i , k
∗
` , k

∗
m)− f(n, φ, k∗` , k∗m)) > 0 then

6 S ← S ∪ (n∗, k∗i )

7 else return S

This additional constraint coupled with finite user buffers makes the problem even more

challenging and warrants a new approach to ensure performance guarantees. Unlike Alg1

and Alg2 that allocate at the granularity of RBs, Alg3 instead makes allocations at the

granularity of users, i.e. allocation of RBs to a user is executed in a single step before

moving to another user. Alg3 first determines the set of RBs that can be allocated to user

ki. Here, K′ denotes the set of users for which the set of RBs that can be allocated to them

has not been determined yet (Line 1 of Algorithm 6). While cellular DL (UL) users are

restricted to the set of DL (UL) RBs (Line 6-11), D2D users have the flexibility of being

allocated either from the set of DL or UL RBs (but not both, Line 3-5). In every iteration

of the while loop (Line 12-14), Alg3 determines the set of RBs that can be allocated for

exactly one user. This is done by greedily selecting (Line 13) the tuple (ki, Fki) that when

added to the possible schedule maximizes the value of the incremental utility. Computing

the incremental utility of adding a user (along with its set of potential RBs for allocation)
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to the current schedule, in turn corresponds to the scheduling problem (5.10) considered

in TDD systems. Hence, Alg1 is invoked (Line 13) to compute the incremental utility of

adding a tuple to the schedule. Alg3 then determines the user and its set of RBs (whether

DL or UL RBs for D2D users) that provides the maximum incremental utility and adds it

to the current schedule (Line 14). Note that at each iteration only a user and its operational

set (DL or UL RBs if D2D user) are determined and remain fixed as the schedule evolves.

The specific RBs themselves that are allocated to existing users in the schedule may change

as new users are added to the schedule, due to the re-computation of a TDD schedule in

each iteration.

5.5 Evaluation

5.5.1 Setup

A frame-level simulator written in C++ is considered for evaluation of the proposed algo-

rithms. In our evaluation, we set up 19 base stations each with 3 sectors. Further, each

sector has number of users varying between 50-150 and they are placed at random location

within the sector. Each user generates a request to a randomly selected file server for a file

of size 500 KB using an exponential distribution. The default percentage of UL transmis-

sions in each sector was 30%. Further, 30% of the generated requests are D2D, implying

that the destination file server is another user in the same sector. For all algorithms, number

of RBs available for UL and DL communication were 9 and 21, respectively. Every data

session (user) has a finite amount (125 KB) of data (buffer). The Okumara-Hata urban path

loss model is employed along with log-normal shadowing and fast (Rayleigh) fading. The

doppler fading for each user’s Rayleigh channel is equivalent to a velocity of 3-10 Km/hour.

The SNR from the model is mapped to a specific data rate [9]. The cells are deployed in
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the hexagonal fashion with a pre-determined sector radius (1000m, by default). Each data

point presented here is an average over results from 10 randomly generated topologies.

We restrict our evaluations to TDD systems here (since inferences for FDD are simi-

lar). Apart from the two flavors of R2D2 (D2D-aware dynamic FFR with Alg1 or Alg2),

we implemented multiple other algorithms for comparison. In all these algorithms (ex-

cept StaticPowerReduce), at epoch level time granularity, dynamic FFR scheme is exe-

cuted for determining the FFR bands (as explained in Section 5.4.3). However, the algo-

rithms behave differently at the frame level time granularity as follows. a) Alg1NoD2D:

Every BS computes the schedule using Alg1. Since, this algorithm classifies all traf-

fic as cellular, there is no conflict among transmissions scheduled by co-located sectors.

b) D2DDynamicGenie: Each BS computes the joint schedule for all the three co-located

sectors. Further, D2DDynamicGenie is aware of all the path loss values (including, path

loss between users), and can potentially leverage that information to schedule multiple

transmissions in the same sector on the same RB. It also dynamically controls the transmis-

sion power level of D2D transmissions to maximize the reuse of RBs. c) StaticPowerRe-

duce proposed in [39] works by reducing the transmission power level of all D2D links. It

is expected that this reduction will prevent D2D from interfering with UL transmissions,

allowing them to be co-scheduled on the same RBs in the same sector. This algorithm does

not allow outdoor D2D traffic to coexist with cellular DL traffic (to avoid interference to

the cellular users operating on the same RB in the same sector). We extend [39] to mul-

ticell deployments through a static FFR scheme that allocates equal number of RBs to all

sectors. We evaluate the scheduling algorithms at per-frame granularity based on their ob-

jective function (weighted sum rate), which in turn corresponds to throughput with equal

user weights.
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5.5.2 Results

Variation in D2D traffic load: With increase in D2D traffic, the throughput for both Alg1

and Alg2 increases (See Fig. 5.5a). This is primarily because of offloading benefit from

D2D. Further, D2D is also able to leverage the disparity in UL-DL traffic distribution and

thus, can be scheduled on the RBs that would have otherwise gone wasted. Fig. 5.5a shows

that Alg2 gives a throughput of 3.79x and 3.00x compared to StaticPowerReduce [39] and

Alg1NoD2D, respectively. Although, Alg2 has lower complexity than Alg1, we observe

that on an average, throughput of Alg2 is within 3.18% of the throughput of Alg1, making

it an ideal candidate for implementation. This is because when Alg2 adds a single user

to the schedule, it also considers the interference that may arise between this user and the

other users that are already scheduled on the same RB.

From the result, we can also see that Alg2 has throughput within 4.8% of D2DDynamicGenie.

This implies that even with all the information about path loss values between users,

D2DDynamicGenie is unable to schedule more transmissions than Alg2. Dynamic con-

trol of transmission power level is also not helpful since D2D transmitters need to transmit

at low power to avoid interference to other transmissions in the same sector. This coupled

with the interference faced by the D2D receiver, reduces the rate that can be supported on

the D2D link. This confirms that D2D provides low reuse benefit in multicell scenarios

with FFR. Although, StaticPowerReduce allows D2D transmissions, reducing the trans-

mission power level of D2D transmissions also reduces D2D offload benefit. Further, even

after reducing the power levels, D2D transmissions may still interfere with the UL traffic

and vice versa. From our evaluations, we observe that at 30% D2D traffic load, 25% of the

transmissions scheduled by StaticPowerReduce were unsuccessful due to interference.

Variation in sector radius: For larger sectors, all algorithms have lower throughput

since the increase in distance results in lower physical layer data rates. When sector radius

is less than 1000m, throughput of Alg2 is within 4.3% of D2DDynamicGenie. However, at
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sector radius of 2000m, the gap between them is higher at 12.3%, but still within reasonable

limits. This is because in larger cells, D2DDynamicGenie is able to leverage the path loss

information to schedule multiple transmissions within the same sector.

Variation in DL-UL traffic ratio: Fig. 5.5c shows the variation in throughput with

variation in the percentage of UL traffic across different sectors. Here, an x-axis value of

30-60% implies that the UL traffic percentage of all sectors was uniformly distributed be-

tween 30% and 60%. For StaticPowerReduce and Alg1NoD2D, the total throughput peaks

when the average offered UL traffic (30%) is close to the percentage RBs allocated for UL

traffic (30%). The maximum throughput of Alg2 stays almost constant with variation in

UL traffic. On the other hand, for Alg1NoD2D and StaticPowerReduce, their maximum

throughput is 85% and 142% more than their minimum throughput. This clearly implies

that D2D-aware dynamic FFR algorithm of R2D2 is able to leverage the flexible nature of

D2D traffic and is able to achieve high throughput even when disparity is high.

Variation in hotspot D2D traffic: We model the D2D traffic distribution as “hotspot

traffic” such that for h% of sectors, 80% of their traffic is D2D, while the remaining sec-

tors have only 20% of their traffic as D2D (to emulate scenarios of stadiums, event centers,

etc.). Fig. 5.5d shows that Alg2 provides 2.33x and 3.45x throughput compared to Stat-

icPowerReduce [39] and Alg1NoD2D, respectively. The gains here are higher compared

to when D2D traffic is uniformly distributed since here the dynamic FFR scheme of R2D2

is able to better leverage the variation in D2D traffic across sectors.

5.6 Conclusions

In this chapter, we showed that D2D traffic does not provide significant reuse benefit in

multicell networks that employ FFR schemes. To best leverage the D2D in such networks,

we proposed that D2D should be used as a flexible traffic so that it can be used on resources

which would have otherwise been wasted due the disparity between uplink and downlink
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traffic across sectors. To that end, we proposed a novel D2D aware dynamic FFR algo-

rithm that is executed at epoch level granularity and is scalable. We also proposed provable

approximate scheduling algorithms that maximize the benefit from D2D. Through simu-

lations, we showed that R2D2 improves performance by 2.79x compared to existing D2D

algorithms.
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Cell\Demand DL UL D2D 

Cell j 1 2 4 

Cell l 3 3 9 

Cell m 5 1 8 

D2D Oblivious FFR Allocation D2D Aware FFR Allocation (R2D2) 

Cell Total 

Demand 

Resources 

Allocated 

Traffic 

Supported 

Total Demand Resources 

Allocated 

Traffic 

Supported 

DL UL DL UL DL UL DL UL 

j 1 2 + 4 

= 6 

3 3 1 + 3 = 4 1 + 1 = 

2 

2 + 3 = 

5 

2 5 2 + 5 = 7 

l 3 3 + 9 

= 12 

8 5 3 + 5 = 8 3 + 6 = 

9 

3 + 3 = 

6 

9 6 9 + 6 = 15 

m 5 1 + 8 

= 9 

13 4 5 + 4 = 9 5 + 8 = 

13 

1 + 0 = 

1 

13 1 13 + 1 = 14 

Total 24 12 21 24 12 36 

(a) Cross-Sector Clique. (b) Traffic demand at each sector (or cell).  

(c) The number of resources that can be allocated to UL and DL are 12 and 24, respectively. 

R2D2 will carefully split D2D traffic across UL and DL, serving 71% higher traffic. 

m mj 
l 

Figure 5.2: A D2D Oblivious dynamic FFR algorithm will put all D2D traffic on UL

resources (to avoid interference with the downlink cellular transmissions in the co-located

sectors) and allocate resources proportionally. On the other hand, a dynamic FFR

allocation scheme aware of D2D traffic (R2D2) will carefully split D2D traffic across UL

and DL. When coupled with resource allocation for interior traffic, the D2D-Aware

dynamic FFR allocation becomes more challenging (shown in Sec. 5.4.3) and provides

even higher benefits.
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Figure 5.3: Evaluation results illustrating challenges in leveraging D2D.
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Figure 5.5: Evaluation results illustrating challenges in leveraging D2D.
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Algorithm 6: Alg3: Computes the assignment of resources to users that maximizes

(5.10) in a FDD system.
Input : Set of users K

1 K′ ← φ, S ← φ

2 forall the ki ∈ K do

3 if ki ∈ Dj ∪ D` ∪ Dm then

4 if ki is exterior then Fki [0]← Fi,d, Fki [1]← Fi,u

5 else Fki [0]← F i
0,d ∪ Fi,d, Fki [1]← F i

0,u ∪ Fi,u

6 else if ki ∈ Cj,d ∪ C`,d ∪ Cm,d then

7 if ki is exterior then Fki [0]← Fi,d, Fki [1]← φ

8 else Fki [0]← F i
0,d ∪ Fi,d, Fki [1]← φ

9 else if ki ∈ Cj,u ∪ C`,u ∪ Cm,u then

10 if ki is exterior then Fki [0]← Fi,u, Fki [1]← φ

11 else Fki [0]← F i
0,u ∪ Fi,u, Fki [1]← φ

12 while K 6= K′ do

13 (k∗, F ∗
k∗)← argmax(ki,Fki

):ki∈K\K′∧Fki
∈{Fki

[0],Fki
[1]} f(Alg1(K′ ∪ {ki}, Fkj∀kj ∈

K′ ∪ {ki}))− f(Alg1(K′, Fkj∀kj ∈ K′))

14 K′ ← K′ ∪ {k∗}, Fk∗ ← F ∗
k∗

15 Call Alg1 (K′, Fkj∀kj ∈ K′)

16 return schedule computed by Alg1
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CHAPTER 6

CONCLUSIONS AND FUTURE WORK

The recent increase in the number of mobile devices and the popularity of mobile apps

has led to a huge increase in the mobile wireless traffic. Channel frequencies being a

natural resource are limited in number. Although many MAC layer algorithms have been

proposed that maximize the usage of a channel frequency, all these algorithms prohibit

nearby devices to transmit or receive data simultaneously.

The focus of this thesis is to propose solutions that make best use of given wireless re-

sources by leveraging the high density of wireless devices. We proposed different solutions

to improve the wireless throughput in Wi-Fi and cellular networks, where each solution is

suitable for certain category of deployments. We also demonstrated the efficacy of the

proposed protocols by implementing them on our testbed.

Traditionally, the network administrators have deployed high density of APs to ensure

complete wireless coverage. This thesis demonstrates that it is possible to leverage this

high density of wireless devices to achieve high throughput, whereas in such networks

the traditional 802.11 algorithm may fail due to high collision rates. For non-cooperating

wireless networks, we proposed Mozart that uses a novel successive packet decoding mech-

anism to solve both the hidden terminal and exposed terminal problems. Further, we also

showed that by leveraging cooperation among APs and the underutilized wired backbone,

it is possible to significantly improve the performance of the mobile wireless networks.
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The solutions presented in this dissertation needs further investigation and analysis.

Next, we present some directions for future research on these problems:

• In the future, the number of mobile devices is expected to increase significantly. This

thesis takes the first few steps in discussing how the more powerful wireless devices

such as APs can cooperate to handle the interference generated by mobile devices.

It remains to be seen how the interference generated in highly dense deployments of

mobile devices can be handled using techniques discussed in this thesis.

• This thesis proposed Symphony and RobinHood, two solutions for Wi-Fi networks

where the access points cooperate. It needs to be explored if the techniques proposed

in these solutions will also be applicable to cellular networks. In cellular networks,

the distance from the wireless devices to the base stations is much higher compared

to distance in the Wi-Fi networks. Further, in cellular networks, the latency between

base stations is higher compared to the latency between access points in Wi-Fi net-

works. The longer distance and the higher latency presents new challenges. It is

possible that modifications may be required to Symphony and RobinHood in order

to make them suitable for cellular networks.

• Wireless devices have limited battery capacity. It is important to design wireless so-

lutions that minimize the energy consumption of these devices. RobinHood requires

wireless devices to transmit only once while the APs transmit in the second slot.

Thus, RobinHood minimizes the energy consumption of wireless devices. On the

other hand, Mozart and Symphony require clients to transmit multiple times. This

may increase the energy consumption of the devices. It needs to be investigated how

the energy consumption of these solutions can be further reduced while minimally

affecting the throughput.

• In Chapter 5, we studied device to device communication from one client to another.
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Another application of D2D communication is multicasting data from a single source

to multiple clients over multiple hops. This class of applications are expected to

be deployed in shopping malls (for advertising) and large stadiums (broadcasting

replays) etc. It needs to be investigated how D2D multihop traffic can be integrated

in the existing cellular networks.
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APPENDIX A:

A.1 Mozart

A.1.1 Critical Period

In this section, we compute the critical period of Mozart. Using a simpler proof, we first

show that critical period of Mozart is shorter than 18.7 µs. This duration of 18.7 µs is still

significantly shorter than existing techniques: 39.4µs (802.11ec [55]), 152 µs (802.11 with

rts,cts).

Lets say a receiver ra starts transmitting a poll at t=0 (See Figure A.1). Then, this poll

would be received by all its neighboring nodes within 6.35+1+2= 9.35 µs where 6.35µs

is the duration of poll, 1 µs for propagation delay and 2 µs for the turn-around time. So,

if all neighboring nodes do not participate in any new exchange (i.e., keep their radio in

the receive mode) for these 9.35 µs, then they would hear ra’s poll and would not transmit

unless they have packets that are intended for ra. Thus, all such nodes would transmit

simultaneously to ra and ra would be able to decode them by carefully using suppress.

Thus, ra would be able to decode all the received data packets since it won’t hear any

spurious (unintended) transmissions. Therefore, the upper bound on the critical period can

be computed by taking twice of 9.35 µs (duration before and after the transmit of poll).

This shows that the critical period of Mozart is upper bounded by 18.7 µs.
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Figure A.1: Critical Period Computation. If all radios do not initiate a new exchange

within 9.35 µs, then they would hear the poll.

A.1.2 Critical Period for other protocols

802.11ec [55] In 802.11ec, lets consider the network with one receiver (say r) and 2 hidden

transmitters (say ta and tb). If ta sends Ic at t = 0, then the receiver will start transmittingRc

at t=10.35µs (See Figure 2 in [55]). This Rc would be heard by all nodes by t=17.70. Thus,

if tb starts changing its radio from rx to tx state just before t=17.70µs, then it would not

hear Rc and would start transmitting Ic at t=19.70. This, Ic would corrupt the transmission

of ta at the receiver. In other words, if tb starts its exchange within 19.70 µs of ta, then

both the exchanges would be corrupted. Thus, the critical period for 802.11ec is 39.40µs

(twice of 19.70 µs). Similarly, it can be shown that the critical period of 802.11 is 152 µs

(See [55] for details).
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A.2 Symphony

Theorem A.2.1. Non Flex TDMA is NP Hard: Given an infrastructure network N , then

computing a schedule of length k slots that allows all clients to transmit exactly 1 packet

to their associated APs is NP-Hard.

Proof. Proof is similar to [23]. We reduce the k-coloring problem to k-non-flex scheduling.

Given a graph G = (V,E), we construct an infrastructure-based wireless network (say N ).

For each vertex vi in V , a client node ni is placed in the network N . Further, for every

client node ni in N, an AP (say a(ni)) is also placed with in the transmission range of ni.

Further, if two vertices vi and vj are connected by an edge in G, then N is modified

such that: (i) a(ni) is in interference range of nj but outside it’s transmission range; and,

(ii) a(nj) is in interference range of ni but outside it’s transmission range.

We now show that if G is k−colorable, then it is possible to schedule all the client

nodes in N in k slots. First observe that a transmission from ni can interfere at a(nj) iff

vi and vj share an edge in G. Therefore, we can say: (i) If two nodes can be assigned the

same color in G, then the corresponding nodes can transmit simultaneously to their AP in

N ; and, (ii) If two nodes can transmit simultaneously to their associated APs in N , then

the corresponding vertices can be assigned the same color in G.

Hence, if G has a k-coloring, then all the client nodes can transmit in k slots in N .

Similarly, if all the client nodes can transmit in k slots in N , then G has a k-coloring.

Theorem A.2.2. Flex TDMA is NP Hard: Given an infrastructure network N , then com-

puting a schedule of length k slots that allows all clients to transmit at least one packet to

any of the neighboring APs is NP-Hard.

Proof. With Flex TDMA, each client can send its uplink data to any AP that is in its trans-

mission range. We use the same construction as used before in Theorem A.2.1. Observe

that in that construction of N , every client had only one AP in its transmission range.
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So, any k length schedule for Flex-TDMA MAC protocol would also be a valid k length

schedule for Non-Flex TDMA protocol. Thus, if Non-Flex TDMA scheduling problem is

NP-Hard, then Flex-TDMA scheduling problem must also be NP-Hard.

Theorem A.2.3. Symphony scheduling is NP-Hard: Given an infrastructure network N ,

then computing a schedule of length k slots that allows all clients to transmit at least one

packet to any of the neighboring APs such that APs are also allowed to exchange packets

on the backbone is NP-Hard.

Proof. We use the sameG toN construction as used in the proof of Theorem A.2.1. Recall

that in that construction of N , every client had only one AP in its transmission range.

Further, for any two client nodes ni and nj , if a(ni) is in the interference range of nj ,

then a(nj) is also in the interference range of ni. Thus, if links ni → a(ni) and link

nj → a(nj) are included in the dependence graph, then they will form a directed cycle.

Thus, for such a network Symphony would not be able to harness the backbone since if

two neighboring clients are picked in the subgraph, then a cycle is created. So, any k

length schedule for Flex-TDMA MAC protocol would also be a valid k length schedule

for Symphony protocol. Thus, if Non-Flex TDMA scheduling problem is NP-Hard, then

Symphony scheduling problem must also be NP-Hard.

Theorem A.2.4. A set of client-AP transmissions can be decoded if and only if the vertex

induced subgraph (say Gs) of the corresponding set of vertices in Gd is a DAG (Directed

Acyclic Graph).

Proof. We first prove that if Gs is acyclic, then the corresponding client-AP transmissions

can be decoded. This proof is by construction. Since, Gs is ayclic, then there must exist a

topological sorting of Gs. To decode all client-AP transmissions, the APs can decode them

in the order of topological sort which has the property that any transmission be decoded is
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only dependent on transmissions preceding it (in the order of the topological sort). Thus,

all the transmissions would be successfully decoded.

Next, we prove that ifGs is cyclic, then the corresponding client-AP transmissions can’t

be decoded. By contradiction, assume that there exists some order (sayO) of decoding that

allows theCS to decode all the client-AP transmissions. Assume ni → APj and nk → APl

are two transmissions in this order such that ni → APj precedes nk → APl. Then in Gd

there can not exists an edge from nk → APl to ni → APj since presence of such an

edge would make decoding of ni → APj impossible without having decoded nk → APl.

Thus, the vertices in O must form a topological sort with no edges from later vertices to

preceding vertices. This implies that Gs must be acyclic since only acyclic graphs have

a valid topological sort. This contradicts the fact that Gs is cyclic. Thus, our assumption

must be wrong and it must be impossible to decode all client-AP transmissions.

We proved that if Gs is acyclic, then the corresponding client-AP transmissions can be

decoded. We also proved that if Gs is cyclic, then the corresponding client-AP transmis-

sions can’t be decoded. Combining the two results proves the given theorem.

A.3 RobinHood

A.3.1 Algorithm Satisfiable

As discussed before in Section 3.5.2, Algorithm Satisfiable determines if a given sched-

ule is satisfiable or not. Without loss of generality, let S be the schedule such that S =

{(Ci, APi) : APi is the receiving AP for packet xi, and xi is the ith packet to be decoded

and 1 ≤ i ≤ N}. Then, we draw an undirected graph G where we have two sets of vertices:

(i) V1: Each vertex in V1 corresponds to a pair (Ci, APi) such that (Ci, APi) ∈ S; and, (ii)

V2: Let A be the set of all APs in the group. Each vertex in V2 corresponds to an AP (say

APj) in A such that APj is not in S.
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Next, we draw an edge from vertex Vi ∈ V1 to a vertex Vj ∈ V2 if and only if APj can

hear from Ci. We set the capacity of all these edges to 1.

Next, we construct a source vertex (say Vs) and draw edges from Vs to every vertex, say

Vi ∈ V1. Further, we set the capacity of edge from Vs to Vi as i− 1 where 1 ≤ i ≤ N − 1.

We also set the capacity of edge from Vs to VN as N − 2. Finally, we also construct a

termination (or sink) vertex (say Vt). Then, we add edges from each vertex Vj ∈ V2 to Vt

and set the capacity of these edges to 1.

We solve the Maximum Flow problem on G from vertex Vs to Vt. We say that the given

schedule S is satisfiable only if the flow value is at least N2−N−2
2

where N is the length of

the schedule. Next, we prove the correctness of this reduction.

Theorem A.3.1. If G has the desired max flow, then S is satisfiable.

Proof. G can have a flow of at least N2−N−2
2

only if the following two conditions are satis-

fied: (i) From every vertex (Ci, APi), there is an outgoing flow of i−1 when 1 ≤ i ≤ N−1;

and, (ii) Vertex (CN , APN), there is an outgoing flow of N − 2. This implies that for every

client Ci, there are at least i−1 APs that can hear it when 1 ≤ i ≤ N−1. This also implies

that for client CN , there are at leastN−2 APs that can hear it. These two conditions ensure

that S must be satisfiable.

Theorem A.3.2. If S is satisfiable, then G has the desired max flow.

Proof. If S is satisfiable, then for every client Ci in S, there must be at least i − 1 unique

APs that can hear it when 1 ≤ i ≤ N − 1. This also implies that for client CN , there are at

least N − 2 unique APs that can hear it. These two conditions ensure that the max flow in

the graph G should be at least 1+ 2+ . . .+ (N − 2) from the clients from C1 to CN−1 and

a flow of N − 2 for the CN . Thus, the total flow should be at N2−N−2
2

.
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A.4 R2D2

Proof of Theorem 5.4.1 To show that maximizing (5.10) is NP-Hard, we show that a

special variant of (5.10) is NP Hard. In the special variant of (5.10), for a given base

station, all its users are present in only one of the three sectors. Further, the D2D traffic

demand is 0 and the objective is to maximize the throughput of the cellular users given

finite buffer traffic for each user. It has been shown [7] that this simplified problem is

NP-Hard and it can’t be approximated within (1− δ) of the optimal (for some δ).

Theorem A.4.1. Alg1 has a complexity of O(N2K3) and guarantees an approximation

ratio of 1
2

compared to exponential time optimal algorithm.

Proof. Since for a given base station, at most one tuple can be assigned to a RB, therefore,

the for loop in Line 4 of Alg1 will be invoked at most N times. Further, within the for loop,

there are at most O(NK3) tuples that need to be evaluated (Line 5-9) . Evaluating a tuple

requires validating the buffer constraints of at most three users takes O(1) time since the

number of users in the tuple is at most 3. Thus, the complexity of Alg1 is O(N2K3).

We compare the schedule (S1) computed by Alg1 with the schedule computed by op-

timal (S∗) where both S1 and S∗ are set of tuples ((n, kj, k`, km)). The tuples in S1 are

arranged in the order of their throughputs (value of function f ). During this comparison,

we maintain the following four invariants:

• Throughput of tuples removed from S1 is at least half the throughput of tuples re-

moved from S∗.

• B1
ki
≥ B∗

ki
∀ki : ki ∈ S∗.

• Alg1 is free to choose any tuples that appear in S∗ without violating any constraints

in (5.10).

• If S1 has no tuple that is using RB n, then S∗ has no tuple such tuple either.
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Initialization: Initially, no tuples have been removed from S1 or S∗, so the throughput

of tuples removed from both S1 and S∗ are 0. Hence, the first invariant holds. Secondly, all

the users have the same buffer sizes before any of the scheduling algorithm has executed.

Thus,B1
ki
= B∗

ki
∀k. This satisfies the second invariant. Thirdly, since S∗ is a valid schedule

and all users have the same buffer size in both the schedules (invariant 2), therefore, Alg1

is free to choose any tuples from S∗ without violating constraints. Fourthly, both S1 and

S∗ will schedule at least one user on each RB. Thus, the fourth invariant is true.

To show that S1 has at least half the throughput compared to S∗, we start removing

one tuple each from S1 and S∗ without violating the invariants. Let (n, kj, k`, km) be the

tuple with maximum value in S1 and (n, k′j, k
′
`, k

′
m) be the tuple chosen by S∗ for RB n.

Clearly, f(n, kj, k`, km) ≥ f(n, k′j, k
′
`, k

′
m) because otherwise the greedy algorithm would

have chosen (n, k′j, k
′
`, k

′
m) (follows from invariant 3). We remove f(n, kj, k`, km) from S1

and f(n, k′j, k
′
`, k

′
m) from S∗. Apart from this, for every user ki ∈ {kj, k`, km}, let bki be

the number of bits that ki was able to transmit/receive when scheduled on RB n by S1.

From the remaining tuples in S∗, we reduce the bits transmitted/received by ki by bki .

Therefore, the tuple removed from S1 (i.e. (n, kj, k`, km)) provides at least as much

throughput as each of the two removals. Thus, throughput of tuple removed from S1 in

this step is at least half the throughput of tuples removed from S∗. This proves that the first

invariant is maintained.

For user ki, let B∗
ki,e

be the size of the remaining buffer of ki after the tuples has been

removed from S∗. Similarly, letB1
ki,e

be the buffer size for ki after the single tuple has been

removed from S1. Then, we claim that the invariant B1
ki,e
≥ B∗

ki,e
∀ki : ki ∈ S∗ remains

true after this step. During this step, for every user ki that was in the tuple (n, kj, k`, km),

the buffer size for ki dropped by bki . However, for all such users that were also in S∗, we

removed bki bits from the buffer of ki in S∗ as well. Thus, the buffer of ki will also drop by

bki in the optimal algorithm implying B1
ki
≥ B∗

ki
. Only case where we would not be able
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to remove bki from the buffer of ki in S∗ is when ki was not present in S∗. However, in this

case as well, the second invariant is satisfied since the invariant is defined only for users

that are in S∗.

Third invariant can simply be derived from the second variant. Since every user ki

scheduled in S∗ has at least as much buffer left in S1, therefore, if S∗ can schedule ki, then

S1 can also schedule it.

Observe that only the tuples corresponding to RB n were removed from S1. At the

same time, we also removed the tuple from S∗ that corresponds to RB n. Thus, the fourth

invariant also holds true after this step.

This proves that the four invariants hold true during this step of removing tuples from

S1 and S∗. Now, once all the tuples have been removed from S1, then S1 would be empty.

Similarly, S∗ would be empty (4th invariant). From the first invariant, we know that the

throughput of tuples removed from S1 is at least half the throughput of tuples removed

from S∗. Thus, S1 has at least half the throughput compared to S∗.

Theorem A.4.2. Alg2 has a complexity of O(N2K) and guarantees an approximation

ratio 1
4

compared to exponential-time optimal algorithm.

Proof. Since for a given base station, at most three tuple can be assigned to a RB, therefore,

the for loop in Line 4 of Alg2 will be invoked at most 3N times. Further, within the for

loop, there are at most O(NK) tuples that need to be evaluated (Line 5-9) . Evaluating a

tuple requires validating the buffer constraints of at most three users takes O(1) time since

the number of users in the tuple is at most 3. Thus, the complexity of Alg2 is O(N2K).

The proof for approximation ratio for Alg2 is similar to proof used in Theorem A.4.1.

We compare the schedule (S2) computed by Alg2 with the schedule computed by optimal

(S∗) where both S2 and S∗ are set of tuples ((n, ki)). Further, the tuples in S2 are arranged

in the order of their throughputs (value of function f ). During this comparison, we maintain

the following four invariants:
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• Throughput of tuples removed from S2 is at least 1/4 the throughput of tuples re-

moved from S∗.

• B1
ki
≥ B∗

ki
∀ki : ki ∈ S∗

• Alg1 is free to choose any tuples that appear in S∗ without violating any constraints

in (5.10).

• If S2 has no tuple on RB n, then S∗ has no tuple on RB n either.

Initialization: Initially, no tuples have been removed from S2 or S∗, so the throughput

of tuples removed from both S2 and S∗ are 0. Hence, the first invariant holds. Secondly, all

the users have the same buffer sizes before any of the scheduling algorithm has executed.

Thus, B1
ki
= B∗

ki
∀ki. This satisfies the second invariant. Thirdly, since S∗ is a valid sched-

ule and all users have the same buffer size in both the schedules (invariant 2), therefore,

Alg1 is free to choose any tuples from S∗ without violating constraints. Fourthly, both S2

and S∗ will schedule at least one transmitter for each RB. Thus, the fourth invariant is true.

To show that S2 has at least 1/4 the throughput compared to S∗, we start removing

multiples tuples from S2 and S∗ without violating the invariants. Let (n, ki) be the tuple

with maximum throughput value in S2 and (n, k′i) be the tuple with max. throughput

among all tuples in S∗ for RB n. Clearly, f(n, ki) ≥ f(n, k′i) because otherwise the greedy

algorithm would have chosen (n, k′i) (follows from invariant 3). We remove (n, ki) from

S2 and remove all tuples from S∗ that are using RB n. Note that there can be at most 3 such

tuples and (n, ki) will have throughput at least as much as each of the three tuples (because

invariant 3 implies that otherwise S2 would have chosen one of those tuples instead of

(n, ki)).

Apart from this, for user ki, let bki be the number of bits that ki was able to transmit/re-

ceive as a part of tuple of (n, ki) in S2. From the remaining tuples in S∗, we reduce the rate

achieved by user ki by bki . This forms the fourth removal. Therefore, tuple (n, ki) ∈ S2
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provides at least as much throughput as each of the four removals. Thus, throughput of

tuple removed from S2 in this step is at least 1/4 the throughput of tuples removed from

S∗. This proves that the first invariant is maintained.

For user ki, let B∗
ki,e

be the buffer size of ki after the tuples have been removed from

S∗. Similarly, let B1
ki,e

be the buffer size for ki after the single tuple has been removed

from S2. Then, we claim that B1
ki,e
≥ B∗

i,e∀ki : ki ∈ S∗. This is because before this

step, this statement was true. Now during this step, for every user ki that was in the tuple

(n, kj, k`, km) and S∗, we removed equal number of bits from S∗ as well. Thus, the buffer

of ki will also drop by bki in the optimal algorithm implying B1
ki
≥ B∗

ki
. Only exception

is that ki may not be present in S∗. In that case, we wont be able to remove bits of ki.

However, the second invariant is still satisfied since it is defined only for users that are in

S∗.

Third invariant can simply be derived from the second variant. If a user ki has more

buffer left in S2, then if S∗ can schedule ki, then S2 can also schedule it.

Observe that only the tuples corresponding to RB n were removed from S2. At the

same time, we also removed the tuple from S∗ that corresponds to RB n.Thus, the fourth

invariant also holds true.

This proves that the four invariants hold true during the process of removing tuples

from S2 and S∗. Now, once all the tuples have been removed from S2, then S2 would be

empty. Similarly, S∗ would be empty (4th invariant). From the first invariant, we know that

the throughput of tuples removed from S2 is at least 1/4 the throughput of tuples removed

from S∗. Thus, S2 has at least 1/4 the throughput compared to S∗.

Theorem A.4.3. Alg3 has a complexity of O(N4K3) and guarantees an approximation

ratio of 1
3
.

Proof. We first show that complexity of Alg3 is O(N3K3). Observe that the for loop in

line 12 of Alg3 will be executed at most 2N2 times. For each execution of for loop, Alg3
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executes one instance of Alg1 in Line 14. Since, Alg1 has complexity of O(N2K3) (See

Theorem A.4.1), therefore, complexity of Alg3 is O(N4K3).

To prove the approximation ratio, we will invoke nested sub-modularity, and leverage

the following result from [17, 31]: If the incremental oracle is only α-approximable, then

the approximation guarantee of greedy sub-modular maximization changes to α
p+α

, where

the maximization is subject to a p-independence system.

Submodularity: We show that at the highest level, we have the following submodular

problem: ψ = {ki, Fki}∀ki ∈ S∀Fki : Fki ∈ {Fki [0], Fki [1]}} φki = {ki, Fki}∀Fki : Fki ∈

{Fki [0], Fki [1]}

Now the set of all feasible schedules would correspond to a partition matroid [7] of ψ,

whereby there can be at most one element from each φki , for anyA ∈ S. For two setsA and

B such that A ⊆ B, we can see that, f(A∪{ki, Fki})− f(A) ≤ f(B ∪{ki, Fki})− f(B).

This is because the benefit provided by {ki, Fki}when it is added to a bigger setB, can also

be realized when it is added to a smaller set A. Therefore, the marginal gain will always

be less than the marginal gain when adding to smaller set. Also, clearly f(φ) = 0. Also,

f(A) is a non-decreasing function on A since adding one more user to A cannot decrease

the objective function provided computation done by Alg1 in Lines 15-16 is optimal. Thus,

the scheduling problem at the highest level is submodular on a partition matroid and the

approximation ratio of the greedy algorithm Alg3 would be 1/2 [7] if Alg1 in Lines 15-16

is optimal.

However, since Alg1 is not optimal and has an approximation ratio of 1
2

(See Theorem

A.4.1), therefore, we invoke the result discussed above to obtain approximation ratio for

Alg3. Setting p = 1 (because we can pick at most one element from each φki , for any A ∈

S, implying independence is 1), and α as 1
2
, we get: Approximation ratio =

1
2

1+ 1
2

= 1
3
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