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ABSTRACT

We examine the role cosmic rays, X-rays and ultra-violet @gkiotons play in the chemical evo-
lution of the interstellar medium, and how astrophysicalggisses like massive star formation can
change the fluxes of these energetic particles. We conreediosination rates to interstellar chem-
istry.

We first explore the basidiects of cosmic-ray and X-ray ionization and UV photodisation
(scaled by a factory) on the chemistry. For cosmic-ray and X-ray ionization ré@asing the ion-
ization rates” and/x (s™1) enriches the chemistry, up to~ 1074 s, whereupon molecules and
ions are quickly destroyed due to the high electron fractisolated from otherféects, the UV field
tends to dissociate species much mdfiently than ionizing them, and generally reduces molec-
ular abundances, especially those of complex molecules.cBmbination of a higlf ~ 107> s*
and a high UV field ¥ = 60) can enhance the production of some molecular specigsasusmall
hydrocarbons.

We investigate the role of cosmic rays and UV photons in theseltead Nebula, and deter-
mine the impact a column-dependent cosmic ray ionizatimekes on photodissociation region
(PDR) chemistry. The column-dependence @ solved using a three-dimensional two-fluid mag-
netohydrodynamics model, treating the cosmic rays as aglwidrned by the relativistic Boltzmann
Transport Equation, and treating the interstellar medigra second fluid, governed by the standard
non-relativistic magnetohydrodynamics equations.

We then utilize a modified version of the Morata-Herbst tidependent PDR model, incorpo-
rating our function for’. Our results help solve a chemical mystery concerning higimdances of
small hydrocarbons at the edge of the nebula. We discusgcpoed the model makes for species

currently unobserved in the Horsehead Nebula.



Finally, we examine the role of star formation on interstekstrochemistry in the Orion KL
region. We develop a new astrochemical gas-grain PDR maitiebtime-dependent UV radiation
field and X-ray and cosmic ray flux, scaled to the star fornmatade and radiative contributions of
different spectral-type stars. The results provide an exptemédr OH*, H,O* and water obser-
vations, and HO* non-detection in the region, as well as make unique predistfor HCO and
other molecules. These results allow us to constrain theohtjiee Orion KL region to 19— 10°

years after OB star formation.
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Chapter 1

| NTRODUCTION

Oeolg pev altd TV drmalhayv TOvVmVY
PPOVPAG ETELOG KOG, EV KOLWMDUEVOG
otéyaig Atpeldv dykadev, Kuvog dikny,
AOTPWV KATOLOO VUKTEPMY O YUPLY,

KOl TOVG EPOVTOG XELUO. Kai 0€pog BpoTtolg
Loumpolg duvaotag, Eumpémovtag aib/ept
aotépag, OtV eOivoLy, AVToLdg Te TOV.

— AIZXTAOS, ATAMEMNON, 1-74

Commonplace depictions of Chemistry on earth usually oielimages of large hexagonal ar-
rangements of carbon saturated with hydrogen. Presswaseasured in Torr, gas and solution
are in thermodynamic equilibrium. Reaction times are cedrih nanoseconds. These terrestrial
interactions, so familiar to most who study them, are in father uniqgue manifestations in our
universe.

The vast majority of chemistry in the universe is nothinglikis. Carbon is free, or when
bound, is tied to oxygen or arranged in lines instead of hemsgMost carbon is hydrogen-poor, and
hydrogen, the most abundant element, is itself free or bomrid pairs. Figur€1]1 re-purposes the
periodic table of elements so that the size of each squam®p®gional to interstellar abundances,
showing us how “standard” chemical relationships are faansed in the interstellar medium. In
the small fraction of the interstellar environment that imésresting chemistry, reactions often occur

outside thermodynamic equilibrium, and are driven by rfwerihal processes involving the intro-
1Eng. Tr. A plea to the gods throughout this years-long watdRelease me from my enduring tagk crouch like a

dog upon my lord’s high towef | have learned the secret whispers of the statise bright-shining powers blinking in
the night// They show the seasons’ change unto mankimaehd trace the time as they rise and set.
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duction of light or high energy particles from violent oasisources.

Density is measured in handfuls of particles per cubic osstter. Pressures are at the edge of
the best laboratory vacuums. Interstellar space is, fombst part, cold and sparse. Because of
the low kinetic energies and low densities, collisions oaover a matter of seconds or minutes,
and reaction rates are measured by the scale of days or Jémmsnodynamic equilibrium is often
impossible; steady state, a phase when all chemical aboeslaare constant in time, is often a
convenient fiction, because the time-scale for steady stabe the order of astronomical time-
scales: typically millions of years or more. The parametiscribing the interstellar chemical
environment are not constant over such a long period of time.

Understanding this dynamic chemical environment is viiabause it is sensitive to interstellar
conditions, time-dependent, and the results of inteestethemistry can be observed and measured.
These results can be compared to laboratory experimenthaacetical chemical models, and may
help us understand both the changing environment in whars rm, as well as the chemistry that
preceded life’s origins. The focus of this thesis will be apects of theoretical astrochemistry and
related chemical models, but theoretical investigatidnthis nature, if they are to be meaningful,

must be essentially linked to both observation and experime

1.1 Astrochemical Modelling

Once atomic and molecular species are observed in variterstellar environments (Sectibnl.2),
and once we have calculated or experimentally determireavilys these species could be formed
or destroyed in their environment, we should try to figure why the abundance is what it is,
and how the molecule or atom came to be there. This is wherechsmical models come in.
These models take the best information about the physicalittons in the interstellar medium,
the most comprehensive rates, and evolve a network of claékimmetics equations to determine
species abundances. The results of a model can be compasbdevations, and unique models
will ideally make new predictions which can validate or figlparticular chemical or astrophysical
theories.

Astrochemical models rely on temperature as a parametarugfhthe interstellar medium is



He

o o [m] L]
C N O Ne
Mg Si S Ar

Fe

Figure 1.1: Periodic table in the interstellar medium. Tim ©f the square is proportional to
standard interstellar elemental abundances. From Mo2z0).

in general far from thermodynamic equilibrium, the greatntwer of particle collisions over as-
tronomical time-scales allows the velocity to come into axiell-Boltzmann distribution, with
variations to this distribution too small to significantlyfect the chemical kinetics, according to
Spitzer (1998), though this claim has been recently chgéldr(see Black 2010). The distribution
of velocities allows us to define a kinetic temperature,@ltfh this temperature will not be asso-
ciated with a typical radiation field, and so atomic levelsyrha populated according to a separate
excitation temperature (see Secfion 1.2).

Astrochemical modelling began soon after the first moleculere observed, but did not really
develop until ion-neutral reactions were included. Havekat al. (1961) developed the first ki-
netics method applied to the interstellar environment, lldietllally (1962) built a small model to
predict the observations of CH and CHassuming formation on the surface of dust grains. Gould
(1962) attempted to apply a rate method calculation to thiecatar hydrogen problem, with some

success. The first robust astrochemical model was devetepegkars later by Watson & Salpeéter
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(1972), but this model did not include ion-neutral reactioand so many species that would oth-
erwise have been very abundant did not form quickly enoughis Problem, and the inaccu-
racy of the rates utilized, did not result in good agreemettvben predictions and abundances.
Watson & Salpeter (1972) state as much at the end of theirpape

One year later, Herbst & Klemperer (1973) developed a futbatemical network, incorporat-
ing ion-neutral reactions. This important addition led tomerous accurate predictions, and opened
the way to many future astrochemical models. In a similar,whg work of| Tielens & Hagen
(1982) with gas-grain networks resulted in an improved iota@ power for larger molecules and
surface-dependent species. With the inclusion of a betidenstanding of the interstellar envi-
ronment ((McKee & Ostriker 1977), van Dishoeck & Black (198&re able to take chemical ob-
servations and use them to infer physical conditions inowriclouds. In an important way, this
thesis is a continuation of their work. After 1990, there evewo dominant gas-phase networks,
the Ohio State University Gas-Phase Network developed lyHs&rbst, grown from his original
paper [(Herbst & Klemperer 1973), and the UMIST Database fetra&hemistry, constructed by
Millar et all (1991).

The first successful application of a gas-phase chemisatygtoperly incorporated dust ex-
tinction (from|Draing 1978) and self-shielding is the woifkTielens & Hollenbach| (1985). Since
then, astrochemical networks have come to include gas-geaictions with photodesorption and
thermal desorption_(Garrod et al. 2008), consequences adrtainty in the ratel (Wakelam et al.
2005) and a very wide temperature range, from 10 K to 800 Kd#et al. 2010). More math-
ematically involved modelling methods have been incongaaincluding modified rate methods
(Caselli et al. 1998), Master-Equation or stochastic magt{S&tantcheva et al. 2002), moment equa-
tions (Barzel & Biham 2007) and microscopic and macroscdpante Carlo calculations (dis-
cussed in_Cuppen & Herbst 2005; Vasyunin et al. 2009). Moshedse methods have been devel-
oped to better account for surface chemistry. Various ghaysifects have now been accounted for
in detail, such as cosmic rays (Rimmer et al. 2012; Bayet &@Hl0) and X-rays (Meijerink et al.
2012). This thesis will explore the connection between thefidld, cosmic rays and X-rays, all

changing in time and depth, and the impact they have on tetiEnschemistry.



1.1.1 Rate Method

The standard rate method involves the concept of smoottgelsan species abundances over time-
scales much longer than the reaction times, and at high érethgplute abundances such that there
is more than one molecule of a given species available to ertea reaction.

Imagine all the molecules in a box, and the molecules are myosround, along with light
particles and X-rays and cosmic rays and grains of dust. Agaren time fromt to t + dt, there is
a probability that one particular specidg,with number density (represented with brackets only in
this section), A, will be destroyed by being struck with a light particle. érk is also a probability
it will collide with another species, say speciBsand react. Or it may be that speciésand D
interact to form arA.

All of these dfects can be be accounted for by &etiential equation, and the probabilities over
dt are accounted for by rate d@ieients. Formation reactions for speciésan be accounted for
with the rate coﬁicientsk?; destruction reactions with the dﬁeientskﬁ. It is important to note
that a formation rate cdicient for A may be a destruction cfigcient for B, etc.

Rate coéficients that account for first-order processes) have units of s*. These cofficients
represent interactions between chemical species anddigsttgrains or something else not coupled
to the chemistry. Rate cficients that account for second-order processes repregeradgtions
between species, sayand B for k’é‘f, and have units of cs . Third order processes, which
we do not incorporate, represent three-body collisions; yacommon even in the denser regions
of the interstellar medium. The rate ¢heients have units of cfns™t and would be noted here as
4.

A standard rate equation is of the form:

S = KiolBl +62ICID] - Kig[A] - KGSTATE] -

There exists an equation like this for every specié$, [B], ..., and the system of equations must
be solved simultaneously. Often the way that this systeraliged is by treating it as a steady state
system. Presumabily, if you leave the system to evolve fong émough time, it will stabilize, and

the destruction and formation rates will achieve a balaridas dfectively involves setting all of



the diferentials to zero, i.ad[A]/dt = 0. The equation above can be solved &} ds:

Al k?o[B] + kS 2ICIID]
(Al = ko + KAEIE]

(1.2)

If there are as many equations are there are unknowns, ahdré tare only first order and
second order rate cfiwients, then the problem can be solved by placing all tiemdint values into
anx nmatrix M, where the diagonal entries are negative and involve dg&irureactions and the
off-diagonal entries involve formation reactions. For examgie 1,1 entry has all the destruction
processes foA (-(kf, + ki T[E]) and the rest of the rows in the first column have the fornmtio
processes foA: the 1,2 entry is formation involving speciwkﬁo); the 1,3 is formation involving
specieC (kfc"f[D]), and so on; it is important to make sure reactions are noblgscounted by this

method. The system of equations can be put into the form sftlaitrix equation:
M|S) = |0, (1.3)

where|S) is a column-vector with elementd\[, [B][C], ..., and|0) is a column-vector with only
zero-values. Note that this equation contains no inforomagibout the initial conditions of the sys-
tem, and so the steady-state solution is independent @linidnditions. By this definition, few
codes are genuinely steady-state models. The Meudon PDR foodxample, applies initial abun-
dances to the solution, and so has some sort of initial conditeven though it is time-independent.
In many cases, initial abundances are applied to time-dkgpdrcalculations that are evolved until
they achieve steady state. This is because solving thes sdritifferential equations is interestingly
often faster than solving Equatidn (IL.3).

An algorithm has been developed to solve the kinetics astaraysf coupled dterential equa-
tions with completely defined initial conditions, and hasmeptimized for this and related prob-
lems. The algorithm is called the Gear algorithm, after G&8ir1). This algorithm is somewhat
involved, and the technical level of its components willuieg that we skip over details here. In
brief overview, if the diferential equations are notftithe algorithm will solve these equations by
placing them in the fornd/dt|S) = |f(|S), 1)), where|f(|S),t)) contains the rate equations, and is
of a form very similar toM |S). The algorithm determines the Jacobidn; df/d|S). Because the
chemical kinetics assume conservation of the elementaldamnces over time, the eigenvalue of the
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differential will be negative, and so the dynamic equation wingl the Jacobian:

of
®|S> = A(S(O)) IS). (1.4)

will always yield a stable solution. The Eigenvaluies solved by determining the Jacobian and then
applying the initial values folS), |S(0)), taking the determinant, and finally solving fdfrom the
polynomial.

The computationalfciency of the Gear Algorithm is best described as preterahtliis eerily
fast, much faster than the steady-state calculations undst conditions. It can be quickly applied
to the complex system of the gas-grain network, involvingroa thousand coupled ftgrential
equations, and will yield a solution in a matter of minutehe Bystem can be evolved out to many
times the characteristic time-scale for the problem. Adgpcharacteristic time is 20seconds,
so the algorithm can quickly determine the chemistry at $imel0® years. For the gas-phase
models, the Gear solution eventually falls into the stestdye solution. When surface reactions are
included, the system may never settle into steady statereTifaothing requiring it to do so. In
our case, we often change the parameters applied to the [§edtran, sometimes rapidly, and this
can create problems for the algorithm. In the future, sorag@eds to recalculate accuracies in the

Gear algorithm, to find out whatfect rapidly changing parameters has on the method.

1.1.2 Estimating Rates

There are dterent kinds of rates incorporated into the kinetics equatidVe have already, in Sec-
tion[1.1.1 discussed first order, second order and thirdrqroecesses. First order processes are
incorporated in the kinetics equation as a way to couple ipbyand chemistry within the astro-
nomical environment, and therefore will be discussed beliowBectio _1.B. Third order processes
are entirely neglected in our models. Therefore we will becemtrating here only on second-order
processes. The discussion in this section closely follovesrde (2011).

The rates we discuss in this section deal with two-body a&utgons, and there are a variety of
ways two bodies can interact. They may collide without riegctor may swap electrons without
changing their chemistry. The rates for these sorts ofacteans are neglected, because they do
not impact the chemistry, but rates for collisions like tbém be important when distinguishing
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between ortho and para nuclear-electron spin couplingpyeingortant investigation into the inter-
stellar medium/(Uy et al. 1997, for example). Other reactiawe consider do change the chemistry.
We divide the reactions into groups. Thefdrent reactions reviewed below are charge-exchange
reactions, ion-neutral reactions, neutral-neutral reast electron recombination reactions and ra-
diative association reactions.

Charge exchange reactions are of the form:
AT+B —> A +B". (1.5)

The rates for this reaction are determined by comparingviibegpbtential surfaces (one for’A+ B
and another for B+ A). Though semi-classical methods can be applied to solveefiction rates
in this regime, often the rates are determined quantum mézily (see Stancil et al. 1999). The
rates, if conditions are favorable, tend to be on the orddi0ot cm® s (see, for example Draine
2011).

lon-neutral reactions often dominate gas-phase astrdshgmdespite the low abundance of

ions. This is because of the high reaction rates. lon-nlengsations are of the form:
AT+B > C'+D. (1.6)

Note the similarity between Reactidn (l1.6) and Reac{ioB)(1f C = B and D= A, then the two
reactions are identical. Therefore, intuitively, we migkpect these reactions to be within an order
of magnitude to the charge-exchange, or®lém® s'1, and in many cases we would not be too far
off. The rates for these reactions can be calculated quantuimamieally, or they can be estimated
by considering the problem semi-classically. The ion wilhe close to the neutral species, and
induce a dipoler("3 term) with polarizabilitye. The ion contains the coulomb termrof, resulting

in a force term of ~°, or a potential of the form:

2
ur) = -2 ¢

o (1.7)

We can develop a cross-section= 7b?, whereb is a parameter achieved by comparing the kinetic

energyT = 1/2uv? (u is the reduced mass) with the potential energy from Equéfidn Setting



U(b) = —T/4 and solving foib, we find that the cross-section is:
1/2
o= %Ze(iz) . (1.8)
MU
Rate coéicients can be estimated by the formula:
k= (ov), (2.9)

ando for ion-neutral reactions is proportionate tas1so the rate is independent@afand therefore

independent of temperature. It is approximately the Laimgeate:
a\1/2
k=2:2¢2) ", (1.10)
M

and is typically of order 1@ cm® s~1. The fact that the reaction, if without barrier, is indepenid
of temperature, is interesting, and is one of the reasongeéoitral reactions are so powerful in the
interstellar environment.

Often neutral-neutral reactions will become much lesscrapilower temperatures, while ion-
neutral reaction rates remain constant over change in t@pe. Of course, the temperature in-
dependence is somewhat a fiction, because the ion inducgela @i the neutral species and this
affects the rate. There are also unaccounted-for quanfient® The trajectory of reaction that
we consider has the ion passing through the origin of theralespecies, and this cannot be the
case. Careful consideration of thegteets will sometimes apply a weak temperature dependence
of T2 to the rates.

Neutral-neutral collisions are of the form:
A+B—->C+D (2.12)

and induce dipoles in both species, and so have an attramtestial U(r) o« r~®. This is often
treated as the Lennard-Jones Potential. The potential fog®nionality constantsy, ; and the
radius,rmin at which:

(C;—lrj) 0. (1.12)

I'min



The potential has a repulsive terar~12, and appears as:

(r”‘—'”)e] (1.13)

o < (21

r

whereq| ; is determined quantum mechanically, or via various seassital approximations. The
cross-section can be determined from Equation {1.13) irséime manner as Equatidn (1.8) was
derived from Equation[(117). If we impose the hard-sphengr@pmation, where we treat the
two species as solid spheres of rddjiandR,, we can then estimate the rate for neutral-neutral
interactions to be (at LTE):

1/2
K= (ov) = (%) (R + Ro)2. (1.14)

Sinceo = n(Ry + Ry)? ~ 1071° cn?, the average value for these rates is-at0 1 — 1070 cm?
s1, and is temperature-dependent. If the reaction has noehathie temperature dependence is
typically «« T/? (note the opposite sign for neutral-neutral reactions fbaion-neutral reactions),
and if there is a barrier, as is often the case, the rate islgrealuced by a factor a& 5/T where

E. is the activation energy.

Recombination reactions are of the two types:

AT+e s A+hy (1.15)

A*+e - C+D, (1.16)

referred to as radiative recombination and dissociatieembination, respectively. The reaction
must induce change in the products, either by the electieasmg energy in the form of light, or
by dissociating the reactant. The basic Coulomb attract@ninates the interaction rate. Radiative
recombination can typically be estimated to good accura@ntym-mechanically, and rates are
typically on the order of 10?2 — 10t cm® s72.

The bulk rate for dissociative recombination involves édesng whether the input energy of
the electron is dticient to break bonds. This rate is typically very high, andh& formk ~
1077(T/300 Ky Y2 cm?® s™1. The great challenge is in determining which electron bamitisbe
broken. Calculating branching ratios often involves dethab initio methods, and even then,

uncertainties are often very high. Cyclotron experimetitizing storage rings have been of great
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use in constraining these branching ratios. In some casascliing ratios are guessed based on
the energetics of the flerent possible products; this guessing method is used ¥y, @and when
compared with detailed quantum mechanical calculatiodsaperiments (where available) is often
quite inaccurate.

We will briefly touch on radiative association rates, which af the form:
A+B — AB + hv. (2.17)

These reactions are necessary when the interaction betheemo species favors elastic collisions,
and some energy would have to be released for the reactabéxtone bound to a product. Typ-
ically, in terrestrial conditions, a third body interactghwA and B and absorbs the excess energy,
allowing the A and B to combine to form AB. In the ISM, this istrtbe case, because the density
is too low for three-body collisions. Radiative rates oftemolve forbidden transitions, and are

therefore typically very low. The classic example is therfation of molecular hydrogen:
H+H— Hy+hy, (1.18)

which has a rate ok 10°2° cm® s (Gould & Salpeter 1963), and would not produce observed
amounts of molecular hydrogen over the age of the universe.

Fortunately, there is another verffieient mechanism for hydrogen formation. Molecular hy-
drogen can form on the surface of grains, with the grain ddisgithe excess energy in the reaction,
thermalizing the energy in its many available modes (GoulBafpeter 1963). It turns out that many
molecular species form on the surface of grains, and sudlaemistry is now an important part of
astrochemical modelling. Surface reactions, though thoely interactions technically, are often
split up into the event of adsorption onto a grain, reactiorth® grain, and desorptiorffaf the
grain. These mechanisms are discussed in greater detaibipt€f 4.

All two-body rate cofficients can be parametrized for second-order processesria tf three
values,a, 8 andy, wherea is the temperature-independent ratds the exponent for power-law

temperature dependence, gndg E,, and accounts for endothermicity or for reaction barri®ate
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codficients for second-order processes are therefore exprassed

T ¥
k = a(w) e_y/kT. (119)

First-order processes, discussed in Se¢fioh 1.3, hav@eaatit parametrization.
The predictions astrochemical models make are in termswiddnces, and abundances must
be inferred spectrocopically. A careful understandingpeictroscopy is therefore necessary in order

to compare theory to observation.

1.2 Observing Chemistry in the Interstellar Medium

Chemical abundances in the interstellar medium are egttnfibm characteristic transitions of
these species. The relative strength of these transiteorts the shape of the lines tells us a great
deal about the environment in which the chemical exists, elkag the amount present. There are
various relevant aspects to transition profiles: the resfufency of the transition, the velocity shift,
the velocity profile, and the strength of the transition. Aagission of transition energies follows
closely the work of Bernath (2005), his Chapters 6 and 7. Eleew of transition strengths and
Einstein coficients uses both Friedrich (2006), his Section 2.4 and Be@805), Chapter 1.

The rest-frequency of a transition is determined by quamh@uhanical properties of the species.
The transitions are separated into three kinds: electrerbcational and rotational. Rovibrational
transitions are illustrated in Figure 1.2. The frequenéieshese transitions are related to the en-
ergies, and these electronic energy states are deternmm@dilie eigenfunction of the electronic
Hamiltonian through the Born-Oppenheimer approximation.

Molecular species have characteristic vibrational stéi@sare determined quantum-mechanically
as eigenvalue solutions to the Schrodinger Wave Equatitnavharmonic potential. We consider
only the diatomic molecule in thd = O rotational state, with a potential ékxz, wherek is the
spring constant ankl = r —r is the displacement from the equilibrium distance. Apayatandard
solutions from a Taylor expansion of the harmonic-osalaiotential about the equilibrium posi-
tion, we find the energies of the vibrational states for a raaating diatomic molecule. The energy

is represented in terms of the reduced mass (for a diatomieame with atomic masse®s; and
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mp):
mimp

= 1.20
HE (1.20)

the spring constant, and the vibrational quantum numb@&ihe vibrational energies are:

E, = hvo(v + %) (1.21)

whereh = 6.626x 10727 erg s is Planck’s constant, and:
1/k
vo = —(—). (1.22)

The vibrational states for larger linear molecules and livear molecules are far more complex,
because of the variety of vibrational modes. For exampldaem@hO) has three characteristic
vibrational modes: the O-H bend, the symmetric O-H streteti the asymmetric O-H stretch,
which form the basis set for the vibrational energies of wate

For linear molecules, the rotational energy depends ondtaional quantum numbel, the
moment of inertia scalar for the linear molecule, and factescribing higher order terms in the

Hamiltonian characterizing the motion. A rotational leydias energy:
Ej, = B,J(J+1) - D,[IJ+ 1)]* + ... (1.23)

Forv = 0, the first term is the Eigenvalue solution to the simple Heamian ():

.1
H = EJ”Z; (1.24)

F)y = IJ + D)y). (1.25)

This has a characteristic energy BfJ(J + 1) whereBe = 7%/2l andi = h/2r. Forv > 0, the
vibrational excitation changes the average separationdsgi the atoms, andfacts the energy

such that (for a diatomic molecule):
BU = Be - a’e(U + 1/2) + ..., (126)

wherea, is also characteristic of the system, and is typicall¥0?Be. The next term in Equation

(@T.23) represents the centrifugal distortion. The lineatatule is not strictly a rigid rotor, and the
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angular momentum willféect the internuclear spacin@,, captures this distortion, where for= 0,

D, = De and:
B
De = 7 2 (2.27)

7TV0

where Bg is from Equation[(1.26) andy is from Equation[(1.22). When > 0, the centrifugal

distortion is also fiected, and:

D, = De+Be(v+1/2)+ ... (1.28)

The value ofD, is characteristic to the molecule, and is typically much fenaon the order of
10%B.. Because transitions can be calculated and measured tessiyg accuracy, these small
factors can become very important when calculating trems#énergies.

Molecular geometry is very important for determining tiéioe energies and strengths. Rota-
tional transitions for linear molecules can be describettdsting the molecule as a rod, with one or
two axes of symmetry, therefore reducing the quantum nusniesessary to describe the transition
to one. Some non-linear molecules also have a single axignofngtry, such as symmetric rotor
molecules, for example ammonia (NKwhere the three hydrogen atoms form a “tripod” below the
nitrogen atom. The rotational states for symmetric rotans lse described by both the total rigid
framework angular momentund, and the projection of this momentum into the axis of symgnetr
K (whereK = -J,...,-1,0,1, ..., J). The proportionality for these two quantum numbers depend
on the two eigenvalues of the moment of inertia tensilygndlg. In the case of the prolate sym-
metric top, g is the eigenvalue for the degenerate eigenstate; for treteoblymmetric topla is
the degenerate eigenstate. The proportionality constaats = /2/2l, andB = #2/2lg, and the

energy of thel, K state is:

Eik = BJ(J+ 1)+ (A- B)K2  for a prolate top, and (1.29)

Eik = AJ(J+ 1) + (B— A)K?,  for an oblate top. (1.30)

Asymmetric rotor molecules have no axis of symmetry, anddescribed by a single quantum
number,L? = L2 + L§ + L2, where each of the valuds;, Ly, L, change with the motion. There
is no exact solution for asymmetric rotors. In addition teihg more complicated rotational and

vibrational modes when compared to diatomic moleculesygtomic molecules may also have
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other modes, such as torsional modes, which will not be desmli here.

Examples of velocity profiles for absorption transitions @H*, H,O and HF in Orion KL are
given in Figurd_1.8.

Transition strengths can be quantified in terms of Einstedefficients. We will describe a
simple two-state systeng, with a statef and a statei, with energiesE, > E,. The first Einstein

codficient we consider is the cfiient for the reaction:
S(u) — S(¢) + hv, (1.31)

with a rate cofficient of Ay.. In order to calculate this c@iécient, we first consider the case where
the electromagnetic field before the transition is empty after the transition the field contains
one photon of energE = E, — E,; and polarization vector. The resulting field can be quantified
in terms of the vector potentiah, and a scalar electrostatic potentid@l, If we adopt the radia-
tion gauge, we seb = 0 for the Hamiltonian, and if we ignore higher-order term$, (etc.), the
Hamiltonian can be approximated in terms of the electroraenitonian,He = %ifi/2u + V, the
electromagnetic HamiltoniarHgy, and the first-order interaction between the atom and electr

magnetic field,\fv, treated as a perturbation:

1]
I

|:|0 et HAEM; (132)

I
Il
I

0+ W. (1.33)

The interaction term\V, will depend on both the vector potential and the electromienentum. We
treatA as a plane-wave with phag& ", wherer in this case is the position vector from the stationary
nucleus, and is the wave-vector, pointing in the direction of propagata the plane-wave with
magnitudek = w/c (wherew = 27v). We now make th&ipole approximation, which amounts
to approximating the plane-wave as homogeneous over the-lecayth of the atom or molecule,
which is to takegk" ~ 1. This approximation allows us to separate the electroetagand atomic
wave-functions. The interaction term for the transitioonfru — ¢, with the summation over ahl
electrons in the system is:
~ e (2thc?\2 &
@ = N (ZEE) S i i, (1.34)

i=0
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whereN is the normalization constant for the vector-potentialvéf treat the momentum operator
as independent of the electromagnetic field, which the dipplproximation above accomplishes,
and if we neglect all momentum-dependent corrections, wapaly the fundamental commutation

relation,pf — fp = [p, f] = —i%, and we find that:
p=—[He.Tl. (1.35)

We note that¢|He = E; andHgu) = Ey, so therefore, applying Equatidn (1135) to Equat[on (.34)

) - 2
(W) = N§(2ﬂ—hcz) A (odiu, (1.36)
hic w
and:
~ N
d= —eZ Pi. (1.37)
i=0

At this point, we apply Fermi’s Golden Rule, which relates titobability of transition from state
u — ¢ (Py) to the square of the interaction term from Equatfon (IL.3®)s gives us the probability
of transition to produce a photon of polarizatiotinfo a solid angleQ:

3

P dQ = Fw

o 7* eldjuyl? dQ. (1.38)

By integrating over all directions and assuming that anytipaar photon emitted over a given
time dt will have random polarization such thﬁt*<€|(i|u>|2 = %sin20|<€|a|u>|2, we determine the

probability per unit time for transition, which we define as:

4 203

= §W|<f|a|u>|2. (1.39)

Ay
There are two other Einstein déieients. The absorption reaction:
S(¢) + hv — S(u), (1.40)

has a rate-cdicient of By,yu(v), whereu(v) is the electromagnetic energy density at frequency
(erg cnm®), andBy, (cm® s7! ergl) is the Einstein B ca@cient for absorption. The céicient for
spontaneous emission,

S(u) + hv = S(¢) + 2hv, (1.41)
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is Byeu(v). We can relate the Einstein B déieients to the Einstein A cdicient by the rate equations
for the two-state transition, in terms of the number deesitf species in statesu and ¢ of ny

(cm~3) andn, (cm™3), respectively:

d

?%i:[AM4-BMu0ﬂlm——Bwuoonﬁ (1.42)
dn,

d_r][ = By u(v) ng — [Aue + Bue U(v)] ny. (1.43)

If the species is in local thermodynamic equilibrium (LTH)e radiation field becomes the black-

body radiation field, and so the radiation energy densityiress:

srhv 1
[UO)]re =~ 03V IR T (1.44)

Equilibrium also requires that the transitions have redcheteady state, and that the two states
have reached equilibrium with each other. This means thgt,andg, are the degeneracies of the
uand¢ states, we can apply Boltzmann’s thermodynamic relatiprisétween population of states,

wherek is Boltzmann’s Constant anis the temperature, and therefore:

dn, dny

—L=-"Y_yp; 1.45

dt — dt (1.45)
M _ Gu-ag/kT (1.46)
ng O

Applying Equations[(1.45).(1.46) and (1144) to Equatio8), we determine that for the limits

T—-0:
C3
Bu= —— 1.47
e 87ThV3AU€, (1.47)
and ifT — oo:
C3
By = B, = (1.48)

o " g B

Since Equation(1.43) is valid for all temperatures, thatiehs in Equations (1.47) arld (1148) hold
for all temperatures.

When transitions are observed from an interstellar soualiehe material experiencing the

transition is integrated together, into a column-density,

Npy = f i, (1.49)
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whered! is the pathlength, and,, is the amount of material undergoing the transition. If éhisr
a small amount of material undergoing a transition, the rematb photons will be directly related
to the column density of the transitioning species, andeftpecies is in LTE, the column of the
transitioning species is statistically related to theltotdumn of the species.

If, however, there is a large column of the species, sinceltioéons spontaneously emitted also
are of the frequency to excite the same material, the spbemames excited by its own emissions;
this is called self-excitation. When this happens, thesitam is referred to as being saturated,
and the velocity profile often becomes flattened, becauserttigsion transition frorm, — ny is
being stifled by the photons from this transition being abedi; — n,. The optical depths, can
be introduced, where if < 1, the environment is optically thin, butif > 1, the environment is
optically thick. The parameteris related to radiative transfer, a process that will beudised in
greater detail in Chaptéft 2. In all optically thin envirormt® the transitions remain unsaturated.

When the environment is optically thick, the transition de@tome saturated. The flat portion
in the curve begins to appearat: 10, and the flat portion of the curve of growth can be related
to the transition strength and the velocity broadening. ke greater than a particular quantity
Tdamp (S€€ Draine 2011, his Eqn. 9.25), the transition becomepletely saturated.

In cases where the transition is saturated, the proceduigest¢rmine abundances are often too
involved and include too high an uncertainty to be usefuihplemented. In such cases, if certain
isotope ratios are known, the abundance of the isotopojoghieh is typically not saturated, can
be determined, and the ratio can be applied to estimate threlahce of the saturated species. Also,
in some cases, higher energy transitions can be used.

In many cases, the best way to explore the properties of catispecies in interstellar condi-
tions is to experimentally reproduce aspects of the irabastenvironment, and measure the relevant
parameters. Itis unrealistic to reproduce all intersteltanditions, because then measurements may
need to be on astronomical time-scales. Various conditenraetimes density and temperature, are
very different in experiments, compared to interstellar conditidrss allows for a time-scale that
could be survived by the experimentalist. These compraradso mean that results may be un-
reliable, to a degree, and is often one of the main reasonsdiffgrent techniques may result in
different experimental values for the same rate.
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Figure 1.2: Anillustration of rotational and vibrationahtes, under the harmonic oscillator approx-
imation. An electronic transition would involve moving thkectron to a new harmonic potential at
higher energy, itself populated with rotational and vitmaal states.

Experimental techniques can be applied to measure formatid destruction rates for inter-
stellar species. The experimentally determined rates #e® maccurate to withine 50%, far
less accurate than Einstein gidgient measurements, which can be accurately determine#bto 1
Because interstellar species exist in two phases, in theigon the surface of grains, experi-
ments also tend to concentrate on one of these two phasetheaadire solid-state experiments and
gas phase experiments. Gas-phase experimental techriguesiewed by Smith et al. (1978) and
Smith (2011), and some surface experimental techniquegiaae a detailed overview In Katz etlal.
(1999), for Thermal-Programmed Desorption techniqued |CGimerg et al.|(2009) for the photodes-

orption technique.

1.3 Introducing Physical Conditions into the Rate Model

As mentioned in the beginning of Section 111.2, ratesfuments with units of st account for the
coupling between physics and chemistry in the interstatledium. We will discuss these rates now,
in general terms, as they are included in the chemical n&tvBecause the topic of this thesis deals

with these rates and their connection with physical forcesetects, the next chapter will provide
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Figure 1.3: A sample profile for OH water and HF absorption, with line fitting used to estimate
the relative abundance for OHgreen line). From Gupta etlal. (2010).
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a detailed review of these rates and their chemical impact.
There are four first order processes we will consider: cosmjdonization, X-ray ionization,
photoionization, and photodissociation.

Cosmic ray ionization rates correspond to the reactions:
A +CRP— A* + CRP+ €, (1.50)

and have rate cékcients of the fornk = a¢, where( is the cosmic ray ionization rate for molec-
ular hydrogen, and is the proportionality betweefiand the ionization rate for species A. X-ray
ionization has an identical form, but with = ax, with the subscript “X” to denote X-rays. In
detailed X-ray-driven chemical models, such as those oféviek et al. (2012), this rate will be
very different from the cosmic ray ionization rate for most specied,vaill also apply to reactions
of the form:

A" + X-Ray - A" + CRP+ ¢, (1.51)

or double-ionization reactions.

Photoionization reactions are of the form:
A+hy— A" +¢e, (1.52)
and photodissociation reactions are of the form:
A+hy—>B+C. (1.53)

These have rate cirients:

k, = aye”, (1.54)

wherey is the UV field intensity in Draine units (Draine 1978, dissed in detail in Chaptérd 2),
7 is the optical depth into the cloug, is the extinction factor, and is the photoionization or
photodissociation rate whgn= 1 andr = 0.

The connection of physicalffiects to the parameters /x andy is the topic of Chaptdr]2, in
which we discuss in some detail the connection between theseneters and interstellar physics

and the typical impact these factors have on interstellamistry. The application of these tech-
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niques to two interstellar environments, the Horseheadulelnd Orion KL, are discussed in

Chapter§13 and 4 respectively. Our results are summarizEétaptef 5.
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Chapter 2

CoNNECTING CHEMISTRY AND PHYSICS IN THE
INTERSTELLAR M EDIUM

There are two great prizes to be won through successfullynjgiphysical conditions to chemical
abundances. By joining physical conditions to chemicalndiances, the chemist can reduce the
number of variables in her chemical kinetics calculati@ms] consider primarily whether the calcu-
lated or experimental rates are accurate; she can alsaptieglichemical evolution in our universe,
and may be able to trace how the precursors to the originedfiti§t formed. The other prize is better
constraints on physical conditions in the interstellar medobtained through careful comparison
between astrochemical models and observations.

Precise knowledge of the physical conditions will allow asruly understand star formation by
knowing better the environments in which stars form, and tlosvenvironment changes over time.
The conditions themselves relate to galaxy formation, thergetic consequences of supernovae
and elemental ratios. Chemical models can even be appliedrtp universe conditions, and can
help determine the interstellar and intergalactic envirent in the reionization era. The chemical
reward, equally interesting, helps answer questions eadiirt the other direction, to the physical
and chemical conditions on our early planet, and where oaméstry started. Did life on earth
begin in some pond somewhere on our surface? Or were our chleamcestors evolving on the
mantles of comets?

This overview of the connections between chemistry andiphys the interstellar medium will
look at the &ects of low-energy cosmic rays in Section]2.1. Ultravioleofons are discussed in

Section Z.2 and X-rays in Sectidbn P.3. We combine all thesmehts into robust astrochemical
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codes, and an introduction to how these physifiaats are all incorporated is given in Section 2.4.
These detailed models will be applied to two environmemispduced in Sectioris 2.5 ahd .6 and

reviewed fully in Chapteris|3 and 4.

2.1 Overview ofZ and Chemistry

The cosmic ray ionization raté, is a per-second rate incorporated into the chemical kinet&
discussed in Chapter 1. There are a variety of cosmic ragation rates depending on the species
being ionized, the ionizing particle, and other factorghsas the energy of the electron ejected
from the newly ionized atom or molecule.

The first ionization rate we discuss is the bare ionizatie@ oda hydrogen atom, and is particle
dependent. The ionization rate igfdrent for protons, electrons, alpha particles and othexstyjh
cosmic rays. This ionization raté,, is dependent on the cross-section between speeied H,
oi—y and the flux of cosmic rays of specigswhich depends on both energy and direction. We
integrate these two variables over all directions and dweenergy, from the ionization energy for

atomic hydrogenl, to infinity. For a cosmic ray type the ionization rate is therefore:

G = jl‘oo dE oi_n(E) j:j;ﬂded¢ Ji(E. 6,9). (2.1)

The primary ionization rate/f) is the total ionization rate of a hydrogen atom by cosmisratyis

a sum over of Equation[(Z2.11), or:

00 T 21
5=, [ dEw® [ [ w00, 2.2)

The ionization rate of atomic hydrogetiy, also incorporates ionization by secondary electrons.
One method for calculating the secondary ionization wouddtd determine their energies as a
function of the initial cosmic ray energWV(E) ~ «E for E < 1 GeV (see Cravens & Dalgarno
1978; Dalgarno et al. 1999), then the flux of the secondatreles jo(W), and finally to integrate,

as with Equation[(2]1), to find the ionization rate for se@mctlectrons:

00 T 21
£ = f. AW e (W) fo fo do dg j2(W.6, ). (2.3)
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With this approach, we find the total ionization to be:

H=0+Ep (2.4)

If we assume that the angular dependence is identical bettixeetotal cosmic ray flu(E, 6, ¢)

and j»(W, 9, ¢), and since we knowV(E), we can say that:

di> dw .
& = W Whre (W) 25)

Furthermore, the flux,(W) is in a power-law form, which solving for the electron-adance via

kinetics equations will establish. The power for the fluxg and we can integrate, to find:

L=y (2.6)
) T 2r
ln = (1+aﬂ+1)2fI dE ai_H(E)fO fo dade ji(E, 6, ). (2.7)

Sincea*! = 0.67, often authors will state thag = 1.67¢p. For all the other cosmic ray ionizations,
{He, {co, €1C., the cross-sections are compared between the speciels and the value is adjusted
by the factor separating them. In the case of molecular lyar@, ~ 274.

When cosmic rays ionize interstellar matter, they produee €lectrons, accounted for most
accurately by the Equation (2.3). If the environment is raolar (most of the hydrogen is in molec-
ular form), then most of the secondary electrons will be poed by ionizing hydrogen molecules,
with the rate/y,. When these free electrons are produced, they may collitteambther hydrogen
molecule, and because of their substantially lower enevilypften excite this molecule instead of
ionizing it. The molecules, once excited, will spontandpwsnit photons with rates discussed at
the end of Chaptér 1. These UV photons, called secondarppsiothen photodissociate and pho-
toionize the medium. These processes are reviewed in Geedbl(1980). The way the secondary
photon processes are incorporated into the rate methoddssbparate set of secondary photoion-
ization and photodissociation rates. These rates areathintdthe OSU astrochemical model, the
UMIST model and in the gas-grain networks (Garrod et al. 2008ey are also accounted for in
the results discussed below.

The value of is determined by the cross-section, which can be calculatedeasured exper-
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Table 2.1: Various Cosmic Ray Spectra as a function of Energy

The total flux spectrumj = Reference
0.22(p2/p1) *"(p/pP2) % (E < 0.2 GeVy :

Indriolo et al. 2009
0.22(p/py) %7 (E > 0.2 GeV) (Indriolo et al. 2009)
5.12 x 107(580E + 400) 26 (Ip & Axford 1985)
1/2(0.85+ E)"25(1 + 0.01/E) (Spitzer & Tomasko 1968)
0.2E71° (Nath & Biermann 1994)
100CE (E < 0.01 GeV)
0.1/E (E < 0.1 GeV) (Hayakawa et al. 1961)

104/E2 (E > 0.1 GeV)

21E (E < 0.07 GeV)

15 (E <0.2GeV) (Herbst & Cuppen 2006)
0.3/E (E > 0.2 GeV)

Notes. @ p; = p(1GeV) andp, = p(0.2GeV)

imentally, and the cosmic ray flux. A variety of cosmic ray #gxhave been proposed, based on
theoretical calculations of cosmic ray production, measwents of the solar system cosmic ray flux
and attempts to determine thffexts of the solar wind and magnetosphere on cosmic rays,las we
as determinations based on scintillation and astrocheémnézzers. We list the variety of cosmic ray
fluxes and the papers that proposed them in Table 2.1. Wehgsétfluxes as functions of energy
(< 1 GeV) in Figurd Z1L. All the fluxes listed are in units of nulecnt? sr! st GeVv1, and
energies are in units of GeMucleon. Momentap, are in units of GeYt. Note that all of these
spectra are angle-independent.

The varieties of cosmic ray flux-spectra converge at enemgjieater than GeV. This is because
there are detections of cosmic rays with the Voyager statellihe divergence below 1 GeV is due
to speculation that the solar wind and magnetic field may lflectang the low-energy cosmic rays,
and this is why they are depleted in observation (Jokipii6d97The first detection of extrasolar

cosmic rays fit best with the spectrumlof Spitzer & Tomaskd®&)9 As Voyager began detecting
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cosmic rays farther from the influence of the solar wind, theepved abundance of cosmic rays
has increased. Current measurements from Voyager, |fronb®7eth998), support a cosmic ray
ionization rate closer to that of Ip & Axford (1985). The Vaex satellite is still well within the
influence of the solar wind and magnetic field, and the deteetdl not survive past their influence.
Voyager will not detect the “ambient” cosmic ray flux in thedarstellar medium.

We can expect that high-energy cosmic rays (in this consaxt,cosmic ray with greater than
1 GeV energy) will have the same spectrum, for the most gardughout the galaxy, except near
supernovae, supernova remnants, and very dense clouthsNwit 107 cm2, where even high
energy cosmic rays are depleted because of pion-produptmeesses. For more standard inter-
stellar conditions and columns, the high-energy spectsiexpected to be pretty-much the same
everywhere in our galaxy, though the low-energy flux spestroay be very dierent from source
to source.

This is due to two processes: the formation and destrucfibtmweenergy cosmic rays. It is not
known how low-energy cosmic rays form. The prevalent viewh&t low-energy cosmic rays are
formed in supernova remnants via shocks (see Axford|198% feview), but more recent studies
suggest that cosmic rays may be produced in great abundanibesatmospheres of massive stars,
such as OB stars (Turner 1991, for example). The destrudfi@mosmic rays is due primarily to
energy loss in magnetic field interactions and ionizing arwit&tion collisions. We have calculated
the dfects of this energy loss on the flux of cosmic rays, and thezeda the ionization rate. Our
cosmic ray transport calculations are detailed in AppeBdiand the results of these and similar
calculations are implemented into the chemical modellorgtlie Horsehead and Orion KL investi-
gations, summarized below in Sectidns 2.5 land 2.6. Theleetdiscussions of these models form
the primary content of this thesis.

It will be helpful, in order to develop an intuitive undensthng of cosmic ray ionization and
its impact on interstellar chemistry, to consider a sim@s-ghase one-point astrochemical model,
and to apply this model repeatedly, varying the cosmic rajzinion;H. In later sections, we will
also vary the UV flux. In these models, we hold the temperatntedensity constant. We ran these
series of models to steady state for two conditions: a delesg ¢h = 10° cm™3, T = 30 K) and

2¢ without a subscript in this thesis referséig
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a diffuse cloud § = 100 cnT3, T = 100 K). The results are briefly discussed below. The general
impact on chemistry for the ionization rate is that the alaumnmg of cosmic-ray produced species

is increased with the increasing rate, up to a particulanevalf £/, and then decreases. The value

of ¢ for which this happens depends largely on the complexitjhhefdpecies and the processes of

destruction.

The chemical speciesihas long been considered one of the best tracers for cosyiomra
ization (Oka 1981l; McCall et al. 1999; Indriolo et al. 200The species HCO and HCGare also
good tracers of cosmic ray ionization, although only unaetain conditions.

For the dense results for}iiIHCO" and HCO, the steady-state relationship is nearly linear and
increases witlf until ¢ = 107%° s, at which time the slope decreases somewhat, because of the
electron fraction. Once¢ = 10714 s71, the ionization fraction rapidly increases by an order of
magnitude, and the increased electron fraction greathamees the electron recombination rate,
thereby depleting E significantly. Similar &ects occur for HCO and HCO. Interestingly, for
¢ > 25%x101“s1in the dense case,fHncreases again, though more slowly, probably because its
formation is so closely connected to the cosmic ray iorizatate, and the electron fraction does
not change as rapidly far> 1014 s,

Since HCO and HCO are not so closely connected to the cosmic ray idoizedte, they tend
to either level & or continue to decrease afteb 10714 s71. Indeed, because of the strong electron
affinity for HCO' and its dependence on the CO abundance (also depleted iii@ondf ultra-
high ionization), the HCO levels df after 5x 1016 s71. |Bayet et al.|(2010) has produced similar
results for HCO, and they agree with this assessment.

For the difuse results, HCO is not abundant enough to be of note, andrex iscluded. For
¢ > 107'° 571 both H and HCO begin to decrease, and are severely depleted forl014 s7.

This is because in thefflise case, the temperature is higher. This, combined witlotheensity,
keeps electrons from recombining as rapidly, and allowsetketron fraction to rise to a much
higher steady-state fraction. Since the electron fradgdenuch more closely tied to Hand HCO
destruction, a much higher electron fraction eventuallgrathelms the formation pathways. The
low density and exceptionally high ionization breaks campathemistry apart, and the majority of
the positive charge is in free thermalized protons, é6r H
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The hydrocarbons are only very abundant at higher denstied so the diuse results are
uninteresting, and are not included. The hydrocarbon o high density are plotted in Figure
[2.3. The formation and destruction of hydrocarbons is vemmgex, and we do not go into detail
about the chemical channels here, although they are degussgreat detail in Chaptét 3. The
formation of many of these species is connected td @hd HCO', both of which are closely tied
to the cosmic ray ionization rate. All of these species iaseequickly frony = 1077 — 10716 571,
and GH shows more stability to the rapidly increasing electra@cfion a > 1014 s, increasing
even more rapidly until x 1014 s71, before decreasing. All these hydrocarbons decreasdyapid
at¢ > 101 s71. The nitrogen-bearing molecule, cyanoacetylene {M)ds included in this plot to
show that nitrogen-bearing species even more strorfidgted by the electron fraction, decreasing
even more rapidly than the hydrocarbons ovérad 10714 s71.,

The species OH H,O* and HO* have become very important in astrochemistry since the
recent detection of both OHand HO" in high abundance, and the surprising non-detection of
H3O*. The chemical pathways of these species are surprisingdvied, closely connected i
and are discussed in detail in Chajpter 4. Our results foethpscies are plotted for the dense phase
in Figure[2.4, and for the fiuse phase in Figurés 2.6 and]2.7. In this case, thé and HO"
find the rapid increase in electron fraction for 1074 s7* to be very favorable, with D" being
perturbed slightly by the rapid electron fraction increds#t OH" continuing to increase without
much of a change. ¥D* decreases very quickly ovér> 10714 s™1. Our results suggest that OH
and not H, may be the best tracer of cosmic ray ionization ahpvel04 s,

It is important to note that, for the filuse phase in particular, these species are very time-
dependent. For the steady state; at 5x 107° s, OH* < H,O* < H30*, which is expected,
since OH, H,O" are destroyed by molecular hydrogen, angDH is not. At > 5x 1071° s,
the ratios are reversed, and become what is observed inffheedmedium, OH > H,O" > H30™.

It turns out, however, that such an extreme cosmic ray idioizas not necessary for theftlise
phase, because at earlier timesl0° years, OH > H,O" > H30* for ¢ > 10717 s71, and approach

the observed ratios gt= 2.5 x 1071, in agreement with Neufeld et/al. (2010).
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2.2 Overview ofy and Chemistry

The chemical impact of ultraviolet radiation is typicallarametrized, and the parameter used is
x- To definey, we first need to discuss how to describe the strength of atradifield at a par-
ticular location &), and timet, oriented toward a given direction with unit-vector This can be
accomplished in terms of specific intensity, which is thettanmagnetic power per unit area (erg

s1 strad cm™2) of the radiation at a frequency betweeandy + dv, in the solid angleQ:
I (v, A, %, 1) dv dQ. (2.8)

At local thermodynamic equilibrium (LTE), the intensityagual to the black-body intensity or:

2hy3 1

1(v,T) = ~Z g T

(2.9)

wherek is Boltzmann’s Constant aritis Planck’s Constant. A more useful quantity, for astrochem

ical purposes, is the specific energy densitferg cnt? s):
1 R
u(v, x,t) = < fl(v, n, x, t) dQ, (2.10)

and the valueu(v) (erg cnT®) is the energy density at the frequencyThe value ofu(v) near a star
is related to the spectral type of the star and the distanweelka the star and the medium. The dis-
tance reduces the radiation field by a geometrical dilutmtor, W = 1.27x1071%[(R,/Ry)/(r/pc)F,

and therefore:

8rhv? W
VU(V) = Tm (211)
We define, in the same manner_as Draine (1978):
= 2010000 (2.12)

4x 10 ergcn3’
For an example, an O star with surface temperature 30000 5 qiczhas a value of ~ 105. The
reason 1000 Angstroms is chosen as the wavelength is beitasisesar the middle of the 1100-
912A range where Flprimarily absorbs UV in a neutral region (Draine 2011). Thse ofy when
very distant from stellar sources is due to the standardsiat#ar radiation field (ISRF). At ISRF,
x = 171 in Draine units.
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All rate equations for photoionization assume blackbodlatzon terms and the standard ISRF.

The standard form for a dissociation or ionization reactson
k, = aye™", (2.13)

wherea (s71) is typically on the order of 16 s71 for photodissociation reactions, and 1910713
s71 for photodissociation of ions or photoionization. There sirong exceptions to these ranges.
The chemical impact of the UV field is veryftkrent from that of the cosmic ray ionization.
Cosmic rays tend to ionize species, where UV photons tenigsocdiate them. As such, for all re-
sults shown here, Figures R.B-2.11, increasing the radiitld tends to destroy the species. This
is overly simplistic, since increasing both ionization alissociation can actually boost species, for
example, since kD" is rapidly destroyed in a strong radiation field due to thetetam fraction,
H,O will be dissociated by photons and, if the cosmic ray icidzarate is stficiently high, the
result will be very high OH abundances. There are virtuaifjnite permutations of dierent pa-
rameters, each with fierent and potentially interesting results, but the simpkults here ffiord
us an intuition when changing parameters. This intuitiovelyy important for more robust models,

where computational calculations are on the order of dastedu of seconds.

2.3 Overview of X-Rays and Chemistry

X-rays are not accounted for in a robust way in this thesid,sarthis discussion will be rather short.
X-rays ionize the interstellar medium much as cosmic raysdd are often treated like cosmic rays
in astrochemical models, except for a few importafiiedences. X-rays have affirent penetration
than cosmic rays, X-rays will more likely ionize atoms andlecales with many electrons, and
X-rays often favor inner-shell ionization. The X-ray ioaton is represented as a per-second rate
constant(x.

The depth-dependence of X-ray$exts the way X-ray spectrum is accounted for; the spectrum
for ionizing X-rays is likely diferent for each object, and insignificant for objects at tazaga
distance from X-ray sources. This is because cosmic ragation decreases with depth as a power

law (see Maloney et &l. 1996, their Eqn. Al), and the X-rayzation decreases exponentially with
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depth. Though this is true for UV sources as well, UV sourgesfar more ubiquitous, and feed
the ISRF, whereas X-ray sources are not so common, and sg iflaences can be neglected in
many environments. X-ray ionization is very important inlent environments, such as accretion
disks around black holes, and clouds near OB-associatims.advent of Chandra especially has
opened our eyes to the rich landscape of X-ray observatiaiNé@vhara et al. 2000). Of particular
interest to this thesis is the observation of the Orion Neliluster and BIKL Region in X-rays
by Chandral(Garmire et al. 2000).

Because X-rays favor species with many electrons, and beciduey typically have a much
higher flux than cosmic rays, when they are dominant, théwence results in multiply ionized
species and in keV lines associated with inner-shell etkitg, such as the 6.7 keV line for Iron.
Detections of doubly-ionized species and the keV linesa@atad with inner-shell ffects can help
differentiate X-ray influence from cosmic-ray influence. Evethwuhis diferentiation, it is often
very difficult to chemically distinguish X-ray impact from cosmic raypact, except dticiently

deep within an object, where X-rays would be excluded.

2.4 Radiative Transfer and PDR, XDR, CRDR Models

Astrochemical models are distinguished by the number oédsions they incorporate. The zero di-
mensional models are the most basic astrochemical modelsyra often the gas-phase or gas-grain
models constructed around the major chemical networks¢@at al. 2008). The one-dimensional
models are often called photon-dominated region modelsey concentrate on UV photon ef-
fects, and how thesefects are attenuated with depth. Models that carefully po@te cosmic
rays are called CRDR models, for cosmic-ray dominated regiodels, and are applied to regions
where the primary ionizing influence is cosmic rays (Bayetlef010). X-ray dominated region
(XRDR) models concentrate on the attenuatdat of X-rays, and typically receive this label only
if they treat X-ray penetration and X-ray speciftteets (inner-shell excitations, double ionization)
accuratelyl/(Meijerink et al. 2012). Two-dimensional madale typically applied to accretion disks
(Harada et al. 2011) and to protoplanetary disks (Bergith/2083). Aikawa et al.(2008) pioneered

a three-dimensional hydrodynamic astrochemical modelabuhis is the first such model, and is
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still in very early stages, the unique applications for ¢hd@mensional modelling for chemistry are
currently exceptionally limited.

For our work, we consider only one-dimensional models. €hasdels treat an object as a
series of slabs, typically radiated only at one end. Theatad transfer is solved by considering
the radiation field at the slab closest to the radiating eslgi@ing for the radiation in that slab, and
applying the result to the next slab. This process is coatinuntil the model reaches a given depth,
typically of optical extinction~ 10. For a radiation field of intensiti(v) entering a slab, the field
exiting the slab will be equal th(v) +dlI (v) wheredl (v) is parametrized by an attenuation ffagent
k(v), which typically accounts for absorption, although via athematical trick of flipping the
sign can account for stimulated emission, ad, which accounts for spontaneous emission along
the path perpendicular to the slab. We define a quantity toustcfor the ratio of emission to
adsorption:

i)

S0 =0y (2.14)

And we also relate the pathlength,(cm), to a dimensionless frequency-dependent depbly
setting:

dr(v) = k(v) ds (2.15)

Therefore, over the change in depth from one side of the shao (he other £ + dr), the intensity
changes by:
di(v) = -1(v)dr + S(v) dr. (2.16)

The factorS(v) can be solved by knowing the properties of the medium, aptyaq the Einstein
A coefficient. We consider zero depth to be= 0, and integrate to solve for the depth-dependent

intensity (ignoring scattering; see Draine (2011), thejnE7.19 and following discussion):
7(v)
l(v,7) = 1(v,0)e7™") + f e 015y, 7) dr, (2.17)
0

where the parametetgv) andS(v) are often related t&, andAy ~ 1.086, which are the optical
scale and optical extinction respectively. Figure P.12draslustration of the radiative transfer.
The depth incorporates the dust extinction and the scatepocates self-shielding and poten-

tially masers. The calculation of and incorporation of detnction is presented in Sectibn 214.1
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dr(v)

S s+ ds

N
ds

Figure 2.12: Radiative transfer through one slab of lemigtand frequency-dependent depl(v).

and the self-shielding of molecular hydrogen and carbonaxioie is discussed in Sectign Z.14.2.
The process of combining these two factors, and includingesemistry in a computationally

efficient manner is presented in detail in Secfion 2.4.3.

2.4.1 Grain Extinction

Extinction by grains is often the dominant factor in radiatiransfer calculations. Extinction from
atoms and small molecules can be determined to high accusagy the Rayleigh approximation
for scattering; that is, assuming that the wavelengthsaaige lcompared to particle size. The results
from this assumption are simple and elegant, arising frammedsional analysis, so that for an initial
intensity, lg, the intensity of the scattered light, could be determined, and the ratio of these would
be proportional to the wavelength,as /1%, This is often expressed as affi@ency factor for

the extinction,Qex. However, the observed relationship betwégy: andA for interstellar clouds
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follows instead a proportionality of:

1
QeXt & Za (218)

and no simple approximation yet produces this particulitiomship. Mie theory, an exact so-
lution to scattering fi of perfect homogeneous spheres, was developed by GustainM@08,
and matches this particular ratio well when the size of thitigha a is approximately the size of
the wavelengthl (Bohren & Himan|1983). The cdBcient of extinction ,Cey, is related to the
efficiency by the classical cross-sectiQgx: = Cexi/o. The extinction caofficient is an infinite sum-
mation of Mie codicientsa, andb,, functions of the wavelength and the index of refractionpf

the form:

2 &
Coat = 5 ,Z{Qn + 1)Rean(m, A) + ba(m, )} (2.19)

This particular solution is valid no matter the size of thbeyes. For a plot oQey as a function

of x, the circumference of the particle is divided by Mie solved the problem by a separation of
variables in Maxwell's Equations with the boundary coruig at the spheres surface. Since then,
other techniques have been developed, such as the T-madtiroth(a more flexible formalization
for the exact solution), and the discrete dipole method napedationally intense method that does,
at high enough order, reproduce thel telationship, for a grain-size distribution nfe r=3°; see

Draine & Leée (1984), esp. their Egn. 5.1).

2.4.2 CO and H Self-Shielding

When UV photons impinge on the edge of a cloud, they will ierand dissociate chemical species
at that edge. Since the two most abundant species in a matedolud are H and CO, these
molecules will be the most common species ionized and dessoc The photochemistry of these
species involve line processes or processes over narrgueiney ranges, when self-shielding is
efficient.

The primary channel for photodissociating hydrogen is thetpexcitation of Hydrogen from
the X X State to the first and second electronic excited statés, Bnd CI1,;, and is discussed in
Lefebvre-Brion |(2004), their Chapter 7, esp. Tables 7.2 - 3ince the excitation is via an allowed

absorption line, the transition electric dipole will be rpero for some decay channels. The majority
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(~ 85%) of the time, the decay channel will be to a vibrationabgited ground state. A fair fraction
of the time, however, the state will spontaneously decay ihé vibrational continuum, and the
molecular hydrogen will dissociate. This process, an ingmirprocess for photodissociation of
hydrogen, is a line-process, and therefore significarfticéed by self-shielding.

At each slab from the edge, the photons nearest these linsitiom energies will be more
severely depleted. This willfgect both the ionization and dissociation of Bhd, to a lesser extent
CO, as well as the ionization and dissociation of any othecigs that has important narrow tran-
sition pathways close to the line-transition frequencie$iaand the narrow transition frequencies
of CO. This principle is called self-shielding; the Hnd CO, by depleting photons at line transition
frequencies, protect 41 CO and other species from destruction by UV radiation. d&dgdehe most
robust self-shielding calculations will account for alketpossible excitations of Hand CO, be-
cause these excitation energies may be coincident withatioh or dissociation energies for other
species.

The most comprehensive way to account for self-shieldirtg tsack every transition at every
slab, and adjustu(v) at that point due to photons absorbed and emitted pamtl CO, and ulti-
mately other species, at orfRgiently close to that frequency. The Meudon PDR code acedant
radiative transfer in pretty-much this way, consideringtla relevant transitions for Hand CO,
and many for helium, water and other species. For all tinpeddent models to this date, as well
as our own, a relatively simple analytical expression feraHd CO self-shielding is incorporated.

In our discussion of depth and extinction due to dust padiebovez(v) refers to the depth
due to dust extinction at a particular frequency We apply a similar sort of parameter to self-
shielding, and introducé(H,) and 6(CO), which are extinction parameters for the sum of these
frequency ranges, and represent the fraction of ionizirnydissociating radiation still present at a
given column oN(H,) andN(CO), respectively. These depths account for the extinaifdhe UV
field along the dissociation and ionization frequenciediiee as in_Lee et al. 1996b).

Since the extinction for dierent lines will depend on transition strengths, and tloeesbn
guantum mechanical factors, the dependence of the eximistcomplex, and cannot be fit very well
analytically. Instead, tables of these self-shieldingapseters are produced, relating the column of
H» and CO to the values &f The self-shielding equation forHs very straight-forward, but the CO
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self-shielding is more involved, because of a strong openldh various H excitation lines and CO
photodissociation lines, relating,Htolumn to the CO self-shielding. Also, broad dust absorptio
lines shield CO, and this relates CO self-shielding to th&capextinction due to dust. The rates of

CO and B photodissaociation are therefore calculated in the timgeddent case as:

k/(H2) = x a2 6(H2); (2.20)

k,(CO) = x aco 8(CO)d(H,) e, (2.21)

where we take values ferfrom|Lee et al.[(1996b). See eg. their Tables 10 and 11.

2.4.3 Modelling: The PDR, XDR and CRDR

For the gas-grain PDR model developed in Chapter 4, we iocap self-shielding and grain-
extinction in our radiative transfer calculations, in thammer they have been presented in Sections
2.4 and Z.4]2. Because, for any given slab, the columnyafitd CO must be derived for all the
slabs closer to the radiation source, parallelization efdbde is somewhat more involved. Our
method for parallelization is to solve the chemistry at tdges(slab number sg 1) at time-step

tn = 0, and then simultaneously solve for the edge attrl and at the next slab, sa 1 at

tn = 0. The parallelization therefore becomes more extensitietba half-way point, after which
the parallelization is scaled down until we calculate far fimal slabs at the final times. Figure 2.13
gives a graphical representation of the parallelizatioplémented in the gas-grain PDR in Chapter
[. This parallelization allows the code to run substarntifedkter than if each slab at each time were
run separately. For am x n grid, the non-parallelized code will run each step at a tigteso
tiotas = NMSt. The parallelized code will run each diagonal series ofs&multaneously, which

means thati = (n+m—1)6t, which for large values af, mis a substantial dierence in run-time.

2.5 Chemistry in a Calm Environment: The Horsehead Nebula

The Horsehead nebula is an ideal candidate for studyingrtpadt of physical parameters on chem-
ical evolution. Itis a relatively calm environment, withygtcal radiation field for having an O-type

star nearby. Its geometry is also edge on, so we can see asectin of the chemistry, through-
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out the object. We see the object in the same way we see theisldigure[ 2.I2. The density
and temperature also vary with depth, but the Horsehead lalé&bunot clumpy. It instead segues
between high and low density rather smoothly. This giveswsyato explore heatingfiects, cos-
mic ray transport, and UV fieldffects in a single object with a standard range of parametars. O

investigation and its results are reviewed in detail in GadB.

2.6 Chemistry in an Extreme Environment: The Orion KL Region

The Orion KL region, in contrast to the Horsehead NebulaJdsecto over twenty OB stars and
thousand of other stars, and is being bombarded with radiaX-rays and cosmic rays. It is one of
the most extreme environments in our galaxy, about whichieaware. It is, like the Horeshead
Nebula, relatively close, only 400 parsecs away. Because of the extreme nature of the Otion K
region, it is very clumpy, and has many velocity component spatially extended regions, which
look like tendrils. The components interact with each ottwer relatively short{ 1000 year)
time-scales (Wakelam etlal. 2004).

This object also has an unfortunate geometry, and its pyirsaurce for radiation is probably
behind it. Though dferent regions, such as the low-velocity outflow in the platead the compact
ridge, can be separated by Doppler velocity, within thegeores and within the substantial overlap
of their velocity profiles, much of our information about thepth-dependence of the source will
be lost. Teasing out column-dependence will bialilt. Nevertheless, the violent nature of the
Orion KL region, and its chemical richness and many chenmoadteries, make it too tantalizing a
candidate not to explore. A detailed presentation of ourehoekults and solutions to some of the

chemical mysteries in the Orion KL region are given in Chelgte
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Chapter 3

TypicaAL ENVIRONMENT: THE HORSEHEAD
NEBULA

3.1 Introduction

lon-neutral reactions are the most important driving pssee for gas-phase chemistry. Therefore
it is important to understand the mechanisms by which cha&msjgecies in the interstellar medium
become ionized, in order to have a more accurate pictureeothiemistry in various interstellar
sources. Near the edge of dense clouds and throughbuseliclouds, UV photons can provide a
powerful ionizing force upon the medium, especially if 8 a stficiently strong source of radi-
ation nearby. These photons do not penetrate very far imieaedelouds, decreasing exponentially
with the column density. Other ionizing agents, like X-rayill penetrate farther into dense clouds,
but deep within the object, high-energy 100 MeV) cosmic rays are the dominant ionizing force.

The recent detection of unexpectedly large abundancesjphblvever, in an assortment of
diffuse clouds has raised the old question as to whether the dmdgation rate needed is caused
by a high flux of cosmic rays ok 1 GeV (McCall et al| 2003; Indriolo et al. 2007). Such low
energy cosmic rays would not be expected to penetrate dagplgense clouds, so that a column-
dependent ionization rate due to cosmic rays might exiseimsdr sources. This question is best
explored by examining the influence of cosmic ray ionizaabdifferent depths into a single object,
and the Horsehead Nebula is an ideal candidate for such astigation.

The Horsehead Nebula, also called Barnard 33, is a dark aelfdize about 5in the bright

nebula 1C434. It is illuminated by Ori from a distance of about 3@QAnthony-Twarog 1982).

51



The radiation field incident on the cloud is most commonlyetako bey = 60 in Draine units
(Drainel 1978} Habart et al. 2005), and the geometry of thedcls described as nearly “edge-on”,
meaning that the line betweenOri and the Horsehead Nebula is nearly perpendicular toirtiee |
of sight. This makes the Horsehead Nebula ideal for obsgreotlumn-dependent variables in a
single source. It has an ambient magnetic fiele & G (Zaritsky et al. 1986) and a steep density
gradient ranging from oto 16°> cm3, and contains a pre-stellar core as well as at least one other
dense region near the “throat” that will be able to be studiegteater detail by the Atacama Large
Millimeter Array (ALMA) (Ward-Thompson et al. 2006).

High abundances of small carbon-bearing molecules weerods by Teyssier et al. (2004) and
by Pety et al.[(2005), with higher abundances of certain oubds (CCH, c—gH,, C4H) observed
near the edge than at the center. This led Pety et al. to pasipolycyclic aromatic hydrocarbons
(PAH’s) near the edge of the cloud are being destroyed bgemtiradiation, and that the products
of their destruction are these small hydrocarbons. A nurobether molecules have been detected,
including the ions HCO and HOC (Goicoechea et al. 2009b), the carbon-bearing neutrals HCO
(Gerin et all 2009), I-eH, and c—GH (Teyssier et al. 2004), and the sulfur-bearing speciesr@s a
HCS' (Goicoechea et al. 2006b), although, except for HCDtle information of their column
dependence is available.

Chemical modeling of the Horsehead Nebula was discussedityewisser & Herbst (1993).
Teyssier et al.| (2004) provided the first detailed chemidaRRnodel of the Horsehead Nebula,
using the Meudon PDR code (Le Bourlot etial. 1993; Le Petit,2@D2). A year later, Pety etlal.
(2005) modeled the Horsehead Nebula with the same code,arorgiihe results with observations
at three diferent lines of sight, and incorporating PAH’s into the moddhbart et al. (2005) de-
termined a column-dependent temperature via thermal t@laNone of these models is able to
account for the high abundances of small hydrocarbons &dge, or the HgN abundance.

Deuterium fractionation of HCO([DCO*]/[HCO*] ~ 0.02) has been observed in the Cloud
region atAy ~ 10, and used to constrain its temperature to about 20 K (RPety 2007). Neutral
atomic oxygen has also been detecied (Goicoechea et alkR0ti¢th hopes for Herschel’'s height-
ened resolution to provide abundances of atomic oxygenifterdnt regions in the cloud.

The dfect of a higher sulfur abundance was considered by Goicaest. (2006b), using
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the Meudon code (Le Petit etlal. 2006). Pety etlal. (2007) adsal this code to better understand
deuterium fractionation at the Horsehead edge. The abardaithe negative ion £H~ was cal-
culated by Millar et al.|(2007), although negative ions haweé yet been observed in this region.
Morata & Herbst|(2008) developed a time-dependent PDR caxuie first applied it to the Horse-
head Nebula, with mixed success. This is the code we makefisaiis chapter, in tandem with
the Meudon PDR code, which we use to determine some of thegathgenditions.

Compiegne et all (2007) and Goicoechea et al. (2009b) hexfermed some recent modeling
of the Horsehead region;_Compiegne etial. (2007) expldneddtist emission. _Goicoechea €t al.
(2009b) self-consistently modeled the observed spat#tibiition and line intensities with detailed
depth-dependent predictions coupled with a nonlocal tadidaransfer calculation for HCO*,
DCO' and HOC. They compared their model results with the Gerin et al. €Q@bservations of
HCO" in order to constrain the electron fraction. Goicoeched. etedermined a very steep relative
electron abundance of/ny ~ 104 — 1078 (whereny = n(H) + 2n(Hy)) at Ay ~ 0.6 — 2.0 from the
cloud edge, based on a faint emission line attributed to H@€ar the edge.

In this chapter, we report our investigation on théeet of a column-dependent cosmic ray
ionization rate/(Ny) on model results for molecular abundances and their $patiation in the
Horsehead Nebula. This idfered as a partial explanation of the high abundances of dmall
drocarbons at the edge of the Horsehead nebula. In SécBprv8.discuss the determination of
three diferent/(Ny) functions, including a discussion of the role played bynegnetic field. In
Sectior 3.8, we provide a detailed description of the PDRehosled, and compare our calculated
abundances with observational values using twtedgnt sets of elemental abundances. We also
provide predicted abundances for observable species.clioB8g.6, we discuss the implications of

these results, and a better determinatiori(dfy) from single sources after the advent of ALMA.

3.2 The Determination of(Ng)

The cosmic ray ionization of the interstellar medium is emuprimarily by relativistic protons,

alpha particles, and electrons. This ionization rate, l&bég, is typically represented as a per-
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Table 3.1: Some values ¢f;» used in previous models

Zvo (x10717 57T Source
100 Solomon & Werner (1971)
1 Herbst & Klemperer (1973)
3-2000 Hartquist et al. (1978)
10-100 McCall et al. (2003)
25 Le Petit et al. (2004)
100 Goto et al. (2008)
6-24 Neufeld et al. (2010)
5000 Gupta et al. (2010)

second rate at which cosmic rays ionize atomic hydrogener@3iee process
H+CR—- H"+e +CR,

where CR represents ionizing cosmic rayss defined by the kinetic equation

dH*]
da

¢TH],

where the brackets signify concentration. The ionizatee of other species, such as &hd He,

is usually determined in chemical networks by multiplyingy a constant. Even near the edge of
dense clouds, the majority of hydrogen is molecular in rgtso it is important to note that, to a
good approximation/n, ~ 2/ (Glassgold & Langéer 1974).

In the last decade, results fronfidise sources, from McCall etlal. (2003), Le Petit et al. (2004)
andlIndriolo et al.[(2007), including recent observationthwierschel [((Gerin et al. 2010), have
most often indicated that in these environmenis more than an order of magnitude higher than
the generally accepted value of 10s™. Earlier values for ranging from 1017 — 101> s™* had
been proposed (Spitzer & Tomasko 1968; Hartquist et al.;1B@®arnc 2006). Table 3.1 contains
a limited historical overview of some of the values/aftilized in previous models. These actually
refer to molecular rather than atomic hydrogen.

The observations indicating a high along with this wide range of values, led us to initiate a
calculation of column-dependent functionsofAt the same time, Padovani et al. (2009) undertook

similar calculations. They used the ionization and eneogg tross sections for collisions between
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cosmic rays and atomic and molecular hydrogen (Cravens &dvab 1978) as well as Helium to
follow the flux-spectra of cosmic rays through a cloud andpfithe flux spectra as a function of
position, obtained the column-dependent cosmic-ray a@mmn rate for a number of initial flux-

spectra. Here we report similar calculations but with a MoGarlo approach in which we also

include magnetic fieldféects.

3.2.1 Initial Spectrum

We begin by considering the form of the initial cosmic ray fepectrumj(E) (cm? st sr! Gev?
per nucleon), as a function of energy. The spectrum has @dy directly observed within our solar
system, where the solar wind would have depleted the lowggremsmic rays (Parker 1958).

Different cosmic ray spectra have been proposed based on assingitout the origin of the
cosmic rays. Supernova shocks are currently the favoreldmeagion for the origin of cosmic rays
(Biermann et al. 2010; Axford 1981). The spectrum due to tygemova blast alone imposes a
low-energy cutf at about 100 MeV because of energy loss due to debris andystmagnetic field
effects (Hayakawa et al. 1961; Ip & Axford 1985). It is suspedteat shocks in the debris may
re-accelerate some of the thermalized cosmic rays (Ip & Axi®85] Indriolo et al. 2009).

Shock models favor a steep power law for low-energy cosnyig, raith a new cutff at 1 MeV,
below which most cosmic rays would again lose a significaadtion of their energy into the debris,
and would either be reabsorbed into the remnant, or wouldlttao slowly to propagate throughout
the galaxy. Alternate theories for cosmic ray acceleragixiat, but these also predict similar spectra
for low-energy cosmic rays (BUtt 2009).

Comparison between measurements of the cosmic ray flux @odetical cosmic ray spectra
have been very useful. Basic statistics, “leaky-box” medebnvection methods, and Monte Carlo
methods have been applied to better constrain cosmic rayrapeften by examining the elemental
composition of the cosmic rays themselves. Stronglet aD7{P@ontains an excellent review of
these methods. Webber (1998) incorporated the newestgé&sirh Voyager into their Monte Carlo
model, in order to determine the low energy spectrum better.

Nevertheless, Voyager is still in a region where solar winalge a substantiaftect. In fact, the
farther the Voyager satellite travels, the steeper the logrgy spectrum becomes (Webber 1998).
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Indeed, as recently as Putze et al. (2011), statistical,t®@arlo, and “leaky box” models have
been unable to constrain the low energy cosmic ray spectlumio a lack of direct measurement
of low energy cosmic ray protons outside the solar influence.

Indriolo et al. (2009) list many of the proposed cosmic ragci@. We consider three represen-
tative spectra (Hayakawa etlal. 1961; Spitzer & Tomasko| 1868 & Biermann 1994), which are
shown in Figuré 3]1. These three spectra span the range @frewgy cosmic rays. The spectrum
from|Spitzer & Tomasko (1968) is based on solar system measmts of the low energy cosmic
ray flux, and contains the minimum low-energy cosmic ray spet. |Nath & Biermann/ (1994) as-
sume that the power-law for the cosmic ray spectrum at 1 Gelruges down until a hard cutfo
at 1 MeV. Theirs is the highest published estimate of the lnergy cosmic ray flux. We chose to
use these three spectra in order to provide the full rangepéct that dierent low energy cosmic
ray flux spectra have on the ionization rate. The spectrumadii i Biermann!(1994) increases the
most steeply towards lower energies, that of Spitzer & Tdm#$968) actually decreases towards

lower energies, and that lof Hayakawa etlal. (1961) lies inrituzlle.

3.2.2 Cross Sections

We calculate the loss of energy by considering &6smic ray protons with energiek, (in eV
unless otherwise noted), distributed according to theetlsgectra selected above. The particles
stream into a cloud of a number densitfcm™3). At each distance increment, the particles are
each assigned a random number, which is compared with thmlpifity of an ionizing or other
inelastic collision over an incremental distance, detagdiby cross-sections; (cn?). For ionizing
collisions by protons we use the formaiffrom|Spitzer & Tomaska (1968). The cross section{gm

for ionization of a hydrogen atom as a functionebind the rest-energy of the protdBg) is given

by

Ep \\*'
in=763x10°(1-|—=
o To9 1071 (g7 )

2
+1.23x 102|og ((?) - 1)
P

-529x%1072%, (3.1)
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The first term is dominant for “low” energies (500 ke¥ E < 50 MeV), so forE < 50 MeV,
oin « 1/E, down toE ~ 500 keV, when Equation_(3.1) ceases to be accurate. This-sgagion is
also used below for determining the cosmic ray ionizatida od atomic hydrogen. For molecular
hydrogen, we simply multiply the cross section by a facto?.of

Inelastic collisions are considered for atomic and molkechlydrogen only, and we use the
cross-sections from Cravens et al. (1975), accountingotational, vibrational and electronic exci-
tation as well as dissociation reactions. For the ioniratibhelium, the dierential cross-section

from|Dalgarno et al! (1999) is integrated to yield a totalsreection:
i He = 1.56A(E), (3.2)

whereA(E) (« 1/E for E < 100 MeV;, « log(E) for E > 1 GeV) andey are parameters fit to the

measurements of Shah et al. (1987).

3.2.3 Energy Loss

The energy loss calculation assumes a column great enoagththcosmic rays will collide with
gaseous atoms and molecules many times. Since our moded-dimensional, we do not consider
the dfects of elastic collisions on the exclusion of low energyntiesrays from molecular clouds.
Because there are many collisions, we are justified in itdithe average energy lost by cosmic
ray in an ionizing collisionW. This is equal to the ionization energy plus the averageggrafithe
ejected electron. For molecular hydrogen, this is detegthiinom the diferential cross-section by

Cravens & Dalgarna (1978); Dalgarno et al. (1999) to be
W (eV) = 7.92E0082 476, (3.3)

whereE (eV) is the energy of the cosmic ray before the ionizing evdrte energy losses from
other types of inelastic collisions with molecular hydrogas well as ionizing and other inelastic
collisions with H and He are taken from the detailed forms iav@ns et al. (1975).

This energy loss is subtracted from the initial energy ofdbsmic ray, and becomes the new
energy. At each increment, a new flux-spectry(i, Ny), is calculated, and new random numbers
are assigned to the cosmic rays. Because of the energydkapsnof ther functions, lower energy
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cosmic rays have more ionizing collisions. In the case obfiectrum of Nath & Biermann (1994),
cosmic rays withe < 50 MeV contribute 99% to the value ¢f(see Sectioh 3.2.5). To complicate
matters, however, there is energy loss from magnéfects in addition to the loss from collisions.
Magnetic energy loss is assigned based on interactionsAlfitbn waves, as discussed below, using

a static magnetic field of @3Gauss.

3.2.4 Magnetic Field Hfects

Magnetic fields play an important role in the transport ofremsrays. The Lorentz force is the
largest magnetic force acting on cosmic rays, affieicés energy loss by increasing the path length
cosmic rays travel, as they spiral along the magnetic figldsli This resulting increase in path
length is not, however, the primary source of energy losghé&athe dominant magnetic fielfect
on cosmic rays is due to irregularities in the magnetic field.

Because of the neutralization of low-energy cosmic raysethwill be far fewer cosmic rays at
the center of the cloud than at the edge. Since cosmic raysvarerhelmingly positively charged,
these losses introduce a charge imbalance in the cloudiréitecare attracted to the edge, and their
motion generates magnetic field irregularities moving fitben center to the edge of the cloud with
velocity ua = B(4np)~Y/2. These irregularities, called Alfvén waves, are the d@mirsource of
energy loss, as discussed in Skilling & Strong (1976). Hastcet al. (1978, 1979) first applied the
work of [Skilling & Strong (1976) to calculate cosmic ray ieation rates, and proposedfdrent
values ofZ, depending on the object.

Following|Skilling & Strong (1976), we determine the chamalance using the Monte Carlo
simulation withB = 0, and consider it in terms of a characteristic column dgns{E) (cm2),
determined by the simulation, at which the number of cosmys will be depleted by a factor of
e. This means thaly must be> A(E) for cosmic rays of energi to be significantly fiected by
magnetic field irregularities. This function will appeatdain the analysis.

Alfvén waves are driven by the charge imbalance, and argddrhy the friction between ions
and the surrounding gas, as discussed by Mclvor (1975)nmstef the collision rat& (s™1) between
ions and neutrals (Dalgarno & Dickinson 1968). The laigés, the less fect the waves have. The
static magnetic field enhances the damping by absorbindemivaégularities. However, the larger
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static magnetic field also increasgsg and thus the frequency of collisions between the cosmig ray
and the Alfvén waves.

This mechanism for cosmic ray energy loss by Alfvén waleats is important foNy < 1074
cm? whenB < 6 mG andny < 10° cm3. At a given column density, cosmic ray energy is
substantially &ected by Alfvén waves for energies less than the enBggyl he static magnetic field
outside denser regions is assumed to be much smaller thelth@side these regions. Because the
difference between the magnetic field inside and outside thd significantly dampens the Alfvén
waves for mid to high energy cosmic ray&; cannot be greater than 50 MeV (Cesarsky & Volk
1978). Eq is dependent on various physical parameters of the sourgeestion. For typical cold
and dense interstellar conditiomgHI) = 1 cnt3, ny = 10* cm™3, T = 20 K, andB = 3 4G. Under
these conditions, the use pf(E) from|Nath & Biermann| (1994) leads &, = 1 MeV atNy = 10'°
cm2, while for Ny > 10?1 cm2, Eg = 50 MeV.

Integrating over energies up to this cfiitealue, we can obtain the magnetohydrodynamic solu-

tion for jic(E, Np), the “In-Cloud” cosmic ray flux-spectrum at a givhly, to be (Skilling & Strong

1976)
- _A(E)| Eoj(Eo, Ny)
jic(E < Eo,Ny) = E [ A(Eo)
Eo ((E’
L 2va aj(E ’NH)dE’
Ni Je=e v(E)
2_1
P LN ; (3.4)
ﬂzrnUAQQNH ’y2 -1
jic(E > Eo, NK) =j(E, Nn) (3.5)

In this expressionj(E, Ny) is the spectrum determined using the Monte Carlo simuiaitiothe
absence of magnetic fieldfects, the magnetic energy density; = B?/2uq (ergcm™3), Qq is the

gyromagnetic frequency (%), the Compton-Getting factar (Gleeson & Axfortl 1968) is

_ 10 E djo

9 jo(E) 9E’

wherejo is the initial cosmic ray flux-spectruny,= (1-v?/c?) Y2 andyo = (1-v3/c?) Y2 where

v is the velocity of a cosmic ray of enerdg.
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Given a steep initiajg(E), the approximateféect of the Alfvén waves and Lorentz Force is to
shift the cosmic ray spectrum, and thus the ionization e fext section), frod{Ny) to (5Ny),
so that the ionization rate decreases more strongly witlneo!

For cosmic ray flux-spectra that are not very staap:(2 for j « E™™), the shift is less extreme.
Of course, for the full description of the relationship/ab the column density, Equation (8.5) must

be calculated foE < Eg.

3.2.5 The Column-Dependent lonization Rate

The value ofZ(NR) is calculated by integrating the product of the flux-spattrfrom eq. [(3.b),
jic(E,Ny), andoin(E) from eq. [3.1), as a function of “depthNy into a cloud, with various
correction factors:

5 « .
Z;(NH) =18x § X f‘ 47TO'LH(E)]|C(E, NH)dE. (36)
20

The factor of 33 (Spitzer & Tomasko 1968; Dalgarno etlal. 1999) takes intmant the additional
ionization caused by secondary electrons, while the famtdr.8 accounts for ionization due to

«a particles (Hé?). These particles are the second most important sourceniiing cosmic rays

(¢o = 0.8p). By comparison, relativistic electrons, the third mosportant ionizing source, have
little effect: e ~ ¢{p/100.

Three diterent functions fot' (Ny) have been calculated, based on the cosmic ray flux-spectra

in Figure[3.1, which are chosen to be widely divergent befow 500 MeV to account for the uncer-
tainty in the low-energy region (Hayakawa et al. 1961; Switz Tomaskn 1968; Nath & Biermann

1994). Analytical expressions fgfNy), used in the models below, are:

5x 10*
H

{H,Hayakawa= +101 s, (3.7)

LrNath = 0.002(NK) %8 + 1071 571, (3.8)
and are valid for 18 cm™2 > Ny 2 5x 10" cm™2. These analytical expressions do not seem to
change significantly for 100 crA < n < 10° cm™3 and 5 K< T < 1000 K, beyond which thefiects

of the density and temperature on magnetic figfdas becomes significant.

The results are depicted in Figurel3.2, in terms of the visytihction between the cloud and
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the UV source Av). We determinedy ~ 4.3 x 1072°Ny, usingQ efficiencies from Laor & Draine
(1993) with a grain distribution (in terms of the “radius” thie grain,a) of n oc 832 with rpin = 5

nm andrmax = 1 um. With these assumptions, the analytical expressions(fgy) are:

22x10°%7 _
{H,Hayakawa= A +10 st (3.9)
CHNath = 3.05x 10716(A,) 08 + 10717 572, (3.10)

These expressions are later referred to as “mid-range”“aigh-range” values, respectively.

The wide range of the ionization rate demonstrates the itapoe of low-energy cosmic rays,
especially at lonNy or Ay. Other calculations of(Ny) have been performed, either for high col-
umn densities¥ 10°* cm~2) where low energy cosmic rays do not penetrate (Umebayadtal&ano
1981 Finocchi & Gail 1997), without consideration of thegnatic field (Padovani et al. 2009), or
in regions where there are no ionization losses (Padoan & 2085). Recently, Padovani & Galli
(2011) have incorporated théfect of magnetic mirroring, whereas we have treated ffeces of
Alfvén waves on cosmic ray streaming. The results in thesptdr suggest that Alfvén waves may
have a more substantiaffect on/, with factor of~10 impact ory at certainNy for Alfvén waves
versus a factor of£2-4 impact ory from magnetic mirroring. Ultimately, a robust magnetotordr
dynamics simulation of cosmic ray transport would be neargsto determine what magnetic field
effects have the most significant impact on cosmic ray penatrati

In our study below, we determine th&exct of four diferent functions for’ on the chemistry in
the Horsehead Nebula. We consider i) functions based on flux spectra from Nath & Biermann
(1994) and Hayakawa et al. (1961), as well as constant vétngsof 101° s1 and 1017 s1, the

latter of which is &ectively the/(Ny) derived from the spectrum of Spitzer & Tomasko (1968).

3.3 Modeling the Horsehead Nebula

We have used the PDR modellof Morata & Herbst (2008) with thé& @F2008 gas-phase net-
workH This network is a purely gas-phase one that treats the PDRamiainfinite series of slabs

with the radiation source impinging on one edge. It does nobant for freeze-out or any surface

3httpy//www.physics.ohio-state.egierigresearch.html
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Figure 3.1: Three diierent cosmic ray flux spectra, taken from Hayakawa et al. 1}l 9@dashed
line), Spitzer & Tomaska (1968) (dotted line), and Nath & Bi@nn (1994) (solid line).
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Figure 3.2: The results of the one-dimensional Monte Carbalehfor/ described in Section 3.2
in terms of Ay. The solid red, dashed green, and dotted blue lines derive fthe flux-spectra

of Nath & Biermann|(1994), Hayakawa et al. (1961), and Spi€zg&omasko (1968), respectively.
These lines fit the averaged result of dozens of iteratiorth@Monte Carlo model. The results
from a single Monte Carlo run using the flux-spectrum_of Hayek et al. [(1961) are included
(pink dotted) in order to show error.
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chemistry, aside from a simple approximation for fdrmation on grains and selected ion recom-
bination processes. Radiative transfer and self-shigldinH, and CO |(Draine & Bertoldi 1996;
Lee et all 1996b) are calculated in progression, startiriy the slab at the edge. The chemistry is
solved with a time-dependent gas-phase kinetics modeéfdr slab. This model, like our model for
cosmic rays, is one-dimensional (1D). Because cosmic na&ythaught to stream in from all sides,
the dfects of the geometry are mostly lost in this model. Howewamevith cosmic rays streaming
in from all angles, low energy cosmic rays will dominate a #dge, and will be absent from the
center. The average value ofat a slab near the edge will be close to the value determiroed fr
the 1D Monte Carlo model. Because the majority of slabs rreacénter will not have low-energy
cosmic rays, the averagenear the center also be close to the 1D value. Thus the aveahge of
¢ at different slabs of the cloud will be close to the 1D values we uség found in Figurd 3.P.
Following|Pety et al.| (2005), we compare, when possibleenfagions with model results for
three regions at flierent optical extinctionsAy) from the edge of the Horsehead PDR. These are
the IR-edge Ay = 1.56 + 0.73), IR-Peak Ay = 4.55+ 1.7), and the CloudAy = 117 + 4.1). The
error bars inAy are based both on the beam size of the observations andainten the density
profile of the cloud, as discussed in the next section. Wehirte the error in fractional abundance
by taking the ratio between the observed column densitye§fecies and the error in that column

density, both from Pety et al. (2005).

3.3.1 Physical Conditions and Initial Chemical Abundances

The density profiles used are taken from Habart et al. (200&8.temperature profile is calculated
from thermal balance (Le Petit et al. 2006). Cosmic rays tteatnterstellar medium through the
thermalization of secondary electrons and photans, (. 1969, Glassgold & Langer 1973).
Thermal heating by cosmic rays begins to dominataat- 3, but the thermal impact of flerent
cosmic ray ionization rates is not very significant uritik 10716 s, Since even the highes(Ny)
drops to~ 10716 s71 at the Cloud region, the temperaturéfeience here between the higNy)
ands = 107 s71is only about 4 K. The density and temperature profiles are/stio Fig.[3.3.

The gas density increases with spatial distance into thelaels a power law with an exponent
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B (Habart et al. 2005), which in terms of column density can biéewn as:

B/(B+1)
1)N
M] Ni < Niio

XoNH,0

NH(NR) = (3.11)

NH.0 NH > Nn,0,
whereg > 1 is a dimensionless constant used to parameterize thensteepf the number density,
Nho = 2 x 10° cmi3, X = 0.02 pc is a length scale, afdyy = (1 + B)11.23 x 10?2 cm2
is the column density at a depth &. For our analysis, we show the results for= 1, and
discuss results for both = 1 andB = 4. The steeper density gradient impacts the UV photon
flux and the resulting thermal balance. There affedint total densities for the IR-edge and IR-
peak regions. The fference in UV penetration, temperature and density feeréint values of\,
noticeably impacts the chemistry. The cosmic ray ionizatimwever, is not significantly altered by
the density gradient, because for the ranges of density®@td@® cm3, ¢ is column-dependent,
but not density dependent.

Other densities and density profiles have been propased. ePal. (2005) used several uni-
form number densities and profiles, while GoicoechealeR8l09b) proposed a slowly changing
piecewise function for the density, with three sectiongead of two, reaching & 10° cm™ at
Ay ~ 5 instead ofAy, ~ 1.0, as used here. Until the number density is better detednsignificant
uncertainties in the extinction at a given angular depthpatsist.

The UV radiation field impinging on the Horsehead surfacelieesn a topic of much discussion
and uncertaintyl (Anthony-Twarog 1982; Zhou et al. 1993;ibket all 2003). Values gf = 30 to
x = 100 in Draine units_ (Draine 1978) have been proposed. Wg us60, because this is the most
commonly used value for the Horsehead PDR. The external WY/ ifemportant to the chemistry
only for the IR-edge. For the IR-peak and the Cloud regionspic rays are the primary ionizing
and photochemical agent.

The initial chemical abundances used for the Horsehead PBédt all 1996a; Morata & Herbst
2008) are listed in Table 3.2 and represent abundances tokakbud prior to the onset of a nearby
star. These abundances comprise observed values for &saltifan-six-atom) species in TMC-1,
as well as calculated early-time values from Smith et al0£2@or atoms and small molecules that
have not been observed, based on so-called “low-metal”’el@habundances.
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Figure 3.3: The temperature (dashed line) and densityd($iok) profiles as functions of visual
extinction with {ynath.  The density profile is in the form of Habart et al. (2005), eguation
@11), withg = 1. The temperature is from thermal balance (Le Petit et 6R0At Ay = 10,
¢ ~ 10716 571, which raises the temperature by4 K at the center compared ta’af 10717 s71.

In addition to these initial abundances, we also investia@iases with much higher elemental
abundances of sulfur, based primarily on the analysis off@SHCS" by/Goicoechea et al. (2006b),
who place the total elemental sulfur abundance with resfwent; at 35 x 10°®. On the other
hand, Teyssier et al. (2004) used a value of{S]10~7, similar to the low-metal value used in this
part of the chapter. To determine theet of raising the sulfur abundance, we utilized elemental
abundances for sulfur, relative to hydrogen, offl@nd 10°, starting primarily from the neutral
atomic form.

The abundances are calculated from time 0 to steady statet & 5 x 10° yr). Since the age
of the Horsehead Nebula is not well-determined, values ftéfn— 10° yr have been considered
(Morata & Herbst 2008). We focus only on the time o @, because in general the calculated
results are closest to observational values at this timealédeuse this time because it is a reason-
able age for a molecular cloud, given its size and velocigdgmt (see Pound et/al. 2003). Time-

dependence was investigated by Morata & Herbst (2008)talliki a different density profile from
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what is used here. They found that at times betweenyt@nd steady-state, the abundances of
carbon chain species in the Cloud region become sharplyrl@sds found in standard cold dark
clouds. They also investigated times as early &sytQat which time the abundance profiles are
flatter. Our calculations for carbon chain species havehezhsteady state by 4@ears forAy < 5.

For Ay > 5, our calculations confirm their findings.

In Figured 3.4 tg_3]6, we show the calculated abundancesrigiugamolecules as continuous
functions of visual extinction with observed values in b®te delineate the uncertainties in both
abundance andy. The calculated abundances are plotted with two fixed vabdfigs 10717 st
and 10%° s71, as well as with two column-dependent ionization rates ategiin Figurd 312: the
mid-range/(Ny) (dashed green line), and the high-rad@ly) (solid red line). The fixed value of
¢ =101 s1is equivalent to the lowest-rangé€Ny) in Figure[3.2, which utilizes only high-energy
protons. Neither of the two fixed values foiis likely to be physically reasonable; the low value
can pertain to the inner Cloud region but is less likely tdaiarto a region near the edge, where at
least some low-energy cosmic rays exist, while the highevéunore likely to pertain only to the

edge of the PDR. Unless specified, the low elemental abuedaireulfur is utilized.

3.3.2 Results:C,H, ¢ — C3H, and C4H

Hydrocarbons are not direct tracers’phevertheless, an enhancedt the surface of the Horsehead
nebula may help to explain the high abundances of these $iy@didbcarbons at the edge.»Iq,

¢ — C3H» and GH are formed by a complex network of reactions, linked attlgastially to the
cosmic ray ionization rate via several sequence of reastimsed on C and*C The sequence

involving neutral atomic C starts with the reactions:

H,+ CRP— H} + & + CRP (3.12)
H +Hy — HE + H (3.13)
C+Hi - CH" + Hy, (3.14)

and CH initiates a series of chemical reactions that eventuabylts in GH, ¢ — C3H, and GH

via recombination with electrons. The*@on is produced in three ways depending on physical
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Table 3.2: Initial fractional abundances with respeatijo

Species  f(X)! Species f(X)!

Ho 0.5 GH 10x 108
H 75%x10° CcO, 1.3x10°8
He 0.14 HO 35x10°8
C 28x 108 HCN 10x 108
o) 10x 104 HNC 10x 108
N 1.3x10° NH3 1.0x10°8
S 72x 1082 SO, 5.0x 10710
Si 7.8x107° CsH 5.0x 10°°
Cl 40x10° C4H 45x%x 108
Fe 39x1010 ¢c-C3zH, 50x10°
Mg 1.9x 1079 HCsN  1.0x 108
Na 47 x 10710 ct 47%x107°

P 30x107° H* 4.2 %1010
CH 10x 108 He* 35x 10710
CN 25x 107° Fet 2.6x 1079
CcO 73x10°° Mg+ 5.1x107°
CS 20x 10°° Na* 1.5x107°
N, 42x%x10° St 1.2x10°
NO 15%x10°8 Sit 25x 10710
O, 81x10°% H3 1.4x107°
OH 10x107 HCO* 40x10°
S, 1.8x107° HCS" 20x1010
SO 10x 10°° NoH*  2.0x10710
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conditions: at low extinctionAy < 2.5), it is formed principally by photoionization, and can
reach a fractional abundance as high as*1Whereas at high extinctiorA( > 4.5) it is formed
less dficiently by the reaction between Hand CO. In the middle region (2 Ay < 5), secondary
photons from cosmic rays form a large amount of the Gnce produced, it can radiatively associate
with Hy to form the CH ion, which initiates a series of reactions similar to thasgated by CH
(Herbst & Millar |2008). Because of these alternate pathwagsll hydrocarbons may not be as
sensitive to/ very close to the edge or deep within the Horsehead PDR. Rlegar our robust
chemical network allows us to explore in detail tiEeet of a column-dependetibn the Horsehead
Nebula.

The model abundances forg, ¢ - C3H», and GH vs Ay can be found in Figure_3.4, where
observed abundances with estimated uncertainties ategk boxes for the three regions studied:
the IR-edge, the IR-peak, and the Cloud. FeHCour use of temperature and density profiles
seems to account for the observed abundance at the IR-edgediess of the value ¢f probably
because ¢H formation is so dependent on photoffieets at the edge. The results diverge for the
IR-peak and Cloud, where the high-rang(®) ands = 1071° s seem to do better than the other
two choices of. In the IR-peak, the abundances obtained with the higherafgy) and = 1071°
s~1 come within a factor ok 5 of the observed value, and are closer still for the Clougbreg

For c— CzH,, and for GH, none of the four plots comes particularly close to the pleskvalues
at the center of the IR-edge, although the curves obtaingutté high-range(Ny) ands = 1071°
s™1 graze the lower portion of the observation box faHC This discrepancy suggests that, though
a high surface is important, there are likely other factors that must betaikto account, such as
PAH fragmentation (Pety et @al. 2005). For the IR-peak regioa high-range'(Ny) andl = 10710
s models lead to results that graze portions of the obsenaitiooxes for both species , with the
others models exhibiting much too low an abundance. Finaithe Cloud region, the high-range
Z(Ny) and¢ = 1071 s71 models do quite well for gH, and c-GH,. while the lower ionization
models show reasonable agreement only for the latter.

It would appear that, on balance, the results obtained wihhigh constant and the high-
range column-dependefitare closer to observation in most instances for these tlyd@tarbons.
To further distinguish between these two sets of resultsfomes on the abundance ratios between
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IR-peak and Cloud regions for the three carbon-chain spe€iee ratios are taken at the visual ex-
tinctions where the models agree best with the observatanbare listed in Table_3.3. The reason
for taking these ratios is that we can better compare relsettgeen a fixed and a column-dependent
ionization rate in this manner. These ratios are examindég ama way to distinguish between a
constant and a column-dependéntind their use beyond this function is severely limited. &or
ample, the GH emission attributed to the Cloud region may be from the Flllwinated surface
(for an analogous example involving HCO, see Gerin et al9200 is likely that the observed ra-
tios will change and will be far better constrained when tlweddhead Nebula is explored at higher
angular resolution.

For GH and c— C3Hy, the ratios are much closer to observation for the colunpeddent
Z(Ny) than fors = 107%° s71, In both of these cases, the ratios from i) model are within a
factor of 2 of the observed ratios. Foe 1071° 571, model ratios disagree by a factor of 5-7. In the
case of GH, the ratio from the constaigtagrees slightly better with observations than ftXy),
although the ratios of both models are close to observa#idsn, examining the gH abundances
from Figure[ 3.4, it is evident that, within the Cloud regitine results froni’(Ny) are much closer
to observation than the results fram= 1072° s™1. In summary, as well as being unphysical, the
results from a model with a constait= 1071°> s~* do not agree as closely as the results from a
model with a column-dependefifNy).

ForgB = 4 att = 10° yr, the results are not significantly changed for the IR-edgel the
model underestimates the small hydrocarbon abundancdisefdR-peak region by about an order
of magnitude. The reasons for this seem to be as involvedeasytlirocarbon chemistry. The most
significant factor is that the production of these hydrooagbat a higher density requires a higher
/, and forg = 4, the density is much higher at the IR peak thandoet 1. Also, with the steeper
density gradient, photons are moféegtive at ionizing and dissociating at the IR-Edge, butdéll
more abruptly at highefy. The diference in C formation by photons betwegh= 1 andg = 4
density profiles is a factor of three, and only presemhak 2.5.

It should finally be mentioned that thermal balance from phstdepends somewhat on the
density, and so the temperature profiles vte: 1 andg = 4 are diferent. AtAy = 0.001, the
gas-phase temperature f6r= 1 is about 300 K, where fg8 = 4, T ~ 600 K. The gas-phase
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Table 3.3: Abundance Ratios for Carbon-chain Species BetwR-peak and Cloud Regions

IR-peakCloud!
Species Obs. ¢(Ny) 101°st
CoH 14 8.6 2.7
c—CH, 25 13 3.3
C4H 5 8 4

temperatures for the two density profiles convergaat 1, and this undoubtedly has some impact
on the chemistry. It should be emphasized #(&ty) is similar for the steep and gradual density

gradients.

3.3.3 Results:HC;N, HCO*, HCO and the electron fraction

Only one line of the carbon-chain speciesithas been detected, and this with a very large beam-
size (Teyssier et al. 2004). We follow Teyssier’s tabulatellie for Ay, and treat the emission as
originating in the IR-peak, though there is some unceraaifout the origin of this emission. The
four models all under-produce the observed abundance gNHy a little less than an order of
magnitude or more, as can be seen in Figuré 3.4, with the med#dl the high-range&(Ny) and
the fixeds = 107%° s~ coming closest.

Cyanoacetylene (H§N) is not as dependent as the other species on cosmic raimmzor

much of the range of visual extinction. Two reactions pritgdead to its formation:

CN + C2H2 - HC3N +H,

C3HoN' + € — HC3N + H.

At the edge, the first reaction is directly related tthrough GH>, but the second reaction involves
C3H2N*, the formation of which is not strongly dependent/orin the Cloud region, the situation
is reversed: @H, is less dependent oft and GHyN™ is then closely linked with cosmic ray
ionization. Because of the two channels for #\0wve expect less dependence Ap except in the

middle range: 1< Ay < 5. The results, shown in Figuke 8.4, roughly bear this outeréstingly,

both the observed and calculated abundances falN-Ee much lower than the initial value, which
is taken from the TMC-1 abundance. The discrepancy with tleeicCvalue, over three orders of
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f(X)

Figure 3.4: Fractional abundances ofH; c — C3H,, C4H, and HGN as functions ofA,. The
boxes represent observations with error bars, and the éireshe model results faf = 1071/
s (blue dashed); = 1071° s71 (pink dotted), and, from Figuife 3.2, the mid-rang@®y) (green
dashed) and high-rang€Ny) (red solid).
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magnitude, is especially large and verytelient from the analogous cases for the hydrocarbons in
Figure[3.4.

Figure[3.5 contains the observations and model results @®Hand HCO. Since HCOis
optically thick, the carbon-13 isotopologue was used faevtations. FHPCO* was observed in
emission atv 40” from the PDR edge (Gerin etlal. 2009), corresponding téwarx 10, which is
essentially the Cloud region. Following the analyses ofifsetral. (2009) and Goicoechea et al.
(2009b), we determined the abundance of HG®@m H*3CO* by assuming?C/*3C = 60. A faint
emission feature attributed to!BCO* was also seen at 10” from the PDR edge, corresponding
to anAy ~ 2 with our density profile, and so lies essentially at the tRgee

In the immediate neighborhood &%, = 2, however, none of the models produces enough
HCOQO, but the increase in abundance with increasing extincsosteep and by, = 3, all but
possibly ther = 10717 s71 model produce a comparable result to what is observed aRtezide.
Goicoechea et al. (2009b) did much better fitting the H@&Bundances at the edge by including
PAH’s. They also modeled profiles folBCO* and DCO.

For the Cloud value, all models are in reasonable agreem#gnbtservation for HCO, coming
within factors of 2-5 of the observed abundance. The fomnatif HCO" by cosmic rays is very
direct at high extinction; in regions where UV photons canpenetrate, it is almost solely the
product of the destruction channel for protonated moledwtdrogen with carbon monoxide. At the
IR-edge, however, the UV driven formation by the reactionsttCO* and HO + C* dominates.

In all regions, HCO is destroyed mainly by recombination.

For neutral HCO, all model results are too low by an order afjmtaide or more at both the IR-
edge and Cloud regions, even with the relatively fast readietween Chland O (from_Gerin et al.
2009). Our results disagree with the model results fromrGetral. (2009) and Goicoechea et al.
(2009b) partly because the Meudon reaction network inde@d®rmation mechanism absent in the

OSU network, the photodissociation reaction
H,CO+ hy —» HCO+H, (3.15)

wherehy represents an external UV photon. This reaction is alsadssd in Gerin et al. (2009).
Including this reaction enhances the HCO abundance byarfath in the PDR, bringing the HCO
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abundance within an order of magnitude of the observed value

The ionization fraction,f(e7), is a measure of elemental abundances, ionization ratsijtge
and chemistry, as well as a constraint on the coupling of thgmatic field to the matter in the
cloud. The ionization fraction from our models, as shown iguFe[3.5, ranges from 107* in
the PDR to~ 1078 in the Cloud region. This range of fractions agrees genewath the profile
in|Goicoechea et al. (2009b, their Figure 4). Their inferpeafile for the ionization fraction would
favor the mid-rang&(Ny) from the cosmic ray flux-spectrum lof Hayakawa etlal. (1961).

For the steeper density profile wih= 4 and the higld(Ny), our results are somewhatidirent.
The HCO abundances are not significantly changed, and the model€al &b0ndances increase
by a factor of two in the IR-Edge and IR-Peak regions (at \). Significantly, our calculated
abundance of HEN comes into good agreement with the Cloud region obsemvaitics a factor of

3 higher than the observed abundance=atlo® yr.

3.3.4 Tabulated Abundances

Calculated fractional abundances (with respeatitp obtained with the standard elemental abun-
dances are listed for more than twenty species in Tabler&Hding both observed and undetected
molecules. The calculated results are for a time SfyrGand pertain to the center points of the IR-
edge, IR-peak, and Cloud regions (Pety et al. 2005), for hvbiservational results are also shown,
when available. Some of the tabulated abundances, H&3@ecially, seem to be possible tracers
for the cosmic ray ionization, because their fractionalralaince becomes more dependent on the
extinction whery depends on column density, than whgis a constant value.

In this table, we consider only the model with the high-ratiéy), because it is evident that, at
least for carbon-chain species, use of this column-deperdeads generally to better agreement
with observations than models with lower ionization, arid inore physical than the constant high-
ionization model. Also, we do not include the case of themealensity profile in this table.

Predictions are discussed below in Secfion 3.3.6.
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Table 3.4: Observations and model results for fractionahdbnces at Foyr.

Speciel IR-edge IR-peak Cloud
Obs. Mod. Obs. Mod. Obs. Mod.

O (10 11 7.3 5.9
N (10°9) 16 1.1 1.3
CN (108 2.3 1.0 0.2
NO (107) 0.07 77 103
0, (1077 <0.01 7.2 62
OH (107) 0.01 1.8 1.3
CO (10%) 6.0 9.6 9.9
H,0 (10°) 0.4 170 193
CoH (10°8) 3.3 1.6 30 03 02 0.07
c—CzH (10719 1.9 54 06 1.4
|-C3H (10719) 1.0 29 80 0.9
c—CzH, (10719 13 2.3 11 10 04 23
C4H (10°9) 9.5 1.3 36 20 08 0.1
CH, (10°9) 0.03 33 50
CeH (1071Y 1.4 4.1 0.2
HCO (1010) 003 1% 01 0.2
NH3 (10°8) <0.01 1.2 2.5
HCN (10710) 0.8 40 26
HNC (10710 0.9 67 17
HC3N (10°11) <001 57 0.7 0.3
HCsN (1071?) <0.01 4 0.13
CH* (10713 5 0.02 <0.01
CO" (105 <5 20 3.2 1.3
HCO" (10°°) 0.9¢ 0.02 10 39 11
HOC* (10719 45 6 73 27
OH* (10719) 4 15 5
H,O* (10°13) 8 33 12
HsO* (10719 0.1 45 37
CH; (1071 23 10 0.2
CoHj (10°%9) 1.5 19 12
CS (10®) 1.6 0.04 46 0.04 0.01
HCS" (10°1Y 0.07 44 0.08 0.1
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Figure 3.5: Relative abundances of HCAHCO and the ionization fraction as functions A&§.
The boxes represent observations with error bars, andrtee ére the model results for= 1017
s1 (green dashed), = 1071° s (pink dotted), and, from Figuie 3.2, the mid-rang®&y) ( blue
dotted) and high-rang&Ny) (red solid).

3.3.5 The Sulfur-Rich Case

We considered sulfur-bearing species, both with the stanifitial abundances, and also for a
sulfur-rich environment. We found that the higher the eletalkesulfur (up to a relative abundance
of 107°), the closer the model matches observations for sulfuritigganolecules. Our results and
those of Goicoechea etlél. (2006b) for the chemistry anditiaditransfer agree very well.

The results for the observed sulfur-bearing species CS &%t Ms Ay at 1 yr can be found in
Figure[3.6 as a function of the sulfur elemental abundanberélare two sets of curves, depending

upon the rate cdicient for the charge-exchange reaction
S+H" - S"+H,

which can &ect the abundances of CS and HC& low sulfur abundances. This reaction has a
listed rate cofficient of 13 x 10° cm® s (Prasad & Huntress 1980) but a more likely value of
1x 104 cm?® s has been calculatQ:l.

The agreement attained by increasing the elemental aboedgs], to 10° comes at a cost: at

10° yr, all the carbon-bearing species in this scenario arecestiby up to a factor of 10 except at

“This rate has been tabulated in The Controlled Fusion Atoniata Center (httgwww-
cfadc.phy.ornl.gofastrgpsdatacx/hydrogerrategcti.dat).
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Figure 3.6: Relative abundances of HC&hd CS as a function d&y. The boxes are the observa-
tions with error bars, and the lines are the model results {&} = 107 (red), [S]= 10°° (green)
and [S]= 7.2x 1078 (blue), all using the high column-dependérftom Figure3.2. The solid lines
use a rate for $ H* — S* + H of 1.3 x 107° cm?® s™! (Prasad & Huntress 1980) and the dashed
lines use arate of £ 10714 cmé 572

the IR-edge. Thisflect is most severe in the Cloud region. This depletion octupart because

the high sulfur abundance destroys hydrocarbons by reectigth S and also with S at higher
extinctions and because of the increased fractional itiniza The depletion of carbon-bearing
species worsens agreement for all observed species ex€apt,Hvhich is brought to within a

factor of 2 of observation in the Cloud region.

This problem may suggest that a more realistic gas-phafer flémental abundance for the
Horsehead Nebula should lie somewhere around, 10 agreement with Goicoechea et al. (2006b).
The abundances of observed and predicted molecules with I8]° are in Tabl¢ 35 for the same
species as listed in Talkle 8.4. Even with this intermediatiisabundance, the calculated abun-
dances of carbon chain species in particular are loweredidemably compared with the corre-

sponding values in Table 3.4, leading to worse agreemehtofiservation.
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3.3.6 Some Predictions

A high column-dependent brings with it implications for chemistry in the HorseheadRe. This
column-dependeny varies from~ 2 x 10716 s71 at the IR-edge te- 7 x 1017 s71 in the Cloud
region and so leads to profiles distinctive from models withdiionization rates, as can be seen for
carbon-chain species in Figuies]3.41d 3.6.

Also, other molecules are predicted to be in amounts in pi@observable, and these are listed
among the species in Tables]3.4 3.5. Becausé(dly) produces reasonable abundances of
C4H and HGN in selected regions with a low elemental abundance of swifet would also expect
to observe, albeit with somefiiculty, the more complex carbon-chaingHCand HGN, based on
our predictions for these regions. In addition, the moleddCN should definitely be present in
observable quantities, especially in inner regions, amdsiimer, HNC, should also be observed
with a ratio HCNHNC ~ 1. We predict ammonia in observable quantitieAat > 4, for the
low-sulfur case.

Given the observations of high amounts of the reactive nutdedons OH and HO* in many
molecular objects (Gerin etlal. 2010; Gupta et al. 2010),atil be useful to consider predicted
abundances of these species. Our model predictions faor, @0 and HO* in the Horsehead
Nebula are contained in Tables13.4 3.5. These predicbaw low abundances for the first
two ions that are rather independent of which of the thremnsgwve consider. The basic problem is
the low abundance of atomic hydrogen except at the bordéred?DR [(Neufeld et al. 2010). Even
at the IR-Edge, HO* is more than an order of magnitude higher than eithef ©HH,O", though
none of these species should béisiently abundant to be detected. In the Cloud Region, winere t
electron density is at the low level of a cold dark cloud(H is depleted rather slowly by reactions

with electrons, and should achieve a high enough column tetertable.

3.4 Discussion

We have modeled the Horsehead Nebula as a PDR with time-depegas-phase chemistry using a
column-dependent cosmic ray ionization raflly), as well as the temperature and density profiles

of Habart et al. | (2005). At a cloud age of%19r, the incorporation of a higlf(Ny) improves
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Table 3.5: Observations and model results for fractionahdances with [SE 1076 at 1 yr.

Specie$ IR-edge IR-peak Cloud
Obs. Mod. Obs. Mod. Obs. Mod.

O (10°) 12 9.9 4.9
N (10°9) 16 1.3 0.3
CN (108 1.1 0.08 0.02
NO (107) 0.1 69 123
0, (10°7) <0.01 18 260
OH (107) 0.01 1.0 1.0
CO (10®) 5.5 7.3 7.3
H,0 (10°) 0.4 420 390
CoH (1078) 33 11 30 0.3 0.2 <001
c—CzH (10719 1.8 57 02 0.01
|-C3H (10719) 1.0 29 0.1 <0.01
c—CzH, (10719 13 2 11 0.4 04 0.03
C4H (1079 95 07 36 0.1 0.8 <001
CH, (10°9) 0.05 30 22
CeH (1071h 1.2 <0.01 <001
HCO (1010) 09 12 05 0.06
NH3 (10°8) <0.01 <0.01 <0.01
HCN (10°10) 0.6 18 10
HNC (10710 0.9 39 27
HC3N (10711 <0.01 57 0.03 0.01
HCsN (10°12) <0.01 <0.01 Q01
CH* (10713 2.9 <0.01 <0.01
CO" (105 <5 15 0.7 0.5
HCO* (10°  0.9¢ 0.02 07 39 6.2
HOC* (10712 45 4 20 10
OH* (10719) 3.1 9.3 3.6
H,O* (10713) 5.3 15 7.4
HsO* (10719 0.1 50 40
CHj (1071h) 20 3.2 0.3
CoHj (10°%9) 2.1 3.2 0.8
CS (109) 1.6 05 406 09 0.2
HCS' (1071h 1.1 40 18 1.7
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agreement between model and observation for the small mdrbaring molecules HCQ HC3N,
C,H, ¢c— C3H», and GH compared with a more standard constant ionization rateh Whigher
abundance of elemental sulfur than our standard value ethdts for small sulfur-bearing species
are improved, but at the expense of our calculated valuesaitaon-chain species. There are also
predictions of abundances and profiles for other speciese swt yet observed in the Horsehead
Nebula, which should be in principle observable, includih@N, HNC, NH;, CgH, HCsN, and
H3O". Some of these predictions are strongiffeated, however, by an increase in the assumed
sulfur elemental abundance.

Our results for c-GH, and GH (but not for GH) also indicate that the fracturing of PAH’s
may play an important role in the production of these molkesubwards the edge of the PDR,
but our model does not incorporate théeets of PAH's. Strong aromatic emission, observed by
Compiegne et all (2007), poses some problems, howevehddrypothesis that PAH fracturing is
the source of small hydrocarbons. These authors claim adaigbentration of neutral PAH's in the
HII region, which suggests that PAH’s may endure the ragliaét the IR-edge, instead of breaking
apart into the observed hydrocarbons.

The detailed form of the calculated abundance profiles imeg 3.4 through 36 cannot be
observed because observations up to the present |#utiesut resolution, and because the density
profile is not well-determined. With the advent of the Atacabarge Millimeter Array (ALMA),
the estimated increase in angular resolutiony td1” (Wootten 2003), should allow us to observe
the form of these abundance profiles, so as to better deterttméninitial flux-spectrum for cosmic
rays for the Horsehead Nebula.

It appears, from_Indriolo et al. (2010), that there is somérenmental influence on the low
energy flux of cosmic rays. It would be of great interest toardy examine the Horsehead Nebula
at greater angular resolution, but to also observe and naitiet PDR’s such as the Orion Bar,
IC-63, L1688-W, and portions of Sgr B2 to determine how thve émergy cosmic ray flux varies in
our Galaxy. Sgr B2 is of special interest given the high valok inferred from H, observations
in this region |(Oka et al. 2005). Given the strong dependen¢eon the path cosmic rays travel, it

is very likely that the low-energy cosmic ray flux will be objedependent.
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Chapter 4

V10LENT ENVIRONMENT: THE Orion KL
REGION

4.1 Introduction

The Orion Nebula is a violent and immensely complex clouds jopulated by thousands of stars,
resulting in extreme ultraviolet radiation fields and higixéls of X-rays. The rapidly expanding
atmospheres of the more massive stars in Orion also gersratis and flows. This makes for
a system with an exceptionally complex velocity and densitucture. Because of its distance
and location in the sky, the Orion Nebula is an ideal envirentrin which to study star forma-
tion under violent conditions. A particularly well-studiestar forming region, referred to as the
Kleinmann-Low or KL region, named after its co-discovertesinmann & Low (1967, indepen-
dently discovered by Becklin & Neugebaler 1967), has beesbgtt of sustained great interest.
Although Orion KL is a small region within the greater nehutas still quite heterogeneous.
It is small enough that many observations have angularugsoinear the size of the entire region.
The Orion KL region is typically split up into parts, distimghed by their velocity components and
angular extension. The hot core is a dense portion of Oriorthét is moving away from us at
the bulk velocity of the nebulay 5 knys. There is another portion of Orion KL, referred to as the
compact ridge, because of its relatively narrow velocityfile centered at 9 knys. Itis surrounded
by a region called the plateau, which has the same averaggtyebut its velocity profile is broader.
The plateau is divided into two flows, a low-velocity flow aR4-knys and a high velocity flow at

10-150 knis. There is also an outflow with a broad velocity, from-HD knys toward us (identified
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by |Genzel & Stutzki 1989). Some of these velocity componevese identified in the original
chapters, but were first categorized in these terms_by Doetals (1981). This view of Orion
KL is oversimplified; the region is exceptionally clumpy,tlvivarious diterent sources extended
spatially as well as many other velocity components (Warad £010; Friedel & Widicus Weaver
2011). Objects referred to as Peak 1, Peak 2 and IRc2 areithargrsources of high temperature
and internal radiation within the KL region (for an overvieiithese sources, see Boonman et al.
2003). A cross-section of this region from an edge-on petsgemay be of great conceptual help.
An illustration of the Orion KL region is presented in Figld€l. This artistic rendition is still
over-simplified, but should provide a helpful intuition aibéhe geometry of the region

Orion KL has a rich and diverse chemistry, and therefore tess of great interest to astro-
chemists as a source of study. It is considered, second tB&gs the most molecularly diverse
region that has been observed, and was considered alon§griB2 as a possible source of Glycine
(Kuan et all 2003). It is also the only known source to contitectable abundances of molecular
oxygen (see Goldsmith etlal. 2011). Because of the intetseeit in Orion KL, hundreds of chap-
ters have been written on its chemistry, and dozens of ssreegr an impressively wide range of
frequencies have been performed on the region. Because gfeéat number of chapters, it will be
impossible to reference all of them. Many important conttitns will no doubt be missing from
this overview. Only the portion of research most relevarthorecent observation of the hydroxyl
and water ions (Gupta etlal. 2010) will be included here.

Kutner et al.(1977) performed the first chemical study oo®MKL, mapping KL and the sur-
rounding region in CO. Since then, there have been many niapsan KL in different molecules,
as well as spectral surveys and several searches for spacifécules in the region.

Observations of the velocity profile for Nf-by IHo & Barrett (1978) allowed them to sepa-
rate Orion KL into two regions; a more detailed jliFhap of nearby filaments was performed by
Wiseman & Ho [(1998).._Plambeck & Wright (1988) were able to niapard Orion KL in sev-
eral species, and as well as observing a methanol maser,alvkeréo use the maps to determine
important information about the kinetics of the region. Mdpmve since been made in EI\C
(Chung et all 1991), pCO, DCN, HDO, SQ, SiO, SO, HCO (Wright et al.| 1996), as well as
CN, GH, SO (Ungerechts et al. 1997). Boonman etlal. (2003) mappexh ®L and surrounding
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Plateau (low-velocity)
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OH, OH~
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Interference Region
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CN
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80+70 km/s; 103 - 105cm™3
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Figure 4.1: An illustration of Orion KL, highlighting the flerent components resolved in the ve-
locity profile and with our angular resolution. The specidd*Cand HO* are observed in the
blue-shifted outflow and in the low-velocity component of fBlateau. Thanks to Jose Madrid for
creating this illustration.
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regions in CQ, among other species, and provided a very useful chemisthclion between the
spatially separate parts of the hot core in Orion KL, namietyibfrared radiation sources IRc2 and
IRc4, and regions Peak 1 and Peak 2, which they discuss in detai. | Wang et all (2009, 2010)
provide a high-resolution map of Orion KL and the nearbywoagn a variety of complex molecules.

The first spectral scan of Orion KL was performed over the 7921 GHz range by Johansson €t al.
(1984). There have since been numerous searches for spaoléicules in Orion KL, as well as
broad molecular line surveys over relatively wide frequeranges. These searches and surveys
have allowed us to chemically distinguish between ti=dint velocity components in Orion KL.
The information some of these transitions provide tell usamty about the chemistry but also help
constrain physical parameters, especially density angeeature,_Turner (1991) performed a scan
of Orion KL, observing numerous complex molecules, and canexqb the chemistry to Sgr B2. The
chemical similarity between the two objects suggests alairnosmic ray ionization rate (Turner
1991). There are also many sources of X-rays near the KLmg@armire et al. 2000), contributing
to an enhanced X-ray ionization rate as well.

Two more scans over wide frequency ranges, including Zereint species, helped provide
chemical tracers to distinguish the compact ridge, extémitiye and core (Ziurys & McGonagle
1993; Sutton et al. 1995). An interferometric survey of @rikl. over a 4 GHz bandwidth, reported
in Blake et al. (1996), has helped determine that a sourcgalese to IRc2, called Source “I”,
a young stellar object, is responsible for the majority af thternal radiation in Orion KL (see
Okumura et al. 2011, for the relationship between SourcadllRa2). A careful analysis of 929
transitions in Orion KL by Comito et al. (2005) determinee temperature of the core to be on
the order of 250 K, though Wang et al. (2010) claim a tempeegbeak of 620 K in the hot core.
Olofsson et al.|(2007) scanned Orion KL looking for anionsedfically SH, and Tercero et al.
(2011) surveyed Silicon-bearing species over a range f@to 880 GHz. The most comprehensive
survey of Orion KL, to date, is the HEXQOS survey, discussedhbyckett et al.|(2010). Current
observations suggest that the majority of radiation in @Kad is coming from outside OB stars
and a nearby explosive stellar event (Zapata let al.|2010).

Searches for individual molecules have also revealed minoctitdhe structure of Orion KL, and
provide a benchmark for astrochemical modeling. Some afelsearches are of particular interest
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to the modeling work in this chapter. The molecules,S80, SiO and HS tend to be abundant
in outflow regions|(Watt et al. 1986; Ziurys 1988, 1990, 199BEcause of the shock-driven na-
ture of the outflows, SO and SiO especially may experiencelptpn inversion, and masers have
been observed in the outflows (Wright & Plambeck 1983; Chd.¢@GD5). The hot core is dis-
tinguished by CHCN, OCS and NO, as well as vinyl cyanide and ethyl cyanide ahdrdarge
organics|(Ziurys & McGonagle 1993). GBCH and (CH),O are primarily in the extended ridge
(Ziurys & McGonagle 1993), which is traced also by®85, HCS (see Persson etlal. 2007, for an
excellent overview of tracers forfeierent regions in Orion KL). Cyanoacetylene is often nameal as
tracer for the core and compact ridge both, but observabgiigtematsu et al. (2010) show that it is
wide-spread throughout the region. HNCO is a good traceotif bore and compgeixtended ridge
(Zinchenko et al. 2000). Orion KL itself can be distinguidieom its surrounding environment. It
tends to have a substantially higher HEMNIC ratio than the nearby region (Goldsmith et al. 1986;
Schilke et al. 1992), and CS is also a useful tracer of Oriorakla whole.

Orion KL can also be distinguished by the large quantitiesvafer present there, compared
with other regions._Moore et al. (1986) and Knacke et al. §)@hserved water in the hot core at
an abundance relative to hydrogen nuclei of®19 10™*. Since then, Melnick et al. (2010) have
observed water in the outflow, hot core, ridge and in the elddrwarm gas between these regions.
Melnick et al. (2010) report total water abundances of tlieoof 10°° for all regions except the
ridge, wheref(H,0) ~ 7 x 107°. Hydronium, HO*, was observed first by Hollis etlal. (1986),
although the identification is still tentative (Gupta e12010).

There have also been numerous theoretical examinationgioh ®L. The first theoretical
work on Orion KL was by Glassgold & Langer (1973), who used éady CO map to calculate
the impact of OB stars on the region; their work is exceptignalevant to our own calculations.
Ohishi et al.[(1987) were first to chemically distinguish therent velocity components of Orion
KL, and|Brown et al.|(1988) applied the first robust astrociteinrmodel to the hot core region.
Particularly relevant to this chapter, Neufeld & Dalgard@89) predicted the presence of the hy-
droxyl ion (OH") at observable abundances. Later astrochemical modeghplged UV photolysis
to grains in order to produce observable levels of,G@d HS, implying highly dficient recent
grain evaporation (Minh et al. 1993).
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Rodgers & Millar (1996) included deuterium to further exjgldhe ice mantles, and found that
fractionation should be the same on the grain surface aseimdls phase. This may not be true
in higher temperature regions, where dust temperature is8DK, because rate methods can be
highly inaccurate especially at these temperatures. Batlwork of Rodgers & Millar|(1996) and
Kuan et al.[(1999) suggest highly active surface chemigtrgrains, and rapid desorption, even in
the hot core. The high abundance of deuterated methanotihdhcore suggests that this region,
and likely the outflows and extended ridge, are far from steshate (Mauersberger et/al. 1988).

The work of Mauersberger etlal. (1988) and Millar et al. (198dth suggest a chemical time-
scale of 10 — 10° years after the onset of OB irradiation. Wakelam etlal. (30@hsider the
chemistry of S-bearing molecules as a good clock for hotssamed estimate the chemical age
of Orion KL at 3000 years from mantle evaporation. Since Watngl. (2010) have determined a
temperature of more than 600 K near the hot core, high ternerahemistry is likely important
in this region, and may impact time-scale. Favre et al. (2@Eleloped density and temperature
profiles for Orion KL based on the single molecule, HCOQCH

Millar et all (1991) included an inflow of water in their charal calculations of Orion KL, and
found this improved the accuracy for certain species. Ttleémistry has a remarkable similar-
ity to water chemistry on comets (see Hjalmarson & Odin Te@&®22 Hjalmarson et al. 2003, to
compare).._Lerate et al. (2010) applied a radiative transfedel to Orion KL, though in a time-
independent case, and compared the results to far-IR libesreed, to estimate the water abun-
dance.

Recently, observations have been made off@Hd HO* by Herschel in dfuse clouds (see
Gerin et all 2010, for reference), and in the Orion KL regi@uifta et al. 2010). The high abun-
dances and OHH,O" ratio in diffuse clouds are explained by ariH4 ratio of ~ 1, and only
require an ionization rate @f ~ 10716 s™1. In dense clouds, where typically/H, < 1, virtually
unphysical values for parameters, suclf as10-12 s~ seem necessary to account for the observed
OH*/H,O" ratio in Orion KL of ~ 1, and the nondetection of:@™".

These extensive chemical studies have given us a pictutgeddttucture of Orion KL that is
much more messy than the simple picture of three regionseSire OH and H,O" are observed
in both the blue-shifted outflow and in a 9 grcomponent, we do not consider these molecules to
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be abundant in the hot core, though in Section 4.5 we will amaur results with observations
both of the low-velocity outflow and the core. For all our cadtions, we integrate from the edge
of the outflow toAy = 10. For thermal balance, in all cases, we adopt the findin@apéta et al.
(2010), and treat all the radiation as external; interndilatéon is neglected in all cases.

In this chapter, we discuss the structure and results of tedats, an HO inflow model and
a grain desorption PDR model, where radiation field, cosenydonization and very simplified X-
ray ionization, and the resulting thermal balance are tilmgendent, and scaled to the formation
time-scales and populations of Orion Nebula stars. We shmw hoth these models can explain
the surprisingly high abundances of Odnd HO*, as well as the non-detection og8*, without
resorting to non-physical values for parameters. Throughte entire chapter, we split the Orion
KL object intotwo regions, the Outflow, which we treat as having chemistry similar to both the
blueshifted outflow and the low-velocity component of thatghu, and th€ore which directly
corresponds to the hot core in Orion KL. We model only for theffow, but we list the observed
abundances of molecular species in the core as a way to cilgmiifferentiate the two regions.

In Section[4.2, we discuss the stellar populations in Orammg how these populations and
lifetimes are incorporated to determine a time-dependstiation field and ionization rate. Section
[4.3 is an overview of OHand HO* chemistry in the interstellar medium. We apply this chergist
within a gas-phase model with a water inflow, and present thdetresults in Section 4.4. The
gas-grain PDR and its results are presented in Sdctibonmtmth of these sections, Otind HO*
chemistry is emphasized, as well as specific predictiortsatidhelp distinguish between these two
models. An overview of the results, method, as well as futdirection of work on Orion KL is

discussed in Sectidn 4.6.

4.2 Physical Conditions in the Orion Nebula and KL Region

The Orion KL region includes many of phases of the ISM withidutflows to its hot core (even
if it is not a stellar hot core; see Zapata et al. 2010). Our ehgdeatly simplifies this picture,
treating the entire outflow as being of uniform density, wite 10* cm™3 and temperature solved

via thermal balance. The sophistication of the model isértbust chemical network, for both gas-
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phase and grain codes, as well as the time-dependence fgashgrain model. For the gas-phase
code, we utilize the Meudon PDR code with the chimie06 néetwbe Petit et al. 2006), and for the
gas-grain model, we use the Ohio State University gas-gretiwork and code (Garrod et al. 2008).
The code is modified to incorporate depth-dependence amddapendence of various parameters;
simple radiative transfer has also been added to the gasfgmel. Reactions and rates discussed
in Sectior{ 4.8 are included in both networks as given in Tdkde

The radiation field in the time-independent water inflow ni¢8ectio4.4) is set tg = 10% in
Draine units/(Draine 1978), and the cosmic ray ionizatide t@a column-independetit= 5x1071°
s, For the time-dependent gas-grain model{cr and{x, and resultantly the temperature, are
time-dependent. The time-dependence is scaled to théostaation times and populations. The
time-dependence gfis discussed in Sectidn 4.2.1, afd discussed in Section 4.2.2. The density
and thermal balance are described in Se¢tion4.2.3.

4.2.1 Star Formation and the UV Field

Hillenbrand (1997), hereafter H97, performed a comprekensurvey of the stars in the Orion
Nebula Cluster, and determined the spectral types for therityaof main sequence stars (H97,
their Fig. 24). The Orion Nebula cluster is comprised of dkbdmenty OB stars, about 40 AFG
stars, and more than a thousand stars of spectral type K aimtiéuminosity of these stars is also
catalogued in H97. Palla & Stahler (1999) connects the sgdgpe the time from protostar to Zero
Age Main Sequencdiavs), Which we use to determine the time-dependence of the UNtiad
intensity.

We estimate the Far UltraViolet (FUV) radiation intensityterms ofy in Draine unitsi(Draine
1978). The Orion Nebula has a radiation intensit§ 20L0° times higher than the standayd= 1
(Walmsley et al. 2000; Young Owl etlal. 2000). We choose tha fialue ofy = 10* for the Orion
KL region. We then estimate the fraction of FUV radiatioremity each star of a particular spectral
type s contributes,Fg, by treating each star as a black body and performing the@rat®ver the

Planck distribution (with integration limits determineg hielens & Hollenbach! (1985), angl =
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Table 4.1: Estimated Star Formation Time-Scale for the ©OKebula Cluster

Spectral Type tzams () Number of Stars

OB 5x 107 20

AFG 3x 10° 40

K 7.5x% 107 200

M 2x 108 > 500
kBT)Z
136eV 2
E2dE

F=C _— 4.1
. f6 - (@.1)

The constant in the front;, is set such that, summing spectral tya#s is the total number of

stars of spectral typs):
D INGFs=1. (4.2)
S

Performing these operations, we determine that each ORactaributes approximately 4.65% of
the total radiation. From Palla & Stahler (1999, their Tabjeand the relationship between mass
and spectral type from H97 (their Table 4) we find the apprexenrelationship between spectral
type andizams, listed in Tablé 4.1.

We accept the argument from H97, that the OB associationtiagoon the order of F0- 10°
years old. The lack of black holes or supernova remnantsgeswsupport for this age-range. A sim-
ple model for stellar populations, Flexible Stellar Pogiola Synthesis (FSPS), from _Conroy et al.
(2009) using the the calibration lof Conroy & Gumnn (2010) esgrwithin a factor of a few to Gaus-
sian distributions of star formation in time, one distribatfor OB formation and another for AFG
formation, with a standard deviation eftzams/3. K and M stars are treated as being present for
all times considered by the model.

The K and M stars contribute less than a factor of“1 the FUV radiation. AFG stars con-
tribute 7% of the FUV radiation, and OB stars altogether dbuate 93% to the radiation. Because
of the large variation in time-scales, over three orders afnitude, the evolution of Orion KL is
divided into three phases. Phase 1 begins after the K andrMataformed, and covers the time of
formation for the AFG stars. Phase 2 spans the violent OB@taning age, and Phase 3 is the time

from the birth of the OB stars to one million years later.
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The time-dependence fgris determined by applying a Gaussian distributidrto star forma-
tion with tzams for the diferent spectral types of stars, withbeing the length of the phase and
x(to) the value ofy at the end of the phase. At the beginning of Phasgyls 1. At the end of
Phase 1 and beginning of Phasg@,= 700. At the end of Phase 2¢ = 10*. The value ofy is

held constant throughout Phase 3. The integrated distibdetermines the UV field to be:

)= 0 2119 - ()] 100
Dd(X) = :—L

14 2= f Xe‘xzdx]
2| Vr Jo ’

whereo is the standard distribution, which is taken tathaus /3, to match with a simple population

analysis|(Conroy et al. 2009).

The radiation intensity is given in terms pfas a function of time in Figuiie 4.2.

4.2.2 Cosmic Ray and X-Ray lonization Rate

The cosmic ray and X-ray flux at the surface of the Orion KL segncreases from 18 the final
value of the cosmic ray flux at the beginning of Phase 1 to 7% effinal value at the beginning
of Phase 2, and to the final value at the beginning of Phase 8.thEocosmic ray flux at the
surface,j(E) (nucleons cr? st GeV! per steradian), we begin Phase 1 with the flux-spectrum
from |Spitzer & Tomasko| (1968), and end Phase 1 with the flecspm from|_Hayakawa et al.
(1961). We begin Phase 2 with Hayakawa etlal. (1961)'s sp@ctand end this phase with the
flux-spectrum of Nath & Biermann (1994) multiplied by a fact$ 8. We use the ionization rates
Z(AV) (s71) from (Rimmer et al. 2012, Eqn. 9,10), accurate to within@daof 2 between 05 <

Ay < 100:

17 &1
{cRphase 1= 10" s,

22x 10717

+10 st
Ay

gCR,Phase 2=

{CRpPhase 3= 2.5 x 10°1°(A) %0 + 10717 s,

Below Ay = 0.05, Zcr(Avy) = {cr(0.05).
The X-ray flux,F (cm™2 s~ keV-1) and penetration we use is from (Maloney et al. 1996, their
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Egn. Al-A4), with theirFq scale factor for the flux, and is a function of time. We can gppl
the exponential dependence of the flux on optical depth (Male@t al. 1996, their Eqn. A3) to
produce equations similar to the relationship betwgandAy above. We use this analytical form

when describing X-ray penetration, accurate to within &oiacf 2 for Ay < 6:

{x = {x0 X expE4AYY). (4.3)

For Ay > 6, {x diverges from the above equation rapidly, but the divergaacather insignificant
because past this depth < 101° 571 even at the highest X-ray flux, and no longer has a significant
impact on the chemistry. The valygo takes the value of zero for Phase 1 20716 s~ for Phase

2, and 5x 1071* s for Phase 3, which aAy = 1.0 corresponds to the value cited in Gupta ét al.
(2010).

The total ionization, produced by cosmic rays and X-raygjvsn the expression:

¢ ={x +{cr (4.4)

We do not distinguish between X-rays and cosmic rays excefgirins of their penetration. Time-
dependence is incorporated in the model by an interpoldt@ween the values of the dferent
phases, scaled such thas the time into a particular phase, aipds the length of the phasé(ty)
is the/ value at the end of a particular phase, #(@) the value at the beginning of the phasé)

becomes:
t\1/2
(0 = [¢to) - 2O)(¢ ) +00) (4.5)

The 1/2 power is applied to reduce the computational stress on tigelnwhich treats time
logarithmically. Since there are more points for which thedel is solved at earlier times, we have
the ionization rate change more rapidly at earlier timedettomes less rapid at later times. This
1/2 power has a substantial impact on computational time cieduhe runtime by a factor of five.
The value of at Ay = 1.0 is shown in Figuré 4]2 as the dotted line.

The specific time-dependence ofs rather ad-hoc. The values at the beginning and end of
the phases is justified by speculation that shocks in OB atheres may drive up cosmic ray fluxes

(see Bykov & Fleishman 1992, for the argument), and thattiseved X-ray sources are associated
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Table 4.2: Physical Parameters and Gas and Dust Temperatdse = 1

Phase  t©*  x(0) x(t) £(0°  ¢(t)° Tg(0)f° Tgto)® Ta(0)° Ta(to)®

Phase 1 1.0(%) 1.000) 7.0(2) 1.0(-17) 1.0(-16) 10 110 10 34
Phase2 5.0(4) 7.02) 1.0(4) 1.0(-16) 5.0(-15) 110 400 34 95
Phase3 1.0(6) 1.0(4) 1.04) 5.0(-15) 5.0(-15) 400 400 95 95

Notes. @ In units of years® In units of s*; © In units of Kelvins.
@ Notation isA(B) = A x 10P.

with the OB stars, and therefore also probably increase iatilasrate asy increases.

4.2.3 The Temperature Profile

The temperature profile is determined from thermal balargiaguthe Meudon PDR code with

parameters from Figute 4.2 and discussed in Sedtionsi4.2.2., The Meudon model was utilized
three times, one with parameters from beginning of Phasendthar with parameters from the

beginning of Phase 2, and a third with parameters from thinbem of Phase 3. Gas and dust
temperatures were derived from this thermal balance. Theaeyaperature ahy = 1 is shown

in Figure[4.2, and the parameters applied to the Meudon PRI atong with the resulting gas

and dust temperatures are listed in Tdblé 4.2. The tempesatere interpolated using a method

identical to the method for cosmic rays, following Equat{diB).

4.3 OH*, H,O* Chemistry in Dense Regions

There are a variety of important reactions in the hydroxyl @ater ion network. Oferent reactions
are important under ffierent physical conditions. We will first discuss the formatand destruction
of OH*, followed by HO" and HO*. This discussion of reactions will mention channels that ar
dominant for both the inflow model and the gas-grain PDR moBRelactions and rates discussed
here are summarized in Talble 4.3.

In dense regions with significant UV radiation, there ared¢limportant formation pathways for
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Figure 4.2: UV radiation intensityy (in Draine units), cosmic ray ionization rate(s™*) and gas
temperaturél gas (K) at a depth ofAy = 1.0 over all phases. It should be noted that the scale of the

x-axis is not the same for all phases, and that the variafipai@meters in Phase 2 is exceptionally
rapid.

OH*. The first is the series of reactions beginning with the iatiim reaction:

HtlAo H 16 (4.6)
H* + O O + H: 4.7)
O" + Hp— OH* + H; (4.8)

where |A represents an ionizing agent, in our case a cosmiorrX-ray. In this chapter, we treat
the ionization by X-rays identically as the ionization bysotc rays, though we treat X-ray and
cosmic ray penetration fierently.

The charge exchange, as indicated in Reacfiod (4.7) ocauvsth directions. However, the
charge exchange from*Hto O depends very-much on the population of oxygen atoms in the
ground ( = 2) state, and because of this is slightly endothermic, witl@ivation energy of 226
K (seel Spirko et al. 2003). The reverse directiort 0 H*) is exothermic|(Stancil et al. 1999).
We utilize the rates from Spirko etlal. (2003), and expechokato be dominant near the edge of
the region Ay ~ 1), due to the high fraction of atomic hydrogen at these deptheveral rates
have been calculated for this charge exchange, from sessichl techniques (Field & Steigman

1971; Herbst & Klempergr 1973) to full quantum mechanicabtments|(Chambaud et al. 1980;
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Stancil et al. 1999; Spirko et al. 2003).

The ionization of atomic hydrogen, Reactidn (4.6), is ®dain the standard way, using the
ionization cross-section and ionization from secondaegtebns from_Spitzer & Tomasko (1968);
Glassgold & Langer (1973); Dalgarno et al. (1999). The fineh®ion [4.8) has been well-studied,
and we use the standard rates taken from Herbst & Klempe®&d3jl. Viggiano et &l.[(1980), and
Smith et al. [(1978). Because the radiation field is exceptiprhigh, there is a larger region of
dense hot gas that is being bombarded with cosmic rays aray¥-rAs such, the formation of
OH" by the reaction K + OH is also important, though it is never the dominant chaforeOH*
production.

Deep into the cloud, at an optical extinction>8, most of the hydrogen is in a molecular form,

and OH is produced almost entirely by the series of reactions:

Hy+1A —» H} +¢e7; (4.9)
H: + O OH* + H,. (4.11)

The rate for Reactiori (4.11) is well-established, first glated by Felisenfeld (19776) and explored
most recently by Milligan & McEwean (2000). Reactiohs (#.9@3) have also been explored in great
detail.

In the middle region, k Ay < 3, a significant fraction of OHis produced by the photodisso-

ciation reactions:

HoO" + hy — OH* + H; (4.12)
H?,O+ +hy - H20+ + H,; (4.13)
H30" + hy — OH* + H + H. (4.14)

The above reactions are not common in astrochemical mo#ejgation [4.1R) is included in the
UMIST and Meudon networks, with the edge-of-cloud rate of'#@1 at standard ISRF, taken from
a chapter in preparation by Van Dishoeck and others. Weraasigte to the BO" photodissociation

identical to the rate Van Dishoeck assigned forH dissociation, with a branching ratio between
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Reactions[(4.13) and (4.14) of 50%. These rates are verytanteand we strongly encourage a
detailed study into these reactions in order to better cainstuture astrochemical models for dense
regions with high impinging UV fields.

The majority of HO* and HO* is produced by reaction with molecular hydrogen (Joneslet al

1981):

OH" + Hy — HyO" + H; (4.15)

H,O" + Hy — H30" + H. (4.16)

At the edge of the Orion KL region, theHraction is relatively low, and the photon flux and electron
fraction are extremely high. As such, 8, < 3, photodissociation and electron recombination
play an important, sometimes the dominant, role in*Gihd HO* destruction. In all regions,

electron recombination is the main destroyer gfCH, resulting in various products (Herd et al.

1990; Jensen et al. 2000).

4.4 Water Inflow Model

The first model that we consider is a model with a water inflovadls like this have been applied
to Orion KL outflows beforel (Millar et al. 1991), justified blye high velocities, the wide range of
velocities, and the very high abundances of water obsen/takigeneral region (Moore et/al. 1986,
for example), and recently in these outflows themselvesateest al. 2010). Since the inflow model
involves steady-state calculations, all parameters are-thdependent.

For the inflow model, we take a set densitynof 10* cm3, a temperature gradient determined
by the Meudon model, and an ionization rate’ef 5x 1071° s71 at all extinctions. This ionization
rate is used because it is the lowest ionization rate thabwefilieve the observed OH,O ratio,
and therefore functions as a lower-limit to the cosmic rayization for this model. We model for

an inflow of water by adding a source ter8y,to the rate equations, like this:

dn(H,0)

b S + kin(H30")n(e™) + ... (4.17)

The source term clearly has units of Ths™!, and can be approximated in terms of the flux (the
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Table 4.3: Formation and Destruction Reactions and Rate8Hb, H,O™ and H,O"

Reaction Egn o' B v (K) Network
Preliminary Reactions

H+IA > HY +e @8 046 - — osV
Ha+1A - Hj + e @9 093 - -~ osu
H*+0 - O* +H @71 07 00 232 oSsu
H+O"*—>H"'+0 @7 07 00 00 osu
Hj +H, > Hf +H @1m) 2% 00 00 OsU
OH* Chemistry

O* +Hy, » OH* + H @8 16 0.0 0.0 osu
H + O > OH* + Hy @11) 08 00 00 osu
H* + OH - OH* + H 16 05 0.0 osu
H,O*+hv - OH*+H @I12) 10 20 - UDFAR
H3O" +hy - OH* +2H (@13) 05 2.0 - 6
OH*+e > O+H 6.3 048 0.0 osu
OH* +hy -» O+ H* 7.2 1.8 - osu

H,O" Chemistry
OH*+H, - HO"+H &I8) 12 00 00 osu

H3O+ + hV - H20+ +H (IE) 05 2.0 — 6
H,O+H* - H,O" + H 7.3 0.5 0.0 osu
H,O" + e — products 43% 05 0.0 osu

H3O* Chemistry
H,O* + Hy - HO* +H (@18) 068 00 00 OSU
H3O* + e — products 438 05 0.0 osu

Notes. D keg (s71) = a¢

(2) OSU designates the OSU 2908 gas-phase network.

@ k(ecmPs?l) = a x 10°%(T/300 K) e /T

@k, (s1) = a x 10712 ePA

) UDFA designates the UMIST Database for Astrochemistry 280as-phase network.
) van Dishoeck, private communication.

95



number density of the inflow),, times the inflow velocityy,) divided by a scale length_j:
S=—o, (4.18)

Given the velocity of the lines in the outflow, we use= 10° cnys. Since we are only interested in
the water, we take the to be the number density of water in the inflow,pr= 1 cnT3. The scale
length is on the order of the size of the region, ot®lEm.

Applying these parameters to Equatibn (4.18), we obtairuacesterm ofS = 10712 cm™3 s72,
which is the same source term used by Millar etlal. (1991) tdehwater injection into the Orion
compact ridge. This source term allows for a steady-stateliton, and adds to the steady-state

abundance of kD by a factor of:
S
T vd + Zx Kin(X)’

wherevy is the destruction rate for zero-order processes (phaodigtion, cosmic ray ionization,

(4.19)

etc.) and{,‘ is the destruction rate for two body reactive collisionghwd being the species reacting
with the water.

Adding this source term to the Meudon PDR model, the amouwetér in the region increases
significantly, and drives up the photodissociation of watewell as HO*. These reactions drive up
H,O" and OH abundances, and the increased abundance of water doezsmé©" abundances
somewhat, though not to the degreed and OH are increased. The inflow model incorporates
all reactions listed in Table 4.3 except Reactidns (4.18)@d4). A comparison of reactions, and
the percentage of OH H,O* and HO* they form and destroy, atfiierent extinctions is made in
Table[4.4.

Near the edge, betweend Ay < 3, HoO" can also be produced by,B reacting with H.
This reaction is only important for the inflow model, and does appear to be very significant for
the gas-grain model, possibly because the flow of water igddrio grain desorption in that model,
and the desorption does not involve the high injection ratgater.

The relative abundances predicted by the inflow model andadtdd below in Table 416. The
results of the chemical model, and a comparison with obenswhen possible, is made foyHb

in Sectiof4.411, Hande™ in Section4.4.2 and the basic carbon chemistry in SeEfid@4The
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Table 4.4: Reactions of formation and destruction for th®khflow model.

Ay OH* Percentage pO* Percentage §O* Percentage
<1
Form. Form. Form.
H, + OF 99-72% H, + OH* 99% HO* + H, 100%
H,O" +hv  0-28%
Dest. Dest. Dest.
OH' + e 25-28% HO"+e 5-20% HOt+e 77-91%
OH* + hv 72-8% HO"+hy 95-72% HO" +hy 16- 4%
OH* +H, 0-62%
1-3
Form. Form. Form.
H, + OF 72-65% H, + OH* 99-82% HO" +H> 100%
H,O"+hv  28-1% H,O+H* 0-18%
OH+H* 0-32%
Dest. Dest. Dest.
OH' + e 28-3% HO"+e 20% HOt+e  91-95%
OH*+H, 62-96% HO'+hy 72-0%  HO" + hv 4-0%
H20+ + H2 5-75%
>3
Form. Form. Form.
H, + OF 65-59% H, + OH* 82-99% HO" +H, 100%
OH+H* 32-16% HO+H* 18- 0%
O+Hj3 2-21%
Dest. Dest. Dest.
OH*+H, 96-99% HO' +H>y 75% HOt + e 95%
H,Ot*+e  20-16%
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results for OH and water are discussed in Sedtion #.4.4 an@d, H,Ot and H,O* in Section
[4.4.3. Finally, predictions are given in Section 414.6.

4.4.1 Inflow results:H/H,

The hydrogen chemistry in any astrophysical environmetmplex, requiring both gas-phase and
grain surface chemistry. This chemistry is connected toynpdnysical processes, such as the UV
field, gas and grain temperatures, density and cosmic ragaibon. The ratio between H andH
also has a vital impact on the hydroxyl cation chemistry, asfisld et al.[(2010) discusses and as
we reviewed in Section 4.3.

If H/H, > 1 then formation of OH by H, is seriously impacted. If, on the other handHd <
1, the high abundance of Hvill quickly destroy much of the OH and HO™", producing large
amounts of HO". The impact of this ratio is somewhat mitigated by the watéoiw; when water
is flowing into the system, other channels for O&hd HO* production, by photodissociation and
photoionization of the water, open up. Even with this miiigg factor, high cosmic ray and X-ray
ionization and a high flux of UV photong (= 10* and¢ > 5x 107%° s71), as well as a relatively
low density o < 10%) is necessary to keep/Hs ~ 1.

The average ratio for i, in this model is 68, though forA, < 3, H/H, > 10, while at
Ay > 5, HH» < 0.3. Though the ratio is much lower than one deeper into thenedhe violent
physical environment keeps the ratio atypically high tiglwout. Typical ratios of HH, atAy > 1
are HH, < 0.01. The high ratios in the KL region distinguishes this epwinent from the more
typical PDR chemistry (see Tielens & Hollenbach 1985, foisauksion of typical PDR chemistry),
and will have a strong impact on the rest of the chemical afoels, especially on the Okand

H,O" ratios.

4.4.2 Inflowresults:H" and e

Unsurprisingly, the inflow model with the high ionizatiorigave are employing has an exception-
ally high ionization fraction, at 1& at the surface of the object, and decreasing only tf Hb
Ay > 1, but staying at this level untihy ~ 10. The electron fraction does not fall to®0as is
typical for PDR ionization profiles.
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Because of the high ionization and dissociation in Orion &hg because of the comparatively
high H/H, ratio throughout the outflow, there is a much higher abunelafdH* than is typical.
The relationship between*tand the ionization is complex, because ikl destroyed not by reacting
with H» but by electron recombination and charge exchange. Thidnat abundance of Hranges
from 1073 at the edge to & 10°° at depths greater thak, of 5. As was discussed in Sectibnl4.3,
the H" abundance has a strong relationship with the'@Hd HO* chemistry, both because of the
charge exchange with oxygen atoms, and also because ibyle$O and OH, forming OH in

the process.

4.4.3 Inflow results: C*, Cand CO

PDR chemistry is characterized in large part by the aburetaotC', C and CO, with the standard
progression from € dominating atAy < 1to C at 1< Ay < 3 and ending afAy, > 3 with the
majority of the carbon in CO. AAy > 3, the CO abundance relative to total hydrogen abundance is
typically ~ 1074,

This is not the case with the inflow model. For the inflow modled, transition from one stage
to another is much broader and less well-defined, and theag@eamount of carbon monoxide is
lower. For the KL region, € is most abundant even throudly of 3, and then is overtaken by
neutral carbon. CO does not become more abundant than ttralre&rbon forAy < 10, and even
at an extinction of 10, the ratio/CO ~ 5. Also, CO only reaches a relative abundance df0>,
one order of magnitude below standard. This is in good ageeemith observation for the outflow
region, as well as the extended and compact ridge and theaplat

In the core of Orion KL, the abundance of carbon monoxideritsially the standard abundance.
Indeed, the carbon chemistry for the inflow model does nothatll with the observed abundance
of carbon monoxide in the core of Orion KL. This is probablyeda the high amount of shielding

in the core, wherd\y > 20, as well as the much higher densitynof 10° cm 3.

4.4.4 Inflow results: H,O and OH

The H,O abundance for the water in this case is somewhat predictabtause the rate of flow has
become a parameter in this model. Given the violent natutieeofegion, water is greatly depleted,
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having only a relative abundance o8210~8, more than two orders of magnitude lower than the
observed abundance 08310°6. The water result is improved an order of magnitude by irgirep
the water inflow toS = 107! cm2 s71 or by integrating to & = 20, but these options increase
either the HO* abundance to well beyond the observed value or, if the ditimés doubled, the
H3O' abundance exceeds the upper limit by an order of magnitudie rdsults for HO in the
Orion KL inflow model are in Figure 413.

The OH abundance, connected closely to the water abundandessociation processes~Ns/5
times underproduced. Nevertheless, both OH ap® Hbundances are far better with the inflow
model than with a standard PDR model with> 1071* s™* necessary to achieve the OM,O*
ratio, which has water and OH at abundances @D 1°. Decreasing the cosmic ray ionization rate
will improve results for water and OH, but will also resultrimuch higher amounts of4©* than is
observed. Another alternative is to decrease the densit§*tom= and to decrease the cosmic ray
ionization. This achieves much better results for water, &tdl preserves the observed QH,O"
ratio, but the densities are inconsistent with values daterd by Plume et all (2012), though their

values depend on CO and isotopologue ratios, which may berlthvan typical in the outflow.

4.45 Inflow results: OH*, H,O" and H;0*

The results for OH, H,O" and H,O" are plotted in Figuré_4l3. The model succeeds in bringing
these abundances to within a factor of 3 of observation ftin BiH" and HO*, and KOt abun-
dance is right at the observation limit. The fact thaCH hugs the limit may not be too detrimental,
given that Gupta et al. (2010) argue that there may be a westion line for BO*.

OH* and HO" are produced at fferent extinctions by the reactions detailed in Tablé 4.4. It
is interesting that Reactiof (4]12) played such a majoriroleroducing OH by photodissociat-
ing water. This &ect, as well as theffect of Reactions (4.13]),(4.114) is more pronounced in the
gas-grain model, discussed further in Secfion 4.5.3. Thization of the products of the J*
destruction, OH and }O, provide an important channel for QHbroduction, as does the charge
exchange between*thnd OH and HO.

The most relevant factor for OHproduction in this model, and in the gas-grain model, is the
H/H, ratio. If H; is very abundant, then4®* is quickly formed from OH and H,O", destroying
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Figure 4.3: Inflow results plotted for OKHH,O*, H3O" and water. These results can be compared
to observations of OHand HO™" at a column of~ 103 cm™2. OH* is over-abundant by a factor
of 5, while H,O* falls into excellent agreement with observatiorsQ4 has a column right at the
observational upper limit 0£10*2 cm2. This would suggest that4®* is right at the threshold of
detection in this region. Water is underproduced by more the orders of magnitude.

the observed species, and producing too much of the abseciesp The water inflow helps the
OH* and HO" production considerably, by encouraging a chemical enwirent similar to those

of comets (see, for example Hjalmarson & Odin Team 2002 mason et al. 2003). Indeed, these
species have both been observed in cometst €rst by|Delsemme & Swings (1952) and,&*

first by|Herzberg & Lew|((1974). The ion4®* has not been observed in comets, to the author’s
knowledge. Even so, the ratio ofH, must be high enough to allow for Gtand HO* survival,

as presented by Neufeld et al. (2010). It is possible thakzabion from photon sources within
the cloud may compensate further for a loyHd ratio, and we plan to examine this in a future
chapter. Currently, however, it seems that the hydroxylaater ion abundances are most easily

accomplished by high ionization rates, low densities, asralzination of the two.
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4.4.6 Inflow predictions for HCO" and Hj

The best way to dierentiate the inflow model from the gas-grain model is by iltk=igbnt predic-
tions for HCO'. This species is impacted by the ionization rate, which iy déferent between the
gas-grain PDR and inflow models. A number of HCiSotopologues, and the isotopomer HOC
have been observed in Orion KL (Ziurys & Apponi 1995), but aoradance of HC® has not yet
been determined. Protonated molecular hydrogej) {tas not been observed in the Orion KL re-
gion at all, though it may be useful to search for it in absorphear this region, if an appropriate
background star can be found.

The inflow model predicts very highHabundances, and a fairly low HC@bundance. The
average H fractional abundance in the Orion KL region i$9 x 1078, corresponding to an inte-
grated column density of 2 x 10'° cm~2. This prediction is similar to the higher column densities
of H observed in Sgr B2 (Oka et/al. 2005).

The HCO on the other hand is relatively low, at an average fractiabahdance of 37x1071°,
This is in due to three factors: théieiency with which it recombines with its electrorig ¢ 1077),
the high electron abundance even deep within the outflowttentbw amount of carbon monoxide
necessary to produce HCOIt will be very useful to use HCOas a gauge for the success of this

and the gas-grain model.

4.5 Gas-Grain Photodissociation Region Model

We now consider a gas-grain PDR model. For this model, werfiazate time-dependent param-
eters into a dynamic gas-grain chemical cade (Garrod eD@BY, spanning three distinct phases.
In the first phase, AFG stars turn on. The OB stars ignite irsde®nd phase, and the third phase
evolves the chemistry from constant physical parametershi$ model, the cosmic ray and X ray
ionization rates are both column-dependent and time-akp#nthe impinging UV field is time-
dependent, and the temperature is calculated from therat@hte using the Meudon PDR model
at the beginning and end of each phase, and interpolatingekatphases. The warm-up phases of
Orion KL are discussed in Sectipn 4.2.

The model is a gas-grain model, so it has a large network afsnuds of gas-phase reactions,
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and a second network of thousands of surface reactiond,\ahioh are solved together as a series
of coupled dfferential equations. Gas-phase species are written outrasmhspecies (OH, kD,
etc.), whereas surface species have a J in front of them (JEy@, etc.).

The gas-phase and surface reactions are coupled to eaghbgthesorption of species onto
the surface of grains, and desorption from the surface afhgaack into the gas. The surface of
grains is treated as a two-dimensional space, and the ga® [dhthree dimensional. Thetdrence
in dimensionality provides an increased level of complewrhen coupling the gas-grain and gas-
phase networks. Adsorption and desorption involve relatlsetween these two spaces. The surface
units (in this chapter, monolayers) and gas-phase unitsXjcane related by the number of sites on
the grain surfaceNs = 10° monolayer?!), and the number density of dust graimg)( For this
model,ng = 10°8 cm™3, corresponding to a fractional abundance of’¥0The conversion is made
with the factora = Nghg, such that, to convert the amount of species A from monotafy) to
the number density:

aNm(JA) < n(A),

wherea has units of monolayet cm. If we imagine a species, A, which only reacts with itself
on grains at a ratkaa (monolayer? s1), and has adsorption and desorption rakggs ™) andkg

(s™1), respectively, we have the gas-phase and surface terms as:
dn(A
T — —ka(mn(a) + aka(FAN(IA)

dN(IA) _ ka(A)

. (A) = kaa[Nm(A)]? — Ka(JANm(IA).

The adsorption rate is typically calculated based on thesesection of the grainrg), the sticking
codficient (s), the Boltzmann-averaged velocity of the gas-phase midsalative to the grains
((v(A)) for species A) andyg, SO,
ka(A) = sngog{V(A));
for all species in our network, we talse= 1 (a species sticks whenever it hits a grain).
We consider three mechanisms for desorption when detergikgifor a species. The mecha-

nisms are thermal desorption, photodesorption and cosagiX-ray desorption. Thermal desorp-

tion, for physisorbed species (the only sort of adsorptienomnsider; see Garrod el al. 2008) is

103



the probability a certain species will have enough energgviercome the van der Waals batrrier.
Photodesorption is calculated in a manner similar to phlissodiation in the gas-phase, though the
base rates are determined by experimental meth@Hsrf et al. 2009). Cosmic ray desorption is a
result of cosmic ray iron heating the grain mantles, and sgtan the calculations of Leger er al.
(1985).

This gas-grain network and model is applied multiple timedii@erentAy as a series of slabs,
with radiation impinging on only one side, the edge. Theslainther from the edge are connected
only by taking into account fland CO abundances of the slabs closer to the edge, detegntliran
CO and B columns, and applying these columns as well as the selldagefactors from Lee et al.
(1996b), their Tables 10 and 11, to their analytical forreulal, A2). These self-shielding tables
and formulae had already been incorporated in the gas-gradel of Garrod et all (2008), but we
have modified the model by utilizing the column-densitiesfrmultiple slabs, instead of simply
assigning the single-point column-density to Lee et al96t)(Al, A2).

This model was constructed mostly to explore water ice chiynand its role in the hydroxyl
and water ion formation and destruction. Water forms on thitases of grains much more rapidly
than in the gas-phase. The high abundances of water woukd, safvarm-up phase, be desorbed
into the gas, and act as a water inflow. One majffiedénce is that the water, once it evaporates,
is destroyed, and eventually is depleted and can no longes tire hydroxyl ion chemistry very
effectively. This is a way to explore the time dimension of theroxyl and water ion problem in
Orion KL.

For this model, we begin with TMC-1 abundances, listed inl@&b3, and run a single-point
gas-grain model for 10years atAy = 10 and at the initial temperature of Phase 1. This allows the
surfaces to become populated, and the surface chemistigité. We use the results of this single-
point model as the initial chemistry for all the slabs at tkegihning of Phase 1. We then evolve the
chemistry for our number of slabs over all three phases. \Wwe she temperature as a function of
depth and time, and discuss its impact on the chemistry itid#e4.5.1. The results are presented
for H, Hp, H*, € and the carbon chemistry in Section 415.2. Sedtion ¥4.5.8amnthe results for
water and OH, of particular importance to understandingiinbdel’s success with the hydroxyl ion
chemistry. The hydroxyl and water ions, as well as the hyidrarresults are discussed in Section
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Table 4.5: Initial fractional abundances with respeatijo

Species  f(X)! Species f(X)!

H, 0.5 GH 10x 108
H 75x10°° CO, 1.3x 108
He 0.14 HO 35%x 108

C 28x 108 HCN 10x 108

) 10x 104 HNC 10x 108

N 1.3x10° NH3 1.0x 108

S 72x 108 SO, 5.0x 10710
Si 7.8x10°° CsH 50x 10°°

Cl 40x%x10° CsH 45% 108

Fe 39x1010 c—-CsH, 50x10°
Mg 19x10° HCN 1.0x10°8

Na 47 x 10710 Ct 47x10°

P 30x10° H* 42x 10710
CH 10x 108 Het 35x 10710
CN 25x%x 107 Fe 26x10°
CcO 73x10° Mg+ 51x10°

CS 20x 10°° Na* 15x10°

N, 42x10° St 1.2x10°
NO 15%x10°8 Sit 25x 10710
O, 81x10% H3 1.4x107°
OH 10x107 HCO* 4.0x10°

S, 1.8x10° HCS* 20x1010
SO 10x 10°° NoH*  2.0x 10710

Notes.® f(X) = n(X)/(n(H) + 2n(H.)).

[4.5.4, results for shock tracers in Secfion 4.5.5 and seidpecies in Sectidn 4.5.6. Finally, Section
[4.5.7 discusses the unique predictions this model makd$@@*, Oz, H and CH, in the outflow.

4.5.1 Temperature in the Gas-Grain Model

Surface species are extremely sensitive to dust tempesat&ven a temperature variation of 5 or
10 Kelvins can make the fierence between a significant number of monolayers of icererglan
grains for millions of years, and the loss of all monolayersra few thousand years. Changes in
temperature of 20 K result in completely dierent results for surface chemistry, and can impact
gas-phase chemistry greatly. Since astronomy is in margsaas order of magnitude science, this

makes determining mantle desorption rates exceptionafficalt. More dificult is the lingering
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uncertainty over bonding temperatures.

The desorption energies for various speckgs,are given in terms of Kelvins, and impact the
desorption rate by a factor ef%/T and the pre-factor for desorption rates varies. Using mase
an example, because it is very relevant to the hydroxy! iemibtry, we have\ = 10*? s™! as the
rate pre-factor, so that the first-order desorption ratevitter ice xq is (UsingA andEq values from
Fraser et al. 2001):

kg = 1012 571 >773KT, (4.20)

Therefore, at a temperature of 90 K, Equation (#.20) yietdawerage life-time for water ice on the
grain-surface ok 10° years. For a temperature of 100 K, this drops t® yi€ars, and at 125 K, the
lifetime is on the order of a single year. The rate for watesadption can change by more than an
order of magnitude when the temperature increases by oty 10

Because the dust temperature is of great importance to tfecewchemistry, it is necessary to
have a good grasp of surface temperatures over all rangeseshd depth. To this end, we provide
density plots for temperature as a function of both time agwthi for Phase 1 (Figute 4.4), Phase
2 (Figure[4.b), and Phase 3 (Figurel4.6). Applying these ézatpres to our example of water
ice, and considering still only thermal desorption, we wioestimate that, for Phase 1, water ice
exists at all extinctions greater than one. At the end of tlassive heat-up in Phase 2, however,
the dust temperature will mean that all water ice will be gonthe course of a thousand years for
Ay < 2, and in less than 2@ears forAy ~ 3. It turns out that, with cosmic ray and photodesorption
with such extreme UV and cosmic ray fluxes, the water is sicanifily depleted foAy < 5, as is

discussed in Section 4.5.3.

4. 5.2 Gas-Grain Results similar to Inflow results

Results of the gas-grain PDR calculation for Orion KL are enmmplicated to present and discuss
than the inflow model results, because of the added dimemdibme. Since most species abun-
dances are both depth-dependent and time-dependentniimgsesults over all times and depths
is not feasible. Instead, we will highlight results at vasdimes and depths into Orion KL. In the

figures and in the discussion, time-dependence will be esipéd, and the depth will be split into
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Figure 4.4: Dust temperature for Phase 1 as a function afieidn and time. The temperature at
this phase does not change markedly.
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Figure 4.5: Dust temperature for Phase 2 as a function afieidn and time. The temperature at
this phase changes rapidly, especialiat< 5.

108



300

250
108
200
3102 150
100
1
10
50
10° 0
1 2

Figure 4.6: Dust temperature for Phase 3 as a function ofieidin and time. At this time, the
surface chemistry deeper in the cloud settles, and surtacedances will increase again at later
times ¢ > 10° years).
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three regions, a&y, = 1, Ay = 3 andAy = 10.

The results for the gas-grain PDR model for Hy, Hi*, e, and the carbon chemistry is very
similar to the inflow model, and so much of the relevant infation for these species has been
discussed above in Sections 414.1-4.4.3. ThdHesults are sometimes substantiallyfetient
from those of the inflow model, probably due to the simplistidiative transfer incorporated into
the gas-grain PDR. At the edge, the¢H fraction changes greatly with time, from T0at the
beginning of Phase 1 to 1@t a million years into Phase 3. TheHh ratio at the three regions is
plotted in Figuré 4]7.

The results for the ionization are less pronounced thanh@iriflow model, because the ion-
ization rates are lower than the inflow rates at most depthseftheless, the ionization fraction
in Phase 3 does not get below #@t Ay = 10. The ionization fraction follows closely the time-
dependence of the UV and cosmic ray components. isHalso surprisingly abundant from 4.0
years into Phase 3, rising eventually to an abundance »6° a million years after the begin-
ning of Phase 3. The combination of the higfH fraction and high ionization contributes to the

abundance of hydroxyl and water cations.

4.5.3 Gas-Grain Results OH and H,O

For a plot of both gas-phase and ice water in this model, dbRsyure[4.8. AtAy = 1, the water
ice begins to evaporate from the grain, and is depleted tp afiandful of molecules per grain
by 10* years into Phase 1. By 3@ears in Phase 1, virtually no water is left on the grains. At
Ay = 3, the process takes substantially longer, with about 108atagers of ice enduring through
Phase 1 and a tenth of Phase 2. At the end of Phase 2, only a tewmwalecules remain on the
surface. Interestingly, in Phase 3, with the parameterd &iehigh constant values, the water first
evaporates almost entirely and then later readsorbs soategriding at about a dozen monolayers
at 10 years. The fast desorption of water has a simiféea as the inflow, although thefect is
highly time-dependent. At< 10* — 10° years, much of the water has been ionized and dissociated
to form OH" and H,O", and these species quickly react with the molecular hydrégéorm HO™,
which survives substantially longer.

Gas-phase OH follows the water desorption in Phase 3, andases rapidly until a thousand
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Figure 4.7: The KH, ratio for three diferent extinctions as a function of time. The solid line
corresponds tdwy = 1, the dashed line with, = 3 and the dotted line with, = 10. As the UV
field and ionization rates increase over the three phaded, the H/H, ratios increase. There is a
curious increase of i, at Ay = 10 after 10 years into Phase 3. We are not sure why this occurs.
It may relate to the simplistic radiative transfer modelizgid, and the complex chemical dynamics
involved over these time-scales.

years time. After this time, the OH abundance decreases) 1@’ fractional abundance at 40
years down an order of magnitude<0-8 fractional abundance at 49ears. This change precedes
the OH" and H,O" peaks. OH at the edge is primarily destroyed via ionizatipedsmic rays and

X-rays, and by charge exchange with the high number of arhiwes.

4.5.4 Gas-Grain ResultsOH",H,O" ,H;0O"

The results for OH, H,O" and H;O* are plotted in terms of integrated column-densities over al
three phases, in Figures 1.9 dnd 4.10. Integrated colunsitges used here for these species, in
order to allow direct comparison between the model resultisodbservation. Figuie 4.9 plots results
for a network without Reactions (4.12),(4113) and (#.14yuFe[4.10 includes these reactions in the
network.

The photodissociation of ions has a more substanfiiateon the results than was expected, but
still only influences the results by increasing O&bundance by a factor of about 2, and decreasing

H3O" abundance by about the same amounpOHabundance is relatively uffacted by these
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Figure 4.8: Water on the surface and in the gas-phase. Ga®moncentrations (in terms of frac-
tional abundance; left axis) are solid lines, and surfagecentrations (in terms of monolayers;
right axis) are the dashed lines. The red lines are resultdyfo= 1, the green lines foAy = 3

and the blue lines foAy = 10. TheAy = 1 ice quickly desorbs in Phase 1 and does not return,
and the ice forAy = 10 remains throughout the phases, decreasing somewhat ahdhof Phase

3. ForAy = 3, the water desorbs and then, when the chemistry settlaadthe constant physical
parameters, readsorbs, although at an order of magnituge feonolayers.
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reactions. The photodissociation of®I' enhances its rate of destruction, but the photodissoniatio

of H3O" enhances its formation rate by about the same amount.

In this model, OH, H,O" and HO* all achieve a column density ef 102 cm™2, which for

OH*, H,O" is within a factor of two agreement with observation, angH s above the observation

limit by a factor of five. This result is time-dependent. Fbrod Phase 1 and 2, and before10*

years, HO* is the dominant species. After 4@ears, the abundances become very close, though it

is expected that, on the order of ten million years after thgirming of Phase 3, 4D* will again

dominate.

Results have not been calculated for greater than one myl@ars in Phase 3, or for many

different physical parameters, because of the computaticiealsity of these gas-grain PDR calcu-

lations. Nevertheless, they have been examined for a samgerof parameters, varying the surface

X-ray and cosmic ray ionization rate §¢Ay = 1) = 5x 1076 s71 and the density to Focm™3 and

10° cm™3. ForZ(Ay = 1) = 5x 10 st and 18 cm™3, OH* increases by a factor of five 8" by
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a factor of three, and $#0" decreases by an order of magnitude. This is largely due tdiffexent
H/H, ratio. For{(Av = 1) = 5x 10715 s and 1¢ cm3, H;0* dominates, even through Phase 3.
Finally, for £ = 5x 1076 s71, for the density range of £0- 10° cm™3, H3O* dominates and OH

and HO* are depleted by about an order of magnitude.

455 Gas-Grain Results for shock tracer§SOand SiO

Observation of molecules SO and SiO at fractional abundaft@ ' and 108 respectively are both
seen as signs of shock-driven chemistry. Gerzari (1992)dkaiko et al.[(1999); Wright & Plambeck
(1983) discuss the observation of SiO masers and Plambetk(£982) discusses SO observations.
Evidence of shocks in Orion KL is discussed firstlby Chérebal. (1982).| Wright et all (1996),
among others, link these two species to shocks in this region

Our model does not incorporate shocks in any way, and as &goesce calculated fractional
abundances are orders of magnitude lower than the obsepvwediances. The closet we come for
both SO and SiO is at very early times in Phase3L(° y), and late times in Phase 2. Of these,
at the end of Phase 2 and beginning of Phase 3, SO comes to withorder of magnitude to
observation. Our results agree with much of the rest ofditee in supporting the presence and

important chemical role of shocks in the Orion KL outflow.

4.5.6 Gas-Grain Results for some species produced on graiarféaces

Methanol (CHCO), carbon dioxide (C& and formaldehyde ((CO) are all mostly produced on
the surface of grains. None of these species are includeldeifieudon network, and so there
are no inflow results for these molecules. All of these mdiexinave been observed in Orion
KL. Methanol and carbon dioxide have measurable abundand® core, and formaldehyde is
observed in the outflow. Both GJ®H and HCO are thought to be formed primarily by hydro-
genation of CO (see Tielens & Hagen 1982; Watanabe & KoucBiZ8liraoka et al. 2002). It is
unknown how carbon dioxide forms, since gas-grain modeaisistently underproduce the species.
Garrod & Paulyl(2011) present a promising new theory for@ardtioxide formation, but their tech-
niques are not incorporated into our model.

Formaldehyde is formed on dust primarily by the adsorptibcasbon monoxide onto the sur-
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face, and then the surface reactions (see, for example Gugizd., 2009):

JCO+JH —» JHCQ

JHCO+ JH — JH,CO.

The formaldehyde is mostly formed at and before Phase 1; sdihés desorbed in Phase 2, and
much of the rest of it at the beginning of Phase 3. At y6ars, its gas-phase fractional abun-
dance reaches 18 The formaldehyde is rapidly destroyed by photodissamiatind ion-neutral
reactions, and is already depleted at ¥8ars to 8< 101, The observation of formaldehyde in
the outflow supports a fractional abundance oflfor formaldehyde. This observation coincides
with the time-frame for the region, already supported bydhemistry (Mauersberger et al. 1988;
Millar et al| 11991 ] Wakelam et al. 2004). The physical praigsrof the outflow recommend even
lower ages, down te- 500 years for the high-velocity flow, andl0* years for the low-velocity
flows (Bally et al! 2011).
Methanol is formed also primarily on grain surfaces by hgamation of formaldehyde, via the

reactions

JH2CO+ JH— JH2COH,

JH,COH + JH — JCH;OH.

This pathway, coupled with the chaotic environment in Odnand the low density our model
incorporates, does not result in very much methanol duringse 3. The methanol abundance
is many orders of magnitude below observation for the Corarb@n dioxide is also orders of
magnitude below the core abundance, although this is the inastandard core models as well
(Ruffie & Herbst 2001; Hassel etlal. 2010). The lack of methanol esiggthat our model best fits
the outflow and possibly the surrounding plateau only, an@¢oi@ or other dense and well-shielded
environments. It should be noted that methanol is not oleskirv as significant abundances in the
outflow, although it is observed in virtually every other tfpafr Orion KL, though the recent survey

by[Crockett et al. (2010).
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4.5.7 Gas-Grain Predictions:O,, CH,4, H and HCO*

The gas-grain PDR makes predictions foy &hd methane, and the ions;dnd HCO. These
predictions, along with other results of the gas-grain PD&teh, are listed in Table_4.6. If the
outflow is young € 10* y), then gas-phase methane should be quite abundant, echexerage
fractional abundances of 1077. If the outflow is older, then the abundance will be depletgc
order of magnitude, due to the active and strong destruptiveesses in the region. The ion HCO
is predicted by this model to have an early time abundance>ol628, two orders of magnitude
higher than the predicted inflow abundance. This is becaweséonization fraction is lower and
because there is a higher abundance of CO than in the inflovelmod

Throughout Phase 1, methane exists largely on the surfangprising a dozen monolayers of
the ice. Only near the edge, &y < 1 is the methane depleted, where JQHops to less than a
monolayer. Phase 1 molecular oxygen interestingly ine®#s abundance at higher temperatures
on the surface of grains, likely a result of its activatiom @lesorption energies, which may require
a somewhat higher temperature for the formation of moleasigen on the surface. This is not

entirely unexpected, given that we incorporate the surflaceation rates for molecular oxygen:
JO+JOH— JO, + JH, (4.22)

from|Quan et al.| (2008), and they predict the formation ofenolar oxygen decreases rapidly at
T < 40 K. The oxygen abundance in grain mantle®\at~ 1 is almost 10 monolayers, dropping
to less than a monolayer At; < 3. At Phase 2, the temperature is too high to allow oxygensb la
for long on the grain surfaces, though oxygen forms rapidfipte the heat-up passesl00 K. At
Ay < 5, molecular oxygen still comprises TOmonolayers. As Phase 3 progresses, there ceases to
be very much methane or molecular oxygen on the surface ofgyrand, for methane, destruction
in the violent gas-phase of the KL environment soon follows.

Protonated hydrogen is abundant in this model, as in thewnffmdel. H; is very time-
dependent, and if the outflow is young} Mill be as abundant or somewhat more abundant than
for the inflow model. If the outflow is older, theHractional abundance drops an order of mag-

nitude, from 107 to 108, This result has important implications forjHbbservations near very
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active regions, like Sgr B2 or supernovae remnants|(see Ga2005; Indriolo et gl. 2010); the
abundance of i if treated as a steady-state abundance to calcfilatay overestimate the cosmic

ray ionization rate by up to an order of magnitude.

4.6 Discussion

We present results for two models, ap@inflow model and a gas-grain PDR model. The inflow
model utilized the Meudon PDR code and its results are atigisite. The gas-grain PDR is
time-dependent, but it incorporates only very simple riadaransfer calculations, accounting for
dust extinction and KHand CO self-shielding based on analytical formulae. Fdn biw inflow and
gas-grain code, the injection of water, whether artifigiall via grain desorption, in combination
with a high HH; ratio, results in calculated OHand HO* columns that agree with observation.
In the case of HO*, both gas-grain and inflow models come very close to the gbgenal limit,
although the gas-grain predictions surpass this limit.

The results for water with the inflow model are disappointiigyen with the water inflow, the
calculated HO fractional abundance is two orders of magnitude below bsewed abundance. If
the inflow is increased to force agreement with observatity@* is overproduced by more than
an order of magnitude. If instead the extinction is incrdatfeen O™ surpasses the observational
limit, and is too abundant. The fractional abundance forewagrees to within a factor of five
between calculation and observation for the gas-grain PRe time is< 10* years.

The gas-grain PDR also produced interesting results fohamel and formaldehyde. These
results suggest that the Orion KL outflow may be in a transdtictate with its surface chemistry,
possessing high abundances of formaldehyde, and unobgeamounts of methanol. Other com-
plex species, like ethyl cyanide, are also below the limitshservation, and are currently not seen
in the outflow. The violent environment seems to demolishsiiace chemistry, although some
surface chemistry recovers at later times. Observati@sllts are consistent with this interpreta-
tion.

The abundance of HCOprovides the best way to distinguish between the inflow ardjts-

grain PDR models. In the inflow model, because the physicapeaters are even more extreme
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Table 4.6: Average Fractional Abundances from Inflow Model &as-Grain PDR Modgl

Species HO Inflow Gas-Grain PDR Observed
10ty 100y 100y Outflow Core
Ny (cm2) 2.3(23Y 3.1(237
H* 1.68(-4)  3.88(-6) 4.63(-6) 2.01(-5)
H 2.22(-1)  1.91(-2) 4.02(-2) 1.65(-1)
Ho 3.88(-1)  4.88(-1) 4.77(-1)  4.15(-1)
c* 4.49(-5)  1.24(-5) 1.31(-5) 1.41(-5)
C 2.46(-5)  1.29(-5) 1.71(-5) 2.04(-5)
Co 1.90(-6)  4.69(-5) 1.65(-5) 1.06(-5) 9.7G6)  8.0(-5Ff
H 1.12(-9)  6.42(-11) 5.58(-11) 3.41(-11)
H3 7.59(-8)  1.89(-7) 3.36(-8) 1.63(-8)
0, 6.32(-11)  2.75(-9) 5.48(-10) 3.78(-10) 2.147)
OH 1.08(-8)  1.68(-7) 8.08(-8) 8.45(-9) 7.5(¢7)
H,0 1.95(-8)  8.40(-7) 1.47(-7) 1.72(-7) 2.9(6)  1.2(-5)f
OH* 1.83(-9) 5.11(-11) 1.01(-10) 1.18(-10) 4.3(-40)

H,O* 5.24(-10) 1.88(-10) 2.88(-10) 1.44(-9) 4.3(-10)
HsO* 6.75(-11) 2.98(-10) 1.85(-10) 8.65(-11)< 2(-10¥

CH* 1.38(-10)  4.99(-12) 3.62(-12) 1.64(-12)
HCO* 5.77(-10)  4.63(-8) 3.45(-9) 1.81(-9)
NH3 5.3(-13)  3.83(-10) 4.04(-11) 3.54(-12) 1.6(t6)
NO 3.98(-12)  5.83(-9) 1.49(-10) 4.83(-11) 2.8(7)
CN 1.52(-9)  8.51(-8) 5.04(-9) 7.48(-10) 7.9(t9)

HNC 2.28(-11)  1.78(-8) 9.91(-11) 9.70(-12) 1.2(-9) 4.4(-10)
HCN 4.07(-11)  2.00(-8) 1.39(-10) 1.61(-11) 7.2£9) 2.6(-9)

SO 4.32(-15) 1.09(-12) 2.68(-15) 6.74(-16) 3.1{-7)

CO, i 9.65(-11) 1.41(-11) 1.14(-11) 1(-7) - 1({5)
Sio i 1.28(-13) 2.61(-13) 1.16(-13) 3.3(8)

H,CO i 1.05(-8) 8.23(-11) 1.94(-11) 1.4(8)

CHy i 2.37(-7) 4.14(-8) 1.30(-8)

CH3OH i 3.19(-16) 1.52(-19) 3.42(-20) 7.9(f7)
HC3N i 1.14(-10) 2.41(-16) 2.39(-17) 1.8(9)
CHsCN i 6.11(-11) 2.19(-15) 4.54(-16) 5.0(9)

Notes.® Calculated from column-densities. For species X, the aeefeactional abundance iy (X) =
N(X)/Nn

® |Plume et al.[(2012)Ny = N(H) + 2N(H,)

©]Lerate et al..(2006), based on column densities

@|Goldsmith et al.[(2011); based on the column-density oveetitire KL region

@ |Goicoechea et al. (2006a)

(M Persson et al. (2007)

@ |Gupta et al.[(2010)

" Abundances calculated using HNC abundances from Persstin2007) and the HCMINC ratios from
Goldsmith et al.|(1986)

@ The Meudon PDR network does not include these species

() Boonman et &l (2003); in this chapter, the KL region is spigtiresolved, and there is a largeférence
between CQ@abundances towardftirent parts of the core
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than with the gas-grain PDR model; lis produced in exceptionally high abundances, but HCO
is destroyed due to the low amount of CO as well as the highreledraction. For the gas-grain
PDR at early times, the steady-statg will no doubt be lower than for the inflow model, but
H3 is strongly time-dependent at early times, and so<fot(® years, its abundance will not be
simply connected to the cosmic ray ionization rate. Foryetimies, H; is actually more abundant
in the gas-grain PDR than the inflow model. HC@ orders of magnitude more abundant in the
gas-grain PDR, and this seems to be the most direct pradiséparating these two models. The
inflow model interestingly predicts high abundances 9f &hd in an environment like the Orion KL
outflow, this species might be at the threshold of detectiorovibrational emission (John Black,
private communication).

It is ironic that before molecular oxygen has been observedifi Orion KL (Goldsmith et al.
2011), astrochemical models consistently predicted thatgpecies would be far more abundant
than the observational constraints allowed. Now thath@s been observed, our model results
for Orion KL have it in abundances much lower than obserwatidhis is likely because the O
is contained within the core or within some dense region, rastdn high abundances within the
outflow.

Though both of these models have produced interestingtsemudi decisive predictions for the
Orion KL outflow, both of these models are only the first stapa@ dynamic modeling of violent
regions like Orion KL or Sgr B2. The greatest weakness of Hegrain PDR model is a simplistic
radiative transfer, that very likely miscalculates théibiratio, especially afy < 3. The Meudon
PDR model utilizes comprehensive radiative transfer d¢atimns for molecular hydrogen, but is
not time-dependent, and there is much to suggest both imatsm and in these models that the
outflow is probably young, at 10° — 10* years, and therefore time-dependence is essential to
understanding its chemistry. We plan next to incorporagadibust radiative transfer of the Meudon
PDR code into a time-dependent model with an extensive gan-getwork. Eventually, thefiect
of ice mantles on radiative transfer should also be includedrthermore, in a warm-up model,
surface chemistry has to be solved by more sophisticatéaitpees than rate equations, such as the
Monte-Carlo model of Vasyunin etlal. (2009). Also,Tat> 300 K, a higher temperature network
should be adopted (Harada el al. 2010).
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Both the gas-grain and inflow models also oversimplify thengetry of the region, treating
the low-velocity component of the plateau and blue-shiftetflow as the same chemical region,
and treating both the outflow and the core as though they arespatially disconnected and ho-
mogeneous regions. Some causal connection and hetertygenest be incorporated into mod-
els of Orion KL and Sgr B2, especially as angular resolutimmprioves. Incorporating hetero-
geneity will be vitally important when modeling chemistrgar hot, excited regions in the Large
Megallanic Cloud on the sub-arcsecond scale, as it will baved by the Atacama Large Millime-
ter/submillimeter Array. chapters like Boonman et al. (200&gt¢he first important steps toward
astrochemical models of Orion KL and similar regions thafpgrly account for the heterogeneous
nature of these sources.

Once better radiative transfer calculations are incotgdrinto the gas-grain PDR, it may be
useful to apply the gas-grain model to Sgr B2. There are maght-bnes towards Sgr B2 where
OH* and H,O* have been observed, bug@®' is absent. There are also sight-lines where all three
ions have been observed. It may be that the density or thefde megions along the sight-lines is
the reason for the very fierent chemical observations. It is important to note thatd-seen along
every sight-line in Sgr B2 where Otand HO* are observed.

Our understanding of Orion KL is only beginning, as the newesdels have just begun to
account for some of the rich complexity observers have g&ea in Orion. Orion KL will remain
an object of great interest for a long time, both for the @mding mysteries of its chemistry, as
well as for what it can tell us about the process of star folwnatThis region has many fiierent
chemical phases, a wide range of densities, and experidngbegluxes of radiation and strong
shocks. There are a variety of new theoretical techniquasviiil have to be developed in order
to come to understand this region and what it can tell us atbmuthemistry, its connection to
the interstellar environment and star formation. This wisrlan early attempt to grasp at the rich

complexity of Orion KL.
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Chapter 5

SUMMARY

Guided by observing the basic connections between physitstemistry in the interstellar medium,
we developed two astrochemical models, one for a typicatliated source, the Horsehead Neb-
ula, and another for a young and violent source, the Orionégdian. In both cases, incorporating
detailed cosmic ray and UV photon calculations into detenngj y and ¢ helped to solve some
outstanding chemical mysteries in both regions.

We incorporated both a detailed depth-dependent cosmioméation rate and time-dependence
of physical parameters scaled to star formation and degdlogw and more accurate predictions
for interstellar chemistry. The predictions for the Orioh kegion especially should be explored,
in order to determine the usefulness of our model in its clii@m. Exploration into other active
regions, such as Sgr B2, is a logical next step.

The cosmic ray transport model needs to be further deve]dpdacorporate electron transport,
and to account for shocks and gravitation within the clogdlit Eventually, the transport calcula-
tion needs to be expanded into three dimensions. It alsodimeiluseful to calculate in detail the
X-ray penetration into clouds, and to determine what chahsignatures would help us distinguish
X-ray from cosmic ray impact on the interstellar medium.

If these models could be improved, and rates and physicalittoms both determined to much
higher accuracy, chemistry in space could provide a medmttefor specific physical parameters
and for the age of particular interstellar environments.e phovision of these constraints would
afford a unique insight into the mechanisms and phases of staafion, many aspects of which

are not well understood.
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The increased angular resolution of ALMA means that singfeas will no longer appear ho-
mogeneous, and cannot be treated as single points. Tworgeddimensional chemical models will
eventually need to be incorporated in order to make sense_bfAdresults, and to provide useful
predictions for future observations at high angular resmiu These new observations, joined with
robust astrophysical and chemical models, will help us tteb&nderstand interstellar chemistry,
especially in young violent environments, and may provige msights key to understanding how

stars form from interstellar matter.
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Appendix A

PropPAGATION OF Low-ENERGY Cosmic RAYsS
IN MOLECULAR CrLoups: CALCULATIONS IN
THREE DIMENSIONS

A.1 Introduction

Cosmic rays of energy less than 1 GeV, called low-energy mosags, drive interstellar chemistry
and may cause specific spectral features recently measwetlas the 6.7 keV emission line. Yet
the origin and flux of low energy cosmic rays is currently umkn because the Sun’s magnetic field
deflects these particles, so that they cannot be directigrebéd. There is a great deal of uncertainty
about the correct cosmic-ray flux-spectrum for low energsntio rays, ranging from a steep slope
of ~ E~3 (predicting a great many low energy cosmic rays, see Nathe&rBann 1994) all the way
to a positive slope of E (Spitzer & Tomasko 1968, predicting very few low energy c@srays).

A robust model of cosmic ray transport in molecular cloudsdsessary in order to understand this
flux-spectrum as a function of position within a moleculayud. Modelling low energy cosmic ray
streaming will provide a better understanding of intefatethemistry and possible line emissions
caused by these cosmic rays.

We model cosmic ray transport in three dimensions using aftinig approximation, The first
fluid is the interstellar medium and the second fluid is thengosays. The first fluid is mod-
elled as a non-relativistic plasma using standard maggdtodynamics equations. These equa-
tions are solved using the ZEUS magnetohydrodynamics @idaé & Normaimn 1992) and will be

discussed in Sectidn_ A.2. The second fluid is described bygdhisional relativistic Boltzmann
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transport equation with the ISM magnetohydrodynamics igiog the external force in the form of

the Lorentz Force. We describe our calculations in Se€figh 8ectio A4 contains a brief discus-
sion of our results. Sectidn A.2 follows closely the devel@mt and notation of Landau & Lifshitz

(1960) and Section Al 3 proceeds at the beginning from 8gilL975).

A.2 First Fluid: The ISM

The ISM is our first fluid, and we treat it with the standard metghydrodyanics (MHD) equations,
describing it in terms of its velocity, (crys), density (cm™3), pressuré® (erg cnt3) and magnetic
field H (ampere cmt). We assume a non-infinite electrical conductivity,and negligible thermal
conductivity and viscosity. Allowing the thermal condwiy to be zero means, for instance, that
we can treat our fluid as though it is isentropic. We alter theid MHD equations in order to
connect the first fluid to the second. This is done by applyiag<$s’s law to the cosmic ray proton

and electron distribution functions in order to determime tesulting electric field:
V.-Ecr= 47Tef(fp— fo) dp, (A1)

wheref,, and fe are the distribution functions for the cosmic ray protond alectrons, respectively,
solved for in Section Al3, anel= 4.8032x 1071° esu is the elementary charge. We write Maxwell’'s

Equations for the first fluid as:

V-H=0; (A.2)

M s (wxH) -V x Ecr 4 = V2H, (A.3)
ot Aro

wherec = 3 x 1010 cnys is the speed of light. We add to this the equation of cortiinuihich is

undfected by the cosmic rays, and is:

op _
st V-(ov) =0, (A.4)

and the Nevier-Stokes equation for fluid motion:

VP (VxH)xH | H
@+(V-V)V:——+( xH) x 1 JerX
ot Je, 4o c

: (A.5)
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where the cosmic ray current is determined from the didiobufunctions, the first moment of

Equation[[A.1), as:

o P P 3
Jcr = ef(fpypmp fe)/eme)d p. (A.6)

The conductivity,o, can be estimated from the electron damping rate from emtlsswith the

ambient medium. This damping rate, which Skilling & Striod@®76) incorporate in their cosmic

ray transport calculations, is fram Dalgarno & Dickinso®68), and is:

GnH) [ T Y2
[=112x 10 9—( ) 1 A7
U Teme\1oo0 k) (A7)

The conductivity can be estimated as a function of the tdeadtec field, E, and electron current,

which is related to the electron density, and the average velocitye). The conductivity is:

ene(X)

o(x) = EX) *{(Ve). (A.8)
The average velocity is related to thesuch that:
_eE(X) 1
(Vo) = —— (A.9)
Therefore:
o(X) = le:E(Fx) (A.10)

With our estimation for conductivity, we can proceed withtisg up the complete set of MHD
equations, Equations (A.1),(A.3).(A.4) and (A.5), intcesiss of equations to be solved numerically.
In our case, these equations will be solved by perturbatia.start with a given magnetic field,

Ho, density,oo and pressur®y, each perturbed so that:

H=Ho+H’, (A.11)
P = po +p,, (A12)
P=Py+P. (A.13)

We then apply Equations_(A.L1)-(A113) to the MHD equatiov& also note that, since the ISM is

considered isentropic, we can treat the entr@gs being a constant, and therefore can write the
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pressure in terms of the velocity of sound in the ISM, $0:

P (@) o (A.14)
8p S
1/2
Vo= (@) ; (A.15)
6/) s
P =V (A.16)
The MHD equations become:
V-H =0, V-Ecr= 4nef(fp— fe) dp, (A.17)
H’ c
9 = V(VxH)+—V?H" -V x Ecr (A.18)
t Ao

\Y ! i
,+( ><H)><H+jCR><H'
4o C

2
\
N vy = -y, (A.19)
ot Je,

This is the point at which ZEUS 3D discretizes and solvesdlgegiations. Only the magnetic field,
density and velocity fieldyy below) couples with the . These are applied to the equatiessribing
the second fluid. Though the density does couple to the seitwidd the variation ofp’ from pg

does not seem to impact the cosmic ray transport significantl

A.3 Second Fluid: Cosmic Ray Transport

Cosmic rays are the second fluid. Since the second fluid isdiar €quilibrium, it cannot be treated
by standard MHD equations, because thermodynamic quentisinnot be usefully applied to solve
cosmic ray transport. Also, our second fluid has velocitydfielf magnitude close tg and as such

is highly relativistic. We describe this fluid by its distuifion function:
f(x,p,t) dxd3pdt, (A.20)
which represents the number of particles in the phase sprumed3d®p located atx,p at time

t + dt. We begin describind with the standard Boltzmann Equation:

ﬂ+v-Vf+i(fa—p)
ot

- i - 0. (A.21)
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We include the Lorentz Force, and apply Lorentz transfoionatto the velocities, achieving the
Relativistic Boltzmann Transport Equations (RBTE), sdmes called the Relativistic Vlasov Equa-

tions, after Vlasavi (1938). This system of equations is:

dfp afy

2y Vit e[E + —(vp x B)] B0 (A.22)
of of
a_te +YeVe: Vie— [E + f(ve X B)] - a—pe =0, (A.23)

where bothE andB are provided by the first fluid. In the future, we will discuse Boltzmann

Equations as a single equation of the form (for Equdiion FAZZ):

of,
ot

FOVEVIIS 2 [E + —(v[, x B)] ‘9'; 0, (A.24)

wherea = p, g, ande, = +1 fora = pande, = —1 fora = e. The relativistic corrections are:

CZpZ -1/2
= ?p? + B2, (A.26)
To=Es - Ea,O’ (A27)

whereE, o is the rest-energy, anfl,o = 938 MeV andEeo = 511 keV. Cosmic rays are usually
described by their kinetic energy, which for low-energy cosmic ray protons is most important
for ionizing collisions wherT ~ 1 MeV, and for low-energy electrons is most importantTor 1
keV. It should be noted that a Boltzmann transport equatiastioe independently solved for each

species of cosmic ray.

Since the first fluid is solved in the standard way, the eledigid is placed entirely in terms of

the magnetic field, by the relationship:

4
VxH = ’:’ E+ (voxB) (A.28)

wherevy is the fluid velocity of the medium. With our fluig, ~ 1, and thereforél ~ B, so:

1
E:—V H - =vgxH. A.29
4o x C 0 X ( )
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Applying Equation[(A.ZB) to Equation (A.24), we obtain them useful form of:

f f,
Oa vy Vi, + e(,e[iv xH+ 2 L2 (v, x H) - —(vo why|- 2 _ g (A.30)
ot dno p

Equation(A.30) is valid for collisionless fluids, but cosmmays lose significant energy from colli-
sions with the ISM, and this must be accounted for. The fdlgwapproximations will make the
RBTE quasi-collisional, since they incorporate collisamith the ISM, but not collisions with other
cosmic rays, an approximation that seems entirely reagommalall conditions except possibly for
in cosmic ray sources.

To approximate collisions between the ISM and the cosmis,raye include a term from

Cesarsky & Volk|(1978):

(c(lj_r:)coll,a(%)’ (A-31)

and we distinguish elastic (“el”) and inelastic equatics’}, so:

((;_T)cou,a - (ccll_r:)em " (Ccll_r:)in,a' (A-32)

We approximate the inelastic case as:

(@)m ) ~ TP A, (A.33)

dt /; YoMy
whereg; is the inelastic scattering cross-section fiom Cravens é12/5) and other sources, listed
and reviewed very well in_Padovani et al. (2009). The othem$eAp is the momentum change
from each collision, also reviewed in_Padovani etlal. (2083 Rimmer et al. (2012)n is the
density of the cloud, anohis the mass of the cosmic ray particle, either the electrgraton mass.
Elastic scattering is dealt with in a similar manner, exd¢bpt the momentum is conserved over the
two bodies involved in the collision, and the scatteringssreection is dierent.

The collisional relativistic Boltzmann Equation is:

0fy

c dp of,
S Ve Vfa+e(,e[%VxH+ (v(,xH)——(voxH)] o~ (dt)colla(ap) (A.34)

We discretize and solve this equation using a restrictedkzKicolson methoo (Crank etlal. 1947).

It is restricted because Equatidn (A.34) has only first-otdems. We solve this problem for a
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box of equal sides and equal momentum-steps. The numbeatiisgteps is equal thly and the
number of momentum steps,. We discretizef in terms ofn;, ki andm. The indexi = 1,2,3
for x,y,z, andn; = 0,1,...,Ny, ki = 0,1,...,N,. The value oin=0, 1, 2, ... is equal to the time-step.
Each step is divided into parts such that, for a box of volurhend cosmic rays of momentum

rangeP, the step-size for each variable is:

AX=—, Ap=—. (A.35)
The distribution function is thus transformed into:

fo(X, p,t) = fo(ni, ki, m). (A.36)

The values fok, p in Equation[(A.34) are determined entirely by the valneandk;. For a particular
component of the positiorg; = njAX. We can now discretize theftirentials off by taking steps
in n;,ki; see FiguréAll. We make not only of the shifted discrete @ispsce variables, and of the

time-step. We discretize the positiorfidrentials as:

o, _ 1

" 4AX{[fa(ni +1Lm+1) = fo(m —L,m+ 1)) + [fo(n + L, m) — fo(n = 1, m)]}, (A.37)

and the momentum fierential is discretized as:

Z—If; = %p{[fa(lq +1m+1) - fo(k —Lm+ 1))+ [fo(k + Lm) - fo(ki — 1, m)]}, (A.38)
and the time dferential is:

= a1 A.39

2t = oapkfe(M+1) = fo(m)]. (A.39)

This method of discretization is stable regardless of the ef Ax, Ap andAt. Unless the size of
the time-step is:

At < ATX, (A.40)

the solution will not be predictable and will not typicallyatch even the qualitative behavior of the
system. If the inequality in Equation (A.140) is upheld, thiea order of error can be calculated, and
is:

& = O(At?) + 30(AX?) + 30(Ap?). (A.41)

142



J-1,n+l1 Jntl jtintl
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Figure A.1: A stencil of the Crank-Nicolson equation, shagvihe shifts, in this case, for a one-
dimensional time-dependent system (courtesy of Wikipedihe stencil for this problem would be
more extensive, since we are solving an equation ir-d @limensional phase-space.

The above equation only expresses the order of error fronCthak Nicolson discretization. De-
pending on the environment, the error might be much highepedding on the accuracy of the
many other approximations we have made, especially Equsaf®.10) and[(A.31).

We now discretize the cdigcients in Equation (A.34). Since relativistic correctiare explicit
in the equation, the velocity can be represented as:

Vy, = —, A.42
- (A.42)

and therefore the second ¢beient on the I.h.s. of Equatioh (A.B4) can be written as:

1 0
LV = _( -_)_ A.43
\ m p'ax.- ( )
For Equation[(A.4B) and following, we use the Einstein suromarule, where the repeatedhdex
is summed over the values 1,2 and 3. The magnetic field is idesdiscretized, antl is broken

up into Hy, Hy and Hz for the magnetic field magnitude in the y and z directions respectively.

These magnitudes];, depend only on the position, and not the momentum. UsingiélweCivita
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Symbol:
+1 if (i, ,K) is(1L,2,3),(3,1,2) or (23,1),

gijk={-1 if (i, j,k)is (L3,2).(3.21) or (2 1,3), (A.44)
0 ifi=jorj=kork=i,
the parts in the third term on the |.h.s. of Equation (A.34) discretized as
of 0 of
v H-—ﬁ:--G—H)—i A.45
(VxH) ap Eijk ax; k e ( )
and:
of of
Vo X H) - == = & ik(Vo. iHk) —, A.46
( ) ap Ijk( )] k) D ( )
where:
Hi(Xj) — Hi(nj); (A.47)
oH;  Hi(nj+1,m) - Hi(nj -1, m)_
8_xj = AR ; (A.48)
Wﬁﬁﬁ%Hﬁl (A.49)

and thedf,/dp terms in Equationd (A.45)),(A.46) are discretized follogviBquation [(A.3B). The
guantityvg x H is determined entirely from the first fluid.

We can group the factors intoftkrential variable terms, and can then define the new values in
terms of previously-determined values. We then compogé.anN, matrix for each possible value
of nz,k; at each time-stepr. The method of generating and inverting these matricesngpatation-
ally intensive, and we will discuss run-times for our pastiled code later. With this goal in mind,

we parametrize Equatioh (A.B4) in terms of Equatidns (A-@6¥6), and define the terms:

— Ya i At

. (A.50)
e ST (5 52 Zoom- oo (B | oy
oe S 2 Zeom - oo (B ) o
S ) oo Reone ()] v
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Equation [[A.3#) can be rewritten in termsAfandB; as:

A (A.54)

of,
2(0) =2 + A =
(: )(9t +A3)q ap =2

Which is discretized by Equationis (Al36)-(Al46) and becsiihe relations:
0 = fu,(m+1)- f,(m)
+A[f, (i + L m+ 1) - fo(ni — 1, m+ 1)+ f,(n + 1, m) — f,(n — 1, m)] (A.55)
+Bi[fo(ki + L m+ 1) - fo(ki =1L, m+ 1) + fo(ki + L m) — fo(ki — 1, m)].
We know all values off atm, and use them to solve for the unknown value$ atm+ 1. We place

all f atmon one side of the equation, aficitm-+ 1 at the other side. For particular valuesng, k;,

we can place thé, values into a matrixivl, and we solve the equation:
MF =D (A.56)

where:
fa/(oa n2’ n37 kia m + 1)

fo(1, N2, N3, ki, m+ 1)

F=| fo2np,ng, ki, m+ 1) (A.57)

fa(NX, n25 n3a ki; m+ l)

and:
d, (0, nz, ng, ki, m)

dd(l’ nZa n3a ki, m)
D =|d,(2 nz,nz, k, m) |- (A.58)

da/(NXa n2a n3’ kh)
The elements i are:
do(ni.ki,m) = Aq[f(ny -1 m)— f(ny+ 1 m)]
+A[F(n, i — L, m) — f(ny, m + 1, m)] (A.59)
+Bi[f(k —1,m) — f(k + 1, m)].
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The matrix of coéficients, a sparse block-diagonal matrix, can be split inteaagonal component

(Mp) and a block-diagonal componelit():
M= Mo+ M. (A.60)

The matrixM’, though not necessarily tridiagonal, is still very sparBee values off (0, k;, m) and
f(Nx, ki, m) for all values ofm are boundary-values, and are defined as parameters. Adssalu
f(n;, ki, 0) are defined as initial conditions, where wher @, < Ny, f(n;, ki, 0) = 0, andf(0, k;, 0)

and f(Ny, ki, 0) are boundary conditions. The boundary values are defioed; = 0, Ny:

bl(kh m) = fa/(nia ki5 m)l']jZO; (A61)
br (ki, m) = o (M, ki, M)n; =, - (A.62)
The tri-diagonal matrix is:
bh A O --- O
A 1 A - 0
Mo=|l 0 -A 1 --- 0O} (A.63)
0 0 0 - b

The block-diagonal matrix depends on all the other valogs, ki, m, and diferent values will be
populated depending on the value of these discrete vasiablar example, if, = 0,n3 = ky = 1,

ko = k3 = 2 then:

0 -A3-B; 0 0O .-+ 0
Ao 0 -B,-Bs O 0
0 A3+B 0 o --- 0
M’ = ! . (A.64)
0 0 BZ+B3 0 0
0 0 0 0 --- 0

For each valu@,, n3, k; at time-stepm, we determine a matriM and solve the equation by inverting
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Figure A.2: Flow-chart for the RBTE and ZEUS calculations.

the matrix. This brings Equatioh (A.b5) to:
F=M!D. (A.65)

Once we have solved for allatm-+ 1, we takef (m+1) — f(m), and repeat the process for the next
time-step. At the end of each time-step, we apply the digioh function f(m+ 1) to the ZEUS
code as an input to determine the cosmic ray current and ettgsity, Equation§ (A.1) and (A.6).
ZEUS is used to determirté for the next time-step, to update tAeandB; factors. This essentially
makes these factors time-dependent. Figuré A.2 gives adlastfor the steps in this calculation.
For the size of the box, x L x L, we usel. = 0.1 parsecs, which is somewhat large for a dense
cloud. We takeNy = Np = 100. We ideally calculate for time-steps necessary to reasteady
state, although the computational intensity of these taficuns may limit the number of time-steps,

as a practical problem. Given the box size &g Ax ~ 6 x 10'®> cm. The momentum-size\p
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corresponds to AT, and has to span a range of many orders of magnitude. Thisievad, at
some loss of accuracy, by determinind@ logarithmically, based on the energdyat the giverk;.

For protons this provides a minimuiiip(k; = 0) = 10 eV. We reach @p(ki = Np) = 10 GeV. This
leaves us ten momentum-steps for each order of magnituddéorSp, = 1 GeV,AT, = 100 MeV,
and for protons.

The number of momentum-steps and position-steps leadotd 82 million (100x 100) ma-
trices to be inverted. Since, for our first-order EquatioB@), the resulting matriced, are always
tridiagonal, the inversion takes about-tGeconds of runtime, using one graphics processor core.
We utilize a graphics card with 240 processor cores in mtalinvert these matrices quickly. We
utilize thepycoda package foPython in order to dficiently parallelize the graphics card. The run-
time for a single time-step then is70 minutes. The ZEUS code require about 30 minutes to solve
for the magnetic field in our relatively simple plasma, sotiiital computational time for a single
time-step is about 90 minutes. Therefore we can calculat¢htiee-dimensional cosmic ray distri-
bution for about 20 time-steps over the course of two daysaBse this is too intensive to reach
steady-state, we present here results for calculationsceedto two dimensions. We are hopeful
that, with future access of a supercomputer, the three+tiimeal calculations can be realistically

undertaken, and three-dimensional solutions can be @utdor a variety of boundary conditions.

A.4 Results in terms of the lonization Rate

It is useful for astrochemists, and also conceptually athgaous, to represent the two-dimensional
results for the cosmic ray distribution in terms of a cosnaig ionization rate/ which is the rate

at which hydrogen atoms are ionized by cosmic rays. This eaadhieved mathematically by
converting the distribution function to a position-depentdflux-density as the number of particles
per square centimeter per second entering the cl&l, The direction into the cloud will here be

represented a%, and:

. fp fe - 3
i(E) dE = (m + mee)p A dp. (A.66)

To derive a position-dependent ionization rate from the-flersity, we use Equatiohs P.2-eqn:total.

We performed the calculations fé(x, y, px, py). For both calculations, the flux at the boundary is
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Figure A.3: 7 as a function of depth into the cloud for an isotropic flux s thoundary from
Nath & Biermann|(1994) with a minimum energy of 1 MeV.

taken from_Nath & Biermann (1994). For the first case, the fhiisotropic and there is a low-
energy cutff for the initial flux-density of 1 MeV (of course, the flux detysinside the cloud can
extend down to 10 eV). In the second case, the initial fluxreddedown to 10 eV but impinges only
on one side. The other side has the same initial flux-dermityvith the 1 MeV cutff.

For the first case, the cosmic ray ionization rate extenda ibout 75x 10717 571 at the center
to 2x 1016 s71 at the edges. This fierence is too small to accurately detect, given that chémica
tracers are the best current way to determine the cosmimrigaition rate, and are accurate only
to within a factor of 2 or 3 (see McCall etial. 2003; Indrioloadt2007; Le Petit et al. 2006, for a
review). In the second case, however, the ionization reaaspwo orders of magnitude, and should
definitely be within detection capability, provided thatiszes can be found near the sites of cosmic

ray production and with angular resolution capable of achglength-scales of about 10-100 AU.
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Figure A.4: ¢ as a function of depth into the cloud for an isotropic flux a thoundary from
Nath & Biermann|(1994) with a minimum energy of 1 MeV on thehtigide, and 10 eV on the left
side.
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A.5 Discussion and Future Work

To more thoroughly examine the ionization of cosmic rays,n&ed to treat electrons as well as
protons. The cross-sections have already been includdtkiodde, and the electron cosmic ray
streaming will be calculated simultaneously with the pnotmsmic rays as a logical next step.
Eventually turbulence and self-gravitation will be incorated in the calculations.

There are many other guestions such a model may answer béyerabsmic ray ionization
rate, such as what are the dominant magnefaces on low energy cosmic rays. Candidates include
magnetic mirroring (discussedlin Cesarsky & Violk 1978) vat weaves (Skilling & Strong 1976),
and gravitational and turbulence-driveffeets. Eventually, Fermi acceleration and shock-driven
acceleration will be added to the model, so that the origith @mge of these low energy cosmic
rays can be theoretically explored.

The main problem that this code addresses now is the questitire cosmic ray ionization
rate, and why it has the value that it does, connecting it wilux-spectrum that depends on cloud
geometry, composition, and physical properties like dgrend electromagnetic properties. At
the end of his 2006 review, Alex Dalgarno stated that “Theriegting question may be not why
are [cosmic ray ionization rates] sofféirent but why are they so similar” (Dalgarno 2006). The
preliminary results of this study suggest that a combimatibgeometry and magnetic fieldfects

may provide the answer to both questions.
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