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ABSTRACT 
 
 
 

Rover localization is essential to the exploration of space. The availability of 

sub-meter resolution satellite imagery, especially High Resolution Imaging Science 

Experiment (HiRISE) onboard the Mars Reconnaissance Orbiter (MRO), has opened the 

possibility of computing rover locations at higher accuracy by making use of detailed 

features seen in the satellite orbital images. This dissertation describes a new development 

towards automation of the rover localization process, using orbital and ground image 

networks. 

A HiRISE orbital image network on Mars is constructed based on a rigorous sensor 

model, bundle adjustment of HiRISE stereo images and absolute positioning using Mars 

Orbiter Laser Altimeter (MOLA) data. The unique HiRISE sensor configuration consists 

of 14 CCDs fixed to a focal plane. Due to the complexity of its sensor geometry, two 

technical issues need to be resolved in HiRISE stereo processing for precision topographic 

mapping. These technical issues are achieving coherence in the exterior orientation 

parameters between stereos as well as overlapping CCDs, and accurate geopositioning of 

HiRISE data without ground-control points. In this research, bundle adjustment strategies 

based on polynomial function models are applied to improve the exterior-orientation 

parameters. Disagreement between HiRISE CCDs is handled by the bundle adjustment, 
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using inter-CCD tie points. HiRISE DTM was matched with MOLA DTM and points data 

to obtain the absolute position of the stereo model. Performance analysis of this new 

experiment will be given.  

A ground image network is also constructed using matching of Mars Exploration 

Rover (MER) stereo images. Rocks detected from both orbital and ground imagery serve 

as tie points for rover localization. From orbital images, rocks are extracted based on 

brightness values and the shape of dark spots. Rocks in ground images are extracted 

through dense stereo matching, rock peak and surface point extraction, and rock modeling. 

To narrow down a precise rover position, terrain matching is performed using DTMs 

generated from orbital and ground imagery. Finally, distribution pattern matching is 

implemented for rocks detected from orbital and ground imagery. The rover position is 

adjusted based on a 2-D affine transformation obtained from rock pattern matching. The 

proposed method has been tested for the Spirit rover traverse. Selection of optimal 

parameter values and quality control is discussed. Experimental results show that the 

orbital/ground rock matching approach has performed successfully for MER rover 

localization.  
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CHAPTER 1 
 
 

INTRODUCTION 
 
 

1.1 Background  

The main objective of the Mars Exploration Program is to discover and understand 

the possibility for life on the red planet. The effort to find out the habitability of Mars in the 

past, present or future, can be divided into the four science goals: determination of the 

presence of life, characterization of the climate, characterization of the geology and 

preparation for human exploration of Mars. Therefore, the scientific investigations on 

Mars are not limited to simple detection of living organisms or water, but include gaining 

knowledge about the spatial and temporal patterns and interactions of global-scale 

geologic and climatic processes on Mars, especially how these processes have affected 

geochemical cycles of biological importance (Squyres et al., 2003). Since Mariner 9 first 

circled around the planet in the 1970’s, a series of orbiters, landers and rovers have been 

deployed to gather data and conduct investigations to comprehend the evolution of Mars 

and its hydrologic cycle.  
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Orbital mapping is the fundamental element in planetary exploration programs, 

providing global and local maps of the Martian surface that are utilized for identifying and 

registering the target of scientific investigation. Detailed three-dimensional (3-D) 

topographic information of the terrain produced from stereo photogrammetry not only 

gives insights about geomorphology of the planet, but also provides significant supports to 

planetary surface missions. Mars orbital data have been used to generate global and local 

topographic information for landing-site selection, precision landing and surface 

operations in Mars Exploration landed missions. For example, steep slopes and 

topographic obstructions should be avoided since tipping over can cause mechanical 

damage. Route planning for rovers relies heavily on the topographic maps from orbital 

imagery to track the location of the rovers, find targets, avoid hazards and select the 

efficient path possible (Li et al., 2004, 2005, 2006, 2007a, 2008c).  

In the past a few decades, there has been great progress in the resolution of the 

orbiter sensors. Before the sub-meter resolution (0.25 m/pixel) imagery from High 

Resolution Imaging Science Experiment (HiRISE) became available, the maximum 

resolution achieved by orbital camera was 1.5 m/pixels from Mars Orbiter Camera (MOC) 

Narrow Angle (NA) images. Majority of MOC NA images were obtained in the resolution 

of 3 m/pixels, which can produce high quality DTMs (10 m grid spacing). However, 

overlapping images suitable for stereo mapping were rare (Li et al., 2004). As of October 

2009, several hundred HiRISE stereo pairs have been acquired, making meter-scale 

topographic mapping of Mars possible for locations where high-resolution stereo images 

were not available previously. To achieve the full potential of such advanced sensor and its 
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vast coverage, it is of paramount importance to build a HiRISE image network with the 

best possible precision and accuracy.  

The current Mars Exploration Rover (MER) mission has far exceeded its initial 

goals in terms of distance traveled and operational lifetime (Arvidson et al., 2004; Li et al., 

2004, 2005). In future planetary surface robotic operations, a rover would be expected to 

drive more than the 18 km accomplished by the Opportunity rover by sol 2062 (November 

11, 2009). To achieve as much exploration as possible within the lifetime of a rover, it is 

desirable to travel longer distances within each command cycle, an interval between the 

commands by human operator. For the MER mission and the past Mars Pathfinder mission, 

high-level rover decision making is performed on Earth through a predominantly manual, 

time-consuming process. For MER, a ground-based planning and scheduling tool was used 

to support a science plan evaluation (Estlin et al., 2005). However, a command sequence 

was still manually generated on Earth and uplinked to the rovers (Maimone et al., 2007). 

The MER vehicles have performed over 60,000 coordinated motions (the powering of 

either steering or drive motors continuously) by sol 1090, activities that demand nearly 

constant attention (Maimone et al., 2007). The round-trip communication latency between 

Earth and Mars of 20 minutes or more prevents quick decisions needed when unexpected 

situations happen. Therefore, the automation of rover navigation is highly desired. 

Autonomous navigation increases the possibility of achieving as many of the science and 

engineering objectives as possible, by reducing the idle time and dynamically handling 

opportunistic science events without human interaction. Considering the larger amount of 

data to be collected and processed, it is practically impossible to have humans heavily 

involved in real-time interaction (Gor et al., 2001). For quicker and better decision, 
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effective use of power and improvement in performance, the future space exploration 

missions should be based on independent space vehicle operation with full autonomy. 

The success of autonomous mobile robot navigation depends on the accurate 

determination of position and attitude information of a rover. Without highly detailed 

information about the terrain to be explored, autonomous navigation may be jeopardized 

and little drive progress can be made. With the availability of sub-meter resolution HiRISE 

imagery, it is now possible to obtain highly detailed topography of the Martian surface. In 

rover navigation, it is crucial to locate the rover in the context of topographic maps, whose 

main source is orbital images. Without topographic information, it is impossible to find 

safe routes, and the rover may drive toward possible hazard or obstacles. Since uncertainty 

of the surrounding topography means little drive progress could be made in challenging 

terrain, rover localization in the context of orbital dataset is key to the success of 

autonomous rover navigation in the future.  

The close-range ground imagery from Viking, Pathfinder, MER, and Phoenix 

missions has a much higher resolution than orbital imagery. Although MOC NA images 

could be used to distinguish landmarks such as big craters and ridges, the precision was 

limited to the pixel resolution. The resolution of orbital and ground imagery determines the 

level of supports orbital topographic products could provide to Martian surface mission. 

Due to the discrepancies in resolution and viewing direction, orbital and ground images 

have been processed separately in their own image network, which is a connected set of 

images based on stereo tie points and geodetic control points. HiRISE offers a comparable 

image resolution of 25 cm/pixel, which is enough to distinguish small features that can be 
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used as tie points between orbital and ground imagery. The high resolution of HiRISE 

imagery opens a new possibility of integration of orbital and ground image networks.  

The objectives in this research are twofold. The first is to develop photogrammetric 

sensor model and bundle adjustment system for the construction of HiRISE orbital image 

networks. The second is to develop a new methodology for integration of orbital and 

ground image networks using rocks as tie points. In the following section, the past and 

current Mars exploration missions are discussed, focusing on the mapping capabilities of 

sensors, the technologies used and related researches. Next, key challenges that need to be 

resolved to achieve those objectives are outlined. In the last section of this chapter, the 

overview of this dissertation is given. However, it is not the scope of this dissertation to 

develop a new stereo matching method. In this research, the stereo matching is conducted 

using generic area-based matching to create quick orthophotos without manual editing. 

There are commercial photogrammetric suites with sophisticated matching algorithms 

designed for high-quality topographic products generation (Chapter 5). 

1.2 Literature Review 

1.2.1 Mapping of Mars  

The mapping of Mars is based on orbital, descent and ground imagery. Mariner 9, 

launched in 1971, was the first spacecraft orbiter to circle another planet. It took more than 

7,300 images of Mars, covering the entire surface at a resolution ranging from 1 to 3 km 

and selected areas at resolutions down to 100 meters. A global map of Mars was created 
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using topographic information obtained from Mariner 9 and Earth-based radar, compiled at 

a scale of 1:25,000,000 with a contour interval of 1 km (Wu, 1979).  

In 1975, NASA launched two spacecrafts: Viking 1 and Viking 2. Each spacecraft 

consisted of an orbiter and a lander. The Viking orbiter’s images covered the entire surface 

of Mars and were used to generate a controlled network, contour-maps and DTMs with 

scales ranging from 1:2,000,000 to 1:25,000. Contour intervals range from 1 km to as small 

as 20 m. Cameras on the Viking lander have a resolution of 2.1 mrad/pixel for color mode 

and 0.7 mrad/pixel for monochrome high-resolution mode (Smith et al., 1997). Maps of the 

terrain surrounding the two Viking landers were compiled at scale of 1:10 with a contour 

interval of 1 cm (Wu, 1979). The elevation and slope information of Mars topography was 

determined by a photogrammetric method using Viking orbiter stereo images. The errors in 

elevation were as large as a number of kilometers (Abshire et al., 2000). The first version of 

Mars Digital Image Model (MDIM) was created by the U.S. Geological Survey (USGS) 

using roughly 4600 Viking Orbiter images. The global mosaic, MDIM 1.0, was distributed 

in 1991 at a scale of 1/256 degree or ~231 m/pixel. The MDIM has been widely used as a 

control network and continually is updated using new orbital data ever since.  

After almost 20 years, Mars Global Surveyor (MGS) was sent to Mars in 1996. Its 

imaging system, MOC, consists of three cameras. Two wide angle (WA) cameras with 140° 

fields of view can acquire horizon-to-horizon images of the planet at the best nadir scale of 

230 m/picture element (pixel) and the limb scale of 1.5 km/pixel. The NA camera can 

provide imagery at 1 m/pixel to 12 m/pixel resolution (Malin and Edgett, 2001). MOC 

images were used for mapping and selection of landing sites. The topographic maps 
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generated from MOC NA stereo images have a horizontal resolution of 5 m and an 

expected vertical precision of 1 m (Kirk et al., 2003).  

The Mars Orbiter Laser Altimeter (MOLA), an instrument on the MGS orbiter, 

obtained measurements of topography, surface reflectivity, and backscattered laser pulse 

width. MOLA provided profiles of Martian surface at a maximum vertical resolution of 30 

cm and along-track spatial resolution of 300 to 400 m (Smith et al., 1998). MOLA 

elevation point data is known as the Precision Elevation Data Records, or PEDR 

(http://pds-geosciences.wustl.edu/missions/mgs/pedr.html). Currently, the best global 

Mars terrain model was acquired by MOLA. The MOLA terrain model with a spatial 

resolution of about 1 degree (or 59 km at the equator) has an absolute vertical accuracy of 

13 m with respect to the Mars center of mass (Smith et al., 1999). It is estimated that 

accuracy of elevations derived from MOLA data is 30 to 40 m and the precision of the 

MOLA measurement approaches 30 cm on smooth level surfaces and increases to 20 m on 

30° slopes (Smith et al, 1998). This precise terrain model has many applications in 

geophysical, geological and atmospheric circulation studies of Mars. The higher-resolution 

MOLA digital terrain model (DTM) known as Mission Experiment Gridded Data Record 

(MEDGR) is available at resolutions of 4, 16, 32, 64 and 128 pixels per degree. In the polar 

region, the resolutions are 128, 256 and 512 pixels per degree. Most importantly, from the 

mapping perspective, MEDGR provides a global geodetic control for registering orbital 

images from current and future missions. Shan et al. (2005) reported their efforts in 

photogrammetric registration of MOC NA imagery to MOLA profiles and automatic DTM 

generation from MOC NA stereo images. 
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With a ground resolution of 213 m, the latest version of MDIM (version 2.1) has 

the accuracy (RMS error of the control network) of about 250 m (Archinal et al., 2003, 

Kirk et al., 2001). The accuracy of the new image network is improved primarily as the 

result of constraining all 37,652 control points to radii from MOLA data and adding 1,232 

ground control points whose horizontal coordinates are also constrained by MOLA, 1,054 

Mariner 9 and 5,317 Viking Orbiter images (Archinal et al., 2004). 

Mars Pathfinder landed on Mars in July 1997 and released a rover named as 

Sojourner to conduct various scientific experiments. It was the first successful mission to 

send a rover to a planet. The Mars Pathfinder lander was equipped with the Imager for 

Mars Pathfinder (IMP), a stereo imaging system with color capability provided by a set of 

selectable filters for each of the two camera channels. The angular resolution is 1 

mrad/pixel, approximately same as the Viking lander cameras (Smith et al., 1997).  From 

the panoramic images, the USGS, the German Aerospace Center (DLR), as well as the 

Ohio State University conducted the landing site mapping based on the photogrammetric 

processing and topographic modeling (Graddis et al., 1999; Kirk et al., 1999; Kuschel et al., 

1999; Di et al, 2002). Sojourner carried the alpha proton X ray spectrometer (APXS), 

which was used to analyze the chemical elements in Martian soil and rocks near the landing 

site (Rieder et al., 1997). The rover also had an imaging system consisting of two black and 

white cameras and one color camera with an angular resolution of 3.1 mrad/pixel to take 

close-up images for all samples analyzed by the APXS. 

In 2001, NASA launched Mars Odyssey orbiter. Its Thermal Emission Imaging 

System (THEMIS) camera collects data including visible images in 5 bands at 20 m/pixel 
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spatial resolution and thermal infrared (TIR) images at 100 m/pixel spatial resolution using 

9 different spectral bands (Christensen et al., 2004).  

In 2003, the European Space Agency (ESA) launched the Mars Express mission, 

which is consisted of the Mars Express (MEX) Orbiter and the lander Beagle 2. The High 

Resolution Stereo Camera (HRSC) on MEX operates as a multi-line push broom scanning 

instrument with 9 CCD line detectors mounted in parallel in the focal plane of the camera. 

HRSC has the unique capability of simultaneous acquisition of stereo imagery using five 

panchromatic channels under different observation angles and four color channels. The 

maximum resolution of HRSC images is about 10 m/pixel at 250 km pericenter altitude. 

The Super Resolution Channel (SRC) of HRSC, a framing camera, provides an even higher 

resolution images of up to 2.3 m/pixel in small segments of the Martian surface (Albertz et 

al., 2005, Scholten et al., 2005, Heipke et al., 2007, Gwinner et al., 2009).  

In 2004, the Mars Exploration Rover mission landed two rovers, Spirit and 

Opportunity, on the surface of Mars. In the Entry, Descent and Landing (EDL) phase, a 

vision system called the Descent Image Motion Estimation System (DIMES) was used to 

estimate horizontal velocity during the last 2,000 meters of descent by tracking the features 

on the ground from the DIMES sequential images. The main purpose of the descent images 

was to control retro-rocket firing and automatically reduce horizontal velocity for precision 

landing (Maimone et al. 2004). The Descent camera has an angular resolution of 0.82 

mrad/pixel and 45º square FOV. At both landing sites, three downward-looking pictures 

were taken at around 2,000 m, 1,700 m and 1,400 m above Martian surface (Cheng et al., 

2005). The ground resolution of the DIMES images was about 1 m. They were also used 
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for trajectory reconstruction of the spacecraft EDL and consequently served as a very 

important data set for landing site localization (Li et al., 2004, 2005, 2006, 2007a, 2008c). 

Each Mars Exploration Rover carries an integrated suite of scientific instruments 

and tools: the Athena Science Payload (Squyres et al., 2003). The scientific instruments 

include: Alpha Particle Xray Spectrometer (APXS) for analyzing the composition of rocks 

and soil; Mössbauner Spectrometer (MB) for investigating mineralogy of iron-bearing 

rocks and soils; Microscopic Imager (MI) for obtaining high-resolution images of rocks 

and soils; and Rock Abrasion Tool (RAT) for removing the outer surface of rock and 

exposing the interior material.  

Rovers have four pairs of stereo cameras: panoramic cameras (Pancam), navigation 

cameras (Navcam), forward-looking hazard cameras (Hazcam) and rear-looking Hazcam. 

Pancam, Navcam, and Hazcam cameras are used for imaging the terrain far range, middle 

range and close range, respectively. They are all 1024×1024-pixel frame digital cameras 

and utilize broadband visible filters. The spectral range of Navcam and Hazcam is 600 to 

800 nm, while Pancam uses eight bandpass filters ranging from 400 to 1,000 nm (Maki et 

al., 2003). The Pancam has 16º field of view (FOV) and 0.28 mrad/pixel angular resolution. 

The Navcam has 45º FOV and 0.82 mrad/pixel angular resolution. The Hazcam has a much 

broader FOV of 124º and an angular resolution of 2.1 mrad/pixel. Pancams and Navcams 

are installed on a Pancam Mast Assembly (PMA), which can rotate in 360° azimuth angle 

and ±90° elevation angle. A panoramic image with 10% overlap needs 10 pairs of Navcam 

images or 27 pairs of Pancam images. A Navcam panorama consists of 20 images 

configured as one vertical row (tier) and can be generated within 30 minutes; a Pancam 
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panorama often consists of three tiers and takes several days to complete. Pancam is also 

used as a sun sensor finder. Hazcams are installed just under the solar panel. They can 

perform real-time feature matching and build up the terrain slope in the close range, so as to 

help the rover to select a safe route (Xu, 2004; Matthies et al., 2007). 

In 2005, the Mars Reconnaissance Orbiter (MRO) probe was launched toward the 

red planet. MRO mounts three cameras: HiRISE, Context Camera (CTX) and Mars Color 

Imager (MARCI). HiRISE acquires visible images in detail (0.25 to 1.3 m/pixel). CTX 

provides contexts for high-resolution analysis of key spots on Mars with its wide-area 

views (swath width of 30 km and pixel resolution of 6 m). MARCI consists of two framing 

cameras, one with two spectral bands in the ultraviolet and the other with five in the visible. 

With a 180° FOV, MARCI was designed to conduct the daily global survey of weather on 

Mars. The availability of HiRISE stereo images from the MRO has made the 

unprecedented progress in high-resolution imaging and enhanced the capability of 

topographic and morphological mapping for Mars surface exploration (McEwen et al., 

2007; Zurek and Smrekar, 2007). 

The most recent mission to Mars was the Phoenix Mars lander, which launched on 

August 4, 2007 and arrived on the north polar region of Mars on May 25, 2008. Its primary 

camera is the Surface Stereo Imager (SSI), a stereographic imager with color and near 

infrared capability. The design of the SSI is based on the IMP on Mars Pathfinder (Smith et 

al., 1997), but it has been enhanced to four times the resolving power by using the MER 

CCD detector package. It has the ability to create a complete panorama using a subset of 13 

geological filters that span the spectral range from 440 to 1000 nm (Smith et al., 2008). 
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1.2.2 Planetary Rover Localization 

In rover operation, the critical questions that need to be answered at all times are 

these: where is the rover, how far is it from the target and is it on the designed route? 

Without external references from GPS systems, rover localization on Mars depends on the 

combination of various methods, such as two-way Doppler radio positioning technology, 

cartographic triangulations through landmarks, dead reckoning, and stereo vision, visual 

odometry and bundle adjustment based on photogrammetry (Li et al., 2004).  

The position of the rovers can be measured using the radio transmissions. In the 

MER mission, the navigation team determined the rover position through fitting 

direct-to-earth two-way X-band Doppler radio transmissions and two passes of ultra-high 

frequency two -way Doppler between the rover and the MARS odyssey orbiter (Li et al., 

2005).  

After the landing, the landmarks seen from the rover can be compared with orbital 

and decent images to identify the location of the rover in the context of larger-scale 

topographic products. In the MER mission, when the first panorama was acquired, ground 

features such as hills and craters were carefully examined in the rover images, the DIMES 

descent images and MOC images. In the Spirit landing site, several mountain peaks, such 

as the Columbia Hills and the Grissom Hills, were identified from rover images and also 

found from orbital images. In the Opportunity landing site, several other craters can be 

seen through the outside of the rim of Eagle crater, where the rover had fallen right into; 

these craters are used to identify the Eagle crater from overhead images. A cartographic 
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solution was then given by a least squares adjustment based on the coordinates of mountain 

peaks measured from orbital images as well as coordinates measured from ground images. 

At each site, additional MOC NA image was taken to verify if the cartographic solution is 

consistent with the actual lander position (Li et al., 2008c). 

 

 

Figure 1.1: Overview of MER rover localization using orbital and ground image networks 

(Li et al., 2005) 

 
The current MER rover localization is accomplished by a combination of the latest 

technologies such as photogrammetry, computer vision, and autonomous rover navigation 

(Figure 1.1). Mars Exploration Rovers are six-wheel drive, four-wheel steered vehicles. 

The IMU onboard the rover provides three-axis rate and three-axis tilt information. The 
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wheel odometer records wheel turns and orientation information to determine traverse 

paths relative to the starting position (Li et al., 2008c). The dead reckoning approach uses 

IMU and odometer to estimate the rover traverse by tracking the integral of accelerations 

relative to an inertial system. During the surface operations of the MER mission, positions 

of both rovers are estimated onboard within each sol by dead reckoning. The heading is 

also updated occasionally by sun-finding techniques using the Pancam images. However, 

tracking rover traverse with dead reckoning devices is subject to accumulative errors in the 

measurement of relative pose. IMU and odometer work well most of the time, except when 

climbing a hill or crossing surfaces covered with soft soil. If slippage occurs, the traverse 

calculated by IMU and odometer is no longer accurate. In the MER mission, the dead 

reckoning error has accumulated mainly due to the slippage between the rovers’ wheels 

and the ground. Spirit rover experienced significant wheel slips traversing Husband Hill, 

with accumulated slippage reaching a maximum of 83.86 m on Sol 648. Particularly on 

soil-covered terrains with slopes up to 15°, more slippage than the traveled distance 

occurred for short segments (Li et al., 2008c). Because errors are accumulated as time goes 

on, the rover position needs to be refined and updated regularly. Thus precision rover 

localization calls for additional approaches to overcome position errors caused by wheel 

slippages, azimuthal angle drift, and other navigation errors (Li et al., 2005). In MER 

mission, the position errors experienced as large as the 10.5 % in the Husband Hill area for 

Spirit rover and 21% within Eagle Crater for Opportunity rover (Li et al., 2007b). 

In rover navigation, stereo vision can be used to avoid possible hazards by building 

a terrain slope map in real time (Maimone et al., 2004). Goldberg et al. (2002) developed a 

local, reactive planning algorithm, called Grid-based Estimation of Surface Traversability 
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Applied to Local Terrain (GESTALT) to choose the best direction for the next move of a 

rover. Vision-based techniques process stereo images to obtain 3-D environment 

information and match landmarks, in similar ways to a human’s vision system. In the 

exploration of Mars, the Jet Propulsion Laboratory machine vision group used small-sized 

cues such as rocks for a fine localization as an improvement to the dead reckoning based 

approach. The Jet Propulsion Laboratory worked on several advanced methods including 

probabilistic self-localization (Olson, 2000) and visual odometry algorithms (Olson et al., 

2003). 

Visual odometry is introduced for reliable long-distance navigation and has been 

used onboard the MER rovers for precision instrument placement and the correction of 

slippage (Maimone et al., 2007). Visual odometry processing was performed on both 

rovers, by taking midpoint survey images using Navcam along the traverse toward another 

site. By matching features from the traverse images, visual odometry automatically tracks 

the movement of the rovers. All visual odometry drives were split into small steps to ensure 

at least 60% overlap between adjacent images. During each step, the rovers are typically 

commanded to drive no more than 75 cm in a straight line or curved arc (Cheng et al., 

2006). In Earth-based tests with ground truth measured by total station, it is shown that 

visual odometry can achieve a 2% localization error relative to the traverse length (Olson et 

al., 2003). However, this method also has limitations of requiring small field of view 

(optimal at 30°) and small traverse intervals (they practiced at 10cm interval), which may 

not be available during the real situation. In MER operations, visual odometry is applied 

mainly for a short traverse that is no longer than 10 meters (Li et al., 2005). However, it 

was not uncommon for the MER rover to drive more than 30 meters without taking any 
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pictures (Xu, 2004). Moreover, the visual odometry process takes approximately two 

minutes per one pair of stereo images, which is too time-consuming and thus impractical 

for a long traverse (Li et al., 2006). For that reason, visual odometry has been used only in 

special circumstances when high slippage is expected or high precision placement is 

needed. 

For relatively long traverses, incremental bundle adjustment based on 

photogrammetry is used for rover localization (Li et al., 2004, 2005, 2006, 2007a). The 

photogrammetric approach provides accurate rover positions by building a strong image 

network along the traverse to maintain consistent overall traverse information. The rover 

moves to different locations called ‘sites’, where it stops and acquires a full or partial 

panorama of Navcam and Pancam images. At each rover site, bundle adjustment is 

conducted based on tie points from stereo matching between the panoramic images. The 

bundle-adjusted rover position and the panoramic images, linked by tie points, form 

ground image networks. 

The bundle adjustment in MER rover localization is based on three types of stereos. 

Intra stereos are taken from the left and right stereo cameras at the same position and 

attitude. Inter-stereo images are also taken at the same site, but the rover’s looking angles 

are rotated. Intra/inter stereos are used for within-site bundle adjustment to remove the 

within-site inconsistency. Cross-site stereos are taken at different sites. The performance of 

bundle adjustment depends on the availability of the sufficient amount of well-distributed 

tie points that link individual ground images into an image network. The combined visual 

odometry and bundle adjustment successfully corrected the position errors with an 
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accuracy of 0.5% over a 6 km traverse for Spirit rover (Li et al., 2006). Cross-site bundle 

adjustment is especially important for reducing position errors between adjacent sites. 

Visual odometry and within-site bundle adjustment are automatic procedures, while 

cross-site bundle adjustment has heavily relied on manual operation during MER mission. 

For autonomous rover localization, Li et al. (2007b) proposed a new approach for 

automatic cross-site tie point selection using rock extraction, rock modeling, and rock 

matching. A peak, the highest point, is the most visible part on a rock regardless of the 

looking angle. The surface area under the peak is fitted into analytical rock models. 

Cross-site rocks are matched through two complementary stages: rock model matching and 

rock distribution pattern matching between the rocks extracted from two adjacent sites. 

The method worked successfully along with a continuous 1.1 km stretch for the simulated 

test dataset at Silver Lake (Wang, 2008) and was use for Spirit rover localization since 

August 2007 (Di et al, 2008b). 

1.3 Issues and Significance  

The unique HiRISE sensor configuration consists of 14 CCDs fixed to a focal 

plane. The complexity of the sensor geometry raises technical issues, which need to be 

resolved in HiRISE stereo processing when used for the generation of high-resolution 

topographic products such as DTMs or orthophotos. High-frequency random patterns, or 

“jitter”, in the rotation angles cause disagreements between HiRISE CCDs. To generate 

seamless topographic products, it is important to achieve coherence in the exterior 

orientation parameters between multiple CCDs. 



18 

Another issue involving construction of orbital image networks is accurate 

geopositioning of HiRISE data without ground-control points. Due to various 

measurement errors in terms of timing and star tracker observation, as well as the Doppler 

shift, the observed trajectories of the orbiters could be affected by systematic shifts and 

drifts in the magnitude of hundreds or thousands of meters (McEwen et al., 2007; Lefort et 

al., 2009). To achieve absolute positioning in global scale, new images should be registered 

to the existing global geodetic control network. 

In this dissertation, the orbital image networks on Mars is constructed based on 

bundle adjustment of multiple HiRISE stereo images and absolute positioning using 

MOLA control network for precision topographic mapping. Bundle adjustment strategies 

using polynomial function models are applied to improve the exterior-orientation 

parameters (Shan et al., 2005; Li et al., 2008b). The MOLA MEDGR gridded product 

having a resolution of 463 m/ pixel provides the best source of ground control. However, 

the big difference in planimetric resolution between the HiRISE imagery and MOLA DTM 

prevents achieving horizontal accuracy better than hundreds of meters when MEDGR is 

used as direct source of horizontal control. Kirk et al. (2008) used coordinates measured 

from the 1.5 m/pixel MOC images previously controlled to MOLA for horizontal control 

points. In this research, HiRISE DTM is matched with interpolated MOLA DTM to obtain 

an initial estimate of the absolute position of the stereo model. Further terrain matching is 

conducted using MOLA profile as vertical control. 

Due to the sheer volume of HiRISE images, often exceeding 1600 megapixels 

(McEwen et al., 2007), the stereo mapping could not be completed efficiently unless most 
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of the photogrammetric processing is automated. Stereo matching, which consists of a 

significant amount of computations, affects the quality of the topographic products directly. 

There is a fine line between producing as many tie points as possible without sacrificing the 

quality and eliminating too much or too little possible mismatches. In this research, 

matching parameters are examined and selected empirically. Performance analysis of this 

new experiment is given. 

In planetary surface exploration, the most critical information that needs to be 

updated constantly is the location of mission components. Depending on the nature of each 

mission, these components can be unmanned vehicles (rovers) or astronauts. Without the 

availability of Global Positioning Systems (GPS) in the outer planets, the localization 

process is a challenging task that requires a combination of multiple approaches such as 

wheel odometry, inertial measurement unit (IMU), Sun-finding techniques, visual 

odometry, incremental bundle adjustment and identification of landmarks from orbital 

images. Since the current technologies for the MER rover localization methods are limited 

to the ground image network, the position of the rover is still unidentified in the context of 

topographic products from orbital imagery. Without identification of landmarks, there is 

no guarantee that the rover position obtained from the ground image networks could be 

aligned with the topographic products generated from orbital imagery. Although orbital 

mapping is very important, it cannot replace the role of ground mapping when considering 

the resolution, speed, and precision. On the other hand, ground mapping alone does not 

provide sufficient context information about the unknown territory for the rover navigation 

and the route planning. Finding a connection between ground and orbital mapping and 

ultimately integrating both types of image networks would maximize utilization of Mars 
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exploration missions dataset for the success of the autonomous rover navigation in the 

future space exploration. 

To link the orbital and ground image networks, common features should be 

identified between the two types of imagery. The availability of sub-meter resolution 

HiRISE imagery has opened the possibility of computing rover locations at higher 

accuracy by enabling extraction and matching of small features seen in the ground images. 

In the current MER mission, due to the inconsistencies between the orbital and ground 

image networks, updating rover positions in the global DTM and orthophotos has been 

performed by manually identifying common landmarks from both datasets. It is a very 

time-consuming and labor-intensive procedure. To assist autonomous rover navigation, 

real-time rover localization on both ground and orbital image networks should be 

performed automatically. Automatic landmark matching between images typically 

requires the invariance of features, meaning that the shapes of the features should be 

similar after image translations and change of scale. In order to establish a correspondence 

between cross sites or between the ground image data and the global orbital data, this 

method requires substantial effort to resolve issues of data format, reference systems and 

cross dataset comparison (Li et al., 2004; 2006a). 

For rover localization, visual odometry and bundle adjustment are both performed 

using tie points between the rover images. In visual odometry, common features are 

identified between stereo images taken along the traverse within short intervals. Although 

visual odometry is fully automated onboard the rover, it is only performed when significant 

slippage is expected due to heavy computational load. Within-site bundle adjustment is 



21 

also performed automatically, based on tie points selected from the intra- and inter-stereos 

using the MarsMapper software developed by the OSU Mapping and GIS Lab (Xu, 2004). 

However, the adjustment of rover traverse still requires manual operation because of 

difficulties in automatic selection of cross-site tie points (Di et al., 2008a). Cross-site tie 

point selection has been a labor-intensive procedure due to different viewing angles. On 

Mars, rocks are the most prominent features and can be used as landmarks. To automate the 

cross-site tie point selection, Li et al. (2007b) proposed a new approach for automatic 

cross-site tie point selection using rock extraction, rock modeling and rock matching. Since 

the resolution of HiRISE is not enough to distinguish shapes of rocks, the rock matching 

method used for cross-site tie point selection could not be directly applied for rock 

matching between orbital and ground imagery. Hence, the rock extraction strategy for 

orbital/ground data integration should be based on different measures to identify rocks 

visible from both types of images. Since the resolution of HiRISE camera is not high 

enough to distinguish orbital rocks according to shapes, it is possible to place the rover at 

the wrong location if the distribution patterns orbital and ground rocks happen to match. 

Therefore, other measures for quality control are needed, such as variance of local 

elevation. This dissertation introduces a new method toward integration of orbital and 

ground image networks using rock extraction, terrain matching and rock distribution 

pattern matching. 
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1.4 Overview of the Dissertation 

This dissertation aims to improve less-than satisfactory parts of the current 

technologies, namely generation of high-quality topographic products coherent to the 

existing control networks and finding correspondence between orbital and ground dataset, 

automating as much procedures as possible. Accordingly, the contents of this dissertation 

are divided into two parts. The first part is the construction of orbital image networks with 

reduced misalignment between stereos as well as control networks. This dissertation 

focuses on rigorous sensor modeling of HiRISE imagery and bundle adjustment for 

positional accuracy. The second part is the integration of orbital and ground image 

networks using terrain matching, rock modeling, and rock pattern matching. Figure 1.2 

illustrates the overall workflow for integration of orbital and ground image networks 

proposed in this dissertation. 
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Figure 1.2 Flowchart of the integration of orbital and ground image networks 

 
The organization of the dissertation is as follows: Chapter 2 defines the rigorous 

HiRISE sensor model, including interior and exterior orientation parameters. Jitter 

movement in camera pointing angle is analyzed as well. Chapter 3 describes the 

construction of orbital image networks in detail. The photogrammetric processing of 

HiRISE stereo images includes image pre-processing, interest point generation, stereo 

image matching, DTM/orthophoto generation and bundle adjustment. Different types of 
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observation equations in bundle adjustment are presented. They are based on observations 

such as polynomial models of exterior orientation parameters, stereo tie points, inter-CCD 

tie points, and MOLA DTM. In chapter 4, a new methodology to find connections between 

orbital and ground image networks is proposed, using HiRISE and MER dataset. Detailed 

description about terrain matching, orbital/ground rock extraction and rock pattern 

matching is given. Chapter 5 discusses parameter selection and quality control for the 

developed procedures in this research. Empirical analysis is provided in search for the 

optimal parameter values. Chapter 6 presents implementation results and performance 

analysis. For the Spirit landing site in Gusev crater, HiRISE stereo images are processed 

using the MarsMapper: Orbit software developed in this research. The topographic 

products are compared with USGS products. Also, a rover localization approach using 

orbital and ground rock matching is tested for Spirit rover traverse. Chapter 7 concludes the 

dissertation with discussion and future research topics.  
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CHAPTER 2 
 
 

ORBITAL (HiRISE) IMAGING GEOMETRY 
 
 

In order to produce accurate topographic products from HiRISE imagery, its 

geometry should be modeled to its highest precision. This chapter investigates the relevant 

coordinate frames, interior orientation and exterior orientation that are needed for 

processing HiRISE imagery. A rigorous geometric model is presented in which a ground 

point is transformed to its image point through collinearity equations with the interior and 

exterior orientation parameters. 

2.1 Coordinate System  

To calculate the HiRISE exterior orientation parameters, several reference frames 

are taken into consideration: Mars body-fixed frame, MRO spacecraft frame, and HiRISE 

frame (Figure 2.1). The relative position and rotation between these frames are recorded in 

the SPICE kernel, the primary data sets of the space-borne instrument provided by NASA's 

Navigation and Ancillary Information Facility (Acton, 1999). Mars body-fixed frame is 

defined based on the Mean Mars Equator and IAU vector of date computed using the IAU 

2000 Mars rotation constant (Archinal et al., 2003). The origin of the MRO spacecraft 
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frame is centered on the launch vehicle separation plane. Its Z axis is parallel to the 

nominal HIRISE boresight, its Y axis is anti-parallel to the Mars Orbit Insertion thrust 

vector, and its X axis completes the right hand frame. As MRO moves along the Martian 

orbit, the relative position and rotation angles of MRO spacecraft frame with regard to 

Mars body-fixed frame are stored in SPICE kernel. The HIRISE frame, fixed to the MRO 

spacecraft frame, is used to compute the pixel view direction of HiRISE image. Its 

orientation with respect to the MRO spacecraft frame is provided in the preliminary 

in-flight alignment results that can be found in the Mars Reconnaissance Orbiter Frames 

Kernel (Acton, 1999).  

 

 

Figure 2.1 Reference frames 
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The introduced photogrammetric processing of HiRISE imagery is based on the 

Mars body-fixed frame. At the test regions of the MER (Mars Exploration Rovers) mission 

landing sites, the HiRISE topographic products are generated using the Landing Site 

Cartographic (LSC) coordinate frames to facilitate comparison with mapping products 

generated from rover images. The LSC coordinate frame is an east-north-up (X-Y-Z) 

right-handed local system with its origin at the lander (Li et al., 2006). For example, the 

LSC frame at the Gusev Crater landing site is centered on the Spirit lander, or 

(14.571892ºS, 175.47848ºE) in the Mars body-fixed frame system.  

After aerobraking, MRO went into a Primary Science Orbit (PSO) that lasted a bit 

more than one Mars year, from November 2006 until December 2008. The PSO is a 

near-circular (250 × 315 km), near-polar (inclination of 92.65º) orbit. With its periapsis 

fixed over the South Pole, the spacecraft crosses each latitude circle at the same altitude on 

every orbit (Zurek and Smrekar, 2007). At the altitude of 300 km, the resolution of HiRISE 

image is 30 cm/pixel. 

2.2 Interior Orientation of HiRISE Imaging Geometry 

The HiRISE telescope is a 50 cm aperture, f/24 system with folded optics (Figure 

2.2). The Cassegrain objective with relay optic and two fold mirrors is optimized to 

diffraction-limited performance over the long, narrow FOV (McEwan et al., 2007). Due to 

the folded optics of the camera, the focal plane assembly actually lies perpendicular to the 

flight direction. However, in the photogrammetric analysis, we treat them as if the optics 

were unfolded and the focal plane assembly was oriented perpendicular to the incoming 
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rays. In this simpler conceptual model, the layout of HiRISE focal plane assembly is shown 

in Figure 2.3. 

 

 

Figure 2.2 Graphical representation of HiRISE telescope, with a sample of ray traces in 

yellow line (McEwan et al., 2007) 

 

 

Figure 2.3 HiRISE focal plane assembly layout (Kirk et al., 2008) 
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HiRISE is a push-broom imaging sensor with 14 CCDs (10 red, 2 blue-green and 2 

NIR). Each CCD consists of a block of 2,048 pixels in the across-track direction and 128 

pixels in the along-track direction. Ten CCDs covering the red spectrum (570– 830 nm) are 

located in the center of the focal plane assembly. Blue-green CCD passes <580 nm color 

band, while near infrared CCD detects >790 nm spectrum. In the across-track direction, the 

average width of the overlap between adjacent CCDs is about 48 pixels. However, the 

alignment of the CCDs involves small shifts and rotations with regard to the HiRISE 

optical axis. After the exclusion of overlapping pixels, HiRISE can generate images with a 

swath of up to 20,264 pixels (1.14º FOV) in the across-track, which is equivalent to 6 km at 

300 km altitude (Delamere et al., 2003; McEwen et al., 2007).  

The +X axis of the HiRISE frame is the same as the flight direction and the +Y axis 

is to the left. In the right-handed coordinate system, the looking direction (+Z axis) to the 

Martian surface is into the page. The line and sample coordinates is the relative position of 

image pixels with respect to the center of each 2048×128 CCD. The sample coordinates in 

the raw image increase in the opposite of the HiRISE frame +Y direction, which is to the 

right in the page. Since HiRISE is a push-broom scanner, the line coordinates do not 

change from one row to another. However, they are determined by the number of pixels in 

the along-track direction collected to store one pixel in time-delay integration (TDI) mode. 

At the altitude of 300 km, the resolution of HiRISE images is 30 cm/pixel. At such a high 

resolution, the instantaneous field-of-view (IFOV) is extremely small (1 µrad) and, as a 

result, the ground track speed is very fast. To improve the signal strength of “fast-moving” 

objects and to increase the exposure time, time-delay integration (TDI) technology was 

incorporated in the instrument using 128 CCD lines in the along-track direction. As the 
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MRO spacecraft moves above the surface of Mars, TDI integrates the signal as it passes 

across the CCD detector by shifting the accumulated signal into the next line of the CCD at 

the same rate as the image moves (a line rate of 13,000 lines/sec, or 1 line every 76 

microseconds). Signals in each TDI block are transferred from line to line at ground track 

speed. A single pixel is formed by accumulating signals from the TDI block. HiRISE can 

use 8, 32, 64 or 128 TDI stages to match scene radiance to the CCD full-well capacity. 

Figure 2.4 shows how TDI system works in single HiRISE CCD. Depending on the 

number of TDI stages, a fixed amount of pixels in the along-track direction are used. In any 

case, the last line always stops at the same position. The observation time of a single pixel 

is considered to be the ephemeris time when the center of the TDI block is exposed. In 

SPICE kernel, the ephemeris time is used as time standard to take account of time dilation 

when calculating orbits of planets, asteroids, comets and interplanetary spacecraft in the 

Solar system. 

 

 

Figure 2.4 Illustration of time-delay integration in single HiRISE CCD 
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In HiRISE, lower resolution images can be obtained by binning the signal from 

adjacent lines and pixels, within the CCD, up to a maximum of 16 by 16 pixels. Square 

pixel binning is available in 6 modes: 1 × 1, 2 × 2, 3 × 3, 4 × 4, 8 × 8 and 16 × 16. Binning 

is used when desired to reduce data volume and increase coverage of Mars or to increase 

signal to noise ratio. 

Based on the image coordinates, the pixel position in each CCD can be expressed in 

sample and line coordinates as follows: 

ݏ = (݉ − 0.5) ∙ ܰܫܤ − 1024 (2.1a) 

݈ = ܫܦܶ 2⁄ − 64 − ܰܫܤ) 2⁄ − 0.5) (2.1b) 

 
where m is the binned pixel position in column direction with respect to the image corner, 

s is sample-direction coordinate from CCD center, l is line-direction coordinate from CCD 

center, TDI is the number of TDI elements in the along-track direction (8, 32, 64 or 128), 

BIN is binning mode (1, 2, 3, 4, 8 or 16).  

If all TDI lines are used (TDI = 128) and there is no binning (BIN = 1), the center of 

the TDI block is the midpoint of the CCD, l = 0. The sample coordinates range from 

-1,023.5 to 1,023.5, regardless of the BIN or the TDI mode. The units of sample and line 

coordinates are in pixels.  

The intrinsic setting of the camera system is defined by the elements of interior 

orientation of the camera, which are carefully determined through camera calibration. 

Once calibrated, they are assumed to be constant, and all image lines share the same 

parameters (Wolf, 2000). The calibrated interior orientation parameters are needed to 
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calculate the pixel view direction with respect to the HiRISE frame. The USGS conducted 

geometric calibration of the HiRISE camera. The complex design and extremely high 

resolution made the collection of the required calibration information challenging. Even if 

the calibration in the laboratory was conducted to achieve the best accuracy, substantial 

changes to the structural dimensions and optical properties of the camera were expected 

during the flight, as a result of the lack of gravitational distortions, vibrations at launch, and 

the slow drying of the support structures The relative positions of the detectors in the focal 

plane and the initial estimate of the focal length and optical distortions were measured 

directly in the laboratory. After launch, a series of start observations were conducted 

during the cruise from Earth to Mars to adjust the focal length value (Kirk et al., 2008). The 

effective focal length derived from these observations was converted to a calibrated focal 

length shown in Table 2.1. 

Focal Length f (mm) 11995.48 

Radial Distortion 
Coefficients 

k0 -0.004850857 
k1 (mm-2) 2.41312·10-7 
k2 (mm-4) -1.62369·10-13 

 
Table 2.1 HiRISE calibrated focal length and radial lens distortion coefficients (Kirk et al., 

2008) 

The positions of the each CCD detectors in the HiRISE focal plane assembly were 

measured in the laboratory. The HiRISE boresight is offset by approximately 94 mm from 

the optic axis. Kirk et al. (2008) reported that the direct measurements of the fiducial marks 

were made with a nominal precision of 0.1 µm. The pixel spacing is 12 µm in both the line 

and sample directions, which are assumed to be perpendicular. Based on the calibrated 
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focal length, the coefficients to the optic axis of the camera that translate line and sample 

coordinates to into the focal plane coordinates are adjusted by 5 mm. These coefficients are 

shown in Table 2.2.  

CCD x0 (mm) dx/ds (mm) dx/dl (mm) y0 (mm) dy/ds (mm) dy/dl (mm) 
0 -96.3935 0.012 -0.000057 112.9956 -0.012 -0.000057 
1 -89.4914 0.012 -0.000042 88.9950 -0.012 -0.000042 
2 -96.9459 0.012 -0.000034 65.0469 -0.012 -0.000034 
3 -89.4927 0.012 -0.000018 41.0380 -0.012 -0.000018 
4 -96.4998 0.012 0.000002 16.9992 -0.012 0.000002 
5 -89.4960 0.012 -0.000001 -7.0010 -0.012 -0.000001 
6 -96.6811 0.012 0.000019 -30.9996 -0.012 0.000019 
7 -89.4935 0.012 0.000031 -55.0034 -0.012 0.000031 
8 -96.3954 0.012 0.000049 -78.9990 -0.012 0.000049 
9 -89.1039 0.012 0.000056 -102.9997 -0.012 0.000056 
10 -110.9610 0.012 0.000000 16.9991 -0.012 0.000000 
11 -103.6857 0.012 -0.000001 -7.0010 -0.012 -0.000001 
12 -82.2033 0.012 0.000002 16.9993 -0.012 0.000002 
13 -74.9334 0.012 0.000003 -7.0007 -0.012 0.000003 

 
Table 2.2 HiRISE focal plane assembly coordinates (Kirk et al., 2008) 

In the raw image, the row position of each pixel is related to the ephemeris time, 

which then determines the position and orientation of the HiRISE frame. The CCD center 

and the column position are used to calculate the physical position of each pixel in the 

HiRISE frame. Using the sample and line coordinates calculated from the Equation 2.1a 

and 2.1b, the following equations can be used to retrieve the focal plane coordinates. 

ݔ = ଴ݔ + ൬
ݔ݀
൰ݏ݀ ݏ + ൬

ݔ݀
݈݀ ൰ ݈ (2.2a) 

ݕ = ଴ݕ + ൬
ݕ݀
൰ݏ݀ ݏ + ൬

ݕ݀
݈݀ ൰ ݈ (2.2b) 

 



34 

where (ݔ,  ,is the image coordinates in the HiRISE focal plane in millimeter (ݕ

,଴ݔ) ,ݏ݀/ݔ݀  ଴) is the CCD center coordinates, andݕ ,݈݀/ݔ݀ ,ݏ݀/ݕ݀  are Affine ݈݀/ݕ݀

transformation coefficients for converting CCD pixel coordinate to the focal plane 

coordinates.  

Finally, ideal focal plane coordinates (ݔ௣,  ௣) are obtained using the calibratedݕ

radial lens distortion parameters to remove systematic optical distortion.  

ݎ = ଶݔ) + (ଶݕ
ଵ
ଶ (2.3a) 

ݎ݀
ݎ = ݇଴ + ݇ଵ ∙ ଶݎ + ݇ଶ ∙  ସ (2.3b)ݎ

௣ݔ = ݔ − ൬
ݎ݀
ݎ ൰ ∙  (2.3c) ݔ

௣ݕ = ݕ − ൬
ݎ݀
ݎ ൰ ∙  (2.3d) ݕ

 
where r is the distance from the HiRISE principal point to the image coordinates, ݇଴, ݇ଵ 

and ݇ଶ are radial lens distortion parameters (Kirk et al., 2008).  

2.3 Exterior Orientation of HiRISE Imagery 

Exterior orientation parameters, or the positions of the camera perspective center 

and pointing angles at a specific time, are provided in the SPICE kernels. The exterior 

orientation parameters of each image line can be retrieved by interpolating the spacecraft’s 

trajectory and pointing vectors based on the observation time. The observation time of each 

image line is defined as the exposure time of the center of the TDI block, which can be 
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calculated by the starting time (the exposure time of the first line) of the CCD and the line 

rate (the speed of line movement). Since each CCD is operated separately, the starting time 

differs from CCD to CCD. On the other hand, because all CCDs are fixed to the HiRISE 

focal plane, the line rate is same for every CCD. In order to retrieve exterior orientation 

parameters for a specific CCD image, the observation time is plugged into the SPICE 

kernel for interpolation. HiRISE CCDs have different observation time for each line, and 

as a result, different exterior orientation parameters values. However, they will all share the 

same exterior orientation parameters at any one moment in time. This significant 

characteristic makes it possible to uniformly model exterior orientation parameters that can 

be applied to different CCDs. Thus, images simultaneously acquired by multiple CCD 

arrays can be processed together under one rigorous sensor model in the bundle adjustment 

instead of being processed strip by strip separately. 

CCD UTC (second) ET (second) DLINE BIN TDI LINE 
0 2006-11-22T08:35:24.708 217456589.891075 167 1 128 80000 
1 2006-11-22T08:35:24.660 217456589.842522 167 1 128 80000 
2 2006-11-22T08:35:24.712 217456589.895043 167 1 128 80000 
3 2006-11-22T08:35:24.660 217456589.842522 167 1 128 80000 
4 2006-11-22T08:35:24.709 217456589.891747 167 1 128 80000 
5 2006-11-22T08:35:24.660 217456589.842522 167 1 128 80000 
6 2006-11-22T08:35:24.710 217456589.893013 167 1 128 80000 
7 2006-11-22T08:35:24.660 217456589.842522 167 1 128 80000 
8 2006-11-22T08:35:24.708 217456589.891075 167 1 128 80000 
9 2006-11-22T08:35:24.657 217456589.839821 167 1 128 80000 
10 2006-11-22T08:35:24.828 217456590.010384 167 2 128 40000 
11 2006-11-22T08:35:24.776 217456589.959206 167 2 128 40000 
12 2006-11-22T08:35:24.625 217456589.808067 167 2 128 40000 
13 2006-11-22T08:35:24.600 217456589.782570 167 4 32 20000 

 
Table 2.3 Image starting time of HiRISE image PSP_001513_1655 for each CCD 
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Table 2.3 is the example of image starting time from the HiRISE image 

PSP_001513_1655 obtained from Experiment Data Record (EDR) provided by the 

HiRISE Science team. An EDR contains raw image data, observational-related 

engineering data and information about the instrument commanding parameters used to 

acquire the image. Based on the image acquisition time, exterior orientation parameters are 

derived from the SPICE kernels (http://naif.jpl.nasa.gov). 

In SPICE kernel, various types of time systems are used. Coordinated universal 

time (UTC), formerly known as Greenwich Mean Time (GMT), is the basis for the 

worldwide system of civil time. UTC second is defined in terms of an atomic transition of 

the element cesium under specific conditions, and is not directly related to any 

astronomical phenomena. Ephemeris Time (ET), also referred to as Barycentric Dynamical 

Time, is the time standard used to take account of time dilation when calculating orbits of 

planets, asteroids, comets and interplanetary spacecraft in the Solar system. It is expressed 

as a double precision number containing the number of ephemeris seconds past J2000 

(noon on January 1, 2000). Ephemeris second corresponded to 9,192,631,770 cycles of the 

caesium resonance. As can be seen in the arrangement of the HiRISE focal plane assembly 

(Figure 2.3), odd-numbered CCDs are approximately 7 mm forward from even-numbered 

CCDs in the flight direction. To compensate this displacement, odd-numbered CCDs start 

scanning about 0.05 seconds earlier than the CCDs behind them. 

To apply the above strategy, one reference CCD strip must be assigned; this strip 

can be arbitrarily chosen. However, CCD 1, 3, 5 and 7 almost always share the same 

starting time, and CCD 4 and 5 are placed in the middle of the focal plane assembly 
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between CCD 10, 11, 12 and 13. Considering these factors, CCD 5 is the most preferable 

choice as a reference CCD. The remaining CCD strips are registered to the reference strip 

based on the exposure time, which is linearly proportional to the image line (row) index 

and the line rate. The pixel line time is set to match the ground velocity so that charge from 

one image region is sequentially clocked into the next corresponding element in the 

along-track direction. HiRISE uses additional TDI line delay time, specified in HiRISE 

header as DLINE to adjust the line rate. The ephemeris time of each line is also based on 

the number of TDI stage and the binning mode as follows. 

ܴܮ = (74 + (16/ܧܰܫܮܦ ∙ 10ି଺ (2.4a) 

ܧ ଵܶ = ܧ ଴ܶ − ܴܮ ∙ 2/ܫܦܶ) − 0.5) + ܴܮ ∙ 2/ܰܫܤ) − 0.5) (2.4b) 

ܧ ௡ܶ = ܧ ଵܶ + ݊ ∙ ܴܮ ∙  (2.4c) ܰܫܤ

 
where LR is the line rate, DLINE is the additional TDI line delay time. ET0 is the image 

starting time of the first image line, which is actually the last line of the TDI block. Since 

the exposure time is defined as the center of the TDI block, the actual ephemeris time of the 

first image line, ET1, is obtained by subtracting half the period of the TDI block (second 

term in Equation 2.4b) and also by adjusting the binning (third term in Equation 2.4b). ETn 

is the ephemeris time of the nth line. 

Previous research showed that the change in exterior orientation parameters over 

relatively short trajectories can be modeled using polynomials (Yoon and Shan 2005; Li et 

al., 2007, 2008). The spacecraft position is stored in SPICE SPK kernel, and the rotation 

angles are in CK kernel. SPK kernel handles position and velocity of one object relative to 

another in pieces called segments. A segment represents some arc of the full trajectory of 
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an object. The standard CK kernel is generated by onboard synthesis of data from 

gyroscopes and star-tracker cameras in sampling interval of 0.1 seconds, or about 1,000 

image lines. The pointing angles obtained from the CK data have rather coarse resolution 

of 35 µrad (Kirk, et al., 2008). In HiRISE, 1 µrad of rotation angle is equivalent to 

approximately 1 pixel in image space. Overall, the exterior orientation parameters for 

HiRISE are interpolated from trajectory data not sampled frequently enough nor precise. 

Therefore, using polynomial functions to model the exterior orientation parameters, 

instead of the recorded trajectory, would not lead to loss of precision. In practice, 

second-order polynomials can represent most of the movement in terms of the orbiter 

trajectory and the pointing direction. Using higher order polynomial functions would 

increase the ability to model more detailed movement. However, the movement controlled 

by the terms with orders higher than three have such small magnitude that it is almost 

negligible. Therefore, in this research, third-order polynomials are used to model the 

exterior orientation parameters as in Equation 2.5 (Li et al., 2008b). 

ܺ௧
௖ = ܽ଴ + ܽଵݐ + ܽଶݐଶ + ܽଷݐଷ 

௧ܻ
௖ = ܾ଴ + ܾଵݐ + ܾଶݐଶ + ܾଷݐଷ        

ܼ௧
௖ = ܿ଴ + ܿଵݐ + ܿଶݐଶ + ܿଷݐଷ         (2.5) 

߱௧ = ݀଴ + ݀ଵݐ + ݀ଶݐଶ + ݀ଷݐଷ  

߮୲ = ݁଴ + ݁ଵݐ + ݁ଶݐଶ + ݁ଷݐଷ  

୲ߢ = ଴݂ + ଵ݂ݐ + ଶ݂ݐଶ + ଷ݂ݐଷ  

 
where ܺ௧

௖ , ௧ܻ
௖ , ܼ௧

௖   are the coordinates of the perspective centers of the optical system at 

time t in Mars body-fixed frame, ߱௧ , ߮௧ , ௧ߢ  are the pointing angles at time t about the 
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coordinate axes of X, Y, and Z of Mars body-fixed frame, a0, …, f4 are the polynomial 

coefficients, and t is the time-dependent image line index number. 

The differences between the exterior orientation parameters of the original 

telemetry from SPICE kernel and the product of the polynomial function from Equation 

2.5 can be calculated based on the relations in Equation 2.6. 

ܺ௧
௧௘௟ = ܺ௧

ୡ + ௑೟ߥ
೎ 

௧ܻ
௧௘௟ = ௧ܻ

ୡ + ௒೟ߥ
೎   

ܼ௧
௧௘௟ = ܼ௧

ୡ + ௓೟ߥ
೎ (2.6) 

߱௧
௧௘௟ = ߱௧ + ఠ೟ߥ  

߮௧
௧௘௟ = ߮௧  + ఝ೟ߥ  

௧ߢ
௧௘௟ = ௧ߢ + ఑೟ߥ  

 
where ܺ௧

୲ୣ୪, ௧ܻ
௧௘௟ , ܼ௧

୲ୣ୪, ߱௧
௧௘௟ , ߮௧

୲ୣ୪, ௧ߢ
௧௘௟  are the telemetry exterior orientation parameters 

and ߥ௑೟ , ௒೟ߥ , ௓೟ߥ , ఠ೟ߥ , ఝ೟ߥ , ఑೟ߥ   are their respective residuals after polynomial fitting.  

The third order polynomial fitting of exterior orientation parameters were 

conducted for three images. The positional residuals of PSP_001513_1655 image are 

plotted in Figure 2.5. The third order polynomial model can model the trajectory very well 

with the magnitude of the residuals less than 0.1 mm.  
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Figure 2.5 Differences between orbiter position from telemetry exterior orientation 

parameters and calculated position from 3rd-order polynomial fitting for image 

PSP_001513_1655: residuals in (a) X axis, (b) Y axis, (c) Z axis. 
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Figure 2.6 Differences of orientation angles between telemetry exterior orientation 

parameters and 3rd-order polynomial fitting result from images a) PSP_001513_1655, (b) 

PSP_001777_1650, and (c) PSP_007124_1765 (continued) 
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(continued) 

 

 

Figure 2.6 shows the differences of the orientation angles between the telemetry 

data and the 3-rd order polynomial fitting result for three images, PSP_001513_1655, 

PSP_001777_1650 and PSP_007124_1765. The residuals for the image pointing 

parameters in PSP_001513_1655 (Figure 2.6a) are in the magnitude of ±5 µrad. During the 

80000-line interval, the maximum differences can be more than 10 µrad, which is 

equivalent to about 10 pixels in the image space. On the ground, depending on the pixel 

resolution, 10 µrad equals to about 2.5 to 3 m. The similar variation can be found in other 

images as well: Figure 2.6b for PSP_001777_1650, and Figure 2.6c for PSP_007124_1765. 

The residuals of the pointing angles increase in images with more lines. Even for shorter 

images such as PSP_001777_1650 with 40000 image line, the magnitudes are about ±5 
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µrad, which translates to about five pixels in image space. This amount is certainly not 

negligible in high resolution image processing. It indicates that unlike the orbiter position, 

the image pointing parameters are not completely modeled by the polynomials. 

Considering the coarse sampling interval (0.1 second) and poor precision (35 µrad) of the 

initial orientation angles (Kirk et al., 2008), however, the residuals of the third order 

polynomial model are within reasonable range. In other words, the residuals are not 

necessarily a non-polynomial pattern, but rather random sampling errors caused by lack of 

precision. 

These residuals may signify the existence of jitter effect, which was also identified 

in the MOC images, and was also found in HiRISE imagery (Kirk et al., 2007). Jitter is 

high frequency random patterns that cannot be modeled by, for example, polynomials. The 

causes of jitter include spacecraft vibrations associated with solar panels or a particular 

instrument, thermal changes and others. HiRISE stereo observations are usually obtained 

in high-stability mode by temporarily halting the main sources of spacecraft vibration. In 

this case, the effects of unexpected motions are at most 1 to 2 pixels with small oscillations 

of less than 1 pixel in amplitude. However, HiRISE images acquired when other 

instruments was turned on, showed severe image distortions and blur (Kirk et al., 2008). 
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Figure 2.7 Jitter effect shown in PSP_007124_1765. a) Subset of CCD4, b) subset of 

CCD5, c) image mosaic based on the mean offset between CCD4 and CCD5 images 

Figure 2.7 shows the PSP_007124_1765 images, which exhibit noticeable jitter 

effect. Figure 2.7a and 2.7b are CCD4 and CCD5 images, which share about 48 pixels in 

the cross-track direction. Figure 2.7c is the image mosaic of the CCD4 and CCD5. In the 

center, where the boundaries of the two adjacent CCDs are met, there are distinguishable 

discrepancies of the ground features (Mattson et al., 2009). The image mosaic shown in 

Figure 2.7c is an overlay of adjacent CCD images based on the mean offset between them. 

The offset is basically the differences of image coordinates of tie points between adjacent 

CCDs from matched features in the overlap area. 
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Figure 2.8 Illustration of jitter observation 

Not only does the effect of orbital jitter need to be evaluated for topographic 

mapping capability analysis of the HiRISE camera, but also it should be considered in the 

sensor model in order to achieve the highest mapping accuracy. Although the angular 
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resolution and sampling interval in SPICE dataset are not precise or dense enough to fully 

model the jitter movement, the unique design of HiRISE CCD arrangement allows us the 

glimpse of its effect.  As mentioned in Section 2.2, adjacent HiRISE CCDs have about 48 

pixels of overlap in the across-track direction and about 7 mm of offset in the along-track 

direction. Figure 2.8 illustrates how spacecraft jitter can be observed by the inter-CCD 

overlap. 

Figure 2.8a is the footprint of each CCD overlaid on a Martian terrain. Since 

HiRISE is a push-broom scanner, the footprints swipe through the terrain in the direction of 

flight. Due to the relative displacement of CCDs in the focal plane assembly, the footprint 

of RED1 CCD lies ahead of the footprint of RED0 CCD. This creates multiple observation 

of the same object with adjacent CCDs at different times. Figure 2.8b is the footprint at 

time t0, and 2.8c is the footprint at time t0+Δt, when the inter-CCD overlap of adjacent 

CCDs hit the same ground observed at time t0. The typical time interval between RED 

CCDs are about 0.05 seconds, which is equivalent to about 550 lines, depending on line 

rate. In the ideal case, the orbiter would move in constant speed without changing 

orientation angles. Then the image space coordinates of the same objects in the 

overlapping CCDs should maintain constant offset. However, due to the irregular 

movement of the orbiter, the offsets change slightly over time or from line to line.  Figure 

2.9 shows the offsets in sample direction between adjacent CCDs for the three test images, 

PSP_001513_1655 (Figure 2.9a), PSP_001777_1650 (Figure 2.9b) and 

PSP_007124_1765 (Figure 2.9c). Likewise, the offsets in line direction are plotted in 

Figure 2.10. 
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 Figure 2.9 Image pixel offsets in sample direction between overlapping RED CCDs 
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Figure 2.10 Image pixel offsets in line direction between overlapping RED CCDs 
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The offsets between pixel coordinates of overlapping CCDs are a manifestation of 

the random movement of the orientation angles, which is shared by the entire focal plane 

assembly at the same time. Therefore, these offsets are dependent on time or image line in 

linear scanner like HiRISE. Over image lines, both PSP_001513_1655 and 

PSP_001777_1650 demonstrate little variation of offsets. The offsets are almost constant, 

mostly within than 1 pixel from the mean offset and not exceeding 2 pixels in the 

maximum difference. They are good examples of highly stable image acquisition of 

HiRISE. On the other hand, PSP_007124_1765 exhibits a severe jitter effect in the 

magnitude of three to four pixels in the short interval of 10,000 lines, and even reaching 

several pixels over the course of the entire image lines. 

In particular, PSP_007124_1765 image clearly demonstrates how the trends of 

image pixel offset along the image line are similar to each other. For all three cases, the 

standard deviation of the offsets from the average fitted curve was about 0.1 pixels. The 

resemblance of the trend confirms that the offsets are the manifestation of jitter movement, 

which applies same rotation angles to the entire CCD plane as a function of time.  

The HiRISE operations team is working on modeling of the jitter motion and 

implementation of a solution to adjust the rotation angles to produce with minimal 

geometric distortions (Mattson et al., 2009). This processing pipeline, named as HiRISE 

Jitter-Analyzed CK (HiJACK), consists of three steps: interpreting jitter movement in 

terms of camera pointing angles, incorporating the new pointing data with the existing 

pointing angles, and resampling the images. The jitter effect is also present in the the Lunar 

Reconnaissance Orbiter Camera Narrow Angle Camera (LROC-NAC) currently flying 
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onboard the Lunar Reconnaissance Orbiter (LRO). The LRO operation team consisted of 

the University of Arizona, the USGS, and the Ohio State University, which is working on 

characterizing and correcting the spacecraft jitter (Mattson et al., 2010) 

Image Id PSP_001513_1655 PSP_001777_1650 PSP_007124_1765 
Number of Lines 80000 40000 96000 

Rotation Angles 
Polynomial Fitting Residuals 

mean/standard deviation (µrad) 
Roll 0.00/1.36 0.00/1.38 0.00/3.66 
Pitch 0.00/3.10 0.00/1.11 0.00/2.03 
Yaw 0.00/2.99 0.00/1.39 0.00/3.24 

CCD Combination 
Sample Offset 

mean/standard deviation (pixel) 
CCD1 vs. CCD0 -1.88/0.28 -1.91/0.17 -1.75/0.84 
CCD1 vs. CCD2 2.74/0.29 2.78/0.17 2.76/0.89 
CCD3 vs. CCD2 -0.47/0.33 -0.54/0.22 -0.51/0.95 
CCD3 vs. CCD4 -3.28/0.28 -3.38/0.23 -3.36/0.83 
CCD5 vs. CCD4 0.91/0.24 0.91/0.14 0.89/0.90 
CCD5 vs. CCD6 1.38/0.31 1.44/0.19 1.40/0.90 
CCD7 vs. CCD6 2.83/0.30 2.90/0.14 2.79/0.86 
CCD7 vs. CCD8 3.46/0.32 3.31/0.17 3.34/0.81 
CCD9 vs. CCD8 3.56/0.33 3.71/0.36 3.47/0.82 

CCD Combination 
Line Offset 

mean/standard deviation (pixel) 
CCD1 vs. CCD0 5.08/0.18 5.66/0.25 5.76/0.98 
CCD1 vs. CCD2 -9.54/0.24 -9.23/0.24 -9.29/1.00 
CCD3 vs. CCD2 1.22/0.17 0.97/0.23 0.96/1.01 
CCD3 vs. CCD4 -2.59/0.22 -3.25/0.26 -3.26/0.95 
CCD5 vs. CCD4 -0.23/0.23 -1.39/0.20 -1.35/0.94 
CCD5 vs. CCD6 1.58/0.21 0.02/0.21 -0.03/1.02 
CCD7 vs. CCD6 -3.99/0.18 -5.99/0.16 -5.92/1.04 
CCD7 vs. CCD8 6.19/0.14 3.97/0.18 3.95/1.01 
CCD9 vs. CCD8 -8.63/0.19 -11.68/0.34 -11.35/1.03 

 
Table 2.4 Jitter analysis: Polynomial fitting residuals of the spacecraft pointing angles and 

offsets of image coordinates of the overlapping CCDs 

Table 2.4 shows the statistics of the jitter analysis in the three test images, including 

the residuals of rotation angle after 3-rd order polynomial fitting and the distribution of 

such offsets in sample and line directions. Overall, the standard deviations of the rotation 
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angle residuals were similar in all three cases. PSP_001777_1650 had the smallest 

deviation, followed by PSP_001513_1655 and PSP_007124_1765. The magnitudes of 

standard deviations in sample and line offsets are in the same order.  The residuals of both 

polynomial fitting residuals and offsets in PSP_001513_1655 were only slightly more than 

those of PSP_001777_1650, in spite of the number of lines being twice as many. In both 

images, the standard deviations of offsets were less than 0.5 pixels. This indicates the lack 

of significant jitter movement in the PSP_001513_1655 and PSP_001777_1650. The 

offsets in image PSP_007124_1765, a severe case of jitter, showed standard deviation of 

about one pixel, which is almost three times higher than the previous two images.  

The mean offsets are caused by the relative displacement of the adjacent CCDs. 

Since the relative position of the CCDs is fixed on the HiRISE focal plane, they should be 

constant in the ideal situation every image. Overall, they have similar values for all three 

images, especially in sample direction. In the line direction, some of the mean offsets in 

PSP_001513_1655 are about a few pixels different than those of PSP_001777_1650 and 

PSP_007124_1765. This may be caused by differences in the readout time gap between 

CCDs.  

Most HiRISE images for topographic mapping products are acquired in 

high-stability mode. Their jitter effects resemble those of PSP_001513_1655 and 

PSP_001777_1650. This research focuses on such stable images for rigorous 

photogrammetric processing. In this case, it is unlikely to find significant jitter effect 

demonstrated by visible gaps in image mosaic as in Figure 2.7c. 
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In this chapter, the rigorous HiRISE sensor model is presented in detail, including 

interior and exterior orientation parameters. The geometric model serves as a basis for the 

photogrammetric processing of the HiRISE imagery including bundle adjustment and 

generation of high-accuracy topographic products. The jitter movement in the camera 

pointing angle is analyzed in the form of relative displacements between the CCDs, which 

affects the quality of the topographic products. By applying the rigorous sensor model 

described in this chapter, the effect of the disagreement between the CCDs will be reduced 

by the bundle adjustment (Chapter 3). 
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CHAPTER 3 
 
 

PHOTOGRAMMETRIC PROCESSING OF HIRISE 
STEREO IMAGES 

 
 

This chapter describes the photogrammetric processing of HiRISE stereo images 

including image pre-processing, stereo matching and bundle adjustment. The 

photogrammetric process is performed to create orbital image networks, the set of orbital 

imagery connected by tie points and bundle-adjusted exterior orientation parameters. An 

automatic image matching method is implemented to produce tie points from stereo 

images. This method uses a coarse-to-fine hierarchical approach of interest point matching 

and dense grid point matching for topographic products generation. Bundle adjustment, 

based on polynomial function model, was conducted to improve the accuracy of the 

exterior orientation parameters and achieve coherence between stereo images. In addition 

to traditional tie points, inter-CCD tie points between multiple CCDs in a single orbit are 

used to minimize geometric inconsistencies between HiRISE CCDs. To achieve accurate 

geopositioning without ground-control points, HiRISE DTM is matched with MOLA 

MEDGR DTM and PEDR profile after bundle adjustment. Based on the terrain matching 

results, the position of the HiRISE orbital image network is shifted to ensure consistency 

with MOLA, the best global Mars terrain model available.  
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Figure 3.1 Flowchart of the hierarchical stereo matching process 

Figure 3.1 shows the overall process of the hierarchical stereo matching. The 

process starts with the raw dataset (EDR). The pre-processing of the raw images involves 

radiometric correction, image pyramid construction, and interest point generation. HiRISE 

stereo matching consists of multiple levels of hierarchical matching: interest point 

matching from low to high resolution images and grid point matching from coarse to dense 

grid. After dense grid matching, topographic mapping products are generated.  
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3.1 Image Pre-Processing and Interest Point Generation 

Raw HiRISE images contain systematic noise such as offset in the image data 

numbers, dark current and column-to-column gain variations (Becker et al., 2007). In 

HiRISE EDR data sets, the image acquired by each CCD strip (14 in total) is stored as two 

sub-image strips, each of which is 1024 pixels wide. Brightness values of the two 

sub-image strips may be inconsistent. The data can be compressed from 14 to 8 bits using 

piecewise linear mapping via look-up tables (LUTs). Since the mapping used for HiRISE 

data compression is overall linear, the 8-bit EDR dataset can be directly used for further 

image processing. The pre-processing of raw image begins with adjusting brightness 

values of sub-image strips and then combining them together into one seamless image with 

a 2,048-pixel wide swath. Then radiometric enhancement is conducted to improve the 

contrast of the images using a linear stretch method (Richards and Jia, 2006). There are 

also inconsistencies in the signal strength between the across-track CCD arrays, which 

create dark currents or strip noises at particular columns. Such systematic noise is also 

removed in the pre-processing stage.  
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Figure 3.2 Result of image pre-processing (a) Excerpt of raw sub-image strips; 

PSP_001414_1780_RED5_0.img (left) and PSP_001414_1780_RED5_1.img (right), 

(b) combined image, (c) image after noise removal 
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Figure 3.2 is an example of HiRISE raw image pre-processing. Figure 3.2a shows 

two sub-image strips that are stored as separate image files but in fact, scanned from the 

same CCD array. The brightness level of the left strip is lower than that of the right one. 

Figure 3.2b is the merged image of the two strips after brightness adjustment is conducted. 

In this step, the contrast of the image is also enhanced. The final part of the radiometric 

enhancement is removal of the strip noises. First, the mean brightness values of each 

column are calculated. Since strip noises are results from the different sensitivity of CCD 

pixels, their locations are consistent throughout images. Once the locations of strip noises 

are confirmed, the brightness values of outlier columns are adjusted to the brightness level 

of the neighboring pixels. Figure 3.2c is the noise-free image after radiometric 

enhancement. 

After pre-processing, a five-level image pyramid is constructed for further image 

processing and matching. Starting with the original image, each subsequent level of the 

image pyramid is created by sub-sampling the previous level image and smoothed by a 

Gaussian filter (Adelson et al., 1984). Figure 3.3 shows a close-up of a five-level image 

pyramid generated from PSP_001414_1780 data. In this hierarchical image processing, 

level 5 represents the original image with 2,048-pixel wide swath. Level 4 has half the size 

of level 5 image, and its swath is 1,024 pixels. Level 3 is half the size of level 4 and 1/4th of 

the original image, and so on. In this way, the size of level 1 image is 1/16th of level 5, and 

the swath is 128 pixels. Lower level images have coarser resolution and details are lost due 

to smoothing.  
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Figure 3.3 Excerpt of image pyramid from PSP_001414_1780 (a) level 1, (b) level 2, (c) 

level 3, (d) level 4, and (e) level 5 

For stereo image matching, interest points are generated by Förstner operator 

(Förstner, 1986) at every scale of the image pyramid. The corner detector proposed by 

Förstner uses first-order derivatives and determines corners as local maxima of 

݃′ =
௚ೣ

మ௚೤
మି௚ೣ೤

మ

௚ೣమା௚೤మ  (3.1) 

 
where ݃′ is the first-order derivative, and ݃௫, ݃௬, and ݃௫௬ denote gradient images,.  
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Figure 3.4 Interest points generated from PSP_001777_1650 image pyramid at five levels 

(a) level 1, (b) level 2, (c) level 3, (d) level 4, and (e) level 5 
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Förstner operator generates a series of feature points by identifying distinctive 

variations of pixel brightness values. The detected feature points, or interest points, reflect 

the shape of the terrain in the images. Interest points are typically found around shadow, 

where significant change of brightness values occurs. These points are related to the shape 

of terrain or objects such as ridges and rocks. However, there are cases where image 

intensity changes regardless of the existence of terrain features. For example, a dust devil 

(a strong whirlwind) leaves a dark trails on barren terrain.  

Figure 3.4 demonstrates the interest points generated at the five different levels of 

the image pyramid. Images at lower levels have fewer interest points. Since the Gaussian 

filter is a low-band pass, high frequency details are lost at lower levels and fluctuations at 

low frequency are preserved. The prevalence of low frequency information at lower level 

images is particularly useful in our hierarchical approach. Interest points of the lower level 

image have more distinguished features than those of the higher level image. Therefore, by 

starting the image matching process from low level to high level, more distinctive features 

are matched before features containing high-frequency details. 

3.2 Image Matching and Tie Point Generation 

To generate high quality topographic products, tie points need to be identified from 

stereo images as much as possible with best accuracy. In this research, an automatic 

coarse-to-fine hierarchical stereo matching process is developed to generate and match tie 

points from raw stereo HiRISE images.  
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In stereo image matching, cross-correlation coefficients are calculated between a 

template window and candidate windows in the search area to determine the matching 

window. Cross-correlation is a standard method to measure similarity of two series. For 

two series ܨ(݅) and ܩ(݅), the cross-correlation ݎ can be defined as 

ݎ =
∑ (݅)ܨ)] − (݅)ܩ)(തܨ − ௡[(ܩ̅

௜ୀଵ

ට∑ (݅)ܨ) − ത)ଶ௡ܨ
௜ୀଵ ∙ ට∑ (݅)ܩ) − ଶ௡(ܩ̅

௜ୀଵ
 (3.2) 

where ݅ = 1, 2, … ,  .are the means of the corresponding seriesܩ̅ ത andܨ ,݊

When the correlation coefficient of the matching window exceeds a threshold value, 

the interest point and the center pixel of the matching window are selected as a matched 

point. The parameters to determine which matching pair is acceptable can be customized at 

each level. Among the parameters, the size of template window, search area and the 

threshold for the correlation coefficient have significant influence on the image matching 

result (Gallatsatos, 2008). The window size for matching templates is 11 pixels by 11 

pixels for the level 1 of the image pyramid, 13 pixels by 13 pixels for the level 2 and 15 

pixels by 15 pixels for the rest of the interest point matching and grid point matching. At 

the first level, search area is the largest as 11 pixels by 11 pixels centered on the estimated 

location of the conjugate point. As the hierarchical matching proceeds, the search area is 

decreased accordingly. For level 5 interest point matching and grid point matching, a 

3-pixel square search area is enough because hierarchical matching provides a good 

estimation. Cross-correlation threshold for the interest point matching from level 1 through 



62 

4 is set to 0.8, and is lowered to 0.6 for the level 5 through level 8. Selection of optimal 

values for these matching parameters is discussed in chapter 5. 

Matching interest points of stereo images is first conducted on the lowest resolution. 

The matched points are then transferred to the next level (of higher resolution) where 

additional interest points are matched. This process repeats itself until it reaches up to level 

5, the scale of the original images. At each scale level, the search area for conjugate points 

in stereo image is confined based on the parallax information from the previous level. As 

more interest points are generated and matched from lower to higher levels, better 

knowledge about the parallax information becomes available for search range reduction 

and quality control of the tie points.  

At a subsequent level, points from the previous level are matched again to achieve 

higher matching precision. A TIN (Triangulated Irregular Network) surface of parallaxes is 

generated from these matched points using the Delaunay triangulation (Figure 3.5). This 

TIN is used to estimate the correspondence of additional interest points.  
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Figure 3.5 Interpolation of x-parallax using TIN surface 

For stereo tie points p (x, y) and p’ (x’, y’), parallax px and py are defined as: 

,ݔ)௫݌ (ݕ = ᇱݔ −  (3.3a) ݔ

,ݔ)௬݌ (ݕ = ᇱݕ −  (3.3b)  ݕ

 
where (ݔ, ,ᇱݔ) is the coordinates of the left image and (ݕ  ᇱ) is the conjugate coordinatesݕ

of the right image. If a point ܺ(ݔ,  is inside of a Delaunay triangle formed by points (ݕ

A(ݔଵ, ,(ଵݕ B(ݔଶ, ,(ଵଶݕ C(ݔଷ,  ଷ), the x-parallax is interpolated based on the TIN surfaceݕ

formed by A′൫ݔଵ, ,ଵݕ ,௫భ൯݌ B′൫ݔଶ, ,ଶݕ ,௫మ൯݌ C′൫ݔଷ, ,ଷݕ ௫భ݌ ,௫య൯. Here݌  is ݌୶(ݔଵ, (ଵݕ ௫మ݌ ,  is 

,ଶݔ)୶݌ ௫య݌ ଶ), andݕ  is ݌୶(ݔଷ,  is interpolated as the (୶݌)ܺ ଷ). The x-parallax of pointݕ

z-coordinate of point ܺ′, which is the intersection between the 3-D plane A′B′C′ and the 

line ܺܺ′ parallel to z-axis. Parallax in ݕ direction (݌୶) can be calculated using the same 
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strategy, only using y-parallax as z-coordinates. Finally, the estimated tie point coordinate 

,ᇱݔ)  :ᇱ) is defined asݕ

ᇱݔ = ݔ + ௫݌   (3.3c) 

ᇱݕ = ݕ +  ௬ (3.3d)݌

 
If a point is outside of Delaunay triangles, parallaxes of the nearest points are used 

for estimation of tie point coordinate. 

There are many algorithms for checking if a point is inside a triangle. The simpler 

and faster algorithm is as follows: 

ܽ =
ݔ)] − ଶݕ)(ଵݔ − (ଵݕ − ݕ) − ଶݔ)(ଵݕ − [(ଵݔ

ଷݔ)] − ଶݕ)(ଵݔ − (ଵݕ − ଷݕ) − ଶݔ)(ଵݕ −  [(ଵݔ

ܾ =
ݔ)] − (ଵݔ − ଷݔ) − [ܽ(ଵݔ

ଶݔ) − (ଵݔ  

ܽ)݂ܫ + ܾ ≤ 1) ܽ݊݀ ܽ ≥ 0 ܽ݊݀ ܾ ≥ 0,  
,ݔ) ݐ݊݅݋݌ ℎ݁ݐ ℎ݁݊ݐ  ݈݁݃݊ܽ݅ݎݐ ℎ݁ݐ ݁݀݅ݏ݊݅ ݏ݅(ݕ

Else, then the point is outside of the triangle 
  
 

However, this algorithm does not work if the denominator of any of the terms is 

zero. The more comprehensive version is free from the zero-denominator problem but it is 

also time-consuming.  

The parallax surfaces are formed in image space. The HiRISE image is composed 

of multiple CCDs, which form separate image spaces. To improve matching performance 

for points located around the boundary of each CCD, the HiRISE imaging geometry is 

fully utilized to model points in adjacent CCDs. To make continuous TIN surfaces of 
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parallax, image spaces are stitched together based on the average shift from inter-CCD tie 

points between overlapping CCDs (Chapter 2).  

Automatic blunder detection is performed at each level by eliminating outliers 

based on the elevation of each point compared to that of the neighboring area. Around 

every matched point, a 3-D plane is constructed based on 3-D coordinates of the matched 

points in its local area. Then the standard deviation of the elevation differences from the 

fitted plane, σ, is calculated. If the elevation difference between the matched point and the 

3D plane is less than 2σ, it is accepted as the tie point. If the difference exceeds 2σ, the 

corresponding point is eliminated. More details about blunder detection are also provided 

in Chapter 5. 

After matching the interest points at level 5, the highest resolution, the interest 

points are subsequently used to support a further matching process for generating a grid 

with 50-pixel grid spacing (level 6 in Figure 3.1), and then 10-pixel grid spacing (level 7). 

To produce a DTM of 1 m ground grid spacing, a 2-pixel grid is consequently defined and 

points are matched (level 8). To create a sub-meter level DTM, dense matching is 

performed for every pixel in the images. 

3.3 DTM Generation 

Given a stereo pair of HiRISE images, 3-D ground coordinates can be calculated from tie 

points on the stereo images through space intersection based on the collinearity equations. 

Collinearity equations are based on the fundamental geometric condition that a light ray 
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passes through the perspective center, the ground point in object space, and its 

corresponding image point (Wolf and Dewitt, 2000). Elements of rotation matrix ࡾ  , 

(ܽଵଵ, ⋯ , ܽଷଷ), are formed by the sensor pointing angles (Equation 3.4).  

ࡾ = ൥
ܽଵଵ ܽଵଶ ܽଵଷ
ܽଶଵ ܽଶଶ ܽଶଷ
ܽଷଵ ܽଷଶ ܽଷଷ

൩ = ൥
૚ࡾ
૛ࡾ
૜ࡾ

൩ 
(3.4) 

 
According to collinearity condition, for focal length of the sensor ݂,  object space 

coordinates of the object ࡼ(ܺ, ܻ, ܼ) and object space coordinates of the perspective 

center ࢉࡼ(ܺୡ , ܻୡ , ܼୡ ), image space coordinates (ݔ,  can be determined by projecting (ݕ

the object onto the focal plane (Equation 3.5a). By dividing first and second row by third 

row in Equation 3.4b, image space coordinates ݔ and ݕ are obtained (Equation 3.5b, 3.5c). 

Equation 3.5b and 3.5c can be rewritten by substituting the camera focal point ࢉࡼ  to 

(ܺୡ , ܻୡ , ܼୡ ), and ࡼ to 3D ground coordinates (ܺ, ܻ, ܼ), and the rotation matrix ࡾ for 

its elements (a11, …, a33) formed by the camera pointing angle. 

൥
ݔ
ݕ

−݂
൩ = ࡼ)ࡾ − (ࢉࡼ = ቎

ࡼ)૚ࡾ − (ࢉࡼ
ࡼ)૛ࡾ − (ࢉࡼ
ࡼ)૜ࡾ − (ࢉࡼ

቏ 
(3.5a) 

ݔ = −݂
ࡼ)૚ࡾ − (ࢉࡼ
ࡼ)૜ࡾ −  (ࢉࡼ

(3.5b) 

   = −݂
ܽଵଵ(ܺ − ܺ௖) + ܽଵଶ(ܻ − ܻ௖) + ܽଵଷ(ܼ − ܼ௖)
ܽଷଵ(ܺ − ܺ௖) + ܽଷଶ(ܻ − ܻ௖) + ܽଷଷ(ܼ − ܼ௖) 

ݕ = −݂
ࡼ)૛ࡾ − (ࢉࡼ
ࡼ)૜ࡾ −  (3.5c) (ࢉࡼ
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    = −݂
ܽଶଵ(ܺ − ܺ௖) + ܽଶଶ(ܻ − ܻ௖) + ܽଶଷ(ܼ − ܼ௖)
ܽଷଵ(ܺ − ܺ௖) + ܽଷଶ(ܻ − ܻ௖) + ܽଷଷ(ܼ − ܼ௖) 

 
Space intersection from stereo vision is also called forward projection. In 

photogrammetry, there are two types of solution for space intersection. One is simpler 

solution using linear least squares, and the other one is iterative method using nonlinear 

least squares. For each image point (ݔ,  there are two observation equations. In a stereo ,(ݕ

image pair, two image points generate four equations. To obtain a direct solution of 3-D 

ground coordinates ࡼ, the following equation can be formed. Here, a pair of tie points are 

,ଵݔ) ,ଶݔ) ଵ)  andݕ  ଶ) from stereo images with focal length ଵ݂ and ଶ݂, camera focal pointݕ

 .′′ࡾ ᇱ andࡾ and the rotation matrix ,"ࢉࡼ and ′ࢉࡼ

൤ࡾ૜ݔ + ૚ࡾ݂
ݕ૜ࡾ + ૛ࡾ݂

൨ ࡼ = ൤(ࡾ૜ݔ + ࢉࡼ(૚ࡾ݂

ݕ૜ࡾ) +  ൨ (3.6a)ࢉࡼ(૛ࡾ݂

⎣
⎢
⎢
⎡ ଵݔ′૜ࡾ + ଵ݂ࡾ૚′

ଵݔ′૜ࡾ + ଵ݂ࡾ૛′
ଶݔ"૜ࡾ + ଶ݂ࡾ૚"
ଷݔ"૜ࡾ + ଶ݂ࡾ૛"⎦

⎥
⎥
⎤

ࡼ =

⎣
⎢
⎢
⎡ ଵݔ′૜ࡾ) + ଵ݂ࡾ૚′)ࢉࡼ′

ଵݔ′૜ࡾ) + ଵ݂ࡾ૛′)ࢉࡼ′
ଶݔ"૜ࡾ) + ଶ݂ࡾ૚")ࢉࡼ"
ଷݔ"૜ࡾ) + ଶ݂ࡾ૛")ࢉࡼ"⎦

⎥
⎥
⎤

   ⟺ ࡼ࡮   =  ࡸ

(3.6b) 

ࡼ =  (3.6c) ࡸࢀ࡮૚ି(࡮ࢀ࡮)

 
The linear least squares solution can be used to estimate initial values for the further 

nonlinear least squares method. The nonlinear least squares method is based on partial 

linearization of error equations. The 3-D ground coordinates are updated iteratively until 

no change can be made. 

௫ߥ = −ܽଵଵΔܺ − ܽଵଶΔܻ − ܽଵଷΔܼ − ݈௫  (3.7a) 
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௬ߥ = −ܽଶଵΔܺ − ܽଶଶΔܻ − ܽଶଷΔܼ − ݈௬ (3.7b) 

ቂ
௫ߥ
௬ߥ

ቃ = ቂ
−ܽଵଵ −ܽଵଶ −ܽଵଷ
−ܽଶଵ −ܽଶଶ −ܽଶଷ

ቃ ൥
ΔX
ΔY
ΔZ

൩ − ൤
݈௫
݈௬

൨ = ࢄ࡭ −  (3.7c) ࡸ

ࢄ =  (3.7d) ࡸࡼࢀ࡭૚ି(࡭ࡼࢀ࡭)

 
where ܽ௜௝ (݅ = 1,2,3;  ݆ = 1,2,3) are ratation matrix coefficients,  ߥ௫ , ௬ߥ  are residuals and 

݈௫ , ݈௬ are observed image coordinates. 

3.4 Bundle Adjustment of HiRISE Stereo Images 

The purpose of the bundle adjustment is the removal of geometric inconsistencies 

between measurements from the stereo images. In bundle adjustment, the exterior 

orientation parameters are modified according to the observation equations based on the 

initial exterior orientation parameters and the tie points. Since no ground control points are 

available on Mars, additional DTM data is used as control information to achieve absolute 

positioning of the orbital tracks.  

As stated in the previous chapter, the exterior orientation parameters of HiRISE can 

be modeled as time-dependent polynomial functions (Equation 2.5). Since HiRISE CCDs 

are fixed on the single focal plane assembly, they share the satellite trajectory and 

orientation angle at the same moment. Therefore, a single polynomial model can applied to 

all the CCDs in the HiRISE frame using acquisition time as variables. In this way, bundle 

adjustment can be accomplished by adjusting only one set of polynomial coefficients.  
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The unknowns, such as exterior orientation parameters and object point coordinates, 

are updated iteratively by solving observation equations. In the bundle adjustment of 

HiRISE stereo images, there are two types of observations. The first type is the observed 

exterior orientation of each image line based on recorded telemetry data from satellite 

tracking. The second type is the measured image coordinates of tie points on stereo images. 

For each image line, there are observed parameters of exterior orientation. Instead of using 

every image line for observation equations, only selected of image lines are used in the 

bundle adjustment to improve computational efficiency. Since the exterior orientation 

parameters are already modeled as polynomial functions, using several equally spaced 

lines provides enough information to control the relative variance throughout lines. For an 

image orientation line, the observation equations are: 

෠ܺ௧
௖ = ܺ௧

௖଴ + ௑೟ߥ̂
೎ = ܺ௧

௖ + ݀ܺ௧
௖  

෠ܻ௧
௖ = ௧ܻ

௖଴ + ௒೟ߥ̂
೎ = ௧ܻ

௖ + ݀ ௧ܻ
௖   

መܼ௧
௖ = ܼ௧

௖଴ + ௓೟ߥ̂
೎ = ܼ௧

௖ + ܼ݀௧
௖     (3.8) 

ෝ߱୲ = ߱௧
଴ + ఠ೟ߥ̂ = ߱୲ + ݀߱୲   

ො߮୲ = ߮௧
଴ + ఝ೟ߥ̂ = ߮୲ + ݀߮୲ 

୲ߢ̂ = ௧ߢ
଴ + ఑೟ߥ̂ = ୲ߢ +  ୲ߢ݀

 
where ෠ܺ௧

௖ , ෠ܻ௧
௖ , መܼ௧

௖ , ෝ߱௧ , ො߮௧ , ௧ߢ̂  are the unknown exterior orientation parameters at time 

t, ܺ௧
ୡ଴, ௧ܻ

ୡ଴, ܼ௧
ୡ଴, ߱௧

଴, ߮௧
଴, ௧ߢ

଴ are the observed exterior orientation parameters at time t, 

௑೟ߥ̂
೎ , ௒೟ߥ̂

೎ , ௓೟ߥ̂
೎ , ఠ೟ߥ̂ , ఝ೟ߥ̂ , ఑೟ߥ̂   are the residuals of the exterior orientation parameters at time 
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t, ܺ௧
௖ , ௧ܻ

ୡ, ܼ௧
ୡ, ߱௧ , ߮௧ , ௧ߢ   are the approximation of the exterior orientation parameters 

at time t, ݀ܺ௧
௖   ݀ ௧ܻ

ୡ, ܼ݀௧
ୡ, ݀߱௧ , ݀߮௧ , ௧ߢ݀  are the correction to the approximation. 

The adjustment of exterior orientation parameters are conducted by updating the 

polynomial coefficients in Equation 2.5; the observed exterior orientation parameters are 

derived from the polynomial fitting of the initial telemetry data (Equation 2.6). In bundle 

adjustment, the approximated polynomial coefficients are iteratively replaced by the newly 

updated ones (Li et al., 2002; 2008a; 2008b). 

݀ܺ௧
௖ = 1 ∙ dܽ଴ + ݐ ∙ dܽଵ + ଶݐ ∙ dܽଶ + ଷݐ ∙ dܽଷ 

݀ ௧ܻ
௖ = 1 ∙ dܾ଴ + ݐ ∙ dܾଵ + ଶݐ ∙ dܾଶ + ଷݐ ∙ dܾଷ 

ܼ݀௧
௖ = 1 ∙ dܿ଴ + ݐ ∙ dܿଵ + ଶݐ ∙ dܿଶ + ଷݐ ∙ dܿଷ (3.9) 

݀ω୲ = 1 ∙ d݀଴ + ݐ ∙ d݀ଵ + ଶݐ ∙ d݀ଶ + ଷݐ ∙ d݀ଷ 

݀φ୲ = 1 ∙ d݁଴ + ݐ ∙ d݁ଵ + ଶݐ ∙ d݁ଶ + ଷݐ ∙ d݁ଷ 

݀κ୲ = 1 ∙ d ଴݂ + ݐ ∙ d ଵ݂ + ଶݐ ∙ d ଶ݂ + ଷݐ ∙ d ଷ݂ 

 
where (ܽ଴ , ⋯ , ଷ݂ ) are approximated polynomial coefficients for the exterior orientation 

parameters. 

The second type of observation equations are provided by image tie points. On the 

stereo images, coordinates of corresponding tie points are measured. From the measured 

row (line) coordinates of the tie points, time index can be obtained to derive exterior 

orientation parameters from the polynomial functions (Equation 2.5). Using the calibrated 

interior orientation and the polynomial model of exterior orientation, a rigorous geometric 
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model is established to connect an image coordinates to the corresponding object 

coordinates via the collinearity equations.  

The ground coordinates of these image tie points are then calculated by space 

intersection. The observation equations are obtained by plugging in the measured image 

coordinates, approximate ground coordinates of the tie points and the exterior orientation 

parameters into the linearized form of the collinearity equations. 

 

Figure 3.6 Traditional tie points and inter-CCD tie points 
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Tie points are selected from the matched interest points and checked for even 

distribution. There are two categories of tie points used in the HiRISE bundle adjustment: 

traditional tie points and inter-CCD tie points (Figure 3.6). Traditional tie points consist of 

two corresponding matched points from stereo images. Inter-CCD tie points are traditional 

tie points plus additional image coordinates of the same object from another CCD of the 

same image. Since Inter-CCD tie points connect adjacent CCDs in a single HiRISE orbit, 

this particular measurement can eliminate the internal disagreement between the CCDs. 

Since HiRISE CCDs are arranged with a certain interval in the along-track direction, 

inter-CCD tie points are obtained at different times with each other. In Figure 3.6, one tie 

point on the orbit A is acquired at time t1, while another tie point of the same object is 

captured on different CCD at time t2. In fact, the inter-CCD tie points reflect the change of 

the orientation between the time t1 and t2. As discussed earlier, jitter movement is 

high-frequency variation of the rotation angles, causing the relative position of image 

coordinates between overlapping CCDs. Hence, the elimination of the disagreement 

between overlapping CCDs can contribute to the removal of jitter effect. 

3.5 Incorporation of MOLA Control Network 

In practice, the HiRISE DTM generated by using only telemetry data may disagree 

with the MOLA control network by hundreds of meters. After resolving disagreement 

between stereo images by bundle adjustment, the MOLA DTM and profile are used as 

elevation control information for approximation of the absolute positioning. Since there is 

no ground control point available on Mars, it is not feasible to directly connect image 
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points with ground points. In this research, the terrain generated by HiRISE stereo was 

compared and matched to the MOLA DTM before using MOLA points as vertical control. 

This correlation-based matching technique treats DTMs as images and matches DTMs 

according to image correlation. Details on the terrain matching are provided in Chapter 4.  

 

Figure 3.7 MOLA MEGDR DTM 

The most detailed MOLA DTM product for a non-polar region is MEGDR with 

resolution of 128 pixels per degree, which is equivalent to about 463 meters of grid size in 

equirectangular projection (Figure 3.7). On average, the horizontal accuracy of a MEGDR 

product is expected to be about 200 m and the vertical accuracy is on the order of 10 m 

(Gwinner, 2009). The purpose of the terrain matching is to obtain approximated absolute 

position before further adjustment, based on the actual observation of the terrain elevation 
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from the MOLA PEDR points. Since the horizontal resolution of the MOLA DTM is 

significantly lower than that of HiRISE imagery (25 cm/pixel), the grid size for the terrain 

matching is set as 100 m. A MEGDR product is resampled into 100-m grid by bilinear 

interpolation. HiRISE DTM (Figure 3.8) with the same grid size is generated by Kriging 

interpolation using 10-pixel grid points.  

 

Figure 3.8 MOLA PEDR point data and DTM at the Spirit landing site used for HiRISE 

vertical control (Left) MOLA MEGDR DTM (463 m/pixel), (right) resampled MOLA 

DTM (100 m/pixel) 
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The approximate shift in the object space coordinates is obtained based on the 

terrain matching between the HiRISE DTM and the MOLA DTM. As can be seen from 

Figure 3.8, there are areas where the MEGDR DTM is interpolated due to limited coverage 

of MOLA tracks, especially the Columbia Hills. Therefore, the 3-D coordinates of MOLA 

PEDR points are matched afterward to conduct more accurate absolute positioning. The 

DTM-based terrain matching is conducted to obtain to approximate horizontal position and 

to limit the amount of horizontal shift during the point-based terrain matching. In the 

example above, the MOLA PEDR points are about 300 m apart from each other. In the 

terrain match, the position of HiRISE DTM is adjusted up to a few kilometers. In the 

MOLA point vertical control, the adjustment of horizontal position is confined to 500 m, 

given that the resolution of MEGDR DTM is 463 m.  

Then the trajectories of both stereo orbits are shifted to make the HiRISE DTM 

consistent to the MOLA DTM. Although there may exist rotations between HiRISE DTM 

and MOLA DTM, the rotation is assumed to be negligible in this research. For the test area 

(Chapter 6), the horizontal shift was about 400 m. These shifted satellite positions are used 

as the initial approximation for further bundle adjustment. For object space coordinates  

መܼ௞ = ܼ௞
଴ + ௓ೖߥ̂

= ܼ௞ + ܼ݀௞  (3.10) 

 
where መܼ௞  is the unknown elevation of the observed object point ݇, ܼ௞

଴ is the observed 

elevation interpolated from the MOLA DTM, ̂ߥ௓ೖ
 is the unknown residual to the 

observation, ܼ௞  is the estimated object elevation, and ܼ݀௞  is the correction to the 

estimation. This type is in fact pseudo observation because the interpolated elevation is not 
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direct measurement. To incorporate elevation control in the bundle adjustment, the object 

coordinates of each observed point are first calculated by the space intersection. Based on 

the planar coordinate in the object space, the observed elevation ௝ܼ
଴ is generated from the 

four neighboring grid points on the MOLA DTM by bilinear interpolation. Since the 

coordinates of object points are updated at each iteration of the bundle adjustment, the 

pseudo observation should also be recalculated.  

In this research, the MOLA control network is incorporated for absolute 

positioning in the two types of terrain matching using MEGDR DTM and PEDR points. 

The bundle adjustment for HiRISE stereo images is conducted separately. However, there 

have been efforts for bundle adjustment based on MOLA data. Shan et al. (2005) registered 

a MOLA profile to stereo MOC images based on an iterative update of exterior orientation 

using the collinearity equation. However, it is also revealed that there is a nearly constant 

uncertainty of one MOLA ground spacing distance (about 325 m) along the flight direction 

in MOC and MOLA registration. After the update of exterior orientation, an uncertainty of 

180.8 m in horizontal distance and 30.8 m in elevation difference is also estimated. This 

amount of uncertainty in registration of MOLA points on the orbital imagery is 

significantly higher than the known uncertainty of HiRISE exterior orientation parameters 

to be used as accurate control points. The positional precision of MRO is about 1 to 5 m, 

and the known precision of the pointing data is 0.035 mRad and systematic errors are 

considered to be no greater than 0.3 mRad (Kirk et al., 2008). Therefore, the HiRISE 

exterior orientation is fine-tuned by conducting a separate bundle adjustment using the 
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stereo tie points. Since MOLA laser points cannot be identified in the images accurately, it 

is not practical to use them as normal ground control points in a bundle adjustment.  

In the effort to the bundle adjustment of HRSC based on MOLA control network, 

Spiegel (2007) and Schmidt et al. (2008) proposed simultaneous adjustment of HRSC 

interior and exterior orientation based on MOLA DTM as control information. The 

accuracy of the MEX spacecraft exterior orientation is assumed to be about 1,000 m for 

position and about 25 mdeg for rotation angles. The resolution of HRSC imagery is 12 m to 

15 m, which is much bigger than the resolution of HiRISE imegery (about 30 cm). In their 

adjustment system, the MEX trajectory is assumed to be affected by systematic shifts and 

drifts. Shift is constant offset of trajectory from the true satellite position and drift is time 

derivative of Doppler shift (Katayama et al., 1992). Drift is linearly proportional to the 

variable and, in this case, time. To compensate these effects in the bundle adjustment, 

additional observation equations for shift and drift are introduced as 

෠ܺ௧
௖ = ܺ௧

௖଴ + ෠ܺ଴
௖ + ෠ܺଵ

௖ ∙ ݐ + ௑೟ߥ̂
೎ 

෠ܻ௧
௖ = ௧ܻ

௖଴ + ෠ܻ଴
௖ + ෠ܻଵ

௖ ∙ ݐ + ௒೟ߥ̂
೎ (3.11) 

መܼ௧
௖ = ܼ௧

௖଴ + መܼ଴
௖ + መܼଵ

௖ ∙ ݐ + ௓೟ߥ̂
೎ 

 
where ෠ܺ଴

௖ ,  ෠ܻ଴
௖ , መܼ଴

௖   are unknown shift, ෠ܺଵ
௖ ,  ෠ܻଵ

௖ , መܼଵ
௖ are unknown drift. 

Although the simultaneous adjustment approach (Spiegel, 2007; Schmidt et al., 

2008) showed improvement in height differences between the HRSC object points and the 

MOLA DTM, the differences were still up to 80 m. Compared to HRSC, HiRISE imagery 

has higher resolution and better accuracies in exterior/interior orientation parameters. 
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Moreover, the known accuracy of MOLA DTM is 200 m in planimetry and 10 m in height 

(Spiegel, 2007). Therefore, the simultaneous adjustment approach based on the MOLA 

DTM is also an impractical choice for HiRISE bundle adjustment. 

3.6 Orthophoto Generation 

Using the DTM and the adjusted exterior orientation parameters, an orthophoto can 

be generated by ortho-rectifying the original HiRISE image. To ortho-rectify the original 

images, each grid of the DTM with 3-D ground coordinates is back projected onto the 

HiRISE image using the collinearity equation. The physical coordinates of back projection 

are transformed to row and column position using the calibrated interior orientation 

parameters. Since HiRISE is a push-broom sensor, the physical coordinate of the 

along-track direction is fixed. The image row that provides the physical coordinate of the 

along-track direction closest to the calibration is selected. Then, the corresponding column 

position is derived by converting the physical coordinate of the across-track direction into 

image pixel position. Once the corresponding image pixel for the DTM grid is identified, 

the pixel brightness value of the same grid on the orthophoto is calculated from the 

neighboring pixels using bilinear interpolation. Consequently, the orthophoto is defined on 

the same grid as the DTM. 

The orthophoto generation, with a naive implementation strategy, is an inefficient 

procedure, since all image rows of all CCDs have to be searched to fill one grid on the 

DTM. To speed up the procedure, a recursive binary search algorithm is performed. The 

exterior orientation parameters are already sorted, either increasing or decreasing in one 
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direction, at least for the image acquisition period. Instead of starting from the first row of 

a strip, the search begins at the middle of the strip. By comparing the back projected 

physical coordinate with the calibrated position, a decision is made about which part of the 

strip will be searched. The next row to be examined is either in the middle of the upper strip 

or the lower strip. This recursive procedure is repeated until the optimal row position is 

identified. To further accelerate the search algorithm, neighborhood search strategy is 

applied. Since the row positions of the neighboring DTM grids are similar to each other, 

the DTM grid close to the one with already identified image coordinates needs search for 

only a small neighborhood of the known row position. Once the row position of the first 

DTM grid is recursively searched for each CCD strip, the image coordinates of the rest of 

the grids can be identified very efficiently by the neighborhood search.  
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CHAPTER 4 
 
 

ORBITAL AND GROUND DATA INTEGRATION 
 
 

This chapter describes a new approach developed in this research for integration of 

orbital and ground image networks. It consists of terrain matching, rock extraction, and 

rock pattern matching. Orbital image networks are created using the rigorous sensor model 

(Chapter 2), photogrammetric processing of HiRISE imagery and bundle adjustment 

(Chapter 3). Ground image networks are constructed as a result of the MER rover 

localization process based on incremental bundle adjustment. Orbital and ground image 

networks are constructed separately.  

The goal of this research is to link the two image networks within sub-meter level 

accuracy. The challenges toward integration of orbital and ground image networks are 

inconsistencies in position, viewing angle and image resolution. Although efforts are made 

to achieve absolute positioning for both networks, there are still inconsistencies between 

them caused by several factors. The lack of ground control information on the Martian 

surface hinders absolute positioning of orbital image networks. The MOLA vertical 

control network has a horizontal resolution of 463 m. Its accuracy (200 m in horizontal 

direction, 10 m in vertical direction) is far from the sub-meter level (Gwinner, 2009). 

Ground image networks are constructed based on combination of localization methods 
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such as dead reckoning, visual odometry and bundle adjustment. However, slippage causes 

dead reckoning error, and visual odometry is limited due to heavy computational load. 

Photogrammetric incremental bundle adjustment provides correction to such errors and 

establishes ground image networks. However, automatic cross-site tie point selection 

cannot succeed when not enough common ground features are identifiable between rover 

images taken from different locations. Poor coverage of overlapping area and lack of 

ground features are the main causes (Wang, 2008). As one of the ways to overcome such 

positional uncertainty, terrain matching is performed to obtain approximate position of the 

ground image network relative to the orbital image network based on the similarity 

between ground DTM and orbital DTM. Terrain matching is a necessary step to confine the 

search space for further rock pattern matching. Since broader search space can result in 

higher possibility for false match in rock distribution patterns, terrain matching also 

functions as measure of quality control. 

Integration of the orbital and ground image networks is based on identification of 

rocks, which are commonly visible ground features from HiRISE images as well as MER 

Navcam images. Due to the differences in viewing angle and image resolution, individual 

rocks are not identifiable. Hence, the matching of rocks from orbital and ground imagery 

relies on the similarity of rock distribution pattern. After matching the distribution patterns 

of orbital and ground rocks, common rocks are identified from both images networks. 

Using the rock pattern matching result, the ground image networks are registered to orbital 

image networks and the position of the rover is adjusted.  
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4.1 Terrain Matching 

In a rover mission, identification of rover positions in orbital images is crucial 

element for operation as well as for planning. From finding the safest route to locating the 

target, the information needed for rover navigation is provided by orbital orthophotos and 

DTMs especially when ground data is not available. HiRISE orbital images do the level of 

resolution high enough to distinguish the shapes of rocks seen from the ground. No orbital 

images have similar view direction as ground images. Hence, instead of indentifying 

common rocks individually, the distribution pattern is used for matching orbital and 

ground rocks. Even if the initial position of the rover is determined from the extensive 

manual process, rover track is susceptible to accumulative error from slippage and 

incremental bundle adjustment. Moreover, due to lack of ground control, the scale of 

orbital mapping products may differ from that of ground maps. In the long run, these 

factors lead to a significant discrepancy between orbital and ground image networks. 

According to the statistical analysis of Sprit rover traverse conducted by OSU Mapping 

and GIS Lab, the maximum difference between HiRISE orthophoto and bundle-adjusted 

rover track (with the total length of the rover traverse of 6 km by sol 1899) was about 90 

meters (Li et al., to be submitted). After applying 2-D affine transformation to the rover 

track, the maximum difference to the manually identified rover position on orbital and 

ground image networks was reduced to 9 meters.  

If the rover position from ground image network is 20 meters away from the actual 

rover position on the HiRISE orthophoto, rock distribution pattern matching with a search 

range of 15 meters would not provide right answer. However, broadening the search area 
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for rock matching would increase chances of mismatches because the distribution pattern 

alone cannot distinguish individual rocks. To enhance efficiency and reduce risk of errors 

in rock matching, 3-D terrain matching is conducted to obtain approximate rover position 

on the orbital maps. In this research, terrain matching based on the terrain signatures, 

elevation and slope.  

The 3-D terrain matching method treats ground DTM as a moving window on top 

of orbital DTM and searches at which position their difference is minimized. To compare 

only the relative variations in elevation, the mean elevation is removed from each DTM. 

The variance between DTMs represents the difference of the overall shape of the terrain.  

ா௟௘௩ݒ݋ܥ =
∑ ∑ ൛൫ݒ݈݁ܧ௢(ݔ, (ݕ − ௢തതതതതതത൯ݒ݈݁ܧ − ൫ݒ݈݁ܧ௚(ݔ, (ݕ − ௚തതതതതതത൯ൟଶݒ݈݁ܧ

௬௫

݊௫ ∙ ݊௬
 (4.1) 

 
where ݒ݋ܥா௟௘௩  is the covariance of the orbital and ground DTM, (ݔ,  are the (ݕ

ground coordinates, ݒ݈݁ܧ௢(ݔ, ,ݔ) is the elevation of the ground point (ݕ  from HiRISE (ݕ

DTM, ݒ݈݁ܧ௚(ݔ, ,ݔ) is the elevation of the ground point (ݕ  is ݔ݊ ,from the rover DTM (ݕ

the number of grid points in the ݔ direction and ݊௬ is the number of grid points in the ݕ 

direction.  

,ݔ)݁݌݋݈ܵ ,ݔ) slope for grid point ,(ݕ  is calculated from the DTM grid as follows (ݕ

,ݔ)௫݁݌݋݈ܵ (ݕ =
ݔ)ݒ݈݁ܧ + ∆݀, (ݕ − ݔ)ݒ݈݁ܧ − ∆݀, (ݕ

2 ∙ ∆݀
 (4.2a) 
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,ݔ)௬݁݌݋݈ܵ (ݕ =
,ݔ)ݒ݈݁ܧ ݕ + ∆݀) − ,ݔ)ݒ݈݁ܧ ݕ − ∆݀)

2 ∙ ∆݀
 (4.2b) 

,ݔ)݁݌݋݈ܵ (ݕ = ට݈ܵ݁݌݋௫
ଶ + ௬݁݌݋݈ܵ

ଶ (4.2c) 

where ݈ܵ݁݌݋௫ is the slope of DTM in ݔ direction, ݈ܵ݁݌݋௬ is the slope of DTM in ݕ 

direction, ∆݀ is the interval of the slope calculation. 

Incorporating slope helps to match distinctive features such as ridges and hills, 

showing abrupt changes in elevation. The variance of slope is obtained in the same manner 

as that of DTMs, except for using absolute values:  

ௌ௟௢௣௘ݒ݋ܥ =
∑ ∑ ൛݈ܵ݁݌݋௢(ݔ, (ݕ − ,ݔ)௚݁݌݋݈ܵ ൟଶ(ݕ

௬௫

݊௫ ∙ ݊௬
 (4.3) 

 
where ݒ݋ܥௌ௟௢௣௘  is the variance of the orbital and ground Slope, ݈ܵ݁݌݋௢(ݔ,  is the (ݕ

slope of the ground point (ݔ, ,ݔ)௚݁݌݋݈ܵ ,from HiRISE DTM (ݕ  is the slope of the (ݕ

ground point (ݔ,  .from the rover DTM (ݕ
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Figure 4.1 3-D view a) ground DTM from rover images taken on sol 1349 and orbital DTM 

of Home Plate (red rectangle is identified coverage of ground DTM), b) orbital orthophoto 

of Home Plate, c) ground DTM overlayed on orbital DTM before terrain match, and d) 

ground DTM overlayed on orbital DTM after terrain match  (continued) 
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(continued) 

 

The logic behind terrain matching is the similarity between orbital and ground 

DTM would be highest at the rover’s actual position. In this research, the best fit of ground 

DTM to the orbital DTM is found where the weighted sum of DTM and slope variance, ܧ, 
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has the minimum value. The weight parameters, ݓୈ୘୑ and ݓୗ୪୭୮ୣ, are decided based on 

the range of each type of covariance. In empirical tests, the range of  ݒ݋ܥௌ௟௢௣௘  (unit: meter) 

as about twice of ݒ݋ܥ஽்ெ (unit: degree). Accordingly, the weight parametesr 

ୗ୪୭୮ୣݓ ୈ୘୑ andݓ  were set to 2 and 1, respectively. 

ܧ = ୈ୘୑ݓ ∙ ஽்ெݒ݋ܥ + ୗ୪୭୮ୣݓ ∙  ௌ௟௢௣௘ݒ݋ܥ
(4.4) 

According to the terrain matching result, a further rock matching process is 

conducted at the new position of the rover where the variance of the terrain is at the 

minimum. Figure 4.1 shows the terrain matching example using rover images on sol 1349. 

Figure 4.1a is the ground DTM generated from photogrammetric processing of Navcam 

images. In this example, the extent of ground DTM is about 50 m by 50 m. To compare 

orbital DTM with 1 m resolution and sub-meter resolution ground DTM, they are 

resampled into 0.3 m grid DTMs. The area covered by ground DTM is the southern part of 

Home Plate (Figure 4.1b). However, using the separately constructed orbital and ground 

image networks, the difference between the rover position from telemetry data and the 

manually identified rover position on the orbital orthophoto was 90 m (Figure 4.1c). 

Telemetry data refers to downlinked data from the rover including position and orientation 

information derived from on board observations of wheel odometry, IMU and Sun-finding 

images (Li et al., 2008c). The rover telemetry data is available at NASA’s Planetary Data 

Systems (http://pds.jpl.nasa.gov/). The search area is set to 100 m squared region centered 

on the rover telemetry position. After terrain matching, this difference decreased 
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significantly, to 0.22 m (Figure 4.1d). This method can potentially be used for rover 

localization. 

Considering that the resolutions of the DTMs are different, it is neither possible nor 

necessary to find the exact position. The objective of terrain matching is to obtain a 

reasonable estimation so that the search area can be reduced for the rock distribution 

pattern matching (Hwangbo et al., 2008; Li et al., 2007b). However, if the terrain has little 

variation, as in a flat region, the matching result could be erroneous. In that case, use of 

terrain matching results as estimation should be limited. 

4.2 Rock Extraction 

In this section, a rock extraction method using ground and orbital imagery will be 

provided in detail. To distinguish the image source, rocks detected from rover images are 

referred to as ‘ground rocks’, whereas rocks extracted from orbital images are called 

‘orbital rocks’.  

4.2.1 Ground Rock Extraction 

Rocks are one of the major features found in rover imagery of the Martian terrain. 

Gor et al. (2001) used image intensity information to identify small rocks and range 

information to detect large rocks from Mars rover images. Thompson et al. (2005) 

developed a rock detection method based on segmentation, feature detection, and 

classification using texture, color, shape, shading and stereo data from the Zoë rover. Li et 
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al. (2007) proposed new methods of rock modeling from multiple rover sites for 

autonomous cross-site tie point selection. The strategy was to identify rock peaks and 

model the surface points as hemispheroid, semi-ellipsoid, cone or tetrahedron. Rocks 

extracted from cross-site Navcam images then were matched based on the distribution 

pattern and model parameters (Wang, 2008).  

In orbital-ground data integration, the purpose for rock extraction is to identify 

rocks that are visible from both orbital and ground imagery. Since rocks ultimately serve as 

tie points between orbital and ground image networks, the size of the rocks is an important 

factor to consider. As the resolution of HiRISE images is about 30 cm, rocks with 

diameters less than the orbital pixel resolution have little possibility of being detected from 

orbit. On the other hand, if a rock is too large, it would not be precise enough to be used as 

a tie point between orbital and ground image networks. Therefore, rocks to be matched 

from both orbital and ground images would occupy at least one pixel in the orbital image 

up to a few pixels.  

Typically, rocks are identifiable from orbit because of abrupt changes in image 

intensities, which make them distinctive from the terrain. It is caused by the shadow of the 

rocks as well as the albedo of the rocks, which is lower than the terrain.  If a rock blends in 

with its background, there is no way that the rock could be detected from the orbital image. 

Accordingly, rock extraction in orbital-ground integration should incorporate image 

intensity as well. Although there is much research of rock extraction, their methodologies 

vary significantly depending on the type of image source and the purpose of rock detection. 

For example, HiRISE and MER images are used in this paper to identify common features 
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to link orbital and ground image networks. The objective of rock extraction from MER 

images in Li et al. (2007b) is automatic cross-site tie point generation between ground 

imagery. Although both approaches use MER images and implement dense image 

matching to generate 3-D ground coordinates, the similarity ends there. Li et al. (2007b) 

select pixels that belong to ground rocks solely based on the 3-D ground coordinates. 

However, in this research, the foundation of ground rocks extraction is the image intensity, 

or darkness of the pixel. The most significant difference is usage of geometric model as 

rock matching criteria, which is the crucial part in Li et al. (2007b), but not applicable this 

research. Due to the discrepancy between orbital and ground images, in terms of viewing 

angle and resolution, the size and shape of the detected rocks in one type of imagery were 

not related to the geometric parameters of the rocks in the other type of imagery. Since the 

methodology of ground rock extraction in this research is unique from other research and 

has not been presented thoroughly in publication, detailed description will be provided in 

this section. Figure 4.2 shows the ground rock extraction process.  

From the 3-D point cloud generated by Navcam intra-stereo matching, points that 

are too close or too far are eliminated. Navcam was originally designed with the intention 

of imaging the middle range (3~25 m). Points beyond that range have lower positional 

accuracy. A rock is composed of a continuous surface and a peak that is higher than the 

terrain surface. Therefore a distinction between the terrain and the rock comes from 

differences in elevation. To find rock peaks, local peaks with maximum elevation from 

candidates within a close range (1 m) are identified. The height of a point is defined as the 

elevation subtracted by that of the lowest point within 1 m. To be considered as a rock peak, 

the height of local peaks should exceed 22 cm.  
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Candidate rock points (CRPs) are points close (within 1 m) to these local peaks. 

CRPs could include points that belong to the terrain as well as rocks. To eliminate terrain 

points from CRPs, statistics of image intensity are calculated. Points with image intensity 

less than a certain threshold are accepted as CRPs.  

 

Figure 4.2 Conceptual flowchart of the ground rock extraction process. 
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Segmentation of CRPs is performed based on proximity in image space. Since local 

peaks are selected within a range of 1 m, smaller rocks within that range are separated in 

this step. Each segmented group of CRPs is now called a rock points group (RPG). If the 

number of CRPs in the RPG is less than ten, it is likely to be very small rock or partial 

shadow, so these smaller RPGs are eliminated. 

Each RPG is modeled as a rock based on height and width. Height is defined as the 

elevation difference between highest CRP and lowest CRP. Width is the distance between 

leftmost CRP and rightmost CRP in the image space. The reason for using image space is 

that object space coordinates behind the visible side of the rock surface are less accurate. 

To select ground rocks that can be matched to rocks extracted from orbital imagery, size 

and shape constraints are applied.  The RPGs are selected as ground rocks if the height is 

over 15 cm, the width is between 18 cm and 1 m, and the ratio of height to width is greater 

than 1/3.  

Figures 4.3 through 4.7 show an example of ground rock extraction from a Navcam 

image at sol 1349. The original Navcam image is shown in Figure 4.3a. After intra-stereo 

matching using Navcam images, the 3-D coordinate of the matched points are obtained. 

Based on the position of the rover, the distance between the rover and the rocks are 

calculated. Among these 3-D points, only those within a range of 3 to 25 m from the rover 

were selected (Figure 4.3b). The colored pixels represent all the matched image points 

within the selected range. This step prevents potential errors in rock extraction by 

eliminating rocks that are too close or far away. In case of close rocks, which can be seen 

on the bottom of the image, it is difficult to distinguish the top of the rock from the terrain. 



93 

The difficulty is caused by the fact that the top part of the rock reflects more light than the 

side or the bottom, making the image intensity to be similar to that of the terrain. In the case 

of rocks that are far away, there are simply not enough 3-D coordinates to identify them as 

rocks. 

Based on the 3-D coordinates, local peaks within the 1-m range became candidate 

rock points (Figure 4.3c). The height of a point is defined as the elevation difference 

between the point and the lowest point within its 1 m range. The local peaks shown here are 

the highest points within the range. Bigger rocks in the center show higher lock peak points. 

Figure 4.3-D shows the points that are below the local peak points within a 1 m range. 

According to the definition of peak points, all the points surrounding the local peaks in that 

range are lower than the peak. The combination of the local peak points and the 

surrounding points form candidate rock points.  

Figure 4.4a shows candidate rock points with lower image intensity than a 

threshold. As can be seen from the original image, rocks are distinguished by the darker 

brightness values. Due to the angles toward the sun, the side of rocks faces less sunlight 

than the ground. By applying the constraint, the remaining candidate rock points begin to 

correspond to actual rocks in the scene.  
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Figure 4.3 a) A Navcam image at sol 1349, b) step 1: 3-D coordinates of matched points 

between 3 m to 25 m distance from the rover  (color indicates distance), c) step 2: local 

peak points, c) step 3: CRPs below local peak points (color indicates height in c) and d)) 
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To identify and model rocks from the candidate rock points, segmentation is 

performed based on the connection between the points in the image space (Figure 4.4b). 

Each segment forms RPG, distinguished by the colors in the figure. There are many 

smaller segments that belong to rocks but could not be seen from the orbital images 

because of their size. Since the highest resolution of HiRISE imagery is about 30 cm, rocks 

that are smaller than that size would not be visible.  

 

Figure 4.4 Rock extraction result from sol 1349 a) step 4: CRPs with dark image intensity 

(color indicates height), b) step 5: RPGs from dark CRPs (color indicates individual RPG)  

To extract ground rocks that could also be seen from the orbit, RPGs composed of 

less than 10 points are eliminated (Figure 4.5a). By applying this constraint, only rock 

point groups that have enough points to model the shapes are selected.  
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Figure 4.5 Rock extraction result from sol 1349 a) step 6: RPGs with no less than 10 CRPs 

(color indicates individual RPG), b) step 7: ground rocks satisfying width and height 

constraints (color indicates width of the rock) 

The RPGs, after step 6 elimination, are rocks that can be extracted from ground 

images. However, not all ground rocks can be visible from orbital imagery. The best 

resolution of HiRISE images that covers the Spirit rover traverse is about 26.3 cm. Given 

the orbital image resolution ranging from 25 cm to 30 cm, a certain size constraint is 

applied to select rocks that are likely to be detected from orbit as well. The RPGs are 

selected as ground rocks if the height is over 15 cm, the width is between 18 cm and 1 m, 

and the ratio of height to width is greater than 1/3. The height means the distance between 

the highest and lowest point of a RPG. The width is defined as the biggest distance in the 



97 

horizontal direction between all the points within the RPG. The visibility of rocks from 

orbital imagery is dependent on the shadow, which makes them discernable from the 

terrain. If a rock is flat, its possibility to be seen from the orbit is decreased. Therefore, 

RPGs with the ratio of height to width bigger than one third are selected as a rock. These 

constraints are selected based on manual comparison between rover images and HiRISE 

images. At the final step, RPGs that satisfy the size and shape constraints are selected as 

ground rocks. Figures 4.5b shows many small-sized rocks in the close range being 

eliminated.  

 

Figure 4.6 Width and height of the RPGs: step 6 results (blue circle) and selected ground 

rocks at step 7 (red diamond) 

Figure 4.6 displays the height and width of the RPGs and final extracted ground 

rock. The very high resolution of ground imagery enabled extraction of even very small 

rocks. Out of total 73 RPGs, about 70 % have width less than 30 cm. After eliminating 75 % 

of the 73 RPGs, 19 of them are accepted as ground rocks.  
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Figure 4.7 Rock extraction results from sol 1349 panoramic Navcam images: the final 

selected ground rocks circled on the ground image 

Figure 4.7 shows the ground rocks extracted from the sol 1349 ground image. From 

all the Navcam panoramic images, a total of 55 ground rocks area detected. The automatic 

rock extraction result is consistent with what the human operator selects as rocks. The 

proposed rock extraction process worked well on the MER Navcam image, judging by the 

fact that within the target range (3 m ~ 25 m), all the ground rocks were identified as 

ground rocks. Sol 1349 Spirit rover site has favorable condition; rocks are mostly 

good-sized and not too close to each other, and their darker tone stands out from the bright 

surrounding. However, the proposed algorithm can be used to extract ground rocks from 

other MER images as well.  
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Figure 4.8 Rock extraction results from sol 703 panoramic Navcam images: the final 

selected ground rocks circled on the ground image 

Figure 4.8 is another ground rock extraction example from sol 703 images. This is a 

more challenging site than the sol 1349 example, because there are numerous small rocks 

clustered to each other all over the area. All of the extracted rocks in this example are 

manually identified as ground rocks. Although plenty of rocks were not left out from the 

selection of ‘ground rocks’, they were eliminated based on the size and shape constraints to 

increase matching success with rocks that are extracted from the orbital images. 
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4.2.2 Orbital Rock Extraction 

In orbital imagery, rocks are distinguished from the terrain mainly based on pixel 

brightness. Since the illumination of the Martian terrain can change based on illumination 

(sun angles), geology and topography, locally dark pixels are identified by comparing pixel 

brightness values with those of the neighborhood average. The following procedures were 

used to extract orbital rocks. Here, an orbital image I contains the pixel values of the 

HiRISE image after radiometric processing (Chapter 3). 

 
1. Average pixel brightness Iavg is calculated by convoluting the average filter M with 

the orbital image I, so that Iavg= M * I. M is a 9 by 9 matrix with every element is 

1/81.  

 
2. To obtain relative brightness of image pixels, local brightness of a pixel is 

calculated by subtracting the average pixel brightness value from the image 

intensity of the pixel. The local brightness Ilocal is equal to (I - Iavg). 

 
3. If the subtracted value of Ilocal for a pixel (i, j) is less than threshold1, the pixel 

belongs to the DarkPixel set:  

 
DarkPixel = {(i, j)|Ilocal (i, j) < threshold1}. (4.5a) 

 
4. However, not all dark pixels are considered as rocks. Rock candidates should meet 

a certain criterion as a group of rock pixels. For that reason, the elements of the 
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DarkPixel are then grouped based on proximity, forming connected components 

CC such that:  

 
CCk = {(ic, jc)|(ic, jc) ∈ DarkPixel,  

ic΄ – 1≤ ic ≤ ic΄+1 and jc΄ – 1≤ jc ≤ jc΄+1 for (ic΄, jc΄) ∈ CCk} (4.5b) 

 
5. If a CC contains at least one pixel whose Ilocal value is less than a threshold2, it 

becomes a dark connected component (DarkCC). Reasons for not using a single 

threshold value for extracting rock pixels are twofold: 1) using a less strict 

threshold1 in the first place eliminates disconnection CCs from dark pixels that 

actually belong to the same rock, and 2) by applying a stricter threshold2 in a later 

step, a CC with a very dark pixel is distinguished as a rock: 

 
DarkCCk = {(id, jd)|(id, jd) ∈ CCk, ∃ Ilocal (id, jd) < threshold2} . (4.5c) 

 
6. The size and shape of a DarkCC are important factors to determining if it can be 

used as a tie point. For each DarkCC, major and minor axes are defined. Major axis 

Vmajor is the vector of longest distance in the DarkCC. Minor axis Vminor is 

orthogonal vector to the major axis. For positional accuracy, the maximum width of 

a DarkCC should not exceed 8 pixels in image space, even when considering the 

shadow. The ratio of the length of the minor axis to that of the major axis should be 

larger than 0.3. Using Equation 4.4d, those DarkCC meeting the criteria are 

selected as orbital rocks (OrbRock). 

 
OrbRockk = {(i, j)|(i, j) ∈ DarkCCk, (i′, j′) ∈ DarkCCk,  
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V = (i′- i ′, j′- j), |Vmajor|≥ |V|, Vminor  Vmajor , |Vmajor| ≤ 8,  

|Vminor| / |Vmajor| > 0.3 } (4.5d) 

 
The proposed orbital rock extraction method was implemented using an orbital 

HiRISE image (PSP_001777_1650). The area shown in Figure 4.9 is the south part of 

Home Plate, particularly where the Spirit rover was at sol 1349. Figure 4.9a is the orbital 

image I after radiometric processing. By applying 9 by 9 average filter, the local average 

pixel brightness Iavg is obtained (Figure 4.9b). The size of average filter affects the orbital 

rock extraction outcome. In this research, the filter size is selected based on test results. For 

the study area, the number of extracted rocks is 22756 for 7 by 7 filter, 27111 for 9 by 9 

filter, and 29678 for 11 by 11 filter. Although increased size of filter produced more rocks, 

many of them were also falsely identified as rocks because it made the local brightness 

more sensitive. Based on both the quantity and the quality of the rock extraction, 9 by 9 

average filter is selected for orbital rock extraction.  

The local brightness Ilocal, which is equal subtraction of average brightness Iavg from 

the orbital image I is shown in Figure 4.10a. In this way, the relatively dark pixels can be 

identified, even when the image intensity of the background is already low. Based on the 

local brightness Ilocal, DarkPixel sets are obtained by a threshold. Every pixel with Ilocal less 

than threshold1 is regarded as DarkPixel. In Figure 4.10b, orange and red pixels belong to 

the DarkPixel sets, which are relatively dark pixels in the neighborhood. Ilocal values of 

orange pixels are less than threshold1, -12, and red pixels are less than threshold2, -15. 

DarkPixel sets are segmented into connected components (CC) based on their proximity. 

However, only if a CC contains no red pixel with Ilocal value less than reshold2, it is selected 
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as a dark connected component, DarkCC. The reason to incorporate two threshold values is 

to obtain precise configuration of orbital rocks. The pixel brightness values of orbital rocks 

consist of prominent darker ones and less dark ones surrounding them. If only threshold2 is 

used for finding DarkPixel, the relatively bright part of the rocks would be lost. On the 

other hand, using only threshold1 would generate too many false orbital rocks that are 

actually part of shadow. 

Figure 4.11a shows the DarkCC segmentation results after eliminating CCs based 

on the existence of Ilocal pixel value less than threshold2. Then, the shape and size 

constraints are applied to DarkCC in terms of the length of major and minor axis. DarkCCs 

that satisfy those constraints are accepted as orbital rocks that are to be matched with 

ground rocks. 

 

Figure 4.9 HiRISE image of the south part of Home Plate: a) the orbital image I, b) the 

average pixel brightness Iavg  
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Figure 4.10 a) Local brightness Ilocal, b) the DarkPixel (red and orange pixels) overlaid on 

the orbital image 

 

Figure 4.11 a) Dark connected component (DarkCC) with at least one pixel with Ilocal value 

less than threshold2 (color indicates different DarkCC), b) Orbital rocks (OrbRock) after 

applying size and shape constraints. (Boxes represent examples in Figure 4.12) 
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Eight pixels in image space is equivalent to about 4 m in object space. The size 

constraint on the major axis is applied to eliminate shadows cast from hills and ridges from 

rocks. Since the extracted orbital rocks will be used as tie points, relatively bigger rocks are 

excluded for the precision. Figure 4.12 displays the example of DarkCCs with their major 

axis length and the ratio of the minor axis to the major axis. The examples on the left and 

middle, the big shadow from small dune is eliminated. Even if these pixels belong to a rock, 

their size makes it difficult to precisely identify the position of orbital rocks from its 

shadow. Relatively bigger rocks with the major axis more than eight pixels are also 

eliminated. In the example on the right, the eliminated DarkCC does not have the typical 

circular shape of rocks. In experience, it is likely to be either dark ground or shadow on the 

ridges.  

 

Figure 4.12 Eliminated DarkCC (red) and accepted OrbRock (black). Label indicates the 

length of major axis and the ratio of minor axis to major axis. (The extent of each example 

is displayed in Figure 4.11b) 

In conclusion, the orbital rocks that can be used as tie points to the ground imagery 

are identified as connected components of locally dark pixels with at least one prominent 
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darker pixel, small size and relatively round shape. From the test area using 

PSP_001777_1650 CCD2 image (Figure 4.13), out of 27,297 DarkCCs are generated and 

25,963 of them are selected as OrbRocks. The graph in Figure 4.13 shows how the size and 

shape constraints were affecting the final orbital rock selection. Given that only 5 % of 

DarkCCs were eliminated, the main component of orbital rock extraction is the image 

intensity.  

  

Figure 4.13 Test area of orbital rock extraction (left), Distribution major and minor axis 

lengths of the DarkCC (blue) and the accepted orbital rocks (red)  

The focus of the orbital rock extraction method proposed in this research is 

obtaining as many orbital rocks as possible, rather than eliminating falsely detected ones. 

In the ground images, it is possible to determine the size and shape of rocks precisely. 
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However, the current level of resolution (30 cm per pixel) of HiRISE imagery is not 

enough for the sizes of the extracted orbital rocks to be representation of the size of rocks 

identified from the ground images. For example, it is common that two or three small rocks 

with less than 10 cm in diameter are identified as orbital rocks because of their proximity to 

each other. Therefore, matching orbital and ground rocks requires an additional method for 

identifying the correspondence between the two types of rocks.  

4.3 Rock Pattern Matching 

Once orbital and ground rocks are obtained and terrain matching is completed, rock 

pattern matching is conducted (Figure 4.13). At this point, it is assumed that the rover 

position obtained from the rover localization is no more than a certain range from the true 

location. Since there is no direct connection in size and shape between orbital and ground 

rocks, only the distribution pattern will determine their correspondence. If the search range 

for the rock pattern matching is too big, the possibility of matching wrong rocks increases. 

Therefore, it is important to keep the search range to the minimum. The range is set to 15 m 

in this research based on the accuracy of the rover localization, which is conducted 

cumulatively along the rover traverse by applying combination of technologies such as 

dead reckoning, incremental bundle adjustment, terrain matching and orbital/ground rock 

pattern matching. Even if one technology fails to provide accurate position, there are still 

other methods to complement the localization. For example, slippage of the wheels makes 

the reading of odometer inaccurate, which can be adjusted by bundle adjustment of ground 

imagery using cross-site rock matching. If there is not enough common coverage between 
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the rover images from different positions, the photogrammetric method cannot be used for 

rover localization. However, if the terrain covered by ground images shows distinctive 

shape such as craters, hills or ridges, terrain matching can precisely locate the rover 

position on the orbital images. If the rover covers only a level terrain with little variation in 

elevation, the terrain match should not be used for further adjustment of the rover position. 

However, considering that bundle adjustment successfully corrected the position errors 

with an accuracy of 0.5% over a 6 km traverse for Spirit rover (Li et al., 2006), frequent 

updates of rover position on the orbital images could keep the relative positional 

displacement within, at most, a couple of meters. Still, this small distance could determine 

success or failure of rover navigation in space mission. That is why there always have been 

considerable manual efforts to identify ground features in rover images on the orbital 

topographic products for precise rover localization.  

The automatic orbital/ground rock matching starts from configuration of orbital 

and ground rock pairs within the 15 m range. These pairs are used to determine the 

translation vectors of the true rover position. Since MER rovers routinely validate their 

attitudes by finding the sun, the rotation angles of rover images are found to be accurate 

(Cheng et al., 2005; Li et al., 2007). Therefore, the object-space coordinates generated 

from rover images and orbital images are assumed to be consistent with each other. Using 

each vector between the orbital/ground rock pairs, the positions of all the ground rocks are 

shifted. For each case, the shifted ground rocks are then again paired with orbital rocks if 

they are within 0.5 m from each other. After comparing the number of orbital/ground rock 

pairs, the translation vector that produces the most rock pairs is chosen. Based on these sets 

of matched rock pairs, 2-D affine transformation is performed to complete rover 
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localization. If there are multiple vectors with the maximum number of orbital/ground 

pairs, the case with minimum residuals in position between matched rock pairs is chosen. 

Finally, the rover position is adjusted by applying the 2-D affine transformation to the 

ground image coordinates. Figure 4.14 summarizes the proposed rock pattern matching 

procedures.  
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Figure 4.14 Flow chart of orbital/ground rock pattern matching procedure 
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Figure 4.15 Ground rock distributions after terrain matching 

Figures 4.15 to 4.17 illustrate how the proposed orbital/ground rock pattern 

matching works, using the test rover site at sol 1349. In Figure 4.15, the rover position and 

the ground rocks are overlaid on HiRISE orthophoto based on dead reckoning, incremental 

bundle adjustment and terrain matching results. As described in the previous section, a 

total of 55 ground rocks are extracted from sol 1349 Navcam panoramas. The presence of 

hills and ridges at this site means terrain matching would provide a relatively accurate 

estimate of the rover position within a couple of meters of residual. Nonetheless, the 

abundance of both orbital and ground rocks in this area causes challenges for a human 
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operator to figure out their correspondence. The automatic rock pattern matching provides 

solution for this commonly encountered situation. Using the 15 m search radius, possible 

translation vectors are calculated based on hundreds of combinations of orbital/ground 

rock pairs. After applying each translation vector to the ground rocks, the orbital/ground 

rock pairs that are within 0.5 m are counted.  

 

 
Figure 4.16 Distribution of ground rocks according to the three cases of translation with the 

most matched orbital/ground rock pairs 
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Figure 4.17 Rover localization result after translation and Affine transformation based on 

orbital/ground rock pattern matching 

Figure 4.16 shows the distribution of ground rocks after applying three cases of 

translation vectors that yielded the highest number of orbital/ground rock pairs. The 

translation #1 produced 13 matched rocks, while the other two were with 12 matches. 

According to the rock pattern matching strategy, the translation with the most rock pairs is 

selected. If there are multiple translation vectors with the most number of matches, the 
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average distance between the rock pairs are calculated so that the one with the minimum 

displacement is chosen.  

After the applying the selected translation to the ground rocks, 2-D Affine 

transformation is also performed to minimize the residuals between the matched 

orbital/ground rock pairs. Figure 4.17 shows the positions of the ground rocks and the 

rover after the translation and Affine transformation. The adjustment of rover position is 

3.78 m to the northwest direction.  

The test results of the proposed orbital/ground rock matching method using other 

rover sites will be presented in Chapter 6. The correspondence between the matched 

ground and orbital rocks is verified from manual identification. The adjusted rover position 

is consistent with the rover position provided by the MER operation team after 

labor-intensive procedures. The RMS error of the position of the matched rocks was 

consistently less than 0.5 m.  

Using the proposed method, the rock matching results tested for seven rover sites 

were successful. However, some guidelines need to be addressed to ensure the quality of 

the rock matching results for rover localization. There should be a sufficient number of 

orbital/ground rocks to begin with. In this research, the rock matching is conducted only if 

the total number of ground rocks is over ten. Also, the distribution of rocks should have a 

distinctive pattern. It is possible that the selected translation only applies to rocks in a 

partial area. In such a case, pattern matching may not yield the correct position. Therefore, 

as a guideline, the distribution of the matched rocks should also be checked.  
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CHAPTER 5 
 
 

PARAMETER SELECTION FOR HiRISE STEREO 
MATCHING 

 
 

In processing large volume of high-resolution stereo imagery, automation is crucial 

for generating DTMs and orthophotos economically. The most time consuming and 

computationally expensive part of orbital data processing is stereo image matching for 

digital terrain extraction. It involves a variety of parameters, the choice of which can 

significantly affect the quality of topographic products. Regarding quality of topographic 

products, there are many aspects to consider: positional accuracy, coverage of matched 

points and resemblance to the actual terrain. In stereo image matching, no unique set of 

parameters is optimal because the matching results can vary depending on the input data. 

This chapter describes parameters selected for high-resolution DTM processing using the 

HiRISE stereo imagery. The matching parameters such as search window, correlation 

coefficient threshold and matching window size are discussed. Also, the blunder detection 

technique, based on 3-D planar fitting, is introduced for eliminating the errors in stereo 

matching. To assess the performances of the intermediate results in the hierarchical 

matching process, accuracy and density of tie points at each matching level are analyzed. 

In this dissertation, tie points refer to conjugate points that belong to same objects in stereo 
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image pair. Tie points are obtained as the result of stereo matching process. The DTM 

product generated from the automatic stereo matching procedure is compared to the 

manual matched check points. For the analysis, the automatic stereo matching procedures 

described in Chapter 3 were performed using a stereo pair of HiRISE images that cover the 

Columbia Hills area of the Spirit rover landing site (PSP_001513_1655 and 

PSP_001777_1650). 

For planetary surface mapping, the dominant choice for stereo matching software is 

the BAE Systems SOCET SET for organizations such as USGS (Kirk et al., 2003; 2008),  

NASA AMES Research Center (Beyer et al., 2010), Arizona State University  (Tran et al., 

2010). SOCET SET is the best-in-industry photogrammetric software suites for automatic 

terrain mapping that have been evolved over 20 years. SOCET SET uses the Hierarchical 

Relaxation Correlation (HRC) algorithm, which is similar to the hierarchical matching in 

this dissertation. Its early version, Automatic Terrain Extraction (ATE) was based on 

area-matching, which is the most popular method of stereo matching. Area-based matching 

uses small windows composed of grey values as matching primitives to perform 

comparisons over the search area until the best correspondence is reached; cross 

correlation or Least Square Matching methods can be used.  SOCET SET applies Least 

Square Correlation method (Helava, 1988), while cross correlation is used in this research. 

Since characteristics of terrain affect the performance of image matching, different 

strategies were needed for different kinds of terrain. In 1997, SOCET SET included 

Adaptive ATE, enabling the parameters to be selected from a number of strategies then 

vary according to the nature of the terrain (Zhang, B., and S. Miller, 1997). For ATE, 

back–matching is introduced for blunder elimination in terrain, so that point is rejected if 
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the matched point in one image does not coincide with the matched point in other image. 

Its latest technology, NGATE (Next Generation Automatic Terrain Extraction algorithm) 

is based on a hybrid approach that uses both image correlation and edge matching 

(DeVenecia et al., 2007). The problem of area matching is that it assumes the terrain within 

a matching window is level, which is not always true. Area matching is used to guide and 

constrain edge matching, and vice versa. Although DeVenecia et al. (2007) reported 

reduction of about 30 % of manual editing, interactive editing is a crucial part of generating 

topographic products meeting the National Map Accuracy Standards (NMAS). About 

horizontal accuracy, NMAS states that "For maps on publication scales larger than 

1:20,000, not more than 10 percent of the points tested should be in error by more than 1/30 

inch, measured on the publication scale; for maps on publication scales of 1:20,000 or 

smaller, 1/50 inch." For vertical accuracy, as applied to contour maps on all publication 

scales, NMAS requires no more than 10 percent of the elevations tested to be in error more 

than one-half the contour interval (Bureau of the Budget, 1947). 

Although the superiority of the SOCET SET photogrammetric suite over the simple 

area-based matching method is obvious in automatic terrain generation, it is not 

uncommon for research institutes to develop their own image processing software for 

specific dataset. The German Aerospace Center (DLR) also developed procedures for 

HRSC DTM generation including adaptive image preprocessing (Gwinner et al., 2009). 

Developing all-purpose, all-automatic matching software that can be used for any dataset 

or terrain is not the objective of this dissertation, nor is to achieve stereo matching results 

that are comparable to the product of NGATE. For generation of high-quality topographic 

products meeting NMAS, it is recommended to perform automatic stereo matching using 
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an industry-standard photogrammetry suite such as BAE SOCET SET, Leica 

Photogrammetry Suite, followed by extensive manual checking and editing. Besides the 

fact that the cost of such photogrammetry suites requires serious investment, the biggest 

limitation of using over-the-shelf photogrammetric suite is the lack of flexibility in sensor 

modeling. It is especially an issue for HiRISE stereo processing in SOCET SET, which 

provides only generic model of pushbroom scanner. For topographic product generation 

using SOCET SET, the HiRISE raw imagery was reprojected to a virtual frame to fit it to 

the generic camera model. This leads to a significant disadvantage in terms of 

misalignment between adjacent CCDs, resulting uneven terrain surface model. One of the 

main objectives of this dissertation is to provide a rigorous photogrammetric camera model 

and a bundle adjustment strategy to resolve the disagreements between the stereo images 

and between the individual CCDs. The other objective is to establish the connection 

between orbital images and ground images automatically based on rock extraction and 

matching for automatic rover localization. In that context, the expectation of stereo 

matching method used in this research is first to produce evenly distributed tie points for 

bundle adjustment and second, to generate orthophoto as quickly as possible with no 

manual editing for rover localization on the orbital map. The expectation for accuracy from 

1-m resolution DTM is elevation error to be within 2 meters in 90% of the area.  

In Chapter 6, the DTM produced in this research is compared with USGS DTM 

generated by SOCET SET and manual editing. After co-registration, the elevation 

difference between them was within ± 5 m and the standard deviation was 0.83 m which 

means that over 95 % of the DTM elevation was within 2 m from USGS product. The 

simple area-based matching method in this research benefited from the good stereo 
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geometry and radiometric condition. It should also be noted that the matching strategy and 

parameters are specifically fine-tuned for HiRISE imagery. On Mars, there is no 

man-made structure or vegetation. Martian terrain is relatively smooth compared to the 

lunar surface, which is dominated by impact craters. The matching algorithm in this 

research is not designed for drastic change of the terrain such as cliffs or handling 

illumination difference from shadows. 

5.1 Selection of Matching Parameters 

Controlling the matching parameter setting is important for high-quality DTM 

generation. Since the stereo matching result is highly dependent on the properties of the 

input data and the terrain, there is no single set of parameters that is optimal for every 

occasion. Therefore, it is necessary to discuss the selection of matching parameters specific 

for HiRISE imagery on Martian terrain. In practice, quality checks for matched points 

should be conducted to achieve the best possible matching results. Specific modifications 

of the parameter setting may be needed for a particular dataset. The following sections 

provide a parameter selection strategy that was used for the DTM generation from the 

HiRISE stereo imagery.  

5.1.1 Window Size for Search Area 

As described in chapter 3, coarse-to-fine hierarchical approach is used for 

automatic stereo matching. The reason for adopting such strategy is to increase matching 

success rate as well as efficiency. In this research, image parallaxes are defined as the 
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differences in image coordinates between the corresponding points in stereo images 

(Equation 3.2). In this research, the parallaxes are defined in image coordinates. Therefore, 

the scale difference between the stereo images affects the magnitude of parallax 

throughout the extent of the images. The scale of the orbital imagery is directly related to 

the distance between the orbiter and the targets on the terrain. Figure 5.1a shows the 

relative orbiter position and imaging geometry for the stereo pair of PSP_001513_1650 

and PSP_001777_1655 images. The near-nadir PSP_001777_1655 is closer to the target 

area by 7 km, which means that the same features on the terrain will occupy more image 

pixels than in PSP_001513_1650. In the example shown in the figure, the parallax in the 

top part of the image differs from the parallax in the bottom due to the scale change. The 

principle of generating DTM from stereo imagery is based on the relationship between the 

terrain elevation and the image coordinates on the images. Figure 5.1b demonstrates how 

the terrain elevation affects the parallax in across-track direction. As the terrain gets lower, 

the parallax increases, and vice versa. Since the terrain (the elevation of the terrain, to be 

exact) is continuous, the parallaxes also gradually change. Since the baseline of the stereo 

pair is almost parallel to the x-coordinate in image space, x-parallax shows more 

association to the variation of terrain elevation than y-parallax. These parallaxes 

continually increase or decrease along the image space. By using their distribution as a 

priori knowledge, the approximate position of the corresponding points can be calculated 

in good precision.  
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Figure 5.1 a) Relative position of HiRISE stereo and the effect of image scale on parallax, 

b) the relationship between terrain elevation and parallax in across-track direction 
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Figure 5.2 a) Level 4 tie points, b) TIN surface of x-parallax from level 4 tie points, c) 

Level 5 tie points, d) TIN surface of x-parallax from level 5 tie points 

Figure 5.2 shows an example of TIN surface formed by tie points at the different 

hierarchical matching levels. The points in Figure 5.2a and 5.2b are level 4 tie points, 

whose parallax surfaces are used to estimate the coordinates of the corresponding points 

for level 5 interest points based on Equation 3.3. By using a priori knowledge of the 

corresponding points, the search space for automatic stereo matching can be significantly 
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confined, which translates to efficiency in computational load and accuracy by avoiding 

large blunders. As can be seen from Figure 5.2c and 5.2d, the level 5 tie points form denser 

and more detailed TIN surface than the previous level. The level 5 TIN surface provides 

more accurate depiction of the terrain information, which further confines the search space 

at the next level of the hierarchical stereo matching. 

Table 5.1 Average difference of image coordinates between the matched points and the 

estimation based on the TIN surface. The first numbers are average values (in pixels). The 

numbers in brackets are standard deviation 

Level x coordinate y coordinate 

1 -0.67 (1.43) -0.05 (0.66) 
2  -0.04 (0.60) -0.02 (0.47) 
3 -0.03 (0.51) -0.02 (0.43) 
4 -0.05 (0.51) -0.02 (0.42) 
5 -0.05 (0.52) -0.02 (0.46) 
6 -0.04 (0.47) -0.02 (0.44) 
7 -0.02 (0.48) -0.02 (0.43) 
8 -0.02 (0.45) -0.02 (0.42) 

 

In the hierarchical matching, the benefit of using parallax information is fully 

considered in the selection of search space. To evaluate the accuracy of the estimated 

coordinates of the corresponding points, the stereo matching result from the test dataset is 

analyzed in Table 5.1. Except for the initial level, the standard deviations of the differences 

between the estimated points and the matched points are less than 1 pixel. In fact, the 

difference is mostly within ±1 pixel, which means the search area of 3 pixels by 3 pixels 

would be enough in most levels. However rare it may be, 2 or 3 pixels of coordinate 

differences cannot be ignored. Since distinctive terrain features that result in significant 
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offset from the estimated parallaxes are represented by interest point, their search windows 

remain larger. However, the search area for grid points can be reduced even further as the 

grid spacing gets denser. The search window sizes are 3×2 pixels for level 6 and 2×1 pixels 

window for level 7 and level 8. The search window sizes in this research are presented in 

Table 5.3. 

5.1.2 Threshold of Cross-Correlation Coefficient  

For high-quality topographic map production, it is important to generate tie points 

densely distributed throughout the entire overlapping area of the stereo images. In this 

research, area-based matching algorithm is used rather than feature-based algorithm. In 

area-based matching, the gray values of image templates are compared and conjugate 

image pixels are identified based on similarity in gray value patterns (Zhang, et al., 1995). 

In the search window, the cross correlation coefficient between the gray values of the 

pixels is computed against template window. The conjugate point is found if the maximum 

of the cross correlation coefficients exceeds a certain threshold. If the threshold value is too 

low, the possibility of mismatch increases. On the other hand, a high threshold could reject 

correctly matched point because of subtle differences in gray value patterns between the 

stereo images. DLR is one of the few research institutes that continue to use in-house 

software for stereo image matching. Gwinner et al. (2009) derived and validated 

high-resolution digital terrain models from Mars Express HRSC data. Their 

implementation includes adaptive parameter setting using parameter rules. The size of the 

search window is adjusted by an epipolar constraint. To find optimal matching threshold 
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values for the HiRISE dataset, the distribution of the correlation coefficients for all of the 

matched interest points was analyzed.  

 

Figure 5.3 Histogram of correlation coefficient values from level 1 through level 6 (x axis: 

correlation coefficient, y axis: number of points, m: mean of correlation coefficient, σ: 

standard deviation of correlation coefficient) 
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Figure 5.3 shows a set of histograms of correlation coefficients for the first six 

levels of hierarchical matching using the PSP_001513_1650 and PSP_001777_1655 stereo 

image pair. As defined in Figure 3.1, level 1 through level 4 is based on lower-resolution 

images from image pyramids. At these levels, histograms of the interest points show a 

quite clear high correlation curve with mean correlation coefficients closed to 0.9. It is 

because the conjugate points of interest points extracted from the resampled images are in 

fact highly distinctive features. Therefore, a threshold value of 0.8 was selected since it is 

exclusive enough to incorporate only highly correlated pixels without eliminating more 

than 5 % of the interest points. Original stereo images, in comparison to the resampled 

images from the previous levels, retain more details. And interest points extracted at this 

level are generally not as distinctive as the ones from level 1 through level 4. At level 5, 

where the original images and only interest points are used, the curve has the similar shape 

as the previous levels. However, the correlation coefficients have lower values with the 

average of 0.78. A hierarchical matching strategy based on parallax interpolation increases 

matching accuracies by confining the extent of the search area. After completing level 2 

matching, the tie points were already formed along the major features (See Figure 5.8). 

Image parallaxes, which are directly affected by the elevation, can be interpolated from 

these feature points. For the HiRISE stereo image matching, the manual check and analysis 

led to a conclusion that the parallaxes can be accurately approximated up to a pixel in this 

level of hierarchical matching, based on the interest points depicting the terrain. Therefore, 

the threshold for the correlation coefficients was lowered to 0.6, which was also used by 

DLR as correlation coefficient threshold for HRSC stereo image matching, to prevent 
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rejecting too many correctly matched points that have tolerable differences in pixel value 

patterns (Gwinner et al., 2009). 

5.1.3 Window Size for Matching Template 

In this research, an area-based matching algorithm is used based on the 

cross-correlation of template windows of stereo images. A point is represented by the gray 

value pattern in the template window centered on the point. Anything outside the window 

is assumed to be irrelevant in image matching. Since selection of the windows influences 

tie points generation from stereo matching and the resulting topographic products, defining 

the size of the window is an important issue. Increased window size means more pixels in 

the neighbor are included in the correlation process. It may subdue the local variation of the 

elevation, which is represented in the matching result. If the window size is too small, there 

might not be enough context information for accurate matching. Selection of different 

matching window sizes, for example 3 pixels versus 50 pixels, would influence the texture 

of the DTM. 

Figure 5.4 shows DTMs of Home plate area of southern Husband Hill of Spirit 

rover landing site generated from the same dataset (PSP_001513_1655 and 

PSP_001777_1650) with grid size of two pixels. Three different matching windows are 

used with size of 11×11 pixels, 15×15 pixels, and 18×18 pixels. Gwinner et al. (2009) also 

used 13 to 15 pixels of cross correlation window. The grid spacing is two pixels. 

Considering the ground resolution, the matching window size range from about 2.75 m to 

4.5 m. Overall, the DTMs generated from these matching windows are very similar except 
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for subtle details. Global terrain and trends are presented in all three DTMs. All three 

DTMs show some degree of artifacts in the lower right-hand corner caused by the lack of 

image texture. A number of techniques, ranging from edge-based matching to smoothing 

the input image before matching, could produce fewer artifacts than the simple area-based 

sub-pixel matching used in this paper. The OSU Mapping and GIS Lab has been 

researching on dealing with matching in low texture regions and reducing the artifacts 

caused by pixel locking effects. The DTM from the 11-pixel matching window shows the 

most detailed depiction of the terrain, e.g., the top of the ridge in the north-east part of the 

area. On the other hand, the one with the bigger matching window (18×18 pixels) also 

shows artifacts on the lower right-hand corner. However, details of terrain features are also 

lost to some degree because of the smoothing effect of the larger matching window.   

The similar results from the three sizes of matching windows on the DTM 

production can be observed from the elevation profiles along the same line from Figure 

5.4a. In Figure 5.5, the vertical profiles from the three different DTMs from Figure 5.4b, 

5.4c, and 5.4d are not visually distinguishable from each other. In this stereo pair, the 

convergence angle is 19.8°, which translates to a predicted elevation precision of about 0.9 

m when RMS matching error is 1 pixel. For matching error of 0.45 pixels, the elevation 

precision is about 0.45 pixels. The variations between these profiles are well within the 

range of the expected elevation precision. In other words, matching window sizes of 11 

pixels, 15 pixels and 18 pixels do not impose a distinguishable effect in the vertical 

accuracy of the terrain profile. Hence, the selection of matching window size is subject to 

the average size and the frequency of terrain features. In this research, the matching 
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window with 15-pixel wide square is selected because the DTM still provides the detail of 

the terrain without distracting level of noise on the smooth surface.  

 

Figure 5.4 Color shaded relief maps of the Home Plae area in Spirit landing site: a) 

Orthophoto of the area (yellow line is the measurement of terrain profiles in Figure 5.5) 

DTM generated from b) 11×11 pixels matching windows, c) 15×15 pixels matching 

window, d) 18×18 pixels matching window 
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Figure 5.5 Terrain profile from the DTMs generated from a) 11×11 matching windows, b) 

15×15 matching window. c) 18×18 matching window. Horizontal axis is the distance (in 

meter) along the measurement line and vertical axis is the elevation (in meter) 
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5.2 Selection of Blunder Elimination Criteria 

In general, it is agreed that totally automated matching can produce very good 

results in simple terrain with sufficient gray value variation and adequate image acquisition 

geometry (Heipke et al., 2007). However, in reality, there are complex situations such as 

occlusion, shadows, poor texture, atmospheric dust and steep terrain. If the illumination 

pattern is not exactly the same because of the differences in the viewing angle and the 

position of the sun, stereo image matching based on cross-correlation coefficient alone 

could produce matching errors. In order to eliminate blunders from the stereo matching 

results, outliers are detected based on 3-D plane fitting of object points (Figure 5.6) . 

Outliers are the values that are statistically far from most others in a set of data. The logic 

behind the plane fitting is the terrain is continuous and spatially correlated in a small area.  

 

Figure 5.6 3-D plane fitting of object points. Lines represents the offsets, the shortest 

distance from object points to the fitted plane. Red circle means outlier 
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In this research, each matched points are tested against the fitted plane from the 

neighboring object points within a certain distance. Since the spatial distribution pattern of 

the object points could vary depending on the type of local terrain, the elevation offset from 

the fitted plane is compared with the standard deviation of the neighboring points. If the 

offset is outside of  3σ, the matched point is considered as a blunder and discarded from the 

set of tie points.  

Figure 5.7 shows an example of blunder detection and elimination at level 2. 

Blunder detection is especially critical in the earlier stages of hierarchical matching 

process. Due to lack of a priori terrain information, the parallax surface is not stable in 

early matching levels. Since accepted tie points are passed onto the subsequent levels, the 

success of the automatic stereo matching is directly related to the matching performance at 

the earlier stages. Figure 5.7a is the interpolated DTM generated from all the matched 

points before blunder detection. The boxed area in the center clearly indicates abrupt 

change of the elevation, which was indeed identified as a matching blunder (Figure 5.7c 

and 5.7d). Compared with a fitted 3-D plane from the surrounding object points, the 

elevation difference was more than 3σ (σ is the standard deviation of the neighboring 

points’ elevation). After the blunder is eliminated, the unnatural bumps of the terrain were 

removed as well. 

In detecting matching blunders, two parameters need to be considered. One is how 

to choose neighboring points, which are fitted into 3-D plane. The other is the definition of 

the outliers compared to the standard deviation of the elevation. 
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Figure 5.7 Example of blunder elimination at level 1 (blue point: accepted, red point: 

rejected) a) DTM before blunder detection, b) DTM after blunder elimination, c) matched 

points on PSP_001777_1650, d) matched points on PSP_001513_1655 
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Figure 5.8 Histogram of number of neighboring points for level 1 through level 6. 

Horizontal axis n: the number of neighboring points within the radial distance specified in 

Table 5.2. Vertical axis m: the count of matched points that were tested for blunder based 

on 3-D plane fitting 

In defining the neighboring points, planar distances from the test point are used 

(Table 5.2). The distances are selected to include about 20 points as neighboring points on 

average (Figure 5.8). Depending on the density of matched points, the distances decrease 

toward later stage of hierarchical matching. At level 1, a 250-m radius was searched for the 
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fitting of 3-D plane, while 10-m radius was enough for level 6. Constant values of the 

distance are used at each matching level for computational simplicity and consistent 

definition of the neighboring terrain, regardless of the density of matched points. The 

number 20 was selected to ensure that there are always more than several points in the 

neighbor. If more than 50 points are included, the 3-D planar fitting of the terrain would 

mean over-simplification. Using about 20 points, the local terrain variation can be easily 

fitted into a plane.  

By confining search area based on the TIN parallax surfaces, the estimated 

corresponding points are already in good position. Also, the cross-correlation threshold for 

the interest points is strictly set to 0.8 at interest point matching levels. These factors reduce 

the possibility of blunder in stereo matching. Based on statistic analysis on blunder 

detection, elevation differences within the range of ± 3σ (three times of the standard 

deviation of elevation) were accepted. The offset (the shortest distance from object points 

to the fitted plane) of the neighboring points were mostly well within ± 1σ range. However, 

correctly matched points were often out the range of ± 2σ depending on terrain variation. 

Although the test dataset (PSP_001777_1650 and PSP_001513_1655) represents typical 

HiRISE imagery, it is also one in better condition with good imaging geometry, sufficient 

variation of gray value and little noise in illumination.  

5.3 Quality Measurements of Image Matching 

According to the discussion in section 5.1 and 5.2, the selected matching 

parameters for the HiRISE stereo matching of PSP_001513_1650 and PSP_001777_1655 
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are presented in Table 5.2. They are provided as a general guideline for derivation of 

high-resolution DTM from HiRISE dataset, thus the selected parameters should be applied 

with caution according to characteristics of the images to be matched.  

 
Table 5.2 Selected matching parameters for HiRISE stereo image processing 

Level 1 2 3 4 5 6 7 8 

Match point  
type Interest Interest  Interest  Interest  Interest  50×50 

pixels grid  
10×10 

pixels grid  
2×2  

pixels grid  

Image scale 1/16 1/8 1/4 1/2 1 1 1 1 

Matching 
window size 11×11 13×13 15×15 15×15 15×15 15×15 15×15 15×15 

Search window 
size 11×11 7×7 5×3 5×3 5×3 3×2 2×1 2×1 

Correlation 
coefficient 
threshold 

0.8 0.8 0.8 0.8 0.6 0.6 0.6 0.6 

3-D plane radius 250 m 100 m 50 m 25 m 12 m 10 m 6 m 4 m 

Plane fitting 
threshold 3σ 3σ 3σ 3σ 3σ 3σ 3σ 3σ 

 

The size of the matching window is selected based on the empirical observation of 

average size and frequency of terrain features. For the original scale, the matching window 

size of 15×15 pixels is selected (section 5.1.3). The size of the search window is reduced 

from 11×11 pixels in level 1 to 2×1 pixels in level 8 based on the epipolar constraints and 

TIN surface model (section 5.1.1). The correlation coefficient threshold is set as 0.8 for 

level 1 through level 4 and 0.6 for level 5 through level 8, based on the distribution of 

correlation coefficients (section 5.1.2). According to Figure 5.8, there are about 20 

neighboring points in the 3-D plane radius, which is sufficient for the plane fitting. At all 
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levels, elevation differences out of the range of ± 3σ were rejected (section 5.2). The 

quality of the obtained tie points using the described parameters is analyzed based on point 

density and point accuracy. 

5.3.1 Density of Matched Points  

The hierarchical matching results of five levels of interest point matching and three 

levels of grid-point matching are shown in Table 5.3. Since there is no matched point from 

the previous level at level 1 (1/16 images), the size of search window is set much larger 

than the other levels due to the lack of detailed terrain information. At level 1, the number 

of interest points to be matched is 7,246, and 867 points (11.97% out of 7,246) are 

discarded as a mismatch, due to correlation coefficient values less than the threshold (0.8). 

Among the 6,379 matched points, 7 points (0.11% out of 6379) are discarded as a blunder 

based on 3-D plane fitting. At the next level, the final 6,372 points are projected into 1/8 

images and rematched based on the new images. 21 points (0.33 % out of 6,372) are 

discarded based on correlation coefficients, and 6,351 points are rematched on the new 

image. Again, 30,942 interest points from 1/8 images are matched on the stereo images and 

except for 2041 (6.6% out of 30,942) unmatched points, 28,901 matched points are newly 

added at this level. Combining them with 6,351 rematched points, 35,252 points are 

matched at level 2. After blunder elimination of 43 points (12% out of 35,252), the number 

of final level 2 points is 35,209. Matching blunder detected by 3-D planar fitting of object 

points in the first two levels was over 0.1 percent, which is a significantly higher 



138 

percentage compared to that of subsequent levels (less than 0.1 %). However, as the 

hierarchical matching proceeds, the blunder is more and more reduced.  

From level 2 to level 5 interest point matching, where matched points from the 

previous levels were re-matched using the higher resolution images, the percent of 

elimination increased due to the introduction of more detail. As the image size doubled, the 

number of new interest points quadrupled. The percent of elimination of newly added 

interest points jumped at level 5 (9.15%). This can be explained by the slight variations of 

pixel brightness values in the full-scale images that led to a relative decrease in the 

cross-correlation coefficient values of the corresponding points at level 5. Although the 

PSP_001513_1655 and the PSP_001777_1650 images are taken only 20 days apart; the 

viewing angels and the position of the sun are quite different, which affect illumination and 

pixel brightness values.  

Levels 6 to 8 are grid point matching using the same original scale images. 

Therefore, there is no need to rematch the matched points from precious levels. Since grid 

points are not as distinguishable as interest points, their cross-correlation coefficients are 

more influenced by slight variation of pixel brightness values. This leads to the higher 

percentage of matching error in the grid point matching; 37.67% for 50-pixel grid, 38.92% 

for 10-pixel grid, and 37.95% for 2-pixel grid. However, DTM errors remained low, 

indicating that using the parallax surface in the hierarchical process benefited the 

performance of matching. 
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Figure 5.9 Tie points from hierarchical image matching levels  
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Figure 5.9 shows the coverage of tie points at each hierarchical matching level. Tie 

points at Level 1 through level 4 are interest points from images of reduced resolution. 

They provide robust structure of terrain from coarse level with a few feature points to finer 

level with an increased amount of detail. Although level 5 tie points describe most of the 

terrain features, area with the no interest points needs to be covered for the completeness of 

image matching. Therefore, coarse-to-fine grid matching is conducted from level 6 to level 

8, where the tie points are obtained with complete coverage, except for featureless areas. 

With the correlation coefficient threshold of 0.6, the matching success rate for grid points 

is about 62% to 65%. The rejected points are not necessarily matching errors, but their 

cross-correlation values are lower due to the inherent difference between the stereo images. 

There are many reasons why the orbital image of the same area could have unequal 

distribution of pixel brightness values. The most obvious one is the difference of the sun 

angles and the viewing angles. Also, the surface of the terrain could be changed due to the 

wind. The sensitivity of the CCD may differ in each pixel of the array. All of these factors 

contribute to the low correlation. 

Figure 5.10 shows areas with higher matching success rates, and Figure 5.11 shows 

areas with lower matching success rates. The difference between the two figures is the 

texture in the images. The areas with higher matching success have distinguishable terrain 

features and changes in the brightness values. However, the areas with higher rejection rate 

have little variation in image intensity, and even the same areas show unequal pixel 

brightness values. For topography product generation, the elevation of the area without 

matched points is obtained by interpolation. Because the areas where points are not 
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matched are featureless terrain without elevation variation, the interpolation of the 

unmatched area is acceptable for the scope of this research.  

 

 

 

 
Figure 5.10 Areas with higher matching success rate (Left image: PSP_001777_1650, right 

image: PSP_001513_1655, red circle: new points not matched at level 7, yellow circle: 

final points at level 7) 
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Figure 5.11 Areas with lower matching success rate (Left image: PSP_001777_1650, right 

image: PSP_001513_1655, red circle: new points not matched at level 7, yellow circle: 

final points at level 7) 
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5.3.2 Evaluations of Matched Points 

Evaluation of the matched points is conducted at each level of the hierarchical 

process of image matching. To check the quality of the intermediate matching results, 50 

points are randomly selected throughout the entire study area from level 1 through level 7. 

The automatically matched points were compared with manually matched points to 

calculate the point distances, called matching residuals. Table 5.4 shows the results of such 

analysis in terms of the matching accuracy.  

Table 5.4 Matching residuals at different levels 
 

Level Image 
Scale 

Point 
Type 

Residuals (pixel) 

Mean Standard 
Deviation Maximum 

1 1/16 Interest 0.21 0.42 1.41 
2 1/8 Interest 0.04 0.20 1 
3 1/4 Interest 0.06 0.24 1 
4 1/2 Interest 0.08 0.27 1 
5 1 Interest 0.11 0.28 1 
6 1 50-pixel grid 0.07 0.26 1 
7 1 10-pixel grid 0.06 0.25 1 

 

The mean of the residuals at all levels was still less than 0.3 pixels, with the highest 

at the first level and the maximum residual of 1.41 pixels at the first level. Since the interest 

points from levels 1 through 4 were transformed onto the next level’s higher resolution 

images and are improved by re-matching, the errors from the previous levels were 

generally not propagated into subsequent levels. While the mean residuals did not 

necessarily decrease over the hierarchical process, they remain at a low level. 
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For the evaluation of the final matching result, the 2-pixel grid points were 

manually checked for the five test regions with different terrain types (Figure 5.12). Region 

1 is a relatively level plain area near the Spirit rover landing center. Region 2 is a crater 

located northeast of Bonneville Crater along the rover traverse. Region 3 is the summit of 

Husband Hill. Region 4 is a field of dark, rippled sand dunes on the side of the Inner Basin 

area of the Husband Hill. Region 5 is Home Plate, a small plateau raised on a valley floor.  

 

Figure 5.12 Distribution of check points at five test regions 

For each region, 50 check points were randomly selected to verify the quality of 

matching results using manually matched points (Table 5.5). Region 2 (crater) produced 

the smallest mean residuals, though only slightly lower than Region 1 (level plain). Both 

regions contain a large number of small rocks that provide distinctive point features 
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beneficial to matching. Region 3 shows a rather less textured area in the north western part; 

Region 4 mainly shows a striped pattern caused by dunes; and the Home Plate region 

(Region 5) has rather homogeneous areas by lack of detailed texture. All the check points 

are in accordance with the manual points with a mean residual around 0.1 pixels for Region 

3, 4 and 5, and the maximum residual of 1.41 pixels for Region 4 and 5 because of the 

repetitive strip pattern and the lack of texture. Overall, the processing results passed the 

terrain type check very well. 

Table 5.5 Matching residuals at level 8 (2-pixel grid) for five test regions 
 

Region 
ID 

Terrain 
Type 

Number 
of 
Points 

Residuals (pixel) 

Mean 
Standard 
Deviation Maximum 

1 Level plain 50 0.06 0.24 1 
2 Crater 50 0.04 0.20 1 
3 Summit 50 0.10 0.3 1 
4 Dune 50 0.09 0.30 1.41 
5 Flat/Ridge 50 0.11 0.33 1.41 

 
 

For qualitative assessment of DTMs, shaded relief maps are shown Figure 5.13, for 

the entire study area and the five test regions. Due to the simplistic nature of the area-based 

matching in this research, the artifacts with step-pattern in the DTMs are clearly visible in 

the shaded relief map. The magnitude of such artifacts is less than 1 m in elevation. With 

convergence angle of 20°, 1 m in vertical direction translates to about 0.3 m in horizontal 

direction, which is about one pixel in image space. The cause of the step-pattern artifact is 

the lack of sub-pixel matching capability in the matching method in this research.  
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Figure 5.13 Shaded relief map overlaid on HiRISE orthophoto and color DTM 
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The uncertainty of the DTM generated from the simple area-based image matching 

is about 1 m in vertical direction. It is intended for fast orthophoto generation if less spatial 

accuracy is acceptable. The simple DTM generation method used in this research should be 

used with caution. 

5.3.3 Accuracy of Elevation Profile 

 
Finally, a few major topographic features were selected and checked to ensure that 

these automatically matched points describe the topographic details in a DEM. Six ground 

features in the area were chosen (Figure 5.14). Feature a) is a ridge located at the summit of 

the Husband Hill; b) is a line along a sandy dune in the Inner Basin. Feature c) is the eastern 

part of the boundary of Home Plate;, while d) is positioned across Micheltree Ridge right 

next to Home Plate. Both features e) and f) are on the northwest side of Bonneville Crater. 

Along these features, points were manually matched in the stereo images about 3 pixels 

apart in order to calculate their 3-D coordinates. Then the elevation of each point was 

compared with the elevation profile from the 0.6-m-resolution DEM generated by the 

automatically matched points.  

Overall, the elevation profiles from both methods showed high levels of 

correspondence. The differences in elevation between manually matched points and the 

automatically generated DEM were in the range of ± 0.2 m. The distribution of the 

differences showed no distinctive pattern for all the six features. The random elevation 

errors of such magnitude are reasonable, considering that the pixel resolution of the raw 

images is about 0.3 m. 
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Figure 5.14 Elevation profile of automatically generated DEM and manually matched 

points of six ground features (µe = mean of difference, σe = standard deviation of 

difference) (continued) 
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(continued) 
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In this chapter, parameter selection and quality control for the developed 

procedures are discussed. Empirical analysis is provided in search for the optimal 

parameter values. Owing to the coarse-to-fine hierarchical matching, the search window 

size is reduced as towered the higher image matching levels. The correlation coefficient 

threshold for interest points for reduced scale images is set as 0.8 based on the distribution 

of cross-correlation coefficients. For matching original scale images, the threshold is 

lowered to 0.6. The matching window size is selected based on the average size and the 

frequency of the terrain. For blunder elimination, 3-D planar fitting of the terrain with an 

average of about 20 points is performed and any points outside of the range of ± 3σ is 

eliminated.  

For the quality assessment, the distribution of the matched points is analyzed. The 

areas with distinguishable terrain features and variations in elevation showed high 

matching success rates. For quick orthophoto generation without manual editing, the 

terrain elevation of the unmatched area is interpolated in this research. The mean residuals 

of the matched points are around 0.1 pixels according to the manual assessment. The 

expected error in elevation of the topographic products is about ± 0.2 m. It should be noted 

that the stereo matching result is highly dependent on the properties of the input data and 

the terrain. Therefore, the matching parameters selected in this chapter might not be 

optimal for other types of imagery or terrain. 
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CHAPTER 6 
 
 

IMPLEMENTATION AND PERFORMANCE ANALYSIS 
 
 

This chapter presents the implementation results of the orbital image processing 

and integration with the ground image network. The Spirit rover landing site is chosen as 

the study area. The Spirit rover landing position, which is also the origin of the Local 

Coordinate System (LCS), is centered at 175.47848 º in longitude and −14.571892 º in 

latitude (Li et al., 2005). Based on the knowledge of the initial position of the rover, 

landmarks derived from the MER dataset were used for further horizontal control for 

integration of orbital and ground image networks. 

In this research, the exterior orientation parameters of HiRISE stereo images are 

bundle adjusted based on the two types of tie points: traditional and inter-CCD tie points 

(chapter 3). Traditional tie points reduced the back projection residuals between stereo 

images to less than a pixel. The inconsistency between the overlapping CCDs caused 

(chapter 2) were not reduced to sub-pixel level until inter-CCD tie points were 

incorporated into the bundle adjustment system. The effect of using different weight 

parameters for bundle adjustment is also presented. The global Mars terrain model from 

MOLA MEGDR DTM as well as 3-D point data from PEDR profile (Smith et al., 1999) 

are adopted as the control information for absolute position.  
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The resulting DTM is compared with the DTM created by USGS. After 

horizontally registering the two DTMs using a 3-D similarity transformation, the vertical 

differences were calculated. The major differences in elevation came from the vertical 

jumps between the CCDs. The proposed rock matching method between orbital and 

ground image networks is tested for seven areas. In the test, the rock extraction and 

matching could successfully identify the rover positions on the orbital topographic 

products that were identified manually by human operator.  

6.1 Study Area 

In testing the proposed strategy for the integration of the orbital and ground image 

networks, there are two candidates for study area: the Spirit and Opportunity rover landing 

sites. In this research, the Spirit rover landing site is chosen because of the availability of 

the incremental ground bundle adjustment results (Li et al., 2006). In case of the 

Opportunity, ground bundle adjustment could not be conducted on some segments of the 

traverse because either there were little identifiable landmarks or the rover took long drives 

without taking appropriate images. In addition, the Spirit rover traverse covers diverse 

shapes of terrain across the Columbia Hills, which makes this location more desirable for 

the testing purpose.  

Topographic mapping products are generated from the stereo pair of HiRISE 

images PSP_001513_1655 and PSP_001777_1650, which cover the Gusev Crater landing 

site of the Spirit rover as shown in Figure 6.1. The coverage of the stereo images includes 

the areas where Spirit rover landed and explored for the past six years. The 
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PSP_001513_1655 image was obtained on November 22, 2006. It is centered at 14.6 °S 

latitude, 175.5°E longitude. It has 27.1 cm/pixel resolution and 80,000 rows. The 

PSP_001777_1650 image was taken on December 12, 2006. It has a resolution of 26.3 

cm/pixel and 40,000 rows. The extent of PSP_001777_1650 image, about 10.5 km × 5.5 

km on the ground, is entirely covered by PSP_001513_1655 (Figure 6.1). The two images 

have a convergence angle of 19.8 degrees. 
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Figure 6.1 HiRISE stereo images at the Gusev Crater landing site: PSP_001513_1655 (left) 

and PSP_001777_1650 (right) 
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6.2 Bundle Adjustment of Orbital Images 

To generate topographic products with the best accuracy, the inconsistency in the 

imaging geometry needs to be resolved. In this research, the bundle adjustment is 

conducted on the HiRISE stereo images to improve the accuracy of the exterior orientation 

parameters and to achieve the coherence between stereo images as well as between 

overlapping CCDs. Each HiRISE image consists of ten red band CCD strips. For the best 

performance of bundle adjustment, evenly distributed tie points are needed. Both 

traditional and inter-CCD tie points are automatically selected from the matched interest 

points of the stereo images (Li et al., 2008b). Figure 6.2 shows the distribution of the tie 

points overlaid on PSP_001777_1650 image mosaic. In Figure 6.2a, 270 traditional image 

tie points are marked as yellow circles. From matched interest points in the overlapping 

area between adjacent CCDs of PSP_001777_1650 image, 80 inter-CCD tie points are 

selected (red circles in Figure 6.2b). Likewise, 80 inter-CCD tie points are chosen from the 

overlap area of PSP_001513_1655 image (blue circles in Figure 6.2b). Due to severe noise 

present in PSP_001777_1650 CCD9 image, tie points in the CCD9 are not used in the bundle 

adjustment process. Among the nine overlap areas between the ten CCDs, the inter-CCD 

tie points from the overlap between CCD8 and CCD9 were also excluded. 
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Figure 6.2 (a) Traditional tie points as yellow circles and (b) inter-CCD tie points from 

PSP_001777_1650 as blue circles, inter-CCD tie points from PSP_001513_1655 as red 

circles  

As described in chapter 3, the polynomial coefficients of the exterior orientation 

parameters are adjusted based on the measured image coordinates of the tie points. In the 

bundle adjustment, total of 430 tie points are used, including 270 traditional tie points 
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(Figure 6.2a), 80 inter-CCD tie points for PSP_001513_1655 and 80 inter-CCD tie points 

for PSP_001777_1650 (Figure 6.2b). Since there is no absolute ground truth available on 

the Martian surface, ground control points could not be used to evaluate the performance of 

bundle adjustment. Therefore, check points, which were not used in the bundle adjustment 

process, were selected from matched interest points. The ground coordinates of the check 

points are obtained by space intersection and back projected on each stereo image. The 

differences between the back-projected image coordinates and the original measurements 

are compared to evaluate the performance of the bundle adjustment.  

The exterior orientation parameters have their own units. In the bundle adjustment, 

a least squares system is formed with the n observations modeled with zero-mean Gaussian 

error (Koch, 1999). 

ݕ = ߬ ∙ ݔ + ݁  where  ݁ ~ (0, Σ = ଴ߪ
ଶܲିଵ) (6.1) 

where ݕ is the n×1 observation vector, ݔ is the true value, ߬ is the n×1 vector filled 

with 1, ݁ is the n×1 error vector, Σ is the error covariance matrix, ߪ଴
ଶ is a unitless variance 

component, and P is a weight matrix. The unitless variance component is estimated as  

ത଴ߪ
ଶ =

்݁̃ܲ݁̃
݊ − ݐ

 (6.2) 

where ݁̃ is the residual from the estimation of the unknowns, n is the number of 

observation, t is the number of unknowns. If the errors are uncorrelated with each other, the 

weight matrix is defined as 
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ଶ
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ଶ … 0
⋮ ⋮ ⋱ ⋮
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ଶ⎦
⎥
⎥
⎤
 (6.3) 

The weight of each observation is proportional to the inverse of its variance. 

Therefore, different weights are assigned to each observation equation to properly account 

for the quality of the observation to the magnitude of adjustment. Observations with higher 

accuracy are given higher weight, which is decided based on smaller a priori variance. 

For bundle adjustment of HiRISE images, a priori variance of tie point image 

coordinates is set as half a pixel, or 6 m based on the expected matching error. The 

estimated uncertainty of the MRO trajectory is about 5 m for orbits at the beginning of the 

mission, and within about 1 m for later orbits. As for the rotation angles, the known 

precision of the pointing data is 0.035 mRad and systematic errors are considered to be no 

greater than 0.3 mRad (Kirk et al., 2008).  

Kirk et al. (2008) reported HiRISE bundle adjustment conducted by the USGS. For 

the Spirit landing site dataset, the USGS set the variances as 0.5 ° (about 8.727 mRad) for 

the rotation angles, 100 m for horizontal position, 10 m for vertical position. Such loose 

weighting for the spacecraft positions and rotation angles was used to resolve the large 

offset (200-meters shift at the ground level) between MOLA and HiRISE by increasing the 

amount of adjustment of the exterior orientation parameters. They were expecting to apply 

tighter weighting of the a priori trajectory and pointing data in future adjustments.  

In this research, bundle adjustment of exterior orientation parameters was 

conducted separately from absolute positioning by MOLA control networks. First, 
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discrepancies between HiRISE stereo images and CCDs are resolved by bundle adjustment 

with weighting parameters based on a priori accuracy of the position and the orientation. 

Afterward, the DTM generated after bundle adjustment is matched with the MOLA DTM 

and points to determine horizontal and vertical shifts of the HiRISE stereo image network.  

The reason for not incorporating MOLA control into HIRISE bundle adjustment is because 

there is no accurate, direct correspondence between MOLA points and the image features. 

The precision of MRO exterior orientation parameters is far better than any dataset used to 

generate the Mars control network. Increasing the variances for weight parameters allows 

more adjustment of the observed values, which could also lead to possible loss of precision 

in the original MRO exterior orientation dataset. Therefore, the known variances of MRO 

exterior orientation parameters are used for assigning weights in the bundle adjustment 

system. Furthermore, the bundle adjustment results can vary significantly depending on the 

control data and weight parameters. For that reason, weight parameters are normally also 

fine tuned based on the available control data and the expected shift. Using a priori 

variances as weight parameters, which enables automatic bundle adjustment for generation 

of vast orbital image networks, has an advantage over manual fine tuning in terms of 

practicality.  

The implementation of bundle adjustment is an iterative process of modifying the 

polynomial coefficients of the exterior orientation parameters by solving the linearized 

observation equations. In this research, eight cases of bundle adjustment are tested using 

different weighting parameters, tie points and control data. The number of iteration is set to 

10. Table 6.1 presents the statistical results of the back projection residuals from three 

types of check points. In the table, ‘A’ stands for traditional tie points, ‘B’ is 
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PSP_001513_1655 inter-CCD tie points, and ‘C’ is inter-CCD tie points of image 

PSP_001777_1650. Before bundle adjustment, the mean magnitudes of back projection 

residuals were over three pixels and the standard deviations were over two pixels. In other 

words, there is no sign of major disagreement between the original exterior orientation 

parameters of the stereo images.  

Table 6.1 Statistics of back projection residuals of check points (unit in pixels) 

 
 Variances 

used for weight 

Magnitudes of  
back projection residuals 
mean (standard deviation) 

Scenario 
ID 

Bundle adjustment 
scenario 

  ௑೎ߪ
  ௒೎ߪ
  ௓೎ߪ

  ఠߪ
  ఝߪ
  ఑ߪ

 ௫ߪ
  ௬ߪ

A B C 

(m) (mRad) (pixel) (pixel) (pixel) (pixel) 

 Without bundle 
adjustment - - - 3.73 (2.86) 3.37 (2.32) 4.77 (2.93) 

1  Without inter-CCD  
tie points 1 0.3 0.5 0.17 (0.12) 1.39 (0.49) 0.97 (0.35) 

2 With all tie points 1 0.05 0.5 0.17 (0.12) 0.52 (0.24) 0.55 (0.25) 

3 With all tie points 1 0.1 0.5 0.17 (0.12) 0.52 (0.23) 0.51 (0.24) 

4 With all tie points 1 0.3 0.5 0.17 (0.12) 0.52 (0.23) 0.51 (0.21) 

5 With all tie points 5 0.3 0.5 0.17 (0.12) 0.52 (0.23) 0.51 (0.21) 

6 With all tie points 100 0.3  0.5 0.17 (0.12) 0.51 (0.23) 0.48 (0.21) 
 

Six methods of bundle adjustment were tested using different types of tie points and 

weighting parameters. Scenario 1 used only traditional tie points, and the variances for 

weighting parameters are set as 1 m for position, 0.3 mRad for orientation, and 0.5 pixel for 

image coordinates. In bundle adjustment system, the ratio between weight parameters, 
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rather than their absolute values, really matters. Therefore, the variance for image 

coordinates is fixed to 0.5 pixel in this experiment.  

After bundle adjustment, the mean magnitude of back projection residuals between 

stereos (A) was significantly reduced to 0.17 pixel, but the mean residuals between 

inter-CCD overlap were not as drastically reduced. Type B residual in PSP_001513_1655 

was still 1.39 pixel, and type C residual was 0.97 pixel. This means that traditional tie 

points alone are not enough to compensate for the relative disagreement between 

overlapping CCDs. It should be noted that the type B and C residuals contains not only the 

misalignment between the CCDs, but also the inconsistencies between the stereo images. 

As discussed in Chapter 3, the proposed bundle adjustment for HiRISE image 

stereo include inter-CCD tie points also. Scenarios 2 through 6 use the same observation 

equations from both traditional and inter-CCD tie points, although the variances of satellite 

position and rotation angles were set differently. The tightest weighting is applied in 

scenario 2, while the loosest in scenario 6. However, the back projection residual, which 

indicates the effectiveness of bundle adjustment, remains consistent, regardless of the 

weighting. After bundle adjustment scenario 2 is implemented, the mean magnitude of 

inter-CCD back projection residuals was 0.52 pixel for type B and 0.55 pixel for type C. 

Since the image coordinate's precision of tie points is about 0.5 pixel, it is reasonable to say 

that the disagreement between CCDs is resolved at least up to detectable level. As 

variances for rotation angles are increased to 0.1 mRad (scenario 2) and 0.3 mRad 

(scenario 3), the residuals on inter-CCD tie points are slightly improved by 0.01 pixel. 

When scenario 4 is compared to method 3, looser weighting for position did not further 
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reduce errors. In this case, using the known accuracy of telemetry position for weighting 

parameters was sufficient for resolving displacement between stereo. Scenario 6 applied 

much larger position variances (100 m) used by USGS. Compared to scenario 4, looser 

weighting in position applied to scenario 6 brought the back projection residual down by 

0.01 pixel for type B and 0.03 pixel for type C check points.  

Although the statistics of residuals are similar in table 6.1, the changes in exterior 

orientation parameters varied significantly depending on the weighting parameters. In 

general, the variances for weighting determined the magnitudes of the changes in exterior 

orientation parameters. The pattern of the change is not exactly predictable. For example, 

scenario 2 (Figure 6.4) and scenario 3 (Figure 6.5) have a similar trend of change. Scenario 

3 has two times bigger variance for rotation angles. However, the rotation angles did not 

change as much as the position, which increased about three times. In scenario 4 (Figure 

6.6), where the variances for rotation angles are three times bigger than scenario 3, the 

rotation angles increased about twice as much, but the change in position was actually 

reduced. Scenario 5 (Figure 6.7) has five times bigger variances for position, and its 

position change went up 25 times bigger than scenario 4, while the rotation angles were 

about the same. In the bundle adjustment system, orientation parameters are so 

interdependent on each other. Although bigger variances generally mean more change in 

exterior orientation parameters, the amount of change is not proportional to the variances. 

Increasing variance of one parameter impacts other parameters as well. The bundle 

adjustment that results in scenario 6 (Figure 6.8) is very unrealistic with regard to the 

amount of changes in exterior orientation parameters. The small back projection residuals 

before bundle adjustment demonstrate that the original telemetry data is in good shape and 
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the stereo images align relatively well with each other. Scenario 2 through method 6 

reduced the residuals to the very similar level, the differences being less than 0.1 pixel. 

Increasing the variances for weighting does not guarantee produce better results, but could 

cause unnecessary changes in the exterior orientation parameters instead. Since the 

disagreement between stereos and CCDs could be resolved even using tightest weighting, 

it is reasonable to use variances that are consistent with the known accuracies of the 

parameters. In MRO telemetry data, the uncertainties are 1 m for position, and 0.3 mRad 

(about 0.017 degree) for rotation angels. Therefore, bundle adjustment was conducted 

using scenario 4 in this research. After scenario 4 bundle adjustments, the differences of 

the perspective center positions are smaller than 1 meter and the changes of pointing angles 

are less than 0.3 mRad. 
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Figure 6.3 Change of orientation parameters after bundle adjustment scenario 1 
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Figure 6.4 Change of orientation parameters after bundle adjustment scenario 2 
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Figure 6.5 Change of orientation parameters after bundle adjustment scenario 3 
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Figure 6.6 Change of orientation parameters after bundle adjustment scenario 4 



169 

 

Figure 6.7 Change of orientation parameters after bundle adjustment scenario 5 
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Figure 6.8 Change of orientation parameters after bundle adjustment scenario 6 

In Figure 6.9, the back projection residuals of all the check points are displayed as 

vectors on the PSP_001777_1650 image. Figure 6.9a shows the residuals before the bundle 

adjustment with the error vector exaggerated by 100 times for legibility. The error vectors 

here are mainly in the along-track direction. There is a trend in back projection residuals, 

increasing from south to north direction. The trend is caused by inconsistencies in exterior 

orientation parameters between the stereo images.  
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 Figure 6.9 Back projection residuals of check points on PSP_001777_1650 image mosaics 

before and after scenario 4 bundle adjustment 

Figure 6.9b shows the residuals after the bundle adjustment with jitter terms 

incorporated as 500-times exaggerated residual vectors. The significantly reduced error 

vectors presented in Figure 6.9b and Table 6.1 demonstrate that the inconsistencies 
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between the stereo pairs are successfully removed by the bundle adjustment proposed in 

this research and that the incorporation of inter-CCD tie points renders better results in the 

rigorous sensor model.  

6.3 DTM and Orthophoto Generation 

After hierarchical image matching, about 2.4 million interest points and 104 

million grid points were matched. 3-D Ground positions of these points were computed by 

space intersection using the exterior orientation parameters after method 4 bundle 

adjustment. Based on these 3-D points, Kriging with a spherical semi-variogram model 

was conducted to generate a 1-m-resolution DTM of the area covering Spirit rover’s entire 

traverse (Figure 6.10). 

The topographic products are generated based on the equirectangular projection, 

which is also known as equidistant cylindrical projection. The Mars ellipsoid is defined by 

the International Astronomical Union (IAU) as the Mars IAU 2000 ellipsoid. It has an 

equatorial axis of 3,396.19 km and a polar axis of 3,376.20 km as (Seidelmann et al., 2002). 

According to conventional Mars topographic mapping, the geographic location of an 

object points in equirectangular projection is defined as: 

ݔ = ߣ)ܴ −  ଴)cos (߶ଵ) (6.1)ߣ

ݕ = ܴ߶ 

where (ݔ,  is the geographic location in the equirectangular projection, ܴ is the (ݕ

radius of equatorial axis (3396190 m), ߣ is the longitude and ߣ଴ is the longitude of the 
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central meridian of the projection, ߶ଵ is the standard parallel and ߶  is the latitude. In 

mapping of the test dataset in this research, the central meridian and the standard parallel 

are both set to 0. In MOLA dataset, elevation of an object point is defined as its distance 

from the origin of Mars body-fixed frame subtracted by 3,396,000 m. In this research, the 

same definition is used for topographic product generation. 

 

Figure 6.10 HiRISE orthophoto at the Spirit rover landing site (left) and DTM (right) 
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Using the DTM and the bundle-adjusted exterior orientation parameters, 

PSP_001777_1650 image was ortho-rectified to generate an orthophoto. For 

ortho-rectification, each 3-D coordinate of the DTM grid is back projected onto the 

HiRISE images by plugging in the exterior orientation parameters of each image line into 

the collinearity equation. After back projection, the physical coordinates of a ray from the 

object points onto the HiRISE focal plane are transformed to row and column position 

using the inverse procedure of interior orientation. Once pixel position is identified, the 

pixel value of the orthophoto is calculated by bilinear interpolation of the neighboring 

pixels. 

The orthophoto generation using a naïve implementation, which fills each grid on 

the DTM by searching all image lines, is a really slow procedure. To speed up the process, 

a binary search algorithm is applied. Instead of searching the entire image lines, the search 

starts from the middle line. Then, a decision is made to search either the upper or lower part 

of the image by judging which part is closer to the physical coordinates of the back 

projected pixel. This recursive search stops when the exact row position is identified. To 

further accelerate the searching algorithm, a neighborhood searching strategy is applied. 

Since a neighboring DTM grid should also have close pixel position, the search space for a 

DTM grid is confined to a smaller neighborhood of the row position of the previously 

searched DTM grid. In this way, only the row index of the first DTM grid of each CCD 

image strip needs to be recursively searched and the row indices of rest of the girds can be 

identified in the neighborhood very efficiently. To reach the resolution potential of the 

HiRISE imagery, a 0.25-meter resolution orthophoto was generated by up-sampling the 
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DTM from 1 meter resolution to 0.25 meter resolution. Figure 6.11 shows the 3-D view of 

orthophoto draped onto the corresponding DTM with twice vertical exaggeration.  

 

Figure 6.11 HiRISE orthophoto draped on corresponding DTM with twice vertical 

exaggeration 
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Figure 6.12 3-D surface map of HiRISE DTM with 3x vertically exaggeration.  Surface 

map generated from exterior orientation parameters after method 1 bundle adjustment 

(top), and method 4 bundle adjustment (bottom)  

The bundle adjustment results can be evaluated in the object space. As shown in 

table 6.1, the ground coordinates calculated using the original telemetry exterior 

orientation parameters have inconsistencies between the points from overlapping CCDs. 
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Comparison of the ground coordinates between two inter-CCD tie points on one stereo 

intersected with the corresponding image point on the other stereo can give us information 

about such discrepancies. Figure 6.12 shows two DTM surface maps using exterior 

orientation parameters from method 1 (with traditional tie points only) and method 4 (both 

traditional and inter-CCD tie points) bundle adjustment. The first one was generated using 

refined exterior orientation based on bundle adjustment, using only traditional tie points 

and the second one used exterior orientation adjusted based on both traditional and 

inter-CCD points. The first surface map has strong artifacts that were caused by geometric 

inconsistencies between overlapping CCDs. The second surface map shows a seamless 

homogenous surface even though it is physically generated by different CCD strips. The 

inconsistencies were not removed by bundle adjustment until inter-CCD tie points were 

incorporated. The effectiveness of the proposed bundle adjustment with inter-CCD tie 

points is visually confirmed in the surface map comparison. The average difference of 

ground coordinates between CCDs was about 1 meter after method 1 bundle adjustment. 

Using inter-CCD tie points in the method 4 bundle adjustment system, the average 

difference is reduced to 0.3 meter. The inconsistencies between the overlapping CCDs are 

successfully removed by incorporating inter-CCD tie points in bundle adjustment. 
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6.4 Absolute Positioning Using MOLA Control Network 

 

Figure 6.13 Absolute positioning result of HiRISE DTM based on terrain matching to 

resampled MEGDR DTM (background) and PEDR points (circles). The extents of DTMs 

are displayed as boxes. The final HiRISE DTM after MOLA point control is overlaid on 

the right 
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After removing inconsistencies of exterior orientation parameters between the 

stereo and CCDs, absolute positioning of HiRISE image is conducted using MOLA control 

network. According to the proposed absolute positioning method (chapter 3), the HiRISE 

DTM is first matched to MEGDR DTM, which was resampled to 100-m resolution grid. 

During the terrain match, the search area was set to 5 kilometers. The amount of horizontal 

shift from terrain match against MOLA DTM is about 400 m to northeast (Figure 6.13). 

Based on the initial positioning, the MOLA points from PEDR dataset (shown as regularly 

spaced circles in Figure 6.13) were further matched with HiRISE DTM. The extent of the 

second search area is set to 500 m. After the terrain match against the 3-D coordinates from 

PEDR points, the HiRISE DTM shifted from its original position by 200 m to the west, 100 

m to the north, and -232.45 m vertically. In this test dataset, the horizontal shift of HiRISE 

DTM is less than 230 m, which is well below the search area for the second terrain match.  

The reason for conducting the terrain match twice–first with MEGDR DTM and then 

PEDR points–is because the coverage of PEDR dataset is irregular. MEGDR DTM is 

interpolated elevation data, whereas PEDR data is the actual measurement of the Martian 

terrain. Therefore, broader terrain matching is conducted with MEGDR DTM to conduct 

approximate positioning, and later, PEDR points are matched for precise absolute 

positioning.  

The Spirit rover landing position, which is also the origin of Local Coordinate 

System, is centered at 175.47848 º in longitude and −14.571892 º in latitude (Golombek 

and Parker, 2004). The location was obtained based on comprehensive rover localization 

and photogrammetric analysis of various orbital dataset after the landing. In this research, 

the knowledge of the rover’s landing position is used to validate the absolute positioning 
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result. Later, it is also used as an initial tie point between orbital and ground image 

networks.  

 

Figure 6.14 The absolute positioning result using MOLA control compared with the known 

Spirit rover landing position  

The origin of Spirit rover traverse can be identified on the HiRISE image since the 

debris of the landing unit is left on the ground, which is the bright object inside the yellow 

circle in Figure 6.14. For visual understanding of the result of the absolute positioning 

presented in this dissertation, the HiRISE orthophoto created in equirectangular projection 

is shifted so that the debris (yellow circle) represents the known Spirit rover landing 

position. The Spirit rover landing position in the HiRISE topographic products (generated 

using the original exterior orientation parameters before bundle adjustment) is displayed as 
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a black circle and about 200 m apart from the known position. After conducting the 

absolute positioning based on the MOLA control, the displacement is reduced to 65 m. In 

the USGS orthophoto, the positional difference from the known Spirit rover landing 

position is about 270 m (shown as red circle in Figure 6.14). Considering that the 

horizontal accuracy of the MOLA dataset is about 100 m (Smith et al., 2001), the absolute 

positioning, using MOLA DTM and points, were successful within the accuracy level of 

the control network.  

6.5 Comparison with USGS Products 

To check the quality of our DTM and orthophoto, a cross-comparison is conducted 

with USGS topographic products generated from the same HiRISE stereo images used in 

this research. For topographic mapping with HiRISE images, the USGS used both the 

USGS ISIS system and the commercial stereogrammetric software SOCET SET (Kirk et 

al., 2008). USGS products are directly controlled by the MOLA point data, and the 

topographic height is referenced to the MOLA areoid. For comparison purposes, the 

reference of the USGS DTM is set as MOLA DTM, which uses the planetary radius of 

3,396,000 m. As seen in Figure 6.13 and Figure 6.14, there is about 230 m of horizontal 

displacement between the two topographic products. Therefore, a spatial registration 

between the two DTMs is needed for comparison. A 3-D similarity transformation was 

performed based on ten evenly distributed control points that were manually selected on 

the orthophotos (Figure 6.15). This process removes the horizontal displacements. After 

3-D similarity transformation, the standard deviation of the residuals of the control points 
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is 0.65 m. The minimum and the maximum residuals in horizontal position were 0.08 m 

and 0.64 m. Considering the 1-m resolution of the DTMs, the average displacement of less 

than one grid spacing is reasonable for the DTM comparison. The amount of vertical 

residual was much larger, ranging from -2.48 m to 1.99 m. 

 

Figure 6.15 Control points for registration of HiRISE orthophoto generated by method 4 
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bundle adjustment to USGS orthophoto 

 

 

Figure 6.16 Elevation difference between our DTM and USGS DTM 

After the horizontal registration, vertical differences were calculated between the 

two DTMs. Figure 6.16 shows that most areas have differences less than 1 meter. The 

standard deviation of elevation differences between the DTMs is 0.83 m. There is an 
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obvious trend in the elevation difference, which is likely to be caused by third order 

polynomial coefficients updated from bundle adjustment. However, the major differences 

come from the vertical jumps (“cliffs”) that were still present in USGS DTM. There are 

two red spots indicating large difference between our DTM and USGS DTM. These are 

interior parts of craters where huge shadows are cast around the crater rims. Due to the 

change of the sun exposure angle, the two stereo images no longer show the similar 

distribution pattern of pixel brightness values in the area. Since the simple automatic 

matching software used in this research accepts only highly correlated points, matched 

points were lacking in those areas. This suggests that, in such cases where automatically 

generated tie points are not sufficient enough, manually matched points are beneficial for 

precision of topographic products.  

6.6 Orbital/Ground Rock Matching Along the Spirit Rover 

Traverse  

Seven test sites were chosen to implement the rover localization by orbital/ground 

rock matching proposed in chapter 4. As presented above, the orbital topographic products 

are generated by method 4 bundle adjustment and absolute positioning using MOLA 

control networks. Finally, the horizontal position of HiRISE image network is moved 65 m 

south so that the origin of the rover traverse could be registered to the official Spirit rover 

landing position. For planetary surface exploration, the localization of landing position at 

the beginning of the mission is conducted as top priority and verified rigorously, using 

every technology available. Therefore, it is reasonable to register the origin of the rover 
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traverse with the HiRISE image network. The proposed method of the rover localization is 

designed to automatically correct the accumulative offsets between the HiRISE orthomap 

and the rover traverse obtained from dead reckoning and incremental bundle adjustment.  

 

Figure 6.17 Rock matching test sites along the Spirit rover traverse (red dots) 

The test sites were selected along the Spirit rover traverse (Figure 6.17). Terrain 

matching between orbital and ground DTMs, rock extraction and rock pattern matching 

were conducted at each site. The adjusted rover position was compared with the rover 

position manually identified on HiRISE orthomap. The rock matching results for the seven 

test sites are summarized in Table 6.2. Telemetry data from the NASA’s Planetary Data 

Systems were used as the initial rover position. Terrain matching was performed based on 
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the DTMs derived from orbital and ground datasets, and the rover position was updated 

based on rock pattern matching. In Figure 6.18, the rock matching result of the six test sites 

are presented, except for the sol 1,349 site already shown in chapter 4. 

Table 6.2 Rock matching results from ground imagery 
 

Site 1100 1800 4040 5200 6406 AVLF AKFF 

Sol 51 70 119 132 152 703 1349 
Distance from the origin 

(m) 159.7 309.6  1299.5 2037.3  2802.4  4660.2  5832.7  

Number of ground rocks 20 36 23 12 14 30 55 
Number of matched 

ground rocks 10 13 5 6 6 8 13 

Percent matched (%) 50.0  36.1 21.7 50.0 42.9  26.7  23.6  
Rover position shift after 
rock pattern matching (m) 

(2.05, 
0.70) 

(1.01, 
0.29) 

(1.10, 
5.73) 

(1.25, 
1.50) 

(-3.80, 
-10.9) 

(1.72, 
1.73) 

(-2.73, 
2.62) 

RMS error of the matched 
ground rocks (m) 0.25 0.21 0.35 0.39 0.28 0.24 0.18 

 

The number of ground rocks extracted from Navcam panorama varied from as little 

as 12 (sol 132) to 55 (sol 1349), depending on the quantity of rocks meeting the criteria of 

size, height and image pixel values. After rock pattern matching was performed, the 

number of ground rocks matched with orbital rocks ranged from 5 to 13, depending on the 

availability of the corresponding orbital rocks. The ratio of matched ground rocks to 

extracted rocks ranged from 21.7 % up to 50.0 %. The low match rate is due to the 

difficulty of the orbital rock detection. The primary reason why rocks clearly visible from 

the ground are often not detected in the orbital imagery is mainly because image pixel 

intensity values are not distinguished from the surrounding area. Rover position is adjusted 

after rock pattern matching and the amount of shift is from 1.1 m to 11.5 m, depending on 

the effectiveness of terrain matching. The RMS error of the position of the matched rocks 
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was consistently less than 0.5 m. As the number of matched ground  rocks  increases, the 

amount of RMS error is decreased.  

For all seven test sites, the matched rock pairs and rover positions are consistent 

with the manual verification. These successfully matched rover sites satisfy the following 

conditions. First, the number of ground rocks is at least a dozen and no less than five rocks 

are matched. Ground rocks are spread around the rover and not concentrated on one side 

only. Although the orbital/ground rock matching rate is low, the ones that are matched are 

prominent ground features. Therefore, more than four of highly distinguished rock pairs 

are sufficient enough to identify the rover position on the orbital orthomap. 
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Figure 6.18 Orbital/ground rock matching results overlaid on HiRISE orthophoto 



189 

 

 

Figure 6.18 (continued) 
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(continued) 
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CHAPTER 7 
 
 

DISCUSSION AND FUTURE RESEARCH 
 
 

The objectives in this research are twofold. The first is to develop photogrammetric 

processing methodology for the construction of HiRISE orbital image networks. The 

second is to develop a new methodology for integration of orbital and ground image 

networks. The contribution of this dissertation can be divided into the following: 

 A framework for orbital image network is developed. Using a HiRISE rigorous 

sensor model, a bundle adjustment system is developed to resolve misalignment to 

achieve coherence between stereo images as well as between CCDs in the same 

image. Also, absolute positioning is conducted by incorporating a MOLA control 

network in HiRISE orbital image processing. 

 A framework to integrate orbital and ground image networks is developed using 

automatic rock extraction and rock distribution pattern matching to identify 

common objects from the different types of image networks. 

 As a result of HiRISE orbital image processing and integration with MER ground 

image networks, DTM and orthophoto are generated and rover localization is 

conducted.   
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The complexity of the HiRISE sensor geometry raises technical issues that need to 

be resolved in stereo image processing when it is used for the generation of high-resolution 

topographic products such as DTMs or orthophotos. In this dissertation, a rigorous sensor 

model is implemented for HiRISE photogrammetric processing. The reference frames, 

interior orientation and exterior orientation of HIRISE imagery are defined and described 

in detail. Also, high-frequency movement of the rotation angle is analyzed based on the 

relative offsets of image pixels in the CCD overlap area. 

For construction of orbital image networks, a bundle adjustment system based on 

tie points is developed to resolve misalignment of exterior orientation parameters between 

stereo images and CCDs. Bundle adjustment based on a polynomial function model of 

exterior orientation parameters was conducted. In addition to traditional tie points, 

inter-CCD tie points between multiple CCDs in a single orbit are used to minimize 

geometric inconsistencies between CCDs. The proposed bundle adjustment method based 

on third-order polynomials reduced mean back projection error of traditional tie points 

from over 3 pixels to less than 0.2 pixels for the test dataset covering Spirit rover landing 

site. The back projection residual between inter-CCD tie points was also reduced to about 

half a pixel. As a result, this method was able to remove the seam line in the DTM. Bundle 

adjustment without using inter-CCD tie points only reduced the inter-CCD residual to 

about one pixel, which caused a visible seam line in the DTM. To achieve consistent orbital 

image network construction without ground-control points, HiRISE DTM is matched with 

MOLA MEDGR DTM and PEDR profiles after bundle adjustment. Based on the terrain 

matching results, the position of HiRISE orbital image network is shifted to achieve 

absolute geopositioning, based on MOLA global Mars terrain model. The absolute 
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positioning result is compared with the Spirit rover landing position visible on the HiRISE 

image. 

In this dissertation, a new framework for integration of orbital and ground image 

networks is presented. Based on the orbital image network from HiRISE stereo images and 

a ground image network from MER rover localization process including incremental 

bundle adjustment, these separate orbital and ground image networks are connected using  

rock matching. The goal of this research is to link the two image networks within 

sub-meter level accuracy. 

First, terrain matching between orbital and ground DTMs is conducted to obtain 

approximate rover position on the orbital maps. A rock extraction strategy is developed for 

orbital and ground imagery to identify rocks that are visible from both types of image 

source. The ground rock extraction is based on the image intensity and 3-D coordinates. In 

orbital imagery, rocks are distinguished from the terrain mainly based on pixel brightness. 

Since rocks ultimately serve as tie points between orbital and ground image networks, the 

size and shape constraints are applied for rock extraction. Finally, to connect orbital and 

ground image networks, rock pattern matching is developed based on the extracted 

orbital/ground rocks. Test results show that this method can effectively extract rocks and 

adjust rover positions comparable to the labor-intensive incremented bundle adjustment 

currently used for the MER mission. This technique opens a new possibility for 

autonomous rover localization performed onboard unmanned vehicles for future space 

exploration. 
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A 1-m resolution DTM and a 0.25-m resolution orthophoto are created of the area 

covering the Spirit rover traverse, based on the rigorous sensor model and bundle 

adjustment strategy proposed in this research. The DTM generated in this research showed 

significant reduction of inter-CCD misalignment. The comparison with USGS DTM 

generated using SOCET SET and manual editing showed standard error of 0.84 m in 

elevation difference and less than 2 m of residual for 95 % of the area. 

Although the proposed methods are successfully implemented in the test site, there 

are some issues that need to be improved. In this dissertation, a simple area-based matching 

method is used based on cross-correlation only to generate quick orthophotos without 

manual editing. However, this method has a problem of pixel-locking: the sub-pixel 

disparities tending toward their integer estimates, thus resulting DTM with step pattern 

(Neifian, et al., 2009). To create high-quality DTM that represent the actual terrain, 

development of new stereo image processing method is needed to reduce the pixel locking.  

In this research, absolute positioning is achieved from terrain matching using 

interpolated MOLA DTM followed by refinement, using MOLA point data. Currently the 

bundle adjustment is conducted separately from the absolute positioning due to the lack of 

identifiable MOLA points in HiRISE imagery. In the future, incorporation of MOLA 

control networks in HiRISE bundle adjustment is desirable to combine the orbital image 

networks together.  

To incorporate the new rover localization technology into autonomous rover 

navigation, the proposed orbital/ground rock matching process needs to be combined with 

the incremental bundle adjustment of rover image networks. Rover localization is the 
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sophisticated process of combining many methods including dead-reckoning, visual 

odometry and incremental bundle adjustment. All of the localization methods have their 

own advantages and disadvantage depending on the conditions such as the type of terrain 

and the presence of identifiable features. Further research on decision criteria for all 

possible scenarios would benefit the development of automated rover navigation by 

providing strategy for obtaining the optimal localization result from combination of 

localization methods at various conditions. 
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APPENDIX 
 
 

Exterior Orientation Parameter Extraction from SPICE  
 
 

The space science data on NASA planetary exploration, such as HiRISE exterior 

orientation parameters, is archived in SPICE information system by Navigation and 

Ancillary Information Facility (NAIF). The SPICE system includes ancillary data grouped 

as SPICE kernels and a suite of software, mostly in the form of subroutines that customers 

incorporate in their own application programs to read the SPICE kernel data and to 

compute derived observation geometry, such as position, latitude/longitude, and pointing 

angles. The software is offered in FORTRAN, C, IDL® and MATLAB®. There are plenty 

of documents and tutorials available in NAIF website about how to use SPICE system 

(http://naif.jpl.nasa.gov/naif/tutorials.html). This Appendix focuses on extracting HiRISE 

exterior orientation parameters using C language in Windows environment.  

First, the SPICE toolkit in C language should be installed according to the 

instruction (http://naif.jpl.nasa.gov/naif/toolkit_C_PC_Windows_VisualC_32bit.html). 

The installation begins with running 'cspice.exe' file and extracting it into a desired 

location, i.e. C:\HiRISE\. Then the folder structure of the CSPICE system will look like the 

following picture.   
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This package is pre-compiled and the libraries could be linked once installed. In 

some cases, it may be necessary to re-build the toolkit by running the ‘makeall.bat’ script in 

the DOS windows command. 

 

To compile a native C++ program from the command line, 'cl.exe' compiler should 

be added to the path. The location of 'cl.exe' file depends on the version of Microsoft 

Visual Studio. Once the directory containing 'cl.exe' is identified, it can be set to the path. 

The other way to enable 'cl.exe' is to go to the directory and run the 'vcvars32.bat' script.  
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Secondly, necessary kernel files should be downloaded from the NAIF website 

(http://naif.jpl.nasa.gov/naif/data.html).  

 Frames Kernel (FK): relationships between reference frames used in geometry 

computations 

 Instrument Kernel (IK): instrument specific information defined in the SPICE  

 Planetary Constants Kernel (PCK): orientation of solar system bodies and their 

physical constants 

 Leapseconds Kernel (LSK): tabulation between Coordinated Universal Time (UTC) 

and ephemeris time (ET) 

 Spacecraft Clock Kernel (SCLK): relationship between ephemeris time (ET) and 

spacecraft clock (SCLK) time 

 Camera-matrix kernel (CK): orientation data for a spacecraft or a moving structure 

on the spacecraft 

 SPICE Ephemeris Subsystem Kernel (SPK): ephemeris (trajectory) data for 

“ephemeris objects” such as spacecrafts, rovers, planets, comets and asteroids.  

 
For organization of the kernel files, it is recommended to create separate folders for 

each kernel. For example, a typical spice kernel setup will look like the following. 
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For FK, IK, PCK LSK, and SCLK only the most updated files are needed. CK and 

SPK store data for a certain period of time. To extract HiRISE exterior orientation, CK and 

SPK files that include the time of image acquisition are needed. For example, 

PSP_001777_1650 image was taken on December 12, 2006. The file names of CK indicate 

the date of data acquisition, such as ‘mro_sc_psp_061212_061218.bc’. Satellite SPK files 

come with label (.lbl) files, which contains the start and end time for the ephemeris data. 

For this image, the 'mro_psp1.bsp' covers the trajectory of the MRO satellite during the 

time of the image acquisition, as shown in the following text in the 'mro_psp1.bsp.lbl' file:  

 

 

 
To extract information from the kernel files, SPICE system needs to load kernels. 

For this example, a text file 'HiRISE.txt' is created as follows. The file contains the list of 

the required kernels with the full path information.  
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Planetary SPK file is also needed for generation of MRO position regarding to the 

Mars body-fixed frame. The 'mar063.bsp' file is the kernel for the trajectory of Mars. Each 

of the FK, IK, LSK, SCLK, and PCK kernel file is the most recently updated ones available 

in the NAIF website.  

The next step is getting image parameters from the header of the EDR HiRISE file. 

For example, the header of the 'PSP_001777_1650_RED0_0.img' file contains the 

following information. 

 

 

 
For generation of multiple exterior orientation files for all 10 CCDs, the 'input.txt' 

file is created. The first line contains the number of exterior orientation files to generate. 
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The second line it the directory where the output files are stored. The remaining lines 

indicate parameters for each exterior orientation file. The first item (i.e. 

PSP_001777_1650_0) is the output file name. The second item indicates the start time of 

the spacecraft clock. The following three items are DLINE, BIN, and TDI in Equation 2.4. 

The last item is the number of lines in the image.  

 

 
The last step is running C program to extract the HiRISE exterior orientation 

parameters from the SPICE kernels. Such C programs should be created in 

'~\CSPICE\src\cook_c\' directory. In this example, 'HiRISE.cpp' was created in the that 

directory. For simplicity, other input files such as 'HiRISE.txt' and 'input.txt' files are also 

put into the same folder.  
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There are two functions in 'HiRISE.cpp' file. The main function calls GetEO 

function to generate exterior orientation files. Including 'SpiceUsr.h' (line 2) enables the 

program to utilize many SPICE subroutines. In the main function, the required SPICE 

kernels are loaded using furnsh_c function (line 43). Then the image acquisition 

parameters are obtained from 'input.txt' file (line 45-49). By plugging in these parameters 

to GetEO function, exterior orientation file with the file name 'out' is created (line 51).  

In the GetEO function, the spacecraft clock time (SCLK) is converted into the 

ephemeris time (et0) by function scs2e_c (line 13). The input argument requires the NAIF 

spacecraft clock ID, which is -74999 for the MRO high precision format clock according to 

the SCLK kernel. Line 14 through 18 calculates ephemeris time (et) for each image scan 

line (Equation 2.4).  

By plugging in the ephemeris time (et) into spkpos_c function, the position of 

MRO spacecraft in the Mars body-fixed frame (IAU_Mars) is extracted from the SPK 

kernel (line 20).  Among the input variables, "MRO" is the target body name, "IAU_Mars" 

is the reference frame of output position vector, "CN+S" is abberation correction method, 

"Mars" is the observing body name. The output variable, pos is the position of the MRO 

spacecraft in kilometers and lt is one way light time between observer and target. Since the 

unit of the position vector is kilometer, the values of pos is multipled by 1000 to obtain the 

position in meter. Line 23 through 29 extracts the orientation angle. The function pxform_c 

returns the rotation matrix that transforms position vectors from the one frame to another. 

The first variable is the frame to teansform from, and the second variable is the frame to 

transform to, the third variable is the ephemeris time and output is stored in the fourth 
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variable, a 3×3 rotation matrix. The function mxm_c multiplies two 3×3 matrices from the 

first and second variables and return the multiplied product as the third variable. Therefore, 

line 23 through 25 can be rewritten as: 

vሬ⃗ ୍୅୙_୑ୟ୰ୱ = R1 ∙ vሬ⃗ ୎ଶ଴଴଴ (line 23) 

vሬ⃗ ୎ଶ଴଴଴ = R2 ∙ vሬ⃗ ୌ୧ୖ୍ୗ୉ (line 24) 

vሬ⃗ ୍୅୙_୑ୟ୰ୱ = R1 ∙ R2 ∙ vሬ⃗ ୌ୧ୖ୍ୗ୉ = Rt ∙ vሬ⃗ ୌ୧ୖ୍ୗ୉ (line 25) 

vሬ⃗ ୌ୧ୖ୍ୗ୉ = Rt୘ ∙ vሬ⃗ ୍୅୙_୑ୟ୰ୱ  = R ∙ vሬ⃗ ୍୅୙_୑ୟ୰ୱ  (line 26-28) 

 

The m2eul_c function is used to obtain the rotation angles in the form of roll, pitch 

and yaw. The first variable is a rotation matrix to be factored. (3, 2, 1) are the rotation axes 

of the 'factor' rotations. The last three variables are third, second, and first Euler angles in 

radians. Therefore, the rotation matrix R is equivalent to rotating around x-axis by a1, 

y-axis by a2, and then z-axis by a3. The output files are consisted of six exterior orientation 

parameters (position in meter and  rotation angles in radians) for each line (line 31-32). The 

detailed explanation of each function is provided in the source codes located in the 

'~\CSPICE\src\cspice\' folder.  

Finally, HiRISE.cpp file can be compiled by running cl command with the  

cspice.lib library (located in C:\HiRISE\CSPICE\lib\). After compilation, the executable 

file 'HiRISE.exe' is created. Executing HiRISE.exe file will generate exterior orientation 

files in the output directory specified in the input text file. 
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