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Abstract 

 

This is the first 3-D unsteady RANS simulation of a highly loaded transonic 

turbine stage and results are compared to steady calculations and experiments. 

A low Reynolds number k-ε turbulence model is employed to provide closure for 

the RANS system. Phase-lag is used in the tangential direction to account for 

stator-rotor interaction. Due to the highly loaded characteristics of the stage, 

inviscid effects dominate the flowfield downstream of the rotor leading edge 

minimizing the effect of segregation to the leading edge region of the rotor blade. 

Unsteadiness was observed at the tip surface that results in intermittent 'hot 

spots'. It is demonstrated that unsteadiness in the tip gap is governed by both 

inviscid and viscous effects due to shock-boundary layer interaction and is not 

heavily dependent on pressure ratio across the tip gap. This is contrary to 

published observations that have primarily dealt with subsonic tip flows. The high 

relative Mach numbers in the tip gap lead to a choking of the leakage flow that 

translates to a relative attenuation of losses at higher loading. The efficacy of a 

new tip geometry is discussed to minimize heat flux at the tip while maintaining 

choked conditions. Simulated heat flux and pressure on the blade and hub agree 

favorably with experiment and literature. The time-averaged simulation provides 

a more conservative estimate of heat flux than the steady simulation. The shock 

structure formed due to stator-rotor interaction is analyzed. A preprocessor has 
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also been developed as a conduit between the unstructured multi-block grid 

generation software GridPro and the CFD code TURBO.
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Chapter 1:  Introduction 

 

1.1 Importance of heat transfer prediction for turbine engine design  

 

 

 

 

 

 

 

 

 

A gas turbine engine is a device that converts the chemical energy of fuel to 

kinetic energy either to propel an aircraft or to generate electricity or perform 

work of some sort [1] [2]. A picture of a gas turbine engine is shown in figure 1.1 

[2]. The components of a gas turbine engine operate at a higher

Figure 1.1 A modern Gas turbine engine [2] 



2 
 

 efficiency than any system that occurs in nature [4] . It generates a large amount 

of power for its size and is therefore an excellent choice for propelling aircraft. 

The main components of an aircraft jet engine are the compressor, the 

combustor and the turbine. These are collectively known as the core. The 

compressor compresses the air entering the engine core and slows it down to a 

velocity that is amenable to combustion in the combustor. In the combustor, fuel 

is injected and mixed with the air and combusted. The high-energy combustion 

mixture passes through the turbine. Here it is accelerated to high velocity to 

produce thrust.  

 

 

 

  

 

 

 

 

 

Figure 1.2 Schematic of gas turbine engine showing components [2] 
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Figure 1.2 shows a sectioned view of the important components of a modern jet 

engine. Books such as [1], [2] and [3] provide detailed descriptions of the 

workings of jet engines and only a brief summary of basic concepts is provided 

here. The efficiency of a jet engine is linked to the turbine inlet temperature and it 

is for this reason that one of the aims of engine design is to maximize the turbine 

inlet temperature. The temperature at the exit of a modern jet engine combustor 

can reach values of approximately 2000K. This is well in excess of the thermal 

limits (approximately 1500K [1]) of materials used for stator vanes and rotor 

blades in the turbine section of the core. In order to operate at these high 

temperatures, typically at take-off, the turbine components are cooled by 

bleeding relatively cooler air from the compressor through holes in the surface of 

the turbine stators and rotors. The aerodynamics and heat transfer in the turbine 

stage are highly unsteady. This is due to several factors. First, the fluid exiting 

the combustor stage is not necessarily represented by a flat temperature profile. 

The combustor exit temperature profile is dependent on mixing in the combustor 

and can lead to thermal unsteadiness in the wake of the high pressure stator. 

Second, the relative motion of the rotor and the stator contributes to 

unsteadiness. The stator wakes are periodically chopped by the downstream 

rotors. If the flow is transonic, shock interactions may occur leading to secondary 

unsteady effects particularly near the leading edge of the rotors. These effects 

are further elaborated on in section 1.3. It is important to quantify and qualify the 

thermal load on the blades in order to efficiently and effectively cool them. Even a 

modest 10K rise in blade metal temperature can lead to a sharp decline in the 
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longevity of the blade through thermal fatigue and creep (by approximately half 

[1]). Another significant concern in turbine rotors is aerodynamic loss due to tip 

leakage. This phenomenon occurs because the high pressure on the pressure 

side (concave) drives flow through the tip gap towards the low pressure suction 

side. In addition, the blade surface in the tip region is subjected to heating. This 

heating is thought to be largely dependent on blade geometry. Several authors 

have concluded that heat transfer in the tip gap region is a steady phenomenon. 

One of the observations made in the current work indicates that the tip heat 

transfer is not strictly steady. It is possible that for subsonic flows through the 

turbine, the absence of shocks in the tip gap diminishes the effect of 

unsteadiness in comparison to transonic flows. It is also possible that the 

mechanism for heat transfer in the tip gap changes from viscous interactions for 

subsonic flows to a combination of viscous and inviscid effects associated with 

supersonic flow. In order to understand these effects it is important to study heat 

transfer and the manner in which it is affected by shocks, boundary layer 

thickness and free stream conditions. A brief introduction to these concepts 

follows. 

 

1.2 Heat transfer 

 

Heat transfer is an interaction in which energy is transferred from one system to 

another. The energy is transferred from the higher temperature system to the 

lower temperature system through several possible mechanisms. These are 
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convection, conduction and radiation. Convection occurs in fluids through both 

diffusion and advection. Diffusion is the random motion of particles that results in 

no net or bulk fluid motion while advection is the physical transport of fluid 

molecules. In this manner the higher temperature fluid interacts with its 

surroundings in order to achieve thermal equilibrium. The transfer of energy to 

and from a system results in a change to the internal energy of the system. This 

interaction is governed by the first law of thermodynamics or the energy equation 

in fluid dynamics. The heat transfer rate is often characterized by a non-

dimensional quantity know as the Stanton number. It is defined as [5] 

VC

h
St

P 



  1.1) 

refwall

wall

TT

q
h


  1.2) 

wall

wall
dn

dT
kq   1.3) 

k

CPwall 


Pr  1.4) 

P

wall
C

k


Pr
  1.5) 

 

Substituting 1.3 in 1.2 and then substituting 1.2 and 1.5 into 1.1 leads to 
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Pr







VTT

dn

dT

St wall

refwall

wall




 1.6) 

The variables in equation 1.6 can be non-dimensionalized using appropriate 

reference variables to give 

refrefref

refwall

refwall

wall

VnVTT

nd

Td

St



















Pr
 1.7) 

This quantity is a non-dimensional heat flux and is used to quantify the thermal 

load on viscous surfaces in the high pressure turbine as done in Chapter 5. If the 

surfaces are maintained at a fixed temperature (isothermal) the heat flux 

provides an indication of the temperature in the free stream. Areas with large 

heat flux will require more cooling. Given a free stream temperature, the heat flux 

is inversely proportional to the thickness of the boundary layer. 

 

1.3 Shock-boundary layer interaction 

 

A boundary layer is the thin region near a solid boundary over which a fluid 

travels. In a macroscopic sense, it is a result of the surface interaction with an 

adjacent layer of the fluid that causes the adjacent fluid to 'stick' to the surface or 

to be brought to rest. The stationary particles on the surface slow down the 

neighboring fluid particles creating a velocity profile that looks like figure 1.3. This 
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effect is due to viscosity that is a frictional property of the fluid and is represented 

by the coefficient of viscosity, µ. At low Reynolds numbers, the fluid flows in 

layers over the bounding surface and this is known as laminar flow. 

 

 

 

 

 

 

 

 

 

 

 

 

However, in the case of turbomachinery flows, the Reynolds number of the fluid 

is often high enough that the fluid molecules no longer remain confined to layers 

and mix through diffusion and convection in a direction other than the streamwise 

direction. This is known as turbulent flow and is characterized by the bulk 

Figure 1.3 Velocity profiles in boundary layer [5] 
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eddying motion of the fluid molecules in addition to their diffusive random motion. 

These eddies are of various length scales ranging from the dominant length 

scale of the flow to much smaller length scales that dissipate their kinetic energy 

to the bounding surface through viscous interactions. The additional degrees of 

freedom are accompanied by a thickening of the boundary layer along with 

higher heat transfer. The surface heating is increased due to the larger velocity 

gradients in a turbulent boundary layer that lead to higher wall shear stress. This 

is a viscous effect that also leads to higher skin friction coefficients. Also, the 

increased diffusivity causes an increase in mass, heat and momentum transfer in 

the flow as compared to laminar flows. The rate at which kinetic energy, k ,is 

converted to heat is the rate of dissipation, ε. It is assumed that turbulent flow 

can be described as the sum of a mean flow and local fluctuations as, 

),()(),( txuxutxu iii


  1.8) 

where ui (i=1,2,3) are the components of the fluid velocity and x

is the vector 

location of the fluid at which it is being observed. The quantities with an overbar 

represent the steady or mean flow values while the primed quantities represent 

fluctuating values. The additional shear stress due to turbulence is given by  

jiij uu    1.9) 

This brief summary of turbulence is provided to better understand the equations 

presented in chapter 2 and the discussion in chapter 5. A more detailed analysis 

of turbulence and turbulence modeling can be found in [6] and [7]. 
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Figure 1.4 [8] shows a picture of shocks interacting with different types of 

boundary layers. The incoming free stream fluid is supersonic. Any change in 

flow area (due to changes in viscous surface geometry, due to development of 

boundary layer or due to formation of shear layers that restrict flow area) can 

lead to the formation of an oblique shock. The shock causes the boundary layer 

to thicken due to the effect of compressibility (high density gradient). This in turn 

can lead to a reduction in heat flux to the surface. Depending on the downstream 

geometry the shock can reflect as another oblique shock or a series of 

expansions and compressions could follow. In figure 1.4a the shock causes a 

region of separation in the laminar boundary layer and reflects as another oblique 

shock. The intermediate compression and expansion fans are caused by the 

change in boundary layer geometry and are significantly weaker than the incident 

shock. Figures 1.4b and 1.4c show a similar phenomenon in turbulent flow. 

Subsonic flows do not have a similar mechanism that impacts heat transfer. 

Another important difference between subsonic and supersonic flows is the 

manner in which the boundary layer develops as a function of Reynolds number. 

For a supersonic laminar boundary layer, the boundary layer thickness varies as 

[9], 

x

M

x Re

2




 1.10) 

For a subsonic laminar boundary layer, the boundary layer width varies as [5], 

x
x Re

1



 1.11) 
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Figure 1.4 Shock-boundary layer interaction [8] 
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This means that as the Mach number of a supersonic flow increases, the 

boundary layer thickness increases. A subsonic boundary layer develops purely 

as a function of Reynolds number.  Therefore, a highly loaded turbine blade will 

be subjected to inviscid effects that are otherwise not present, for example, at the 

tip. This discussion will be used to interpret results in chapter 5. 

 

1.4 High pressure turbine stage 
 
 
 

Unsteady stator-rotor interaction: 

It is well known that flow through the high pressure turbine is highly unsteady. 

This is primarily due to the interactions of the passing wake and, in the case of 

transonic stages, shock structures. This unsteadiness is particularly important to 

film cooling applications at the rotor leading edge. It is therefore important to 

understand the nature of unsteadiness with regard to both pressure and heat 

transfer at the leading edge as well as the rotor tip. 

Hodson and Dawes [10] studied the effect of unsteadiness on exit profiles 

emerging from a two dimensional multi-blade row compressor cascade subject to 

unsteady wakes at the inlet. They detailed the distortion of the wake through 

chopping, stretching and shearing by the neighboring blade row. The vortex 

structure between blades downstream of the unsteady wake, they suggest, tends 

to push the flow from the pressure side to the suction side. This pushes the 

stagnation point closer to the crown of the blade rather than the leading edge. 
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Denos et al. [11] also observed this effect and noted that the stator trailing edge 

shock moves from the crown of the rotor towards the leading edge with the 

passage of the wake from the upstream stator. For their study, Denos et al. [11] 

used the implicit time marching code MDFLOS3D that solves the unsteady 

Favre-averaged Navier-Stokes equations in a quasi-three-dimensional manner. 

Only the rotor mid-span was analyzed. A similar effect of the vane trailing edge 

shock was noted by Giles [12]. 

Shang and Epstein [13] found that a non-uniform inlet profile resulting from hot 

streaks results in a segregation effect that would push hot gas preferentially 

towards the pressure side of the blade. They simulated the effect of hot streaks 

passing through the stage and were therefore able to easily follow the high 

entropy streaks through the passage. Ameri et al. [14] also noted the effect that 

segregation might have on blade heat transfer. A velocity triangle is shown in 

figure 1.5. The velocity triangle at the top of figure 1.5 represents the velocity at 

the inlet to the rotor for a steady simulation that has a uniform pressure and 

temperature profile at the inlet. The relative velocity is the result of subtracting 

the tangential velocity from the absolute velocity. The diagram at the bottom of 

figure 1.5 shows velocities in the stator wake at the inlet to the rotor for an 

unsteady simulation. As a reference, an airfoil from a rotor is provided to the right 

of figure 1.5. All images in the figure are not to scale and angles and velocity 

magnitudes have been exaggerated for clarity. The segregation effect as 

described by Kerrebrock and Mikolajczak [15] occurs because the Mach number 

profile in the circumferential direction stays approximately constant while the 
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rotor wake, having a lower temperature, forces the local absolute velocity to 

diminish. This produces a relative velocity which is at a shallower angle to the 

axial. Thus, the cooler wake flow and hotter free stream flow would be distributed 

at different angles in the rotor frame of reference. The wake fluid would direct the 

cooler fluid towards the suction side. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

This phenomenon of thermal segregation would be absent in the case of a 

steady simulation because a steady simulation typically implies a flat or uniform 

inlet profile in the tangential direction. Even if a steady simulation were performed 

with a non-uniform inlet profile, the relative frequency between the stator and 

rotor would lead to a mismatch in the inlet profiles between the steady and 

unsteady simulation. Therefore, it would be expected that a steady and an 

unsteady computation lead to different heat transfer patterns on the blade 

Figure 1.5 Velocity triangles in the stator wake for steady 
(top) and time-average of unsteady (bottom) simulations 
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surface. The aforementioned simulations and theories were confined to stages 

where the flow was completely subsonic.  

Bell and He [16] performed an experiment to study the tip leakage on an 

oscillating blade. They found that the unsteadiness in the tip gap flow field is 

primarily an inviscid effect by comparing their data to an inviscid simulation. 

Urbassik et al. [17] conducted experimental investigations on vane-rotor 

aerodynamic interactions and found that while unsteadiness is caused by a 

combination of shocks, potential fields and vane wake interactions, the upstream 

wake has little influence on rotor unsteadiness.   

Ameri et al. [14] performed an unsteady, three dimensional simulation on the E3 

(Energy Efficient Engine) turbine blade geometry. They used a sinusoidal inlet 

profile to simulate an unsteady wake and assumed a 1:1 stator to rotor blade 

count. They found significant differences between the unsteady and steady heat 

transfer results in localized regions, particularly in the near tip and near hub 

regions on the suction side of the blade. Although a general rise in the level of 

heat transfer was predicted by the unsteady simulations compared to the steady 

simulations they found no substantial difference in the tip heat transfer. Tip heat 

transfer is however known to be highly dependent on airfoil geometry. 

For the case considered in Chapter 5 that is the main focus of this thesis, 

Tallman et al. [18] and Luk [19] obtained steady state heat transfer and pressure 

results from CFD simulations using TACOMA [20] and TURBO [21] [22] [23] 

respectively. The former used a k-ω turbulence model while the latter used the k-



15 
 

ε model of Zhu and Shih [24] that is also used in this dissertation. The surface 

pressure and heat transfer results matched well with experiment for both cases. 

Both authors observed the presence of a shock between the trailing edge of a 

rotor blade and the suction surface of the adjacent rotor blade.  

Van Zante et al. [25] performed simulations on a 2½ stage compressor and found 

that phase lagged boundary conditions are accurate for single-stage cases and 

do not account for stator-stator or rotor-rotor interaction for multi-stage cases. 

The current study involves a stator-rotor interaction within a single stage and is 

therefore able to employ the phase lag condition to accurately represent 

unsteadiness. It was also found [25] that owing to the storage of time history for 

the phase lag model, convergence requires more time than for the periodic 

model for multi-stage cases. However the advantage of using phase lag is that 

only one blade passage from each row is required for the simulation. Gerolymos 

et al. [26] also used phase lag (chorocronicity) to verify the ability of this 

boundary condition to predict shock interactions between two neighboring blade 

rows. They also provide a list of studies conducted by various authors on blade-

row interaction. 

 

Tip flow and heat transfer 

As a result of the pressure distribution set up around the rotor blade, there is a 

pressure gradient in the tip gap of the rotor. The high pressure gas on the 

pressure side of the blade has a tendency to flow towards the low pressure 
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suction side across the tip. The path of the tip flow depends on several 

parameters such as blade rotational rate, blade geometry (tapering, twist, 

camber, tip gap height and tip contouring) and flow inlet angle. No matter what 

the cause of the leakage flow, it results in a drop in efficiency.  

A detailed literature review of the basic features of turbine tip flow and heat 

transfer has been conducted by Bunker [27] and Ameri [28]. Ameri [28] describes 

the primary flow features seen due to tip leakage: the pressure side separation 

bubble on the tip surface and the tip leakage vortex. The extent of the bubble and 

its reattachment are contingent on blade thickness, Mach number, Reynolds 

number and tip height [28] [29]. For subsonic flows, the percentage of inlet flow 

that constitutes the tip leakage is shown to grow linearly with tip gap height. 

Studies involving low Mach number flows show a recirculation zone above the tip 

gap exit due to relative casing motion [27] [28] [30]. In both [27] and [28] the 

importance of CFD in tip flow and heat transfer prediction is emphasized 

especially due to the difficulty of conducting experimental measurements in a 

rotating tip gap. 

Ameri et al. [30] simulated the GE-E3 high pressure turbine stage and studied the 

tip flow and heat transfer for a smooth tip and for a recessed tip. The cavity 

height of the recess was varied in the study to analyze the effect of recess depth 

on tip heat transfer. Two primary vortex structures were observed in the recess. It 

was found that the recess had negligible effect on loss and did not improve the 

heat transfer distribution on the tip as a whole.  
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Another study by Ameri et al. [31] investigated the effect of upstream casing 

recess on tip leakage and heat transfer and found that minimal tip heat transfer 

occurred for a recess height that is almost equal to tip clearance. They conclude 

that the recess has little effect on efficiency.  This can be explained by 

approximating the effective tip gap geometry by a diverging-converging nozzle. 

Unless the tip gap height is extremely small, the flow will first be expanded and 

then recompressed before exiting to the suction side. 

O'Dowd et al. [32] used several techniques to measure the heat transfer 

coefficient and adiabatic wall temperature on a transonic turbine blade tip (Rolls 

Royce Environmentally Friendly Engine.)  Almost all their measurement 

techniques showed high heat flux and adiabatic wall temperature in the leading 

edge region of the tip and a thin band of low heat flux on the aft pressure side 

edge of the tip. The complexity of measuring accurately the heat flux in the tip 

gap is elaborated on and it is for this reason that CFD is of great benefit. 

Hofer et al. [33] conducted an experimental study of leakage flow for a non-

rotating linear turbine cascade. The study looked at the impact of cooling in the 

tip gap for two squealer geometries. They considered a full squealer tip and a 

suction side squealer tip and concluded that the suction side squealer resulted in 

higher heat transfer and loss coefficient. This is to be expected because at 

subsonic conditions, the suction side squealer tip effectively acts as a converging 

nozzle that accelerates flow through the tip. Hofer et al. [33] claim that neglecting 

the relative casing motion does not significantly alter the results because of 

previous studies like that of Krishnababu et al. [34]. The latter studied the effect 
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of relative casing motion on tip heat transfer and tip leakage mass flow for two 

different tip gap heights. They concluded that the effect of relative casing motion 

is diminished for larger tip gap heights due to dominant inviscid effects.  

More recently, Wheeler et al. [35] conducted a steady CFD simulation of tip flow 

for a transonic turbine rotor using Spalart-Allmaras  and standard k-ε turbulence 

(with wall functions) models. They claim that at high speeds, the turbulence 

model has little effect on heat transfer prediction. However, due to the lack of grid 

refinement near the wall and the use of wall functions it is not clear that this is in 

fact the case. Using a quasi-3D approach, they observe a quicker reattachment 

of the separation bubble at higher Mach number. They also state that there is a 

drop in heat transfer coefficient due to decreased turbulent mixing at high Mach 

numbers and that the flow is dominated by local pressure gradients. As it is 

pointed out by Wheeler et al. [35], high speed flow through the tip gap chokes the 

flow and therefore provides an opportunity to raise the mass flow through the 

passage without added aerodynamic penalties. 

Previous computational studies of high pressure turbines have dealt with two 

dimensional cascades [10], [36] or have assumed a periodic inlet boundary [13] 

to the rotor to simulate unsteadiness. In general, unsteadiness has been 

computed by compromising either the dimensionality of the flow or frequency of 

unsteadiness. This work is believed to be the first unsteady three dimensional 

CFD simulation of heat transfer on a highly loaded transonic turbine stage. 

Special attention is given to inviscid flow effects that have not been well 

documented for turbine blades. The code utilized is TURBO [23] and a brief 
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description of TURBO is provided below. Unsteadiness is simulated using a 

phase lagged boundary condition in the pitch-wise direction. The implementation 

and theory behind this boundary condition can be found in several publications 

such as [21], [22] and [23]. In the following section a brief description of the CFD 

code TURBO is provided to aid in the understanding of subsequent code related 

discussion. 

 

1.5 TURBO 
 
 
 

TURBO is an unsteady, viscous, three dimensional RANS code. Appendix A lists 

the governing equations that are solved in the code and a more detailed listing of 

equations and methods used in the flow solver is available in [21], [22], [23], [25] 

and [37]. The governing equations of fluid motion are written in vector form and 

nondimensionalized using appropriate reference values such as speed of sound, 

diameter of blade tip, inlet temperature and inlet pressure. The physical domain 

is then transformed into a computational domain to simplify manipulations on 

boundary surfaces. A modified high order, upwind Roe scheme [38] is employed 

for spatial discretization with Newton sub-iterations to converge the solution at 

every time step. Due to the upwinding scheme used in this simulation there is no 

addition of artificial dissipation. The code is fully parallelized to use MPI 

(Message Passing Interface) [23], [37]. The code was designed to simulate axial 

flows and as such is designed to work with grids conforming to certain 

specifications. The specifications are listed below. Refer to figure 1.6 for the 
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following discussion. In the following list, i, j and k are the indices of the 

computational coordinates. 

 The inlet face must be at imin 

 The exit face must be at imax 

 The inlet and exit should be in the axial (x) direction. 

 Periodic surfaces should be constant k surfaces 

 The j index represents the radial direction with jmin being the hub surface 

and jmax the casing. In a rotating simulation only the jmax surface can be 

stationary.  

 

Here, imin refers to the minimum value of the computational coordinate, i,  within a 

block and imax refers to its maximum value. The same principle applies to the 

other two computational coordinates. 

These specifications are major limitations when dealing with complicated flows 

such as flow over a blade with film cooling holes and plenums. The plenum inlets 

are rarely axial. Grids generated through various software do not always produce 

computational coordinate orientations that are consistent with the parameters 

listed above. TURBO would have to deal with grids of arbitrary orientation in both 

the physical and computational coordinates.  
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1.6 Thesis outline 

 
 
The primary objective of this work is to increase the understanding of unsteady  

flow and heat transfer in a high pressure turbine stage. This work is intended to  

facilitate the use of structured grids generated by an unstructured-multiblock grid  

generation software and to extend TURBO's ability to predict heat transfer. 

Figure 1.6 Example of a computational domain for a rotor blade 
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 Chapter 2 presents the implementation of Wilcox's k- ω turbulence model 

([39] [6]) into TURBO and the addition of an isothermal wall boundary 

condition. Validation of the model and the new boundary condition for the 

case of flow over a flat plate are documented. In addition, chapter 2 

describes several modifications to existing boundary conditions and the 

addition of a plenum inlet boundary condition for film cooling application. 

 Chapter 3 provides a brief overview of the creation of a preprocessor to 

facilitate the use of H-O-H type grids generated by an unstructured 

multiblock grid generator called GridProTM. Details regarding the creation 

of the preprocessor are presented in appendix B.  

 Chapter 4 describes work to further test the heat transfer capabilities of 

TURBO by simulating flow over a flat plate with a cooling hole. This 

simulation also served to compare the preexisting k-ε turbulence model 

[24] of TURBO to the newly implemented k-ω model [39] discussed in 

chapter 2.  

 Chapter 5 presents an analysis of unsteady flow and heat transfer in a 

high pressure turbine stage.  

 Conclusions and suggestions for future work are presented in Chapter 6. 
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Chapter 2:  Validation of Isothermal Boundary Condition and k-ω 

Turbulence Model 

 

2.2 Wilcox’s k-ω turbulence model 

 

Wilcox‟s k-ω turbulence model ([39] and [6]) was incorporated into TURBO by 

adding the appropriate source terms into the general 2–equation turbulence 

model equation that is already implemented in TURBO. The general two-

equation model is given by [39], 

  2.1) 

                                                                                                     

Here, ks 1 , 2s  and  /* kT  . The source terms H are given by, 

 

  2.2) 

 

where Ω is the vorticity. The coefficients in the model are defined as follows, 
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The boundary conditions for a no slip surface are [39], 
wall

y

u
k




 100,0  . An 

upper limit [39] of 
2max

)(Re

800
)(

y
wall





 was imposed at the wall to avoid large 

eddy viscosities in leading edge regions. 

 

2.3 Boundary Conditions 

 

 

 

 

 

 

Several modifications were made to TURBO to allow it to handle not only inlets 

and exits in different physical orientations (x,y,z) but also arbitrary computational 

(ξ,η,ζ) directions. Code was developed to study inlet and exit blocks and to 

determine whether or not the blocks are part of a flow passage with an 

Figure 2.1 A computational boundary 
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identifiable hub and shroud. In the event of a hub and shroud being identified, the 

hub to shroud direction is specified as the direction for setting up radial profiles. If 

no hub to shroud direction is located, the code assigns uniform conditions at the 

inlet or exit. A plenum inlet boundary condition was added using general 

characteristic boundary conditions [40]. Figure 2.1 shows the stencil used for the 

plenum boundary condition. The symbol, , refers to an arbitrary computational 

index (i, j or k). It is assumed that the flow will enter the plenum inlet normal to 

the plenum inlet surface. The unit normal to the surface is given by [41] 

 

 2.3) 

 

Therefore the velocity component normal to the surface, just inside the 

computational domain is given by nVuin


 , where kvjvivV zyx

ˆˆˆ 


 is the 

velocity at  in. The non dimensional speed of sound, cin, is calculated as 

in

p




. 

The Riemann invariants at  in and  b are related as 
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The speed of sound at  b is calculated as follows: 
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Now, substituting 1) in 2) leads to  
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This is a quadratic equation in bc that is easily solved [41] and substituting back 

into 1) gives bu . The individual velocity components, density and pressure at the 

phantom cell are then computed as  

   

 

2.7) 

 

 

It is also possible to specify multiple inlet pressures and temperatures through 

the input files (for cases having more than one inlet and/or exit). This will allow 

users to specify a plenum temperature and pressure that are different from the 

inlet pressure and temperature of the blade row. For film cooling applications 
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where the plenum pressure is close to the main flow pressure and the density 

ratio is high, it is possible for backflow to occur during convergence. This can 

lead to failure of the simulation. To avoid this scenario, the speed of sound, bc , in 

equation 2.6 was modified to bb cc  and 
bu in equation 2.7 was replaced by bu

to force flow to enter the plenum normal to the plenum inlet face and therefore 

aid in convergence. Inlet and exit mass flux calculations were updated to 

accurately display mass flux regardless of the inlet and exit direction. Slip and no 

slip boundary conditions were also updated to enable them to handle directional 

generality. In addition, minor modifications in the treatment of viscous fluxes and 

in the calculation of pressure and energy in phantom cells were implemented.  

To enable the study of heat transfer, an isothermal boundary condition has been 

implemented. The temperature at the phantom cell is calculated by assuming 

that the wall temperature is the average of the phantom cell temperature and the 

inside cell temperature. The wall temperature is specified as user input. 
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2.4 Flat plate simulation 

 

 

 

A two dimensional channel grid [41], shown in figure 2.2, was used to model flow 

over a flat plate by imposing a no slip boundary condition on only one of the two 

channel walls while maintaining a slip boundary on the other wall. The grid was 

divided into four blocks, as shown in figure 2.3, with each block containing 41 

points in the i-direction (local x coordinate), 31 points in the k-direction (local 

negative y coordinate) and 2 points in the j-direction (local negative z coordinate).  

 

 

Here, the positive x direction is taken to be the downstream direction. The 

      1 

      4 

      3 

Note: figure not to scale 
Exit 

Inlet 

    Extent of flat plate 

      2 

 

 

x (i) 

y (-k) 

Figure 2.3 Block structure and extent of flat plate 

Figure 2.2 Mesh for 2D flow over flat plate 
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leading edge of the flat plate is contained between (i=31, k=31, j=1) and (i=31, 

k=31, j=2) in block 2 and the trailing edge is contained between (i=41, k=31, j=1) 

and (i=41, k=31, j=2) in block 4. The flat plate is 1.46m long and the channel 

height is approximately 0.021m. The grid spacing ensures a y+ of approximately 

1 at the first grid point away from the surface of the flat plate. No-slip boundary 

condition was imposed on the flat plate. Radial equilibrium was imposed on the 

exit plane while a characteristic variable inlet boundary was established on the 

inlet plane. The flow was initialized uniformly with a Mach number of 0.3 and a 

back pressure of 98000Pa with total pressure taken to be atmospheric. For the 

turbulence model, k and ω were specified at the inlet based on the inlet 

turbulence intensity, Tu, the inlet velocity, ui and the turbulent length scale, l. The 

turbulent intensity at the inlet was specified to be 5%. The code was run at a 

Courant-Friedrichs-Levy (CFL) number of 5.0. The solutions obtained by running 

TURBO were deemed to be fully converged when successive iterations varied by 

less than 0.1% in velocity gradient and temperature gradient. For the case of an 

adiabatic flat plate, skin friction coefficients were computed based on wall shear 

stress and free stream dynamic pressure. For the case of an isothermal flat plate 

local Nusselt numbers were computed as [5],  

wallw

wall
x

k

x

TT

q

k

hx
Nu 






 

For laminar flow, velocity profiles were compared to those of Blasius‟ [9] solution 

for both an isothermal and an adiabatic flat plate. 
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Figure 2.4 shows that TURBO predicts fairly well, for Reynolds numbers between 

105 and 107, the skin friction coefficient in both turbulent and laminar flow over a 

flat plate with no heat transfer at the surface. Small deviations can be attributed 

to compressibility effects that are neglected in the theoretical solution of Blasius. 

These compressibility effects become more obvious when the plate is held at a 

constant wall temperature, Tw, of 0.7 relative to the free stream (see figure 2.5). 

This is due to the strong dependence of kinematic viscosity on temperature. 

Further evidence of this can be seen in figure 2.6, where the wall temperature is 

held at 0.9 relative to the free stream. Agreement with theory is clearly much 

improved for both laminar and turbulent flow. 

Figure 2.4 Logarithmic plot of local skin friction coefficient versus Reynolds 
number for an adiabatic flat plate. 
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Figure 2.6 Logarithmic plot of local Nusselt number versus Reynolds number 
for Tw=0.7 

 

Figure 2.5 Logarithmic plot of local skin friction coefficient 
versus Reynolds number for Tw=0.7 
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Nusselt numbers for the case of Tw=0.9 matched well with theory, for 5·105< Re 

<107, showing the excellent heat transfer prediction of the k-ω turbulence model 

at least for the simple case of a flat plate. At a wall temperature of Tw=0.7, 

compressibility effects cause deviation of TURBO results from theory. Figures 

2.7 and 2.8 show skin friction coefficient and Nusselt number respectively for 

Tw=0.9. Figures 2.9 and 2.10 show a velocity profile comparison with theory for 

laminar flow over an isothermal flat plate and over an adiabatic flat plate 

respectively. Here, 
5.0)/(5.0 xUy e   , is the Blasius similarity variable [5]. The 

anomalous spike circled in figure 2.7 and seen in the remaining figures occurs at 

a block interface and is a result of calculating derivatives across block interfaces 

(such as velocity gradient) using the post processor FIELDVIEW™. 

 

 

 

 

 

 

 

 

 

Figure 2.7 Logarithmic plot of local skin friction coefficient versus Reynolds 
number for Tw=0.9 
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Figure 2.8 Logarithmic plot of local Nusselt number versus Reynolds number for 
Tw =0.9 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
 
 
 

Figure 2.9 Velocity profile for laminar flow over an isothermal flat plate with Tw 
=0.7 
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2.5 Conclusions 

 

Wilcox's k-ω turbulence model [39] was successfully incorporated into TURBO 

and validated for the case of a flat plate. In addition, several modifications were 

made to the available boundary conditions in TURBO to facilitate future 

simulations of complex turbomachinery geometry such as film cooling. An 

isothermal wall boundary condition was also added and successfully validated for 

the case of a flat plate. 

Figure 2.10 Velocity profile for laminar flow over an adiabatic 
flat plate 
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Chapter 3:  Preprocessor 

 

3.2 Introduction 

 

The CFD code TURBO has traditionally been used to simulate flows in axial 

compressors. The computational domains are traditionally discretized using a 

grid generator that produces H-grids. The present work focuses on the high 

pressure stage of a turbine. The rotors of such stages usually have large turning 

angles [2]. For such geometries, better grid quality is achieved by generating H-

O-H type grids instead of H-grids [41]. In order to generate O-H grids it was 

decided to utilize the grid generation software GridProTM. This would provide 

more control over the grid quality. In order to facilitate the use of grids generated 

by GridProTM for use in TURBO, a preprocessor was created using the 

programming language FORTRAN. 

The grid generation software GridProTM generates unstructured multiblock grids 

(the grid within each block is structured but the block layout is unstructured) [42]. 

The computational coordinates (i, j, k) of the blocks are not ordered according to 

the specifications presented in section 1.5 and this introduces the need for a 

preprocessor. Moreover, the boundary conditions and connectivity files 
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generated by GridProTM need to be converted to formats that are amenable to 

TURBO.  

Starting with a GridProTM grid and connectivity file, the preprocessor accepts user 

inputs that detail boundary conditions and blade row information to produce input 

files [43] that can be utilized to run TURBO. Details of this procedure are given in 

appendix B. Although there are instances in which manual intervention is 

required (for example, when opposing faces in a block do not follow the same 

physical coordinate direction), the procedure is, to a great extent, automated.  

 

3.3 Conclusions 

 

The preprocessor was successfully tested for the geometry involved in the case 

of flow over a flat plate with a film cooling hole. The results of this simulation are 

presented in the following chapter while the use of the preprocessor to set up the 

case is shown in appendix B, section B.4. The same section also describes the 

use of the preprocessor to set up the geometry simulated in chapter 5.
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Chapter 4:  Comparison of Turbulence Models for Flow Over a Flat Plate 

With a Film Cooling Hole 

 

4.2 Introduction 
 
 
 

Several computations and experiments have been performed related to film 

cooling. This chapter briefly summarizes a simulation of flow over a flat plate with 

one cooling hole at an angle of 35° fed by a plenum. The geometry is shown in 

figure 4.1 and is the same geometry used in the experiments of Sinha et al. [44].  

 

  

 

 

 

 

Figure 4.1 Computational domain 
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This geometry was chosen to further validate the heat transfer capability of 

TURBO, to compare the two turbulence models now available in TURBO and to 

test the newly developed preprocessor. Section C.4 in appendix C shows the 

process of setting up this case using the preprocessor.  

It is not the intention of this work to analyze film cooling in any great detail. A 

more detailed literature survey can be found in [45]. Some salient observations 

from literature related to film cooling are cited here. Figure 4.2 shows the primary 

flow features of a jet in crossflow [46].  

 

 

Figure 4.2 Features of a jet in crossflow [46] 
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The counter rotating vortex pair shown in the figure is also referred to as a pair of 

kidney shaped vortices. They are responsible for drawing the hot free stream gas 

into the cooler film cooling layer, thereby causing a drop in the effectiveness of 

the film cooling jet. Adiabatic film effectiveness,  , is defined as a non 

dimensional temperature ratio that compares the difference between the 

adiabatic wall temperature, 
awT , and the free stream temperature, 

T , to the 

difference between the coolant temperature at the hole exit, 
cT , and the free 

stream temperature. 

c

aw

TT

TT








  

Ideally the adiabatic wall temperature should equal the coolant temperature 

producing an effectiveness of 1.0. However, due to the mixing induced by the 

vorticity downstream of the hole the effectiveness is seldom close to this ideal. 

The key parameters that characterize film cooling are blowing ratio, M, and 

density ratio, DR. The blowing ratio is the ratio of free stream mass flux to 

coolant mass flux, measured at the hole exit. Density ratio is the ratio of free 

stream to coolant density, measured at hole exit. The ratio of blowing ratio to 

density ratio is the velocity ratio. For low rates of coolant injection, the 

effectiveness rises with blowing ratio. This is because the coolant jet is able to 

penetrate further downstream and form a wider film. However, at a certain value 

of blowing ratio, the momentum of the coolant jet is too great to allow it to remain 

attached to the surface and it 'lifts off' [45]. This causes a reduction in 

effectiveness immediately downstream of the cooling hole. As the density ratio is 
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increased (by extension the coolant temperature is reduced relative to the free 

stream), the effectiveness rises for a constant blowing ratio. Bons et al. [47] 

found that higher turbulence intensity increases effectiveness at high blowing 

ratios due to enhanced mixing that diminishes the effect of lift-off. They also 

found that at low blowing ratios, high turbulence intensity attenuates 

effectiveness. 

 Lemmon et al. [48] studied the formation of counter rotating vortices for the case 

of a 35° hole. They found that the vortices are the result of the interaction 

between the jet and the mainstream and not the boundary layer vorticity of the 

cooling hole. Sinha et al. [44] performed an experiment to quantify the film 

cooling effectiveness for the geometry shown in figure 4.1. They performed the 

experiment for blowing ratios ranging from 0.25 to 1.0 and density ratios of 1.2, 

1.6 and 2.0. They found that centerline effectiveness scales with momentum ratio 

while laterally averaged effectiveness is dependent on density ratio and 

momentum ratio. The results of the film cooling simulation in this report are 

compared to the work of Sinha et al. [44] for the highest density ratio case 

(DR=2.0). It is hoped that this simulation will allow an evaluation of the heat 

transfer capability of the two turbulence models available in TURBO. For cases 

of low blowing ratio and high density ratio, turbulent CFD simulations should be 

able to predict the laterally averaged adiabatic film effectiveness downstream of 

the hole. In turbomachinery flows, this would indicate that the turbulence model is 

suitable for predicting heat flux in zones of separation and regions that feature 

high turbulent production such as the tip gap of a rotor. In addition, this 
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simulation serves as a validation for the ability of TURBO to be used for film 

cooling simulations. 

 

4.3 Simulation and results 
 
 
 

In order to test the modifications made to TURBO, a simulation was run using a 

fine grid representing a flat plate with a cooling hole and plenum. Figure 4.3 

shows the computational grid and boundary conditions.  The boundaries not 

explicitly labeled in figure 4.3 were assigned slip boundary conditions. The 

cooling hole is inclined at 35° to the freestream as shown in figure 13. The 

domain was partitioned into 19 blocks and each block was run on a single 

processor. The flow was initialized as laminar with a Mach number of 0.0 and 

back pressure of approximately 97% of the inlet stagnation pressure. A 

converged solution obtained from this laminar flow simulation was then utilized 

as initialization for a turbulent flow simulation.  

 

Figure 4.3 Mesh for 35° cooling hole 
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Table 1 shows the cases for which results are shown in this paper and the 

plenum inlet conditions corresponding to them.  

 

Table 4.1 Test cases and plenum inlet conditions (normalized with inlet 
stagnation conditions) 

 

 

The two cases were run using both Wilcox's k-ω turbulence model [39] that has 

previously been described in this report and the low Reynolds number k-ε model 

[24]. Figure 4.4 shows span averaged film cooling effectiveness for cases 1 and 

2. The data represented in this figures is that of Sinha et al [44]. Here, x=0.0 

corresponds to the leading edge of the hole and x=1.0 is the trailing edge of the 

hole. Case 1 is represented by the color blue while case 2 is represented by the 

color red. The dashed lines are results of the k-ε simulation and the solid lines 

are the results of the k-ω simulation. The markers represent data. 

Case Plenum inlet 

Stagnation 

Pressure 

Plenum Inlet 

Stagnation 

Temperature 

Density ratio Blowing 

Ratio 

1 0.966 0.516 2.0 0.5 

2 0.986 0.516 2.0 0.8 
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The results obtained show qualitative agreement with experiments [44] and 

quantitative agreement with the film cooling work of other researchers such as 

El-Gabry et al [49]. The quantitative agreement between the k-ε model and data 

is superior to that of the k-ω model. Qualitatively, the k-ε model better predicts 

the trend of the data between x/D = 2.5 and x/D = 6.5. Similar behavior for the k-

ω model is observed in the literature, for example, El-Gabry et al. [49]. The under 

prediction of the k-ω model is attributed to an excessive production of turbulence 

in regions of high rate of strain that leads to enhanced mixing in the wake of the 

coolant jet [39]. The effectiveness for case 1 predicted by the k-ε turbulence 

model could be lower than measured by experiment because the actual density 

Figure 4.4 Span averaged effectiveness 



44 
 

ratio achieved by the simulation was 1.88. The curve for effectiveness would 

certainly shift up if the density ratio were increased. Figure 4.5 shows a cross 

section of the flow at x/d=3.0 for case 1 with the k-ε turbulence model to show the 

kidney shaped vortex. Figure 4.6 shows contours of non dimensional 

temperature for case 1 along the centerline for the k-ε simulation. The contour 

plot at the bottom of figure 4.6 is a rescaled plot from the work of Thole et al. [50]. 

The plot was rescaled to provide a better visual comparison with the results from 

case 1.  

 

 

 

 

 

 

Figure 4.5 Kidney shaped vortex at x/D=5.5 (case 1) 
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Figure 4.6 Comparison of centerline non dimensional temperature between 
experiment [50] (bottom) and simulation (top) for case 1 using k-ε turbulence 

model 
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4.4 Conclusions 

 

Based on the results of this simulation it appears that the k-ε model is superior to 

the k-ω model for flows that involve rapid acceleration, high rates of strain and 

interaction of a jet with crossflow. A further comparison of the turbulence models 

for the case of a turbine stator vane is shown in appendix C. The k-ε model is 

found to provide a better fit to surface heat flux measurements than the k-ω 

model for the geometry of appendix C. In light of these conclusions, it was 

decided to utilize the k-ε model for the simulations of chapter 5. In addition to 

determining the choice of turbulence models this exercise was the first 

successful use of the preprocessor described in chapter 3 and appendix B. 

 

 

 

 

 

 

 

 



47 
 

Chapter 5:  Unsteady Rotor-Stator Interaction 

 

5.2 Details of numerical simulation 

 

A highly loaded (pressure ratio across stage approximately 5.0) high pressure 

turbine stage [18] was used for this study. The stage consists of 38 stators and 

72 rotors that rotate at approximately 9000 rpm. The rotor blade is highly three 

dimensional with a tip clearance 2.1% of the blade span. An O-H grid was 

generated using GridPro™ and results in y+<1 near the wall. The domain was 

partitioned into 20 blocks for the rotor and 11 blocks for the stator. The grid 

consists of 2,461,740 cells of which 1,751,840 cells represent the rotor grid. In 

the radial direction 156 cells are used while 101 cells fill the rotor-to-rotor 

(circumferential) region. The grid density for the rotor passage is far greater than 

for the stator because there are more regions of interest that need to be resolved 

in the rotor passage. Figure 5.1 shows the grid on the rotor. Figure 5.2 shows the 

relative positions and sizes of the vane and rotor grids as well as the boundary 

conditions for the unsteady simulation. Previous studies such as the one by 

Green et al. [51] using coarser grids than the current grid have shown 

satisfactory results. Hence this grid is considered fine enough that no grid-

refinement study was deemed necessary. 
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The unsteady simulation was run for approximately 11 complete revolutions of 

the rotor blade row. Convergence was monitored by observing mass-flow values 

at stator inlet and rotor exit. Surface heat transfer on the rotor blade was also 

monitored over several iterations. For the steady simulation, the solution was 

deemed converged when surface pressure and heat transfer, 1000 iterations 

apart, were nearly indistinguishable (percent difference under 0.1%). In both 

cases the solution was initialized ab initio. 

 

 

 

 

 

 

 

The in-house developed preprocessor described in Chapter 4 was used to setup 

the case by converting GridPro™ connectivity and boundary information to a 

format compatible with TURBO. The Reynolds number of the flow is 

approximately 3x106 per meter and is consistent with Tallman et al. [18]. An 

isothermal boundary condition (see Chapter 2) was used for all solid surfaces 

and the wall temperature was set to 0.7 times the reference temperature to 

Figure 5.1 Rotor grid 
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simulate realistic flow conditions. Post processing and visualization in this study 

were realized through TecPlot™ and Fieldview™.  

 

 

 

 

 

 

 

 

Steady simulation: For the steady simulation, the stator vane flow was first 

computed. At the vane inlet a temperature and pressure profile matching 

experimental conditions were imposed. The exit pressure profile was obtained 

from a coarse grid 1½ stage unsteady simulation [51]. The exit total pressure and 

temperature profiles obtained from the steady simulation of the vane were 

circumferentially averaged. The profiles thus obtained are radial and can be used 

as inlet profiles for the steady rotor simulation. Periodic boundaries were 

specified at the tangential boundaries. Results from this case can be found in Luk 

[19].  

Figure 5.2 Boundary conditions 
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Unsteady simulation: An inlet profile of total temperature and total pressure 

upstream of the vane were specified based on the experimental data of Tallman 

et al. [18]. The radial static pressure distribution downstream of the blade was 

specified at the exit of the rotor blade row. This pressure distribution itself was a 

product of an unsteady computation for a 1½ stage simulation performed by 

Green [51]. Phase lag boundary condition was used in the tangential direction to 

account for unsteadiness and 31 time steps per period for the rotor were saved. 

This is approximately one fifth the number of time steps that were used to store 

time history information for phase lag. Phase lag assumes that a blade row is 

periodic with the frequency of wake passage of the neighboring blade row [23]. 

This requires that solution history be stored for one period of wake passing. At 

the stator-rotor interface, a sliding interface boundary condition was imposed. 

The code TURBO, in its present form, requires the grid lines at the stator exit and 

rotor inlet to match radially but does not require them to match in the tangential 

direction.  Matching the radial grid lines at the interface can be achieved using 

the method shown in Chapter 3. The simulation took approximately 150,000 

iterations to converge at a CFL of 5.0. Both simulations use the low Reynolds 

number k-ε model [24] (see appendix C and section 4.4 for turbulence model 

comparison.) 

The results from the simulation are compared to the data presented in Tallman et 

al. [18] and to the steady simulations of Luk [19]. Tallman et al. [18] found that for 

the high pressure vane, downstream of the throat, steady CFD predictions 

matched well with experiment and therefore the effect of unsteadiness for this 
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geometry is minimal. This was verified in the present work with the exception of 

density gradient oscillations due to reflection of the trailing edge shock from the 

downstream rotor. There was no significant change in time-averaged Stanton 

number or pressure and therefore, no results for the vane are presented here 

and the focus shall be on the high pressure rotor blade. 

 

5.3 Rotor blade analysis 
 
 

In the figures to follow, the abscissa is the normalized distance, S,  along the 

blade surface with -1 to 0 representing the pressure surface from trailing edge to 

leading edge and 0 to 1 representing the suction surface from leading edge to 

trailing edge. This is shown in figure 5.3. Figures 5.4, 5.5 and 5.6 show the 

normalized pressure distribution along the blade surface at 5% span, 50% span 

and 90% span respectively.  

  

 

 

 

 

 

Figure 5.3 Rotor airfoil section showing non dimensional distance along 
blade surface 
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Figures 5.7,5.8 and 5.9 show Stanton number along the rotor blade surface at 

15% span, 50% span and 90% span respectively. The Stanton number as 

presented is in reality a normalized wall heat flux. It is normalized by Twall and Tref 

which are both constants. A derivation of Stanton number is shown in section 

1.2. 

Figure 5.4 Pressure distribution at rotor 15% span 
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Overall, the time averaged pressure results match with the data better than the 

steady solution. In figure 5.4 at S=0.1, the time-averaged pressure profile 

captures the experimental data point that the steady solution misses.  It appears 

from the thickness of the unsteady envelopes in figure 5.4 through 5.9 that at the 

90% span the effect of unsteadiness is at its minimum. The widest envelopes are 

observed near the leading edge where the effect of the upstream wake is most 

prominent. There is also a wider unsteady envelop on the pressure side than on 

the suction side that is related to the wake fluid being more active. 

Figure 5.5 Pressure distribution at rotor 50% span 
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There is a shift in stagnation point to the pressure side for the time-averaged 

solution relative to the steady solution. This is due to the effect of the stator 

trailing edge wake. This is easily explained by looking at figure 1.6 that shows the 

segregation effect. While the relative velocity in the wake is oriented at a 

shallower angle for the time-averaged results compared to the steady results, the 

opposite is true of the free stream fluid. The free stream fluid is dominant due to 

the high Mach number of the flow and there is a net change in flow direction 

towards the pressure side. This is also why the wake fluid that is at a lower 

temperature than its steady analog does not have a significant effect downstream 

of the leading edge region, at least for the 0-90% span locations. As a result, the 

Figure 5.6 Pressure distribution at rotor 90% span 
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Stanton number at the leading edge is lower for the time-averaged case but 

downstream of the leading edge, the Stanton number is higher for the time-

averaged simulation. It appears that instead of segregating the cool and hot gas 

the flow has merely redistributed the thermal load. It is likely that thermal 

segregation would be more easily seen in simulations of turbine stages that are 

not as highly loaded or in simulations involving hot streaks. This would raise the 

entropy of the wake relative to the free stream making it easier to follow.  

 

 

 

Looking at figure 5.7, there is a sharp rise in Stanton number and pressure 

starting at S=0.7, on the suction side, at the 15% and mid-span locations. This is 

Figure 5.7 Stanton number distribution at rotor 15% span 
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consistent with the rotor trailing edge shock. Downstream of the shock the heat 

flux drops as the boundary layer thickens once again. This abrupt rise due to the 

trailing edge shock is not visible at the 90% span location, possibly due to 

leakage at the tip that interacts with the trailing edge shock. At the 90% location 

(figure 5.9) there is however a sudden rise in Stanton number at S=0.4. This is 

not accompanied by a rise in pressure (figure 5.6). It appears that the increased 

heat flux is in a region where there is a thinning of the boundary layer that occurs 

as the subsonic flow in the region accelerates over the crown. This is 

accompanied by hot gases from the pressure side leaking onto the suction side 

through the tip gap. Figure 5.10 shows the flow features associated with this 

phenomenon. 

 

 

 

 

 

 

 

 

Figure 5.8 Stanton number distribution at rotor 50% span 
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Figure 5.11a shows the steady pressure distribution on the entire unfolded rotor 

blade. Figure 5.11b shows the time-average of unsteady pressure. It is clear that 

the effect of unsteadiness is observed mainly along the leading edge. Here, R, is 

the radial location and increases from hub to rotor tip.  

 

 

 

 

 

 

 

 

 

 

Figure 5.12a shows the distribution of Stanton number on the rotor from the 

steady simulation and figure 5.12b shows the time-averaged Stanton number. 

Unlike in the case of pressure, the overall Stanton number levels are higher for 

the time-averaged case over most of the rotor blade surface. This observation is 

not consistent with that of Ameri et al. [14] who observed that the pressure side 

Figure 5.9 Stanton number distribution at rotor 90% span 
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heat flux alone was higher. This could be due to the fact that unlike the 

simulations conducted in the present work, those of Ameri et al. [14] were for a 

lower stage loading. This would allow the wake to have an impact on the thermal 

loading downstream of the rotor leading edge and crown region. At the leading 

edge the steady simulation predicts higher heat transfer than the unsteady 

simulation and this is in agreement with figures 5.6 through 5.8.  

 

 

 

 

 

 

 

 

 

 

 

Figure 5.10 Stanton number rise due to leakage vortex 
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Figure 5.11 Pressure distribution on unfolded rotor blade surface 

Figure 5.12 Comparison between steady and time-averaged Stanton 
number distribution on rotor blade pressure side. 
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Figure 5.13 shows streamlines over the suction side of the blade and the blade 

surface contours represent Stanton number. The heat transfer near the rotor tip 

is higher than over the remainder of the suction side. This is shown as a green 

streak starting near the rotor suction side leading edge and extending towards 

the trailing edge and radially towards the hub. This is caused by the scrubbing 

action of the tip leakage vortex as well as due to the high temperature gas within 

it which is sucked onto the suction side. The tip vortex can be seen and so can 

the streamlines near the hub that move radially toward the casing. The pattern of 

heat transfer distribution on the rotor blade (as seen in figures 3 and 5) is 

different for the steady case and for the time-averaged unsteady case. This could 

be caused due to thermal redistribution [14], [15].  

Looking at figures 5.3 through 5.5 and figure 5.11, the pressure distribution 

appears to be radial for a large portion of the blade except near the tip and the 

hub where it is highly three dimensional due to the interaction of the passage 

flow with secondary flows from the hub and tip. The Stanton number, however 

exhibits a more three dimensional distribution. This is consistent with the findings 

of Tallman et al. [18]. Figure 5.14 shows the horseshoe vortex on the suction 

side of the rotor and the associated high Stanton number in the crown region of 

the rotor blade. The vectors show relative velocity. Secondary flow from the 

pressure side of the adjacent rotor blade can be seen traveling towards the 

suction side close to the hub (bottom left of figure 5.14) and towards the middle 

of the suction side passage. 
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Figure 5.13 Streamlines of absolute velocity over suction side 
of rotor showing contours of Stanton number 

Figure 5.14 Horseshoe vortex looking downstream at suction side 
of blade near hub. 
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Figure 5.15 shows filled-in-contours of shock function ( pV 


) at five different 

moments in time (time increasing from top to bottom). The three sections shown 

in this figure are at a) 15% span, b) 50% span and c) 90% span of the rotor 

blade. The shock function shows regions of large pressure gradients in the 

direction of velocity. So, the boundaries of regions colored in red are shocks 

while boundaries of regions colored in blue are expansions. Figure 5.16 shows 

filled-in-contours of shock function from the steady simulation at the same 

location. The steady solution shows that the shock, C1, is close to the crown of 

the rotor blade. In figures 5.15 and 5.16 some of the shocks and expansions 

have been marked with red and blue lines respectively. The shock at the rotor 

leading edge, C1, moves from the crown on the suction side down towards the 

leading edge and weakens as it does so. This phenomenon has been reported 

on by several authors including Denos et al. [11] and Giles [12]. Close to the tip 

region, the shock begins to weaken and does not travel as much from the crown 

towards the leading edge. The rotor trailing edge shock at 90% span interacts 

with the reflections of the shock from the upstream vane as well as the leakage 

vortex and dissipates before making contact with the suction side of the rotor. At 

the leading edge, the passing of the upstream vanes causes a series of 

expansions and shocks. There are several reflections of the shock back and forth 

between the rotor and the upstream stator. These are labeled R1 (dashed red 

lines) in figure 5.15. This is similar to the images shown in De la Loma et al. [52] 

that show incident and reflected shocks between the stator and rotor. One of 

these images is shown in figure 5.17. The rotor trailing edge shock, C3, is well 
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defined in both the steady and unsteady simulations and appears to be a steady 

phenomenon. The leading edge shock weakens in strength from the hub to the 

tip. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.16 Steady shock function at rotor mid-span 

Figure 5.17 Schlieren visualization of stator-rotor shock 
interaction [52] 
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It should be noted that the shock function images are in the absolute frame of 

reference. This means that although the free stream flow undergoes several 

shocks and expansions, the rotor blade Stanton number itself is not necessarily 

affected by the interaction of the shocks. The periodic sweeping of the crown and 

leading edge by regions of high Stanton number as shown in figure 5.18 is 

however related to the sweeping of the vane trailing edge shock. 

 

 

Figure 5.18 shows Stanton number on the rotor surface at several instances in 

time. In the figure, the time sequence progresses from left to right on the upper 

row and then left to right on the lower row. It appears that at the hub and tip, the 

unsteady envelope is not as wide as elsewhere on the blade. The incoming 

thermal wake can be seen periodically washing over the suction side towards the 

leading edge causing a diffused spread of heat flux at the leading edge 

Figure 5.18 Stanton number at various instances in time on the rotor blade 
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compared to the steady solution where heat flux is much more concentrated at 

the leading edge. The steady analogue in figure 5.12a shows a much higher heat 

transfer at the leading edge and lower heat transfer on the tip, near the leading 

edge. At the hub the heat transfer is much higher due to the interaction of the 

hub boundary layer with the passage flow, also known as the horseshoe vortex 

(see [53] and figure 5.14). This region seems to be unaffected by unsteady 

effects. The relative Mach number in the leading edge and crown regions of the 

rotor are very low. The high density gradients and associated shocks do not 

therefore have a significant impact on the heat flux in this region.  

 

5.4 Tip flow and heat transfer 

 

Tip heat transfer is thought to be largely a steady phenomenon dictated by tip 

geometry. In the experiments of Tallman et al. [18], tip heat flux was measured at 

several locations. Figure 5.19 shows these probe locations on the tip surface that 

is colored by Stanton number from the steady simulation. Figure 5.20 shows a 

comparison between simulated heat flux and heat flux measured from 

experiment at the probe locations shown in figure 5.19.  
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Both the steady and time-averaged simulations over predict heat flux in the 

leading edge region of the tip while the predictions at the trailing edge lie within 

the two data points obtained from experiment. It is likely that the leading edge 

region of the tip is experiencing laminar or transitional flow (associated with 

strong pressure gradient in the streamwise direction.) The CFD simulation 

assumes that the flow is fully turbulent and thus over predicts heat flux near the 

leading edge. Closer to the trailing edge, the flow is turbulent and this leads to a 

better match between simulation and experiment. 

Figure 5.19 Location of probes to measure tip heat flux 
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The blue stripes of low Stanton number on the tip that are visible in figure 5.19 

for the steady simulation, are also present in the results from the time-averaged 

simulation. The band of lower Stanton number at the entrance to the tip gap, 

from the pressure side is caused by separation bubbles in the tip gap. Figure 

5.21 shows time averaged Stanton number on the tip surface along with two 

planes that are oriented in the streamwise direction. 

Figure 5.20 Tip heat flux comparison between CFD and experiment 
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Plane 1 is located in a region where the blue band of lower heat flux is present. 

Plane 2 is located in a region where the blue band of low heat flux on the tip is 

absent. Figure 5.22 shows a close-up view of flow along Plane 1. Plane 1 is 

colored by flow velocity. Blue and green indicate flow from pressure side to 

suction side and yellow and red indicate flow in the opposite direction 

(separated.)  

Figure 5.21 Time-averaged tip heat flux 
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Two distinct zones of separation are observed: one near the entrance to the tip 

gap form the pressure side and the other is midway through the tip gap on the 

casing. Figure 5.23 shows the region that is circled in figure 5.22 in greater detail 

to verify that the zone is in fact separated. 

 

Figure 5.22 Plane 1 on the tip surface 
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The separation reduces the heat flux by keeping the hot flow from the pressure 

side away from the tip surface as well as by creating a much larger buffer zone 

between the tip and the hot gas than a boundary layer would. This separation 

zone is not seen in plane 2 that is shown in figure 5.24. The blue band on the tip 

surface that is closer to the tip exit, near the suction side of the blade, is caused 

by the development of the boundary layer on the tip surface as well a separation 

triggered by shock boundary layer interaction. The boundary layer is thickened 

due to the presence of shocks and this leads to a further reduction in surface 

heat flux. These shocks can be seen in figure 5.25 that shows density gradient 

Figure 5.23 Zoomed in view of separated zone 
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contours along Plane 1 in the tip gap. The fluid from the pressure side over 

expands as it enters the tip gap and then goes through a series of shocks and 

expansions before a strong shock at the tip gap exit brings the pressure back to 

the level of the suction side. 

 

 

 

 

 

 

 

 

While viewing videos of unsteady flow in the tip gap it was observed that there 

exists a region in the vicinity of Plane 1 where the heat flux rises to levels 

comparable to that at the leading edge. A snapshot from this video is shown in 

figure 5.26. Although the rise in heat flux is intermittent it could have a significant 

impact on the life of the blade material. The reattachment line is known to be 

associated with higher heat flux. However, the unsteadiness of this „hot spot‟, as 

it shall henceforth be referred to, leads to the conclusion that there are other 

physical processes at work. It is interesting to note that the hot spot occurs 

Figure 5.24 Plane 2 on the tip surface 
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downstream of an oblique shock. It also occurs when the shock is at its 

strongest. This is easily explained because a stronger shock would lead to the 

downstream relative Mach number being lower and therefore lead to a smaller 

boundary layer thickness. In addition, the stronger shock increases the 

temperature downstream of it causing higher heat flux to the surface.  

 

 

Figure 5.25 Compressions and expansions in the tip gap (Plane 1) 
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The levels of temperature, entropy, pressure and relative Mach number were 

analyzed before and during the hot spot. Table 5.1 shows the computed flow 

variables at two instances labeled 'before' and 'during' the hot spot. Station 2 

refers to the tip gap entrance on the pressure side. Station 1 refers to the tip gap 

exit on the pressure side. Station 3 is located on the tip surface region where the 

hot spot is observed. The bubble height, δbubble is non-dimensionalized with tip 

gap height, h. Table 5.1 shows that an 8% drop in tip gap pressure ratio leads to 

a 25% drop in bubble height and a 64% increase in Stanton number on the tip 

surface at station 3. The stations referred to in table 5.1 are indicated in figures 

5.27 and 5.28 that show density gradient in black and white with overlaid vorticity 

Figure 5.26 Discovery of „hot spot‟ 
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Location Station 1 Suction side Station 2 Pressure side Station 3 Bubble

(surface) height

P1 S1 P1/P2 P2 Mrelative S2 S1/S2 St δbubble/h

Before 0.167 0.35 0.41 0.41 0.6765 0.088 4.643 0.011 0.254

During 0.157 0.121 0.38 0.41 0.6917 0.031 12.31 0.018 0.1905

% difference 6.048 65.36 7.9 2.01 2.25 65.25 165 63.6364 25

contours in the tip gap during the occurrence of the hot spot and before the 

occurrence of the hot spot respectively. 

 

 

 

 

 

Separation bubble 

Station 2 

Suction side 
Pressure side 

Station 1 
Station 3 

reference view 

Table 5.1 Measurements across tip gap 

Figure 5.27 Tip gap during hot spot 
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Figure 5.28 Tip gap before hot spot 
 

 
 

The strength of the first oblique shock in the tip gap appears to be a strong 

function of separation bubble height. The bubble height depends on both the 

pressure ratio across the tip as well as the local Mach number. This is contrary to 

observations for subsonic flow regimes in the tip gap where separation and 

reattachment are brought about purely through the effects of turbulence. During 

the hot spot, the pressure ratio across the tip is higher than before the hot spot 

by approximately 8%. The relative Mach number entering the tip gap is also 

higher. This leads to the separation bubble being thinner at the tip entry during 

the hot spot and pushes the throat further into the tip gap. Once the throat is 

reached, the pressure ratio across the gap accelerates the flow much faster. The 

separation bubble thins more quickly at higher Mach numbers causing a more 

rapid expansion in effective tip area (see section 1.3, equations 1.10 and 1.11). 

Separation bubble 

Station 2 

Suction side 
Pressure side 

Station 1 
Station 3 

reference view 
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This in turn hastens reattachment by thinning the bubble height downstream of 

the throat. The higher the Mach number at reattachment, the stronger the shock 

and the greater the heat flux on the tip surface. The expansions that occur in the 

tip gap do increase the boundary layer thickness and therefore cause a reduction 

in heat flux further downstream in the tip gap. However, these expansions are 

weak and do not significantly change the pattern of heat flux on the tip surface. 

The shock at the tip gap exit triggers separation on the tip surface and causes a 

drop in heat flux. The primary oblique shock in the tip gap reflects off the casing 

and triggers another separation bubble on the casing. This separation bubble 

occurs downstream of the reattachment point on the tip surface and leads to a 

fairly constant area section in the tip gap that is terminated by a reflection from 

the casing separation bubble. 

It is clear from table 5.1 that the hot spot is associated with periods of lower 

entropy in the free stream. In low Mach number flows, the entropy of the wake is 

usually higher than that of the surrounding fluid. However, because of the highly 

loaded nature of this stage, there is a large entropy rise in the free stream, 

downstream of the rotor inlet. This is also the reason why the temperature in the 

wake is higher than in the free stream (Although this has little effect downstream 

of the leading edge due to mixing). Following iso-surfaces of entropy, it was 

determined that the lower entropy is associated with the fluid from lower radial 

regions that is convected to the tip region due to unsteady radial pressure 

gradients. Figure 5.29 shows the streamline locations for the two instances in 

time: before the hot spot (top) and during the hot spot (bottom). 
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The existence of a throat leads to the conclusion that the flow through the tip gap 

is choked and that any rise in passage mass flow will reduce the relative tip 

losses. It is therefore possible to contour the tip gap in a manner that allows it to 

remain choked and simultaneously minimize tip heat flux. Ideally this could be 

accomplished by creating a diverging pathway for the tip flow to push the throat 

to the tip entrance. This would eliminate fluctuations of heat flux on the tip 

surface due to strengthening and weakening of oblique shocks. Alternatively, one 

could increase the separation bubble distance in the streamwise direction.  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 5.29 Streamlines through the tip gap before (top) and during (bottom) 
the hot spot 



79 
 

5.5 Endwall heat flux 

 
Figure 5.30 shows the heat flux on the rotor hub for the steady (top) and time-

averaged (bottom) simulations. The heat flux from the time-averaged simulation 

is higher than the heat flux from the steady simulation near the leading edge on 

the suction side while it is lower on the pressure side. This thermal redistribution 

has been discussed earlier in section 5.3.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.30 Hub heat flux for steady (top) and time-averaged 
(bottom) simulations 
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Figure 5.30 also shows the location of probes at which heat flux was measured 

during the experiment [18]. The pattern of heat transfer shown in figure 5.30 is 

consistent with the work of Ameri et al. [54]. Figure 5.31 shows a comparison 

between the heat flux predicted by CFD and that obtained by experiment. 

 

 

 

On the hub, near the leading edge, there is almost a 100% difference between 

the steady and time-averaged simulations. This is partly due to the effect of the 

wake that interacts with the hub boundary layer. Another reason for this 

difference is that the boundary layer for the steady simulation is rather flat. This is 

because the inlet profile is defined in a coarse manner that does not accurately 

Figure 5.31 Hub heat flux: comparison between CFD and experiment 
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capture the turbulent boundary layer in the manner that the time-averaged 

simulation does. This is why the heat flux computed by the steady simulation in 

the leading edge region of the hub matches the heat flux measured by 

experiment. The CFD simulation is fully turbulent and therefore the time-

averaged simulation that is able to pass boundary layer information across the 

sliding interface, over predicts heat flux in the leading edge region of the hub. 

The 100% over prediction is indicative of the fact that the flow in this region is 

probably laminar. Toward the aft section of the hub the CFD predictions match 

very well with the experiment because the flow has now become fully turbulent. 

Figure 5.32 shows the shape of the inlet boundary layer for the steady (left) and 

the time-averaged (right) simulations. 

Figure 5.33 shows heat flux on the rotor casing for the steady and time-averaged 

simulations. On the casing, due to the clearance flow the heat transfer is seen to 

be higher than on the hub especially in the region adjacent to the pressure side 

of the blade. This is probably because the hot air from the pressure side is being 

sucked towards the suction side and heats up the casing as it travels through the 

tip gap by the scrubbing action of the tip leakage flow. The blue strip that follows 

it is associated with the separation zone described in section 5.3 and illustrated 

in figure 5.22. The difference in blade passing frequency between the steady and 

time-averaged simulations also leads to a phase-shift in the heat transfer pattern 

on the casing as seen in figure 5.34 that shows the percent difference between 

steady and time-averaged heat flux predictions on the casing. Percent difference 

is computed as,  
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Figure 5.32 Boundary layer shape characterized by vorticity magnitude 

Figure 5.33 Stanton number on rotor casing for steady (top) and time-
average (bottom) of unsteady simulations 
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The heat flux distribution on the casing (figure 5.33) is similar to the work of 

Ameri et al. [54] who observe that the heat flux directly above the rotor tip gap 

entrance is much higher than elsewhere in the domain because of work transfer 

involved in the interaction of two frames in relative motion [55] [56]. Minimal 

effects of unsteadiness were observed on the hub and casing surfaces and this 

is in agreement with Ameri et al. [54]. In a simulation involving adiabatic walls, it 

is conceivable that the adiabatic wall temperature in some regions of the flow 

may rise above the stagnation temperature at the inlet to the stage. This is due to 

the fact that the rotation of the blade adds a rotational velocity component to the 

flow. This additional velocity manifests as an increased shear near the casing 

because the casing experiences flow in the absolute frame. The fluid near the 

casing thus experiences an increased enthalpy and thereby higher stagnation 

Figure 5.34 Percent difference between steady and time-averaged 
Stanton number on rotor casing 
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temperature than the stage inlet. This is true for both steady and unsteady 

simulations where two or more relative frames of motion are involved. Based on 

this analysis, one would expect a rise in stagnation temperature upstream of the 

leading edge as well. This region experiences large absolute velocity but the 

relative velocity is minimal. The shear work due to the rotation is thus converted 

to enthalpy of the fluid. The shear work and the enthalpy adjust to satisfy the 

energy equation because the pressure ratio across a stream tube that undergoes 

varying shear may remain constant in a relative frame of reference. The above 

discussion is borne out by the following thought experiment. Consider two stream 

tubes. The first stream tube is located near the casing at the tip gap entrance on 

the pressure side of the rotor and is oriented in the streamwise direction. The 

second stream tube is located near the tip surface. Assume that the thermal 

profile at the rotor blade row inlet is uniform with a stagnation temperature of 

unity. The energy equation requires that the internal energy convected into the 

stream tube be equal to the sum of the heat flux added to the tube, the pressure 

work done on the tube and work due to body forces and shear stresses. 

Assuming that the walls are adiabatic, it is clear to see that there is no effect of 

heat flux on the internal energy of the tubes. There are no body forces at work 

either. Assume that the pressure ratio across both tubes is comparable as are 

the absolute velocities. This means that the only difference in the internal 

energies of the two stream tubes is due to the shear work on them. Shear is 

related to velocity gradient and in the absolute frame of reference, the shear work 

on the fluid by the casing is approximately 6 times higher than the shear work on 
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the fluid by the tip (or any surface rotating with the blade.) The Reynolds number 

in the relative frame is lower than in the absolute frame and this leads to a 

relatively thicker boundary layer. Coupled with a smaller velocity gradient across 

the boundary layer, this leads to the shear stress at the tip surface (second 

stream tube) being considerably smaller than at the casing. This is the reason 

why the stagnation temperature at the casing exceeds that at the tip. For the 

work presented in this dissertation (isothermal walls), the added work to the fluid 

manifests as large Stanton numbers on the casing at the tip gap entrance. This is 

evident from figure 5.33. The average Stanton number at the tip gap entrance on 

the casing is 0.4. This is twice as high as the largest Stanton number found on 

the blade surface. The above discussion assumed that the flow in the tip gap is 

subsonic in the relative frame (to avoid effects of shock-boundary layer 

interaction.) For the current study this is true in the leading edge to quarter chord 

region of the tip gap, above which the highest Stanton number on the casing is 

observed. In addition, the entropy at the tip entrance is fairly constant  leading to 

an increase in stagnation pressure. This is accompanied by a rapid acceleration 

of flow across the tip gap. 

Another way to understand this work transfer is to realize that the pressure ratio 

across the stage is analogous to a potential energy. It has the potential to do 

work on the rotor blade. When the pressure drives flow through the rotor 

passage, the geometry of the blade is able to harness the pressure to rotate the 

blade. At the tip, some of this work done on the blade is transferred to the tip 

leakage flow (the relative velocity in the tip gap is increased due to leakage.) The 
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increased flow velocity creates higher shear stress on the casing. The effect 

would predominantly be observed at the tip gap entrance where the expansion 

into the tip gap peaks. In the event of a low stage loading the relative velocity in 

the tip gap is quite small compared to the rotational speed of the blade. This 

would cause lower values of shear stress on the casing and therefore lower heat 

flux. In summary, the work done by the flow on the blade is converted to kinetic 

energy of the blade. Some of the kinetic energy of the blade is transferred to the 

flow in the tip gap. This kinetic energy in the tip gap causes the shear work on 

the casing to increase (work is done on the casing by the flow.) This work results 

in an increase in internal energy because the pressure ratio across the tip can be 

assumed fairly uniform in the radial direction. The casing is fixed and therefore 

the work cannot be converted to kinetic energy. The only other avenue is for the 

work to manifest as a rise in thermal energy (enthalpy.) In general, any region of 

flow that has a significant relative velocity component in the tangential direction 

(direction of rotation) is likely to experience an increase in stagnation enthalpy. In 

the present study, a 5% increase in stagnation temperature upstream of the rotor 

was observed while the stagnation temperature at the entrance to the tip gap 

rose by as much as 11% over the stage inlet stagnation temperature. Table 5.2 

shows the adiabatic wall temperature that could be expected on the leading edge 

of the blade as a function of recovery factor [8]. Table 5.3 shows the adiabatic 

wall temperature that could be expected on the casing, near the tip gap entrance 

of the blade as a function of recovery factor [8]. 
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Recovery Leading edge

Factor T 0 M T T aw

0.9 1.05 1.58 0.7 1.02

0.89 1.05 1.58 0.7 1.01

0.88 1.05 1.58 0.7 1.01

0.87 1.05 1.58 0.7 1

0.86 1.05 1.58 0.7 1

0.85 1.05 1.58 0.7 1

0.84 1.05 1.58 0.7 0.99

0.83 1.05 1.58 0.7 0.99

Recovery Tip gap entrance

Factor T 0 M T T aw

0.9 1.11 1.94 0.63 1.06

0.89 1.11 1.94 0.63 1.06

0.88 1.11 1.94 0.63 1.05

0.87 1.11 1.94 0.63 1.05

0.86 1.11 1.94 0.63 1.04

0.85 1.11 1.94 0.63 1.04

0.84 1.11 1.94 0.63 1.03

0.83 1.11 1.94 0.63 1.03

 

 

 

 

 

 

  
 

 

 
 

 

 

 

 

 

The adiabatic temperature is computed as [8], 
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Table 5.2 Estimate of adiabatic wall temperature at rotor leading edge 

Table 5.3 Estimate of maximum casing adiabatic wall temperature 



88 
 

Here,  , is the recovery factor and the temperature, T, and absolute Mach 

number, M, are at locations in the free stream at which the stagnation 

temperature, T0, is listed in tables 5.2 and 5.3. It is clear that at the leading edge, 

the effect of work transfer is not as evident. At the tip gap entrance, even 

assuming very low thermal recovery through the boundary layer, the adiabatic 

wall temperature is at least 3% higher than the inlet total temperature. At the 

leading edge this argument is not very accurate because the recovery factors are 

based on a one dimensional model. In the tip gap, however, the high speed flow 

lends itself to quasi one dimensional analysis. The predicted values of adiabatic 

wall temperature are in line with the simulations of Ameri et al. [54].  
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Chapter 6:  Conclusions and Future Work 

 

6.2 Conclusions 

 

 A preprocessor was successfully developed and tested that acts as a 

conduit between the grid generation package GridProTM and TURBO. 

 Wilcox's k-ω turbulence model [39] was successfully incorporated into 

TURBO and validated for the case of flow of a flat plate. 

 Two turbulence models, the low Reynolds number k-ε model of Shih [24] 

and Wilcox's k-ω model [39] were compared by testing their ability to 

predict the film cooling effectiveness downstream of a cooling hole that 

jets into flow over a flat plate. The models were also used to predict heat 

flux at the mid-span of a high pressure turbine vane. The results from both 

tests were compared to experiment. It was found that the k-ε model is 

more suited to model heat flux. 

 Unsteady stator-rotor interaction was studied by simulating flow and heat 

flux through a highly loaded transonic turbine stage. The results were 

compared to those from a steady simulation as well as to experiment. 
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 The effect of unsteadiness is most prominent at the leading edge of the 

blade and at the mid-span section of the rotor.  

 Tangential redistribution of the thermal wake was observed in the leading 

edge region of the rotor. However, due to the presence of strong shocks in 

the region, the wake's influence is not thought to propagate downstream. 

In addition, because of the manner in which the heat flux was normalized 

to obtain Stanton number, it is uncertain how much of redistribution is 

caused due to differing thermal wake profiles and how much is simply due 

to the change in frequency of wake passage. 

 A high degree of unsteadiness was also observed over a small region of 

the aft section of the rotor tip surface. This is due to radial unsteadiness 

that is a result of the highly three dimensional geometry. The unsteadiness 

manifests as a strengthening and weakening structure of oblique shocks 

and their reflections. 

 A 'hot spot' was identified on the tip where the heat flux is comparable to 

the leading edge region. This spot is associated with the unsteady shock 

structure that was observed in the tip gap. 

 The aft 70% of the tip gap is choked by the formation of a throat at the tip 

gap entrance. It is thought that this could be used to redesign the tip to 

push the choke point towards the tip gap exit near the suction side and 

thus attenuate the heating effect of the oblique shocks. In this case a 

prolonged separation zone would also be beneficial in the tip gap. 
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 The rotor surface pressure and heat flux predicted by the time-average of 

unsteady simulation match very well with experiment. 

 On the tip and hub, the agreement with experiment was excellent in the aft 

region of the rotor blade. It is thought that the flow conditions during the 

experiment might have been laminar in the leading edge region of the 

rotor passage leading to lower heat flux values from experiment compared 

to the time-averaged simulation (fully turbulent). 

 The hub and casing heat flux were found to be fairly insensitive to 

unsteadiness and this is in agreement with established literature. 

 A complete three dimensional view of the flow through the rotor passage 

was realized showing the shock structures between the vane and the rotor 

as well as in the rotor passage.  

 

 

6.3 Future work 

 

While the analyses presented in this dissertation provided several useful insights 

into unsteady rotor physics, several questions remain unanswered. Specifically, it 

would be prudent to conduct a simulation with adiabatic wall boundary conditions 

in order to normalize heat flux with adiabatic wall temperature. This would show 

the true extent of the differences between the steady and unsteady simulation by 

comparing heat flux normalized by adiabatic wall temperature. Such a simulation 

is currently in progress. In addition, laminar solutions could show whether the 
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flow in the leading edge region is laminar by comparing heat flux in this region to 

experiment. As has been suggested in this dissertation, tip geometry to choke 

the tip flow at the tip exit could prove beneficial in minimizing the tip surface heat 

flux for highly loaded turbine stages. It would be interesting to see whether this 

theory is borne out by performing a numerical simulation. To simplify the process 

of porting grid geometry from the grid generator to TURBO a graphical user 

interface for the preprocessor would be beneficial. 
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Appendix A:  Governing equations 

 

The figures in this appendix show equations and variables scanned from [41] that 

form the basis for TURBO. Nomenclature and descriptions of the variables in the 

figures are found in [41]. Figure A.1 shows the governing equations of fluid 

motion as presented in [41]. Figure A.2 shows the governing equations in vector 

form. This is the form that is transformed into computational space for 

incorporation into TURBO. 

 

 

 

 

 

 

 

Continued... 

Figure A.1 Equations governing fluid motion [41] 



99 
 

Figure A.1 continued 
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Continued... 

Figure A.2 Governing equations in vector form [41] 
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Figure A.2 continued 

 

 

 

 

 

 

 

Figure A.3 shows the manner in which physical quantities are non-

dimensionalized in TURBO using reference variables. 

 

 

Figure A.3 Nondimensional variables [41] 
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Appendix B:  Preprocessor 

B.1 Usage 
 
 
This section defines the manner in which one may utilize a grid generated by 

GridProTM for the purpose of simulating a flow using TURBO. Once a grid is 

generated in GridProTM using a suitable topology [42] and by assigning the 

desired boundary conditions to the geometric surfaces, a file with the extension 

'.conn' is generated that is associated with the grid. This file contains the 

connectivity information required to link the blocks together. For the purposes of 

illustration, assume that the grid file is named 'grid.tmp' and the '.conn' file is 

named 'grid.tmp.conn'. Using the GridProTM command mrgb (see [42]) the 

'.conn' file is used to create a file with extension '.conn_n'. This file contains both 

the connectivity and boundary conditions required to completely define the 

computational domain. For example, typing the command 'mrgb grid.tmp -maxb 

1' in a terminal will produce the file 'grid.tmp.tmp.conn_n' and a grid file 

'grid.tmp.tmp' that is identical to grid.tmp. The parameter '-maxb' determines how 

many blocks of the original grid, 'grid.tmp', are to be merged to form the new grid, 

'grid.tmp.tmp'. In the above example no merging takes place. The preprocessor 

uses the merged grid and '.conn_n' file along with input files to generate 'GU' files 

(grid files formatted for use with TURBO), 'input00', 'bc.in', 'dmap.in' and 'turbo.in' 

(these files are required as input for TURBO).  
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For details regarding these files and their formats refer to [43]. First, the 

GridProTM grid is converted to plot3d format. In this format it is easier to verify 

connectivity information and the grid can also be viewed in postprocessors such 

as FIELDVIEW. Once the connectivity information is verified, the plot3d file is 

converted to GU files (one GU file for every block.) The 'conn_n' file is used to 

create the TURBO boundary condition file, 'bc.in' and connectivity file, 'dmap.in'. 

The preprocessor can operate on multiple blade rows and is therefore capable of 

processing grids for unsteady simulations. If the simulation involves multiple 

blade rows, a 'turbo.in' file is generated that contains information on the sliding 

interface locations. In order to conform to the boundary condition specifications 

listed in section 1.5 the preprocessor checks blocks for the orientation of their 

computational coordinates and reorients them to satisfy the specifications. If it is 

unable to determine the correct block orientation a list of such blocks is printed 

out so that the user may manually inspect the blocks. If a manual inspection is 

required a separate utility called 'reorient.f' may be utilized to reorient the blocks 

in question. The reorienting operations are accompanied by suitable 

modifications to the boundary condition and connectivity files. In the event that a 

user would wish to run multiple blocks on a single processor, various schedule 

files are generated. These contain various groupings of blocks to allow the user 

to determine the most efficient way to run the simulation. Figure B.1 shows a 

flowchart of the process at a high level. 
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Figure B.1 Flowchart of major processes in preprocessor 
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B.2 Method for reorienting blocks 

 

In order to determine whether a block requires reorientation the preprocessor 

cycles through the boundary conditions file and creates an array containing the 

block numbers of blocks that have one or more boundary condition. If a block 

contains an inlet boundary condition, the preprocessor attempts to determine the 

axial direction and reorients the block such that the inlet is on an imin face.  It 

accomplishes this by searching for the direction of increasing x-coordinate. A 

similar procedure is used for a block containing an exit. The block containing an 

exit boundary condition is reoriented so that the exit lies on an imax face. Next, the 

preprocessor looks for periodic faces and assigns faces with a  'ref_periodic_fwd' 

(see [43]) boundary condition to a kmax face and faces with a ref_periodic_bak 

boundary condition to a kmin face. Blocks that have already been operated on to 

align inlets and exits are manipulated in a way that ensures the inlet and exit 

faces are not changed. The preprocessor then attempts to determine the radial 

direction within every block in the grid that contains at least one no slip boundary 

condition and that has not been operated on before. If it is found that the 

extremities of a particular computational coordinate correspond to the minimum 

and maximum average radii within a block, the block is reoriented so that the 

face with the minimum radius is a jmin face and the face with the maximum 

average radius is a jmax face.  

Once the GU files for a multiple blade row case are obtained it might be 

necessary to match the radial lines at the interface of the multiple rows. These 
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Namelist SETUP_PARAMS

variable names Allowable values

num_blade_rows Integer value indicating number of blade rows to be processed

num_blades Integer array of blade counts for each blade row (int1 int2 … or int1, int2, …)

checkconn 0 or 1 (no connectivity checking or connectivity checking)

conn_tol Real number indicating tolerance to use while checking connectivity

turbo_friendly .TRUE. Or .FALSE. (reorient blocks to meet TURBO criteria or not)

row_names List of grid file names for each blade row (grd1.tmp grd2.tmp …)

Assumes that corresponding connectivit files are named grd1.tmp.conn_n etc.

are both sliding interfaces. According to TURBO specifications the radial lines at 

this interface must match. A simple interpolation may be performed across the 

interface to match the line in the radial direction (see [19]) 

 

B.3 Input files 

 

In order to use the preprocessor, two input files are required. The first is named 

'setup.in'. It contains a list of parameters that specify the input grid files for each 

blade row (row_names), the number of blades per blade row (num_blades), 

whether connectivity information should be verified (checkconn), tolerance to use 

for connectivity verification (conn_tol) and whether or not the preprocessor 

should attempt to reorient the blocks to satisfy TURBO specifications 

(turbo_friendly). The following table lists the variables and their possible values 

and formats that are specified in the namelist ([57]) of 'setup.in'. 

 

Table B.1 Contents of preprocessor input file setup.in 
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The second input file required to run the preprocessor is a file containing a 

mapping between GridProTM and TURBO boundary conditions. The file is named 

'gplist.in'. A sample file is shown in figure B.2. 

 

 

Figure B.2 Contents of input file gplist.in 
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The variables to the left of the '=' are formed by adding the prefix 'g' to a TURBO 

boundary condition name. The value to the right of the '=' refers to the number 

assigned to the boundary condition in GridProTM. Boundary conditions that are 

not used in a simulation are assigned the value '999'. 

 

B.4 Examples 

 

This section shows the usage of the preprocessor through two examples. The  

first uses the geometry of chapter 4 while the second uses the geometry of  

chapter 5. 

 

Example 1. Flat plate with film cooling hole 

The geometry for this exercise is shown in figure B.3. Flow enters the domain 

from the left (minimum x face) and exits through the right (maximum x). There is 

an additional inlet at the minimum y face (plenum inlet). The grey inlet patch 

belongs to block 8 of the 19-block grid. The blue inlet patch belongs to block 9. 

The grey exit patch belongs to block 11 while the red exit patch belongs to block 

12. Figures B.4a and B.4b show the contents of the input files setup.in and 

gplist.in respectively for this case. Figure B.5 shows the log file created after 

running the preprocessor. 
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Figure B.3 Computational domain for example 1 

Figure B.4 Input parameters for example 1 

block 9 

block 11 

block 12 

block 8 
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Figure B.5 Output upon execution of preprocessor for example 1 

Continued 
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Figure B.5 continued 

 

Blocks that will be 

reoriented 

Warning because 

there is no radial 

direction for this case 



112 
 

In figure B.5, the inlet blocks 8 and 9, and the exit blocks 11 and 12 are indicated 

as blocks that need to be reoriented. This is clear from looking at figure B.6 that 

shows an excerpt from the boundary condition file for this case. 

 

 

 

 

 

 

 

 

 

Here, the first column refers to the block number and the second column is the 

boundary condition. Boundary condition number 202 is an inlet boundary and 

305 is an exit boundary. The remaining columns are extents of the boundary 

within the block given in the order 'is js ks ie je ke' [43]. The reoriented blocks 

have is=ie for the inlet and exit boundaries. This shows that they are at i faces. 

The inlets are at imin faces while the exits are at imax faces. The plenum boundary 

is not in the axial direction and must therefore be reoriented manually using a 

module of the preprocessor. The user provides the block number and the type of 

operation to perform as input to the reorientation module. The warning messages 

in figure B.5 are expected for this case because there is no radial direction. At 

the end of the output shown in figure B.5 a list of files with the prefix 'pmap' are 

Figure B.6 Result of block manipulation by preprocessor for example 1 
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shown to be generated. These files contain a schedule to allow multiple blocks to 

run in parallel on a  single processor. Figure B.7 shows the contents of file 

'pmap.report' that summarizes the contents of the files. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure B.7 Excerpt from pmap.report scheduling file 

Best 

option 
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Example 2. OSU HPT 

The geometry used in this example was utilized in the work reported on in 

chapter 5. Figure B.8 shows the blocks in this grid. The blue mesh represents the 

sliding interface boundary for the stator. The green and red meshes are periodic 

(time shift in this case) with each other.  

 

 

 

Figure B.9 shows the contents of the input files for this example. There are now 

two blade rows in the input file and the blade count of each row is used to verify 

the connectivity of the time-shift (tangential) boundaries by calculating the angle 

through which a tangential boundary must be rotated to match its partner. 

Figure B.8 Computational domain for example 2 

Sliding 

interface 

(block 6 of 

blade row 

1) 

Time-shift 

(block 8 of 

blade row 
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Time-shift 

(block 4 of 

blade row 

1) 

Stator 

(Blade row 

1) Rotor 

(Blade row 

2) 
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The log file from executing the preprocessor is shown in figure B.10. Due to the 

existence of multiple rows in this example, the interface file 'turbo.in' is also 

populated with necessary information [43]. Figure B.11 shows the results of 

reorienting the blocks to satisfy TURBO specifications that are listed in section 

1.5 of chapter 1.  

 

 

 

Figure B.9 Input parameters for example 2 
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Figure B.10 Output upon execution of example 2 

Continued 
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Figure B.10 continued 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Continued 
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Figure B.10 continued 
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Looking at figure B.11, it is clear that the tangential boundaries on blocks 4 and 8 

have been placed on k faces in accordance to TURBO specifications. The 

boundary types -106 and -107 that are applicable to any computational 

coordinate face (i,j,k) are changed to boundary type -102 that only deals with the 

time-shift boundary condition on a k-face. The sliding interface on block 6 has 

been placed on an imax face.  

These examples have shown the functionality of the preprocessor. There are 

several independent utilities that have also been developed to perform various 

operations on grids. Future work would include the integration of these utilities 

into the preprocessor and the creation of Graphical User Interface to make the 

preprocessor more user friendly. 

 

 

 

Figure B.11 Result of block manipulation by preprocessor for example 2 
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Appendix C:  Comparison of Turbulence Models 

 

 

 

Figure C.1 shows Stanton number profiles at the mid-span of the Stator 

geometry described in Chapter 5. Results are shown for the two turbulence 

models available in TURBO: k-ω (blue) [39] and k-ε (red) [24]. The discrete 

Figure C.1 Comparison of turbulence models for stator geometry of OSU 
HPT 
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points are Stanton numbers obtained from experiment [18]. The abscissa is 

normalized distance along the stator mid-span section. The k-ε model is found to 

better fit the experiment and does not overshoot the Stanton number value near 

the leading edge unlike the k-ω model. While both models lie within the range of 

experimental sampling, the k-ω model is known to over predict heat transfer and 

mixing in regions of large acceleration and high strain rate. 


