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Abstract

The dissertation offers an overview of the energy management problem in hy-

brid electric vehicles. Several control strategies described in literature are pre-

sented and formalized in a coherent framework. A detailed vehicle model used for

energy flow analysis and vehicle performance simulation is presented. Three of the

strategies (dynamic programming, Pontryagin’s minimum principle, and equiva-

lent consumption minimization strategy, also known as ECMS) are analyzed in

detail and compared from a theoretical point of view, showing the underlying sim-

ilarities. Simulation results are also provided to demonstrate the application of the

strategies.
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Chapter 1

INTRODUCTION

1.1 Motivation

Increasing concerns about environmental issues, such as global warming and

greenhouse gas emissions, as well as the predicted scarcity of oil supplies (and

geopolitical issues related to oil suppliers) have made energy efficiency and re-

duced emissions a primary selling point for automobiles, and a concern for many

governments. Because of this, hybrid electric vehicles have become extremely pop-

ular (even though not very widespread) and represent an icon of “good” technol-

ogy. Indeed, hybrid electric vehicles offer some important advantages in compari-

son to conventional (engine-only) vehicles, despite additional components, greater

complexity and increased cost: hybridization can reduce fuel consumption by very

significant percentages, and can also help reducing polluting emissions. Hybrid

vehicles derive part of their advantages from the fact that the total power request

is split among the fuel and the electrical energy buffer: this fact poses some inter-

esting challenges from the control standpoint, which this dissertation attempts to

formalize and describe thoroughly.

Plug-in hybrid vehicles, i.e. hybrid electric vehicles with oversized batteries

that can also be recharged using electric power from the grid, have recently become

a hot topic in the automotive community, on both the industrial and the academic

side, for the undoubted advantages in terms of emissions and fuel consumption

deriving from the possibility to be driven for a relatively extended driving range

using only electricity. However, these vehicles present some additional challenges
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for control and optimization, due to the necessity of accounting for the cost, energy

depletion and pollution due to the use of electrical energy in place of fuel.

This dissertation provides methodologies for modeling energy flow and fuel

consumption in hybrid vehicles (Chapter 2) and presents an analytical formaliza-

tion of the optimal control problem associated with the repartition of power re-

quest between the energy sources on board of the vehicle, as well as an organic

review of the techniques proposed in the literature (Chapter 3). A detailed analy-

sis of some of these techniques is proposed in Chapter 4, with application to two

case studies of practical relevance, including a heavy-duty vehicle and a plug-in

SUV.

1.2 Introduction to hybrid electric vehicles

A brief overview is given here, focusing on the energy flow characteristics of

hybrid vehicles. A more complete introduction to hybrid electric vehicles can be

found in textbooks [13, 14] and lecture notes [15]. Several other theses and dis-

sertations [16, 17, 18, 19, 20, 21, 22, 23] also deal with the problem and provide

details about some of the aspects that are not studied in detail in this work, such

as mechanical design, drivability issues etc.

To understand why hybrid electric vehicles are beneficial from the efficiency

point of view, it is necessary to think about the way in which fuel (i.e., energy) is

used in a vehicle. This is done in detail in Chapter 2, but a preliminary analysis is

useful. Consider the case of a conventional vehicle: the combustion engine, which

converts the chemical energy in the fuel to mechanical energy, generates all the

power needed during a trip. The mechanical power generated by the engine is

used for moving all driveline components, driving accessories (power steering, al-

ternator, air conditioning...), and, of course, moving the vehicle. Given the driver’s

input (accelerator and brake pedals) and the driving conditions (speed, road sur-

face, etc.), the mechanical power that the engine must deliver is determined. In a

hybrid electric vehicle, instead, the total power demand is satisfied by summing

together the outputs of the engine (thermal path, or fuel path) and of the battery

or other storage device (electric path). The ratio of the power flows generated by
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each path can be chosen freely1 and constitutes a degree of freedom that allows

to change the operating conditions of the engine with respect to the conventional

case, thus giving the potential to increase its average efficiency.

The force needed to propel a vehicle along a given route is the sum of rolling

resistance, aerodynamic resistance, grade (road slope) and inertia force (accelera-

tion):

Ftrac = Froll + Faero + Fgrade + Finertia (1.1)

While the first two terms are dissipative (always tend to slow down the vehi-

cle), the grade and inertia represent conservative forces, whose effect is to modify

respectively the potential and kinetic energy of the vehicle. This means that some

energy is stored in the vehicle when its speed or altitude are increased using en-

ergy coming from the engine. On the other hand, when the vehicle is decelerating

to stop, or is being driven downhill, its energy content is decreasing, and some ki-

netic and/or potential energy must be dissipated: this is usually done by using the

mechanical brakes, in addition to the rolling and aerodynamic resistances, which

are always present and tend to slow down the vehicle (dissipating some of the en-

ergy). It can be concluded that, during a trip, the vehicle energy is dissipated only

through the rolling resistance, the aerodynamic resistance, and the brakes.

An idea that makes electric vehicles very attractive is the fact that the electric

motors driving the wheels are reversible and can produce negative torque. This

means that they can replace the mechanical brakes as a mean to decelerate the ve-

hicle, with the benefit of acting like generators and producing electrical energy,

which is then stored in batteries on board of the vehicle for later use. This op-

eration, known as regenerative braking, in principle could recover all the energy

that is normally dissipated in the conventional brakes. In practice, only a frac-

tion of it can be regenerated: in part for the limitations of the machines (in terms of

peak power or torque), in part for their efficiency (the electrical power generated is

smaller than the mechanical power entering the machine). Even with these limits,

1within some constraints, as shown later.
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regenerative braking provides a significant improvement in the overall vehicle ef-

ficiency. The devices needed for implementing regenerative braking are reversible

motors and reversible energy storage systems, which can store and deliver energy

on command. These can be of any kind: electrical (batteries, capacitors), hydraulic

(pressure accumulators), or mechanical (flywheels, springs). The system fuel tank

+ internal combustion engine is not reversible, because there is no way to generate

fuel from the mechanical power entering the engine; however, its energy density

is much higher than all known reversible energy storage systems and this is the

reason why all mainstream vehicles have always used fuel as energy source.

Hybrid vehicles are so defined because they have two energy sources, comple-

menting each other: in hybrid electric vehicles, the two sources are the fuel tank

and an electrical energy storage system, usually batteries (but supercapacitors are

possible as well). The idea is to have a high-capacity (i.e., high energy-density)

source coupled with a reversible one, for storing energy coming from regenera-

tive braking. Other kinds of hybrid vehicles are possible, that couple the engine to

a hydraulic accumulator (hydraulic energy storage) or to a flywheel (mechanical

energy storage), but only hybrid electric vehicles have reached the mass market.

Once the rechargeable energy source is added to the engine, it can be used for

more than just regenerative braking: in fact, it can act as an energy buffer for the

engine, which can instantaneously deliver an amount of power different than what

is required by the vehicle load. This flexibility in engine management results in the

ability to operate the engine more often in conditions where it is more efficient, or

less polluting.

Other benefits offered by hybridization are the possibility to shut down the

engine when it is not needed (such as at a stop or at very low speed), and the

downsizing of the engine: since the peak power can be reached by summing the

output from the engine and from the electrical storage, the former can be down-

sized (which typically implies higher efficiency).

Several kinds of hybrid electric vehicles have been conceived, usually distin-

guished by their architecture, which is related to the path that the power flow

follows from the energy sources to the wheels. They are (see Figure 1.1):
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• series hybrid electric vehicles, in which the engine drives a generator whose

electrical power output is summed to the power coming from the electrical

storage, then transmitted, via an electric bus, to the electric motors driving

the wheels;

• parallel hybrid electric vehicles, in which the power summation is mechanical

rather than electrical: the engine and the electric machines (one or more) are

connected with a gear set, a chain, or a belt, so that their torque is summed

and then transmitted to the wheels using a conventional driveshaft and pos-

sibly a differential;

• power-split hybrids, in which two electric machines can either add or subtract

torque at the engine shaft; the vehicle thus behaves as a parallel or series

hybrid, depending on the control actions;

• series/parallel hybrids, in which the engagement/disengagement of one or

two clutches allows to change the powertrain configuration from series to

parallel and vice-versa, thus allowing the use of the configuration best suited

to the current operating conditions.

The series architecture (Figure 1.1.a) has the advantage of presenting only elec-

trical connections between the main power transformation devices. This simplifies

vehicle packaging and design, since each component can be placed independently

from the others. Also, having the engine completely disconnected from the wheels

gives great freedom in choosing its load and speed, thus making it operate at the

highest possible efficiency. On the other hand, there are always two energy con-

versions (mechanical to electrical in the generator, and electrical to mechanical in

the motor), which introduce losses, even in cases when a mechanical connection of

the engine to the wheels would actually be overall more efficient. For this reason,

there are conditions in which a series hybrid vehicle consumes more fuel than its

conventional counterpart: for example, highway driving.

The parallel architecture (Figure 1.1.b) does not have this problem; however,

unless significantly over-designed, the electric motors are less powerful than in
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a series hybrid (because not all the mechanical power flows through them), thus

reducing the potential for regenerative braking; also, the engine operating condi-

tions cannot be determined as freely as in a series hybrid architecture, being its

speed related (via the transmission) to the vehicle velocity.

Power split or series/parallel architectures (which can be realized in different

ways, but are in general characterized by the power flow shown in Figure 1.1.c) are

the most flexible, and give a higher degree of control of the operating conditions

of the engine than the parallel architecture. A typical embodiment of a power

split architecture uses a planetary gear set with three shafts: one connected to the

engine, the others to two electric machines. Depending on the relative speeds of

the three shafts, the speed and torque ratios can change and power can flow from

the engine to either of the two electric machines.

1.2.1 The importance of driving cycles

As implied in the previous section, the advantages of hybrid vehicles depend

on how the vehicle is used. In particular, the hybridization advantages consist

essentially in recovering potential and kinetic energy that would otherwise be dis-

sipated in the brakes, and in operating the engine in its highest-efficiency region.

If the engine had a constant efficiency and the vehicle drove at constant speed on a

flat road, there would be no advantage in a hybrid electric configuration. The char-

acteristics of the driving cycle will be considered in this section, while a discussion

on the engine characteristics will be presented later.

A driving cycle represents the way the vehicle is driven during a trip, and the

road characteristics. In the simplest case, it is defined as a sequence of vehicle

speed (and therefore acceleration) and road grade. Together with some vehicle

characteristics, this completely defines the road load, i.e., the force that the vehicle

needs to exchange with the road during the driving cycle. The road load is, in fact,

the sum of several terms:

• inertia, i.e. force needed to accelerate the vehicle;

• grade force, needed to overcome the slope of the road;
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• rolling resistance, due to tire/road interaction, bearing losses etc.;

• aerodynamic drag.

It is important to point out that each term is a function of both the driving cy-

cle (speed, acceleration, grade) and the vehicle (mass, frontal area, coefficients of

aerodynamic and rolling resistance). For this reason, the fuel consumption of a

vehicle must always be specified in reference to a specific driving cycle. On the

other hand, given a driving cycle, the absolute value of the road load and also the

relative magnitude of its components depend on the vehicle characteristics.

The necessity for a standard method to evaluate fuel consumption of all vehi-

cles on the market, and to provide a reliable basis for their comparison, led to the

introduction of a small number of regulatory driving cycles: any vehicle sold in a

country has to be tested, according to detailed procedures, using one or more of

these standard cycles.

In the US, the EPA (Environmental Protection Agency) is responsible for defin-

ing the regulatory driving cycles and the rules according to which the vehicles

should be tested [24]. Several regulatory cycles are defined by EPA [1], and shown

in Figure 1.2:

• the Urban Dynamometer Driving Schedule (UDDS) represents city driving

conditions, and is used for light duty vehicle testing;

• the Federal Test Procedure (FTP), also called EPA75, is composed of the UDDS

followed by the first 505 seconds of the UDDS;

• the Highway Fuel Economy Driving Schedule (HWFET) represents highway

driving conditions under 60 mph;

• the New York City Cycle (NYCC) features low speed stop-and-go traffic con-

ditions;

• the US06 cycle is a high acceleration aggressive driving schedule that is often

identified as the “Supplemental FTP” driving schedule;
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• the Heavy Duty Urban Dynamometer Driving Schedule (H-UDDS) is for

heavy duty vehicle testing.

These driving cycles are designed to be representative of urban and extra-urban

driving conditions, and reproduce measures of vehicle speed in real roads. Some

of them and the test procedures have been recently updated to better suit modern

vehicles, following criticism towards the previous regulation. In fact, because of

acceleration levels far below the capabilities of any modern car and no use of air

conditioning (now ubiquitous), the official values of fuel consumption obtained

by testing vehicles according to previous EPA standards were much lower than

in real-world driving conditions. The situation is not different in Japan and in

Europe, where the regulatory cycles are synthetic, and represent rather optimistic

approximations of real driving conditions.

Even with the current improvements, the regulatory cycles should be consid-

ered a comparison tool rather than a prediction tool. In fact, it is not possible to

predict how a vehicle will be driven, since each vehicle has a different usage pat-

tern and each driver his or her own driving style. In order to obtain more realistic

estimations of real-world fuel consumption for a specific vehicle, vehicle manufac-

turers may develop their own testing cycles. In the case of hybrid vehicles, esti-

mating the actual driving cycles becomes an even more important task, because

the actual fuel consumption is affected by the supervisory control strategy imple-

mented, which is tuned using simulations based on the estimated driving cycles,

as shown in Chapter 4.

1.3 The energy management problem in HEVs

In general, the main reason for using a hybrid electric architecture is the addi-

tional degree of freedom due to the presence of an additional energy source besides

the fuel tank; this implies that, at each instant of time, the power needed by the ve-

hicle can be provided by either one of these sources, or by a combination of the

two.
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Choosing the correct combination is usually a complex problem. If the vehicle

is decelerating, it is obvious that the electric accumulator should receive as much

of the braking energy as possible. But, if the vehicle is accelerating, is it more

advantageous to use the engine and leave the battery charged for later use, or to

use some of the energy stored in the battery instead of running the engine? In

general, the answer to this question depends on several variables.

The first aspect to consider is the actual objective of hybridization. Hybrid

vehicles are mostly being developed for reducing fuel consumption, but they can

also provide other advantages, such as reduction of pollutant emissions (due to the

higher flexibility in controlling engine operation in comparison to conventional

vehicles). In general, it is possible to define the objective of hybridization as the

minimization of a given cost function, representing fuel consumption, emissions,

or a sum of both. The minimization should ideally take place over the entire life

cycle of the vehicle, but in practical cases the optimization horizon is finite and

usually coincides with a short trip or section of a trip, with duration of several

minutes or a few hours.

The other important issue to be taken into account is the typology of hybrid

vehicle to deal with. In particular, a charge-sustaining vehicle will be characterized

by the fact that the state of charge of the electric buffer (e.g. battery) at the end of

the optimization horizon should be the same as it was at the beginning, or at least

very close. In this case, the entire energy needed for completing the trip derives

from the fuel. A charge-depleting, or plug-in, hybrid vehicle instead uses its batter-

ies much more, and the state of charge can decrease sensibly at the end of a trip,

because the vehicle can be plugged in the electrical grid to be recharged. In this

case, a substantial amount of the total energy needed for a trip is deriving from

the battery (and ultimately from the electric grid), not the fuel. The differences

between the two cases, in terms of the control problem, can be seen as different

boundary conditions and different optimization objectives. Boundary conditions

are different because the state of charge variation is zero for charge-sustaining hy-

brids, but can be arbitrary or pre-determined for plug-in hybrids (depending on

the case). The difference in optimization objectives is that, while fuel consumption
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is generally the minimization objective in a charge-sustaining hybrid, the total en-

ergy consumption, or the total expense, may be a more significant cost function for

a plug-in vehicle[25].

In general, once a suitable optimization horizon and cost function have been

decided, the control problem in hybrid vehicles consists in minimizing the total

cost (an integral function) using a sequence of instantaneous actions. This is a

typical optimal control problem, and several methods can be used for its solution.

Chapter 3 gives a formal definition of this problem and describes some of the tech-

niques used for its solution. In this section, we attempt at an informal description

of the possible approaches. These can be subdivided into four categories: numer-

ical optimization, analytical optimal control theory, instantaneous optimization,

and heuristic control techniques. In the first two cases, the problem is considered

in its entirety, i.e. taking into account at each instant information related to past,

present, and future time; in the latter two, the solution at each time is calculated

based only on present (and possibly past) information.

1.3.1 Numerical global optimization

In general, the optimal solution to the problem is only achievable if the entire

horizon is considered at once, i.e., if the driving cycle is well defined and known

in advance. This is clearly not possible in a real vehicle, because it is impossible

to know exactly its future driving conditions (speed, road slope etc.), or even the

duration of the trip2. Despite this, it is interesting to consider the ideal case in

which perfect information on the entire trip is available. Even if not directly ap-

plicable, the optimal solution obtained in simulation can be used as a comparative

benchmark for implementable strategies, and to gain insights into the behavior of

the system. The method most widely used for obtaining the optimal solution in

case of perfect and complete information is dynamic programming [28, 29, 26, 9],

which is a numerical technique for solving the optimal control problem backwards

2Approximated information may be available if the route is known (for example if the driver
has pre-programmed the trip on the GPS navigation system) and has been successfully used as an
auxiliary resource for actual algorithms [26, 27]. However, an exact prediction of velocity profile
on a public road is impossible, because of traffic and other disturbances.
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in time, i.e. starting from the final instant of the driving cycle and proceeding back-

wards, ending at the initial time. It is based on Bellman’s principle of optimality

[30], stating that, given an optimal control sequence for a problem, the optimal se-

quence from any of its intermediate steps to the end corresponds to the terminal

part of the overall optimal sequence. Thanks to this principle, the optimal solution

can be calculated step by step starting at the final time and minimizing the cost-to-

go at each step, i.e. the cost incurred in moving from that step to the end. From a

practical standpoint, dynamic programming gives the same results that would be

obtained using an enumerative solution (i.e. considering all the possible combi-

nations of control sequences and choosing the one with the lowest total cost), but

in a fraction of the computational time, because the number of combinations to be

evaluated is greatly reduced. In fact, at each time step the optimal path to the end

is found and stored, discarding all the other combinations, because the optimality

principle guarantees that the solution from there to the end will not be affected by

the previous control actions.

1.3.2 Analytical optimal control techniques

Traditional optimal control theory (whose origins can be dated back to the 17th

century [31]) provides a mathematical framework for addressing the dynamic op-

timization problem. Unfortunately, the energy management problem in hybrid

vehicles is rather complex and must be simplified and abstracted significantly in

order to be completely solved using these techniques. Nonetheless, applying op-

timal control theory to the abstracted problem allows for its better understanding

and can lead to improvements of practically implementable solutions. One of the

most powerful results in optimal control theory is Pontryagin’s minimum princi-

ple [32, 33, 34], which gives necessary condition that the optimal solution must

satisfy. Despite offering only necessary (not sufficient) optimality conditions, the

principle (which is, in fact, a theorem) is extremely useful because applicable to

any problem, since it does not impose any restrictive hypothesis on the analytical

properties of the mathematical functions involved in the problem formulation. In

practice, Pontryagin’s principle can be used to generate solution candidates; if the
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optimal control problem admits one solution and the necessary conditions are sat-

isfied by a single candidate, the solution obtained with this principle is the optimal

solution.

In the field of HEV optimization, Pontryagin’s principle has been used by sev-

eral authors [35, 36, 37, 38, 39] to find the optimal power split given the driving

cycle. It can be a valid alternative to dynamic programming if the power flows in

the powertrain can be described with simple analytical functions and offers very

significant insights into the problem, but it cannot be applied in practice without

a-priori knowledge of the cycle.

1.3.3 Instantaneous optimization

A third family of control strategies includes those that modify the global opti-

mal control problem into a sequence of local (instantaneous) problems, thus cal-

culating the solution as a sequence of local minima. This approach works well if

the local minimization is well defined. The equivalent consumption minimization

strategy (ECMS), first introduced by Paganelli et al. [7, 40] and developed at the

Ohio State University [41, 10, 9], is the most well-known of these strategies. ECMS

is based on the concept that, in charge-sustaining vehicles, the difference between

the initial and final state of charge of the battery is very small, negligible with re-

spect to the total energy used. This means that the electrical energy storage is used

only as an energy buffer. Since all the energy ultimately comes from fuel, the bat-

tery can be seen as an auxiliary, reversible fuel tank. The electricity used during a

battery discharge phase must be replenished at a later phase using the fuel from

the engine (either directly or indirectly through a regenerative path).

Two cases are possible at a given operating point:

1. the battery power is positive (discharge case): a recharge with the engine will

require some additional fuel consumption in the future;

2. the battery power is negative (charge case): the stored electrical energy will

be used to reduce the engine load, which implies a fuel saving.
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The instantaneous cost that is minimized at each instant is called equivalent fuel con-

sumption and is obtained by adding a term to the actual engine fuel consumption.

This term is positive in case 1 above and negative in case 2; it represents the virtual

fuel consumption associated with the use of the battery, and – if suitably defined –

allows to obtain results close to the optimal solution, while maintaining the battery

state of charge at the desired level. The big advantage of this approach is that, be-

ing based on instantaneous minimization, is easily implementable in real time. As

mentioned, a proper definition of the equivalent fuel consumption is necessary to

achieve quasi-optimal results, but this requires optimization of the tuning param-

eters which is only possible if the driving cycle is known in advance. However,

good results have been achieved with adaptive ECMS based on driving pattern

recognition [10], a more refined strategy that can recognize the type of driving

conditions in which the vehicle is being used (e.g. city, highway, suburban roads

etc.) and dynamically adapt the definition of virtual fuel consumption in order to

find the best match to each situation.

1.3.4 Heuristic control techniques

Heuristic control techniques are not based on minimization or optimization,

but rather on a pre-defined set of rules. The rules generate the control action

(i.e., the value of power delivered from each energy source) based on the instan-

taneous values of several significant vehicle parameters (vehicle speed, power de-

mand, battery state of charge, etc.). Many times, rules are derived using engi-

neering judgment and a substantial amount of testing for tuning their parame-

ters [12, 42, 43, 44]; the technique can be made robust and suitable for production

vehicles, but the results may not be optimal, since they are not based on formal

optimization techniques. In some cases rules can be extracted from the optimal

solution found using dynamic programming, thus representing a method to im-

plement (at least approximately) the optimal solution. For example, it may be pos-

sible to create a set of rules that try to mimic the optimal vehicle behavior based on

the observation of external inputs and the state of the system [45, 46, 47, 48].
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1.4 Powertrain modeling for energy management

As mentioned previously, most of the energy management techniques based on

global optimization (either numerical or analytical) rely on mathematical models

of the vehicle in order to calculate the fuel consumption starting from the driv-

ing cycle. For an accurate estimate of the fuel consumption, it is not necessary to

capture all the details in the dynamic behavior of the powertrain, but it is impor-

tant to take into account all losses and all the interactions between components.

A low-order dynamic model of the powertrain (including only the inertia of the

vehicle and engine), accounting for losses in all the major powertrain components,

is sufficient to capture almost all the energy flows in the vehicle [49]; this kind of

modeling approach is detailed in Chapter 2.

Oversimplified models, on the other hand, may lead to erroneous results of

the energy management strategy if this is not able to correctly discern between

operating points with different efficiency characteristics. To understand the conse-

quences of oversimplification, consider as an example the case in which the control

strategy should choose the transmission ratio to minimize the engine fuel con-

sumption. If the transmission is modeled using a constant efficiency, the strategy

looks just at the engine map and determines that the engine fuel consumption de-

creases by 2 % if the fourth gear is engaged rather than the third, and therefore

shifts from third to fourth gear. However, in the real vehicle, the transmission

losses are higher in fourth gear than they are in third by 5 %. This means that

the fuel consumption actually increases. Obviously, the only way to ensure that

the strategy chooses the optimal gear ratio is to use a transmission model that ac-

counts for the fact that the transmission efficiency changes with the gear selected.

1.5 Organization and contributions of the dissertation

Following this introduction,Chapter 2 presents a formalization of an energetic

approach for modeling the power flows in hybrid electric vehicles, and describes

computational methods for implementing such models.
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Figure 1.3: Example of integration of models with different accuracy

The formal definition of the energy management problem and an organic re-

view of strategies described in literature is proposed in Chapter 3; Chapter 4 il-

lustrates the results of three approaches to energy management using comparative

simulations in two case studies.

The contributions of this dissertation are the following:

• Formalization of the optimal control problem

• Review of several energy management methods

• Development of detailed behavioral model

• Development of control-oriented model

• Application of three energy management strategies: analysis and compari-

son
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1.6 Case studies

Two case studies are used to demonstrate the application of the strategies in

Chapter 4. They represent two different vehicles, a truck and a mid-size SUV, char-

acterized both by a series hybrid architecture, but using different energy storage

systems (capacitors in the first case, high capacity Li-Ion batteries in the second).

Despite its simplicity, the series hybrid architecture is of interest because less work

has been published on series HEVs in comparison to other architectures (espe-

cially parallel), more common among light-duty vehicles; furthermore, the series

architecture can be used in plug-in HEVs, especially those in which the internal

combustion engine (or fuel cell) is used as an auxiliary power unit (APU).

1.6.1 Case study 1: AHHPS project and experimental vehicle

To increase the interest of manufacturers in developing hybrid electric trucks,

promoting the creation of the necessary technology, in 2002 the U.S. Department

of Energy (DOE) and the National Renewable Energy Laboratories (NREL) started

the Advanced Heavy Hybrid Propulsion System (AH2PS) project, a government/industry

cost-shared research and development project for advanced, next-generation heavy

hybrid propulsion components and heavy hybrid vehicle systems [50]. Four sub-

projects have been funded: two are related to vehicle system integration for a Class

4-6 hybrid delivery truck and a Class 7-8 hybrid refuse collection truck, the other

two consist in a hybrid electric bus and in waste energy recovery systems. All

these projects are related to vehicle families representing applications of hybridiza-

tion potentially very effective, because they are driven in and around the city, with

frequent stops.

The Ohio State University partnered with Oshkosh corp., the assignee of the

second sub-contract, providing tools for system-level modeling and supervisory

control. The project was composed by two phases. The first phase saw the defini-

tion of the vehicle architecture, the development of driving cycles representative

of typical operating conditions, and a comprehensive analysis of energy flows to
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Class Weight range

1 0-6000 lbs. (0-2721.5 kg)
2 6001-10000 lbs. (2722-4536 kg)
3 10001-14000 lbs. (4536.5-6350 kg)
4 14001-16000 lbs. (6351-7257.5 kg)
5 16001-19500 lbs. (7258-8845 kg)
6 19501-26000 lbs. (8845.5-11793.5 kg)
7 26001-33000 lbs. (11794-14968.5 kg)
8 33001 lbs. and over (14969 kg and over)

Table 1.1: Vehicle weight classification based on GVWR (Gross vehicle weight rat-
ing, i.e. the maximum allowable total weight of a road vehicle when loaded - i.e
including the weight of the vehicle itself plus fuel, passengers, cargo, and trailer
tongue weight.

identify the sources of losses and the areas of possible improvements. In the sec-

ond phase, the design was optimized at the component level, to obtain a prototype

vehicle serving as technology demonstrator.

As one of the project outcomes, the present dissertation describes the develop-

ment of a longitudinal, low-order dynamic simulator of the vehicle, and introduces

an optimal control strategy for the minimization of the fuel consumption.

Driving cycles

In order to start designing the propulsion system for any vehicle, especially a

hybrid electric vehicle, it is very important to analyze its loads, intended as driving

cycles. This is definitely a difficult task, since each individual vehicle produce

will follow a different life pattern. However, it is somewhat easier to do for a

truck than it is for a passenger vehicle, because of the fact that most trucks have a

rather specialized use. Therefore, an important part of the first phase of the project

was to determine the characteristics of the driving cycles of typical refuse vehicles

in the United States. This was done by following several of these trucks during
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their service in various cities and states. The work is presented in [51] and briefly

summarized here. The cities taken into consideration were:

• Blaine, MN (for extreme cold);

• Fort Walton Beach, FL (for extreme humidity);

• Fort Worth, TX (for extreme heat);

• Chandler, AZ (for extreme heat);

• Ogden, UT (for extreme grade).

In each city, a truck was instrumented and followed for a week, measuring the

speed, the mass before and after each dump (i.e. once or twice per day), the road

elevation (for estimation of the grade), the engine load, and the power required to

lift, pack, and dump the refuse hauled by the truck. This allowed the creation of

a valuable database with driving and loading cycles representative of real-world

conditions, which was also used to generate a few synthetic test cycles capable of

capturing the most important aspects of the measured cycles. The synthetic cy-

cles were created using statistical analysis of all the data collected. Each trip was

subdivided into elementary sequences representing the trip from one house to the

next or, in general, the driving conditions between two subsequent stops. Several

“operating modes” can be identified based on the typical operation of these ve-

hicles. Usually, the truck leaves the deposit early in the morning and travels on

highway, unloaded, to reach the neighborhoods where the refuse collection oper-

ations take place: this high-speed trip, whose average duration is about one hour,

is called Approach. Once arrived in the city, the truck starts the operation of refuse

collection, which consist in driving from one house to the next, stopping each time

for collecting a refuse bin. This phase, called Route, lasts a few hours, and both

the average and the peak speed are very low. When the truck is full, it travels to

the dump site for dumping the refuse: the trip involves a highway section taking

place with full load, and is called Return.
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1.6.2 Case study 2: EcoCAR Challenge

EcoCAR Challenge [52] is a competition among seventeen north american uni-

versities, sponsored by the United States Department of Energy (DoE) and General

Motors (GM). The student teams are asked to re-design the powertrain of a produc-

tion vehicle (the Saturn VUE) in order to minimize fuel consumption and emission

without reducing performance and consumer acceptability. The Ohio State Univer-

sity team chose to compete with a range-extended electric powertrain, in which the

wheels are propelled by electric motors and power is supplied by Li-Ion batteries

and by an auxiliary power unit (APU), a spark-ignited engine propelled either by

gasoline or by E-85 (a mixture composed by 85% of ethanol and 15% of gasoline).

The actual vehicle architecture is more complex and also allows to connect the en-

gine to the front wheels with a clutch, in order to reduce losses at highway speed;

this mode of operation is not considered in this dissertation.

21



Chapter 2

POWERTRAIN MODELING

Most engineering students have heard at some point that all models are wrong,

but some are useful1. The expression is used to point out that every mathematical

model can only be an approximation of physical reality. In order to create efficient

models, it is necessary to understand what level of approximation is acceptable

for the application at hand (i.e. what physical phenomena must be taken into ac-

count) and then to identify suitable mathematical models for these phenomena,

capable of delivering the right compromise between accuracy and computational

time. Sometimes, modeling is described as an “art”, because the ability to achieve

these objectives derives not only from engineering knowledge and ingenuity, but

also from experience and intuition. A good model is still wrong, but it can be

useful if its limits and assumptions are known and appropriate for its application.

2.1 An energetic approach to hybrid electric vehicles

In order to evaluate fuel consumption, it is important to correctly understand

the energy flows in the powertrain and identify the areas in which savings can

be introduced – for example by hybridization. In this chapter, we first describe

the energy flows in a vehicle powertrain, identifying the source of losses and de-

scribing the relevance of driving cycles in the energy balance; then present a brief

overview of the methods normally used to evaluate fuel consumption in conven-

tional and hybrid vehicles, and finally describe the models used in this work and

their implementation and validation against experimental data.

1George Box, statistician
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2.1.1 Vehicle energy balance

If a vehicle is considered as a mass-point, its equilibrium equation can be writ-

ten as:

Mveh
dVveh

dt
= Finertia = Ftrac − Froll − Faero − Fgrade (2.1)

where Mveh is the total vehicle mass, Vveh is the vehicle velocity, Finertia is the inertial

force, Ftrac is the tractive force generated by the powertrain at the wheels2, Froll

is the rolling resistance (friction due to tire deformation), Faero the aerodynamic

resistance, Fgrade the force due to road slope.

The aerodynamic resistance can be expressed as

Faero =
1
2

ρair A f CdV2
veh (2.2)

where ρair is the air density, A f the vehicle frontal area, Cd the aerodynamic drag

coefficient.

The rolling resistance force is usually modeled as [14]

Froll = croll(Vveh, ptire, ...)Mvehg cos α (2.3)

where g is the gravity acceleration, α the road slope angle (so that Mvehg cos α is

the vertical component of the vehicle weight), and croll is a rolling resistance coeffi-

cient which is, in principle, a function of vehicle speed, tire pressure ptire, external

temperature etc. In most cases, croll is assumed to be constant, or to be an affine

function of the vehicle speed. The order of magnitude of croll is 0.01-0.02, which

means that the rolling resistance is roughly 1-2 % of the vehicle weight.

The grade force is the horizontal component of the vehicle weight:

Fgrade = Mvehg sin α. (2.4)

Eq. (2.1) can be rearranged to calculate the tractive force that the powertrain

needs to produce can be derived from, given the inertia:

2i.e., it is the net torque acting on the rims of the traction wheels divided by the effective wheel
radius
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Ftrac = Finertia + Fgrade + Froll + Faero. (2.5)

While (2.1) and (2.5) are the same equation, their different form is a represen-

tation of two modeling approaches: in (2.1), the vehicle acceleration dVveh
dt is cal-

culated as a consequence of the tractive force generated by the powertrain (and

obviously the external resistance terms), and the speed is then obtained by inte-

gration of the acceleration; this is the “forward” approach, which reproduces the

physical causality of the system. On the other hand, in (2.5), the tractive force is

calculated starting from the inertia force: in this case, it is assumed that the vehicle

is following a prescribed velocity (and acceleration) cycle, and Ftrac represents the

corresponding force that the powertrain must supply; this is called “backward”

approach (force follows velocity). A more in-depth discussion of these two ap-

proaches is given in Section 2.1.3.

The inertial force Finertia is positive when the vehicle is accelerating, and neg-

ative during deceleration; the grade force Fgrade is positive when the vehicle is

driven uphill and negative when it is going downhill; the rolling and aerodynamic

resistances are always positive. Depending on the net value of Ftrac, three operat-

ing modes can be identified:

1. traction, if Ftrac > 0 ;

2. braking, if Ftrac < 0;

3. coasting, if Ftrac = 0.

Note that, even in traction mode (Ftrac > 0), the vehicle can decelerate if the traction

force is smaller than sum of rolling and aerodynamic resistance and grade force.

On the other hand, in coasting or braking modes, the vehicle decelerates unless the

road slope is positive (downhill) enough to exceed the resistances and the braking

forces.
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The forces Froll and Faero are dissipative, since they always oppose the motion of

the vehicle, while the inertial and grade force are conservative, being only depen-

dent on the vehicle state (respectively velocity and altitude). Thus, part of the trac-

tive force generated by the powertrain increases the kinematic and potential en-

ergy of the vehicle (by accelerating it and moving it uphill), and part is dissipated

in rolling and aerodynamic resistances. When the vehicle decelerates or drives

downhill, its potential and kinetic energy must be dissipated: again, rolling and

aerodynamic resistances contribute to dissipating part of the vehicle energy, but

for faster deceleration the mechanical brakes must be used. Thus, ultimately, all

the energy that the powertrain produces is dissipated in these three forms: rolling

resistance, aerodynamic resistance, and mechanical brakes. The kinetic and po-

tential energy, on the other hand, are never dissipated: the net variation of kinetic

energy is always zero between two stops (since initial speed and final speed are

both zero), and the variation of potential energy only depends on the difference of

altitude between the initial and ending point of the trip considered.

Multiplying all terms of (2.5) by the vehicle speed the following balance of

power is obtained:

Ptrac = Pinertia + Pgrade + Proll + Paero. (2.6)

The term Ptrac represents the tractive power at the wheels, both positive and

negative. The powertrain provides all the positive values of Ptrac, while the nega-

tive values are generated partially by the brakes and partially by the powertrain.

In conventional vehicles, the amount of negative power that the powertrain can

absorb is rather limited: it consists in friction losses in the various components

and pumping losses in the engine. In hybrid electric vehicles, the amount of neg-

ative power is much higher, since the electric traction machines are reversible and

can be used for deceleration as well as acceleration.

The term Pinertia = MvehV̇vehVveh represents the amount of power needed just to

accelerate the vehicle (without considering the losses); the terms Proll = FrollVveh

and Paero = FaeroVveh are the amount of power needed to overcome the rolling

and aerodynamic resistances respectively; and Pgrade = FgradeVveh is the power that
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goes into overcoming a slope (or, if the slope is negative and the vehicle is going

downhill, is the power that the powertrain and/or the brakes must dissipate to

prevent undesired acceleration).

The vehicle energy balance is obtained by integration of (2.6) over the duration

of a trip:

Etrac = Ekin + Epot + Eroll + Eaero, (2.7)

where each term represents the variation of each form of energy (corresponding to

the integral of the respective power) between the initial and final instant of the trip.

Note that the integral of the inertial power Pinertia is the kinetic energy Ekin, and the

integral of the grade power Pgrade is the potential energy Epot. As mentioned earlier,

assuming that the speed at the beginning and the end of the trip is zero and that

there is no variation in altitude between the initial and final position, the variation

of kinetic and potential energy is zero:

Ekin + Epot = Etrac − Eroll − Eaero = 0. (2.8)

The relative amount of rolling resistance, aerodynamic resistance, and brake

energy defines the characteristics of a driving cycle. In particular, the potential for

energy recovery using regenerative braking is equal to the amount of kinetic and

potential energy that needs to be dissipated, minus the quantity that is dissipated

because of rolling and aerodynamic resistance. Thus, a urban driving cycle with

frequent accelerations and decelerations at low speed (where the resistances are

lower) presents more potential for energy recovery than a highway cycle in which

the speed is more or less constant and the losses due to aerodynamic resistance

represent the major component of the power request by the vehicle.

2.1.2 Powertrain losses

Because of the losses in the powertrain, the net amount of energy produced

at the wheels is smaller than the amount of energy introduced into the vehicle

from external sources (e.g. fuel). Conversion losses take place ach time power is

transformed into a different form (e.g., chemical into mechanical, mechanical into
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electrical etc.). Similarly, each time that the power flow passes through a connec-

tion device, friction losses and other inefficiencies reduce the amount of power

flowing out of the device with respect to the power flowing into it. In order to

generate a powertrain model capable of estimating the fuel consumption during

a given driving cycle, these losses must be taken into account using appropriate

component models.

2.1.3 Modeling approaches

Three approaches can be used to estimate the fuel consumption of a vehicle

given the prescribed driving cycle [14]: the average operating point approach, the

quasi-static approach, and the dynamic approach.

The average operating point approach consists in calculating one single oper-

ating point of the engine, to be assumed as representative of its average efficiency

during the driving cycle. The average operating point is calculated starting from

the average value of the power request at the wheels during the tractive section

of the cycle, and working backwards through the powertrain components. Each

component can be represented using its average efficiency.

The quasi-static approach retains the sequential nature of the driving cycle and

does not lump all the cycle into a single operating point, but it is based on the as-

sumption that the prescribed driving cycle is followed exactly by the vehicle. The

driving cycle is subdivided in small time intervals (typically of 1 s), during which

the average operating point approach is applied, assuming that speed, torque, and

acceleration remain constant. Each powertrain component is modeled using an

efficiency map, a power loss map, or a fuel consumption map: these give a rela-

tion between the losses in the component and the present operating conditions,

averaged during the desired time interval.

The dynamic approach is based on a first-principles description of each pow-

ertrain component, with dynamic equations describing the evolution of its state.

There is no limit to the degree of modeling detail, which depends on the time scale

and the nature of the phenomena that the model should predict.
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(b) Powertrain level

Figure 2.1: Information flow in a forward simulator [2]

The quasi-static and dynamic approach just described represent the two views

of the vehicle equilibrium equation expressed by (2.5)and(2.1) respectively. As

mentioned in Section 2.1.1, the two approaches are sometimes categorized as back-

ward and forward, focusing on the modeling philosophy, i.e. information flow, more

than on the level of detail.

The forward approach is the option typically chosen in most simulators; it is

characterized by the information flow as shown in Figure 2.1. The desired speed

(from the cycle inputs) is compared to the actual vehicle speed, and braking or

throttle commands are generated using a driver model (typically a PID speed con-

troller) in order to follow the imposed vehicle profile. This driver command is an

input to the engine and the rest of the powertrain components, which ultimately

produce a tractive force. Finally, the force is applied to the vehicle dynamics model,

where the acceleration is determined taking into account the road load information

[2].

In a backward simulator, instead (see Figure 2.2), no driver model is necessary,

since the desired speed is a direct input to the simulator, while the engine torque
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(b) Powertrain level

Figure 2.2: Information flow in a backward simulator [2]

and fuel consumption are outputs. The simulator determines the net tractive force

to be applied based on the velocity, payload, and grade profiles, along with the

vehicle characteristics. Based on this information, the torque that the traction mo-

tors should apply is calculated, and then the torque/speed characteristics of the

various powertrain components are taken into account in order to determine the

engine operating conditions and, finally, the fuel consumption.

Both the forward and backward simulation approaches have their relative strengths

and weaknesses. Fuel economy simulations are typically conducted over predeter-

mined driving cycles, and therefore using a backward simulator ensures that each

different simulation exactly follows this profile. By contrast, a forward simulator

will generally not exactly follow the trace, and a small error between the actual and

the desired signal will generally exist. Proper tuning of the driver block can reduce

the differences, at the price of some extra time and effort, whereas the backward

version keeps the error at zero without any effort. However, backward simulator

cannot easily capture the powertrain limits. There is no guarantee that a given

vehicle/powertrain will actually be able to meet the desired trace. In a backward
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simulator, however, it must be must assumed that the trace can be met, and in-

formation about the actual limits does not become available until the end of the

calculations, when the operating conditions of the prime movers are evaluated. A

forward simulator takes these limits into account, since the force information orig-

inates at the prime mover (where it can be limited to the component maximum),

and then is transmitted to the vehicle (allowing other constraints to be imposed).

Similarly forward simulators are more suited to acceleration tests, by simply forc-

ing the driver to give a full throttle command. From the control development

point of view, forward simulators are preferred because they maintain the physi-

cal causality of the real system and allow using the same controller inputs/outputs

in the simulator as well as in the real system (assuming that the modeling detail is

adequate).

2.1.4 Approach used in this work

In this dissertation, the modeling objective is to predict vehicle fuel consump-

tion and performance, which are the most noticeable consequences of hybridiza-

tion and are directly affected by the sizing of powertrain components and the tun-

ing of supervisory control strategy. Also, the model developed is intended to be

used for a wide variety of vehicles, and for each of them it should allow to:

• predict vehicle performance

• predict energy flows and fuel consumption

• develop supervisory control strategies

In light of this, it was decided to use the forward approach described in Section

2.1.3 to create a dynamic simulator of the powertrain, intended to describe the

transient response of the vehicle to the driver’s power demand. Since fuel con-

sumption and energy flows are the main a concern, the simulator must be fast

enough to allow evaluation of relatively long driving cycles (up to several hours

of simulated driving). Accurate performance prediction requires the evaluation

of phenomena that are characterized by time constants of 0.1 s and lower (10-20
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Hz); on the other hand, fuel consumption is evaluated over quite long driving cy-

cles (from 15 minutes to several hours). The contrast between the two objectives

was solved by developing a modular simulator, in which each component is rep-

resented by a block that keeps the same external interface independently from the

the complexity of the model it contains. In the simplest version, each block con-

tains lumped-parameters models that are either static or have one single degree of

freedom. In most cases, losses in the components are calculated using efficiency

maps, following the typical approach described in literature [53, 54] for this kind

of applications.

Thus, the simulator is composed of simple models so that long driving cycle

evaluation can be conduced at reasonable speed, but, whenever a more accurate

simulation of powertrain dynamics is needed (for example for evaluating gear

shifting strategies), the modeling detail can be changed by using different versions

of the same blocks. The simulation will be more accurate albeit slower, which is ac-

ceptable since dynamic simulations usually cover a much shorter time frame than

a complete driving cycle.

2.2 Physical modeling tools

Numerical simulation of the behavior of dynamic systems has been an im-

portant engineering topic since the introduction of computers. In the past two

decades, numerous software tools have been introduced for this purpose. Some

of them became part of university curricula and are known to almost any recent

engineering graduate: the most notable examples are The Mathworks® products,

Matlab® and Simulink®. Others were short-lived, or found a very narrow range of

applications.

There are two main families of engineering modeling tools, which could be de-

fined as math-based or physics-based approaches. Math-based tools are essentially

interfaces for writing differential equations in explicit form, but using a graphical

user interface (GUI) that makes it easy for the users to define equations, parame-

ters, and to run simulations. Simulink is the best known and the most full-featured

of these tools.
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Physics-based tools serve a different purpose: instead of providing an environ-

ment in which the users write their own equations, they provide a library of ele-

ments that represent physical objects, and can be connected to each other to form

a system that mimics the interaction that these objects would have in reality. The

term physical modeling is sometimes used to describe this modeling approach. Sev-

eral software tools allow for doing this, in different domains and using different

approaches.

Easy5 [55], initially developed by Boeing in 1974 [56], is now a commercial

product developed by MSC software. It was among the first modeling tools to

be provided with a graphical user interface, and was initially aimed at modeling

air-aircraft interaction and developing control flight dynamics; it now a compre-

hensive modeling tool that includes libraries for hydraulics, aerospace dynamics,

powertrain dynamics, engines, etc. The approach followed is, in general, to model

the 1-D flow of power and the balance of effort between components. For example,

a hydraulic system will be approximated by a set of lines and components, each

point of which represents the average fluid properties over the section considered.

The software comes with several libraries of components that the user can choose

from, and also allows for defining customized models.

The same description fits other modeling tools, such as AMESim [57], devel-

oped by the French company Imagine (now owned by LMS International) and

Ansoft Simplorer®. AMESim started out as a tool for 1-D flow simulation applied

to hydraulic systems; after rapidly becoming very popular in that field, it was ex-

panded with additional libraries and marketed as a comprehensive physical mod-

eling tool. The main reason for AMESim success, apart from the nice interface

and ease of use (which is common to Easy5 and others), is the fact that it provides

very effective numerical integration methods for the stiff dynamic equations that

characterize hydraulic systems.

All these packages are based on standard programming languages (C, C++),

and usually require the user to code in that language (or to tweak existing code)

in order to modify object templates or create new ones (GUI that facilitate this

operation are usually provided).
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A different approach to a-causal modeling is provided by Modelica [58], a spe-

cial programming language initially developed by H. Elmqvist in his PhD disserta-

tion [59] and well described in [60]. In this case, the user only needs to define one

form for each equation, and the special compiler will then manipulate the equa-

tions at the moment of combining them with those of the other components. The

most successful commercial implementation of the Modelica language (which, by

itself, is open-source) is Dynasim Dymola.

In recent years, Simulink has also been expanded with physical modeling tools

that introduce the ability to use blocks representing physical components and phys-

ical connections rather than mathematical operators and signals. One of these,

SimDriveline™, is especially designed for modeling powertrain dynamics. Others

are SimHydraulics® (for hydraulic systems), SimPowerSystems™ (for electric sys-

tems), SimMechanics® (for dynamics and kinematics of mechanisms). All these

tools are organized within a common framework called SimScape®, which is the

Mathworks’ alternative to Modelica, in the sense that it introduces the ability for

the users to define their own physics-based models and to integrate blocks from

the other Simulink-based physical modeling tools.

In general, the physical, object-based modeling approach is very attractive be-

cause it makes extremely easy to create models of even very complicated systems:

apparently, all it takes is to put the pieces together. This is the most visible char-

acteristic of what is sometimes called a-causal modeling: the term refers to the fact

that, while usually one writes equations in explicit form and has to decide which

variable is an input and which is an output, in this case there is no need to define

explicitly the inputs and outputs of the model, i.e. its causality. The software will

do this for the user, by setting up a correct set of equations based on the way the

components are connected. In the tools mentioned so far, this flexibility is achieved

by embedding in each component model all the possible forms3 of the system dy-

namic equations, i.e. considering all combinations of inputs and outputs.

3note that, if each component represents an elementary building block as it usually happens,
there are usually just a few possible ways of writing its equations.
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Figure 2.3: Elementary model of a spring

For example, consider the ideal spring shown in Figure 2.3. The input (known)

variables can be either the force F or the displacement of one of the terminal points,

xA or xB; the output (unknown) variables will be the corresponding missing infor-

mation. There are then three forms for the system equation:

F = Ks(xB − xA − L0) (2.9)

xB =
F
Ks

+ xA + L0 (2.10)

xA = xB − L0 −
F
Ks

(2.11)

where L0 is the length of the spring at rest and Ks is its stiffness. The software

should be able to determine which form of the equation is more suited to the sys-

tem being considered, taking into account the information available from other

components and the expected outputs. The user can also force the use of a specific

form, if needed.

Independently from the underlying technology and the implementation tem-

plates, the advantage of all these a-causal modeling tools is the ability to compose

complex systems simply by connecting their components. This is not a trivial ad-

vantage, or something limited to user interface issues: in fact, it is a very powerful

method for creating modular simulators, in which components can be connected

in various ways to change the topology of the system. The usefulness of this is
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Mechanical system 

•! Engine 
–! conventional, out-of-the-box Diesel engine provided in SimDriveline 

–! modeled as a static speed-torque map (map approximated by a 3rd order polynomial) 

–! a “throttle” signal (normalized load request, actually) is the input to the engine 

•! Inertia J
1
  

–! 2 kgm2 

–! rigidly connected to the engine 

•! Inertia J
2
  

–! 20 kgm2 

–! rigidly connected to the clutch  

•! Clutch  
–! ideal dry clutch with static/dynamic friction 

–! in this example it can be in 2 states: locked (no slip) and unengaged (zero torque 
transmitted, complete decoupling) 

–! the transition between the two states is instantaneous 

•! Equations: 

J
1 J

2 

clutch 

T
 

engine 

Clutch locked (from t = 0 to t = 5 s) 

Clutch unengaged (from t = 5 s to t = 10 s) 

Figure 2.4: An example of a mechanical system whose structure changes with time

especially evident in powertrain modeling. For example, to create a detailed dy-

namic model of an automatic transmission, one should account for the fact that the

system changes depending on which control actions are taken, which in a conven-

tional (causal) modeling language means that a different set of equations should be

created for each system configuration. Since these models may have more than ten

degrees of freedom, writing several sets of equations can be a complex task, and

running them all, switching appropriately between them, can be computationally

expensive and give rise to issues with the numerical solution because of the fact

that the system equations change with time. An elementary example can help to

understand these issues: consider the physical system shown in Figure 2.4, com-

posed by two inertias driven by an engine (in this case just a source of torque) and

connected via a dry clutch. Three cases are possible:

1. When the clutch is engaged, it functions as a rigid connection: the result is

equivalent to a single degree-of-freedom system, with inertia Jtot = J1 + J2.

The system equation in this case is

(J1 + J2)ω̇ = T (2.12)

2. When the clutch is slipping, the system still has two degrees of freedom, but

there is frictional force between the two plates of the clutch, which implies

an exchange of torque between the inertias:{
J1ω̇1 = T − Tcl

J2ω̇2 = Tcl
(2.13)
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3. When the clutch is disengaged, the two inertias rotate independently and

each of them follows its own dynamics. No torque is transmitted between

the two inertias. The system equation is:{
J1ω̇1 = T
J2ω̇2 = 0

(2.14)

Obviously, the system can be in any of these three states during its functioning.

The traditional modeling approach consists in writing the equations as it has just

been done, then using one of them depending on the clutch state, which is defined

by the clutch slip s = ω1−ω2
ω1

. Noticing that case 3 is just a particular case of case

2 with Tcl = 0, the discriminant between case 1 and the others is whether there

is slip between clutch plates or not, i.e. whether s = 0 or s 6= 0. The value of the

slip depends on the dynamics of the system, therefore the switching between cases

happens as a consequence of the system evolution.

Using an a-causal modeling approach, the system has to be modeled only once,

using icons that resemble the physical components. The implementation of this

model in Simulink (Figure 2.5) shows the two separate cases and how the respec-

tive differential equations are represented. The implementation in SimDriveline

(Figure 2.6) uses blocks representing the same components of the physical sys-

tem and does not need to include two separate submodels. The results of the two

model implementations are obviously identical; however, it is apparent how the

model built using physical modeling tools is easier to visualize and to build. This

also means that this kind of model is easier to understand for someone who did

not create it, making the process of modeling more efficient and easier to share. In

the case of more complex models (with tens of possible different states, for exam-

ple an automatic transmission), the ability to model the entire system at once and

to leave to the solver the task to determine the correct set of equations is a very

important advantage, drastically reducing the time necessary to develop a model.

One disadvantage of all object-based modeling tools is the false sense of se-

curity that they give to users: the fact that there is a block representing a phys-

ical component may obscure the level of detail and accuracy of the model im-

plemented, and may lead inexperienced users to overestimate the power of these
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Figure 2.5: Implementation of the model of the system shown in Figure 2.4 using
Simulink

Figure 2.6: Implementation of the model of the system shown in Figure 2.4 using
SimDriveline
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tools. It is therefore important to consider the kind of model used in each block

in order to understand which phenomena can be accurately modeled, and what

simulation results should be expected.

2.3 Simulator implementation

The model developed is purely longitudinal, in the sense that it does not ac-

count for any lateral or vertical motion; however, the simulator is compatible with

typical vehicle handling models and has been implemented taking into account

the possibility of future extension in this direction. For example, the wheels are

implemented as individual blocks and not lumped together – this allows to eas-

ily extend the simulator to consider the lateral forces developed by each of them.

Combining electric powertrain and traditional vehicle dynamics modeling can be

interesting because the very fast response of electric traction machines (with re-

spect to the dynamic range described) may allow to use them as a replacement

for, or in addition to, safety devices such as anti-skid regulator, active differential,

or advanced all-wheel-drive (AWD) strategies. Therefore, this can be seen as the

longitudinal module of a complete vehicle dynamics simulator.

The software used for implementing the model is Simulink, and its specialized

blockset SimScape is used as framework for the simulator, for the ability to in-

troduce a-causal modeling templates that are very useful to create a more modular

and open simulator, as mentioned in Section 2.2. The reason for choosing Simulink

is due to the fact that allows for an easier implementation of the control strategy

and for easier interface with the industry, being the de facto standard in the auto-

motive sector.

All powertrain components in the simulator have been modeled using steady-

state efficiency maps (the only efficiency information normally available). The

blocks containing the models of the various components are mechanically con-

nected by torque and speed information. The use of SimScape allows this infor-

mation to be shared using only one connection line, representing a physical shaft

between components. The practical consequence is that the overall powertrain
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model can be assembled using self-contained blocks for each physical component,

thus facilitating the reuse of the blocks for various powertrain configurations.

2.4 Powertrain components

2.4.1 Internal combustion engine

A conceptual sketch of the engine model is shown in Figure 2.7: it is a static

model, which neglects crank-angle dynamics and torque oscillations due to the

alternating inertia and combustion cycles.

The engine torque is applied to the crankshaft and flywheel, lumped together

in a single rotational inertia, which is also subject to the load torque, coming from

the rest of the powertrain. This constitutes the mechanical interface between the

engine and the drivetrain. The torque that the engine generates is calculated using

a table interpolation based on the maximum available torque at the current speed

and the percentage of load desired α (corresponding to throttle opening in tradi-

tional gasoline engines and to amount of injected fuel in Diesel engines). The fuel

consumption is estimated using another table interpolation, as a function of torque

and speed.

The torque is given by

Tice = α (Tice,max − Tice,min) + Tmin (2.15)

where Tice,max(ω) and Tice,min(ω) represent respectively the maximum torque and

the friction torque, function of engine speed.

Given the throttle input and the measured crankshaft speed, the net torque is

calculated and applied to the equivalent inertia, which represents the crankshaft

and the flywheel. The output shaft is then used to connect the engine to the rest of

the driveline components. Note that, being the torque map obtained with steady-

state testing, it does not take into account the effect of the equivalent inertia, which

justifies the torque being applied to it. This equivalent inertia is a rather abstract

concept in the case of a piston engine: in fact, even at steady-state (constant nom-

inal speed), the reciprocal motion involved in the engine functioning implies that
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Figure 2.7: Engine model

some of the torque delivered by the fuel is used to accelerate the pistons from one

cycle to the next. However, since the brake torque measured in a test bench is, in

fact, the net torque delivered by the engine after moving its pistons, this model is

in agreement with the way the maps are measured. The equivalent inertia is, there-

fore, a way of taking into account the delay associated with a significant change in

the engine average speed.

Scaling engine maps

Traditionally, internal combustion engines have been characterized using maps

that relate torque, speed, and fuel consumption. Alternatively, the maps can be

expressed using mean effective pressure, mean piston speed, and efficiency, which

are rescaled measured of the former three [61].

The mean effective pressure pme is defined as

pme =
4π

Vd
T (2.16)

where Vd is the total engine displacement and T is the engine torque.

The mean piston speed is

cm =
sp

π
ω =

sp

30
RPM (2.17)
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where sp is the piston stroke, ω the engine speed (in rad/s) and RPM the engine

speed in rev/min.

The mechanical power is given by

Pmech = Tω =
Vd
4π

pmeπ
cm

sp
=

Vd
4sp

cm pme. (2.18)

The global engine efficiency is obviously the ratio of the output (mechanical)

power to the input power, i.e. the chemical power of the fuel. This can be expressed

as a function of the fuel mass flow rate ṁ f and of the fuel lower heating value Qlhv,

which is the energy content per unit of mass of the fuel:

Pf uel = Qlhvṁ f . (2.19)

The efficiency is then

η =
Pmech
Pf uel

=
Tω

Qlhvṁ f
. (2.20)

Just as the mechanical power can expressed in terms of the mean effective pres-

sure, the fuel power can be expressed using the concept of mean available pressure

pma, which is proportional to the available torque, i.e. the torque that the engine

would produce if its efficiency were unitary. The mean available pressure can be

defined as follows:

pma =
4π

Vd
Tavail =

4π

Vd

Pf uel

ω
=

4πspQlhvṁ f

Vdπcm
(2.21)

and the efficiency can also be expressed as the ratio of pme and pma:

η =
Pmech
Pf uel

=
Tω

Tavailω
=

pme

pma
. (2.22)

Sometimes, instead of using the fuel flow rate ṁ f or the overall efficiency η, the

efficiency map of an engine is expressed in terms of the brake specific fuel consump-

tion (BSFC), which is the amount of fuel consumed for a given amount of mechan-

ical energy (work) produced, or the rate of fuel consumed for a given amount of

mechanical power:
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BSFC =
m f

Emech
=

m f

Pmecht
=

m f /t
Pmech

=
ṁ f

Pmech
(2.23)

BSFC and efficiency can be related as follows:

BSFC ·Qlhv =
Qlhvṁ f

Pmech
=

1
η

(2.24)

and

η =
1

QlhvBSFC
(2.25)

In other words, the brake specific fuel consumption is the reciprocal of the over-

all engine efficiency, scaled by the energy density of the fuel.

Engines produced by the same manufacturer and being part of the same fam-

ily usually have the property that the relation between efficiency, mean effective

pressure and mean piston speed are the same across all the members of the family.

This means that their maps, when expressed in terms of these variables, look the

same. The torque-speed-fuel consumption maps for each individual engine can be

obtained from them, multiplying by the corresponding scaling factors (displace-

ment, piston stroke, number of cylinders). For example, assume that the same

engine module (piston, combustion chamber, head assembly) is used to produce

a 4- and a 6-cylinder engine. If the maps of the smaller engine (subscript 4c) are

known, the corresponding maps for the bigger one (6c) can be obtained as follows:

T6c = pme
Vd,6c

4π
=

4π

Vd,4c
T4c

Vd,6c

4π
=

Vd,6c

Vd,4c
T4c =

6
4

T4c (2.26)

ṁ f ,6c(cm, pme) = Qlhvη(cm, pme). (2.27)

This scalability property was applied better to older engines than it is for mod-

ern engines, where electronic control may introduce discontinuities in the maps,

which do not scale according to these considerations. However, in cases when

data for only one engine in the family is available, this is still the most accurate

way of estimating unavailable maps (assuming the geometric scaling factors are

known).
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Additional relations that can be useful for rescaling engine maps are the fol-

lowing:

Vd =
π

4
ncylB2

psp =
π

4
ncyl

B2
p

s2
p

s3
p =

π

4
ncyl

(
Bp

sp

)2

s3
p (2.28)

where sp is the piston stroke, Bp the bore (piston diameter), ncyl the number of

cylinders, and Bp
sp

is the bore-to-stroke ratio (a typical engine characteristic).

Willans line model

The Willans line model4 is an affine relationship between the mean effective

pressure pme and the mean available pressure pma, whose coefficients depend on

the mean piston speed cm:

pme = pm0(cm) + ε(cm)pma (2.29)

The advantage of such a model is that the coefficients pm0(cm) and ε(cm) are

typically the same for engines of the same family, thus this model fits all of them.

The terms pme and pma are then scaled to obtain the torque and fuel consumption,

using (2.16) and (2.21) respectively. Despite its simple form, this model is usually

capable of fitting with good accuracy efficiency maps deriving from experimental

data, and can also be used for electric machines [62]. The Willans model is useful

when there is the need to express the efficiency map of an engine as an analytical

function of the speed and torque, or to create a model that is completely size-

independent and can be seamlessly rescaled to fit several engine sizes.

2.4.2 Torque converter

The torque converter is a fluid coupling device that is used to transmit mo-

tion from the engine to the transmission input shaft. It is capable of multiplying

the engine torque (acting as a reduction gear), and, unlike most other mechanical

joints, provides extremely high damping capabilities, since all torque is transmit-

ted through fluidodynamic forces rather than friction or pressure. It is traditionally

4named after the British engineer P.W. Willans, one of the pioneers in the early development of
steam engines in the 19th century.
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Figure 2.8: Schematic representation of a torque converter

used in vehicles with automatic transmissions to avoid the need of automatically

engaging and disengaging a mechanical clutch (which is – or at least used to be

– a very difficult control task, creating several drivability issues). In fact, a torque

converter allows for large speed differences between its two shafts.

A torque converter (Figure 2.8) is composed by three elements: a pump, con-

nected to the engine shaft, a turbine, connected to the transmission, and a stator

which does move. The fluid in the torque converter is moved by the pump be-

cause of engine rotation, and drags the turbine and therefore transmits torque to

the transmission. The torque at the turbine is generally higher than the torque at

the pump (i.e. the engine torque), thanks to the presence of the stator. The torque

difference is higher when the speed difference between the pump and the turbine

is higher; at steady state, the two elements tend to rotate at the same speed and the

torque difference tends to zero.

The torque converter model, which can be conceptually represented as in Fig-

ure 2.9, is based on a torque-speed map that for calculating the torques exerted by

the fluid on the turbine and the pump.

In particular, torque characteristics are usually represented in graphical form,

as graphs of torque ratio and capacity factor versus the speed ratio [63]. The speed

ratio is

SR =
ωt

ωp
, (2.30)

the torque ratio or multiplication ratio is

MR =
Tt

Tp
(2.31)

and the capacity factor, which gives an idea of how much torque the torque con-

verter can transmit, is defined as
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Figure 2.9: Torque converter model

Ktc =
ωp√

Tp
(2.32)

In the vehicles modeled here, detailed data on the transmission components

are not available; therefore, public-domain maps for torque converters of various

size are used. The characteristic curves of a torque converter are shown in Figure

2.10.

The map can be easily replaced by an analytical model based on curve fitting,

the Kotwicki model [64], described in the following.

The operation of the unlocked torque converter can be split into two phases:

multiplication mode and torque coupling mode.

The multiplication mode occurs when the engine speed exceeds transmission

input speed by a significant amount. As the name might suggest, the torque at

the output shaft of the converter is actually larger than the input torque (i.e. the

input torque is multiplied). The pump and turbine torques can be expressed as a

quadratic fit of the speeds:{
Tp = Tp,m = tp1ω2

p + tp2ωpωt + tp3ω2
t

Tt = Tt,m = tt1ω2
p + tt2ωpωt + tt3ω2

t
, (2.33)
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Figure 2.10: Torque converter map

where T indicates torque, ω speed, the subscripts p and t refer respectively to the

pump (sometimes called impeller) and the turbine, and txi are fitting coefficients

obtained by fitting experimental data.

The coupling operating mode occurs when the engine speed and the transmis-

sion input speed are nearly equal (i.e., there is a small slip between the turbine

and the pump). In this mode the input torque and output torque are equal to one

another:

Tp = Tt = Tcpl = ttp1ω2
p + ttp2ωpωt + ttp3ω2

t . (2.34)

In a forward facing model (as shown in Figure 2.9), the turbine and impeller

speed are given. A determination must be made as to which “mode” is active

(coupling or multiplication), then the torques can be determined via the quadratic

formulas given earlier. Coupling mode is detected by comparing the two speeds:

coupling occurs when their difference is below a given threshold.

This basic model is fairly common and generally is accepted, but requires a

total of 9 coefficients, which can be obtained using curve fit of tabulated data.
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Kotwicki’s model for the multiplication mode (2.33) can be rewritten in terms

of the speed ratio SR as follows:
Tp = Tp,m = ω2

p

(
tp1 + tp2

ωt
ωp

+ tp3
ω2

t
ω2

p

)
Tt = Tt,m = ω2

p

(
tt1 + tt2

ωt
ωp

+ tt3
ω2

t
ω2

p

) (2.35)

and therefore the corresponding multiplication ratio and the efficiency are

MR =
Tt

Tp
=

tt1 + tt2SR + tt3SR2

tp1 + tp2SR + tp3SR2 (2.36)

η = MR · SR =
tt1SR + tt2SR2 + tt3SR3

tp1 + tp2SR + tp3SR2 . (2.37)

In coupling mode, (2.34) becomes:

Tp = Tt = Tcpl = ω2
p

(
ttp1 + ttp2SR + ttp3SR2

)
(2.38)

and MR = 1 by definition.

2.4.3 Gearings and differential

Gearings are purely mechanical components, with no inputs, outputs or con-

trols. The external interfaces are two mechanical connections representing input

and output shaft (or, using a more accurate terminology, base and follower shaft,

referring to the shaft physical location without implying a direction of power flow).

In the case of planetary gear sets, three mechanical connections are present instead

of two: sun, carrier, and ring shaft.

The simplest model possible for a gearing only accounts for the speed and

torque ratios, without considering the losses due to friction. Indicating with the

subscripts B and F the base and follower shaft, and with gFB = NB
NF

the transmis-

sion ratio (N is the number of teeth of each gear), the lossless gear model is:

{
ωF = gFBωB

TF = TB
gFB

(2.39)
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For energy analysis and in general for more accurate predictions, a lossy gear

model is introduced, which takes into account power losses in the gearing. Given

the fact that the speed ratio is fixed, being given by kinematic constraints, the

power loss implies the reduction of the torque at the output shaft, taken into ac-

count by the gear efficiency η:

{
ωout = gioωin

Tout = η T
gio

(2.40)

In this case, the subscripts in and out refer to the shaft of input and output

power flow, since the loss must reduce the output power; in and out can be either

B (base) or F (follower). The identification of the shafts is based on the sign of the

product Tω, which is positive at the input shaft. The power loss is calculated as

Ploss = ωinTin(1− η) and is always positive.

2.4.4 Gearbox and transmission

Functionally, a gearbox is a gearing whose transmission ratio (and possibly

other characteristics, such as efficiency) can change dynamically. The model im-

plemented for the gearbox is the simplest possible, and consists in a lossy gear (see

previous section) with variable gear ratio and variable efficiency (which depends

on gear ratio, speed, and input torque). The variable gear ratio signal deriving

from the gear selection index is filtered with a 1st order transfer function that sim-

ulates (albeit crudely) the delay involved in the actual procedure of gear shifting,

that usually takes a few tenths of second to be completed. This model captures the

essential functionality common to manual gearboxes and automatic transmissions,

and can be used for both cases. For accurate drivability studies, which are not in

the objectives of this dissertation, a complete transmission model (considering all

the gears and their coupling) should be implemented.

2.4.5 Wheels, brakes, and tires

The wheel represents the link between the powertrain and the external envi-

ronment. Its model includes the motion of the wheel and the effect of the brakes,

calculating the forces at the interface between tire and road surface. The tractive
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Figure 2.11: Wheel and tire model

force is calculated given the powertrain torque, the brake signal and the vertical

load on the wheel.

Quasi-static model

The simplest model is what could be defined a perfect rolling model, in which

the torque applied to the wheel shaft is completely transformed into tractive force

considering pure rolling motion between the tire and the soil, and neglecting tire

deformation. The quasi-static model does not take explicitly into account wheel

slip and relaxation length; however, it assumes that the dynamic response of the

tire can be approximated by a first order delay and that the maximum force gener-

ated at the road/terrain interface is proportional to the vertical load on the wheel.

The first order delay is useful to avoid numerical issues at very low vehicle speed,

and to simulate (very approximately) the tire damping. The brakes are modeled

as an additional torque that reduces the net torque acting on the tire. The brake

torque is proportional to the brake input signal (which represents a normalized

pressure). Therefore the net torque acting on the wheel is
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Twh = Tsha f t − Tbrake (2.41)

where Tsha f t is the torque at the driveshaft, and Tbrake = βTbrake,max the braking

torque (calculated as a function of the maximum available braking torque). β is

the brake signal, equivalent to the normalized pedal position, and varies between

0 and 1.

However, when the vehicle is stopped, the torque generated by the brakes must

only equilibrating the powertrain torque and the grade force on the vehicle. There-

fore, independently from the value of β, it cannot exceed the value

Tbrake,stop = Tsha f t − ReFgrade (2.42)

where Re is the effective rolling radius and Fgrade is the quote of grade force acting

on the wheel.

The effective tractive force generated is

Fx =
1

1 + τxs
Tw

Re
(2.43)

where Fx is the longitudinal force at the ground, Tw the torque on the wheel shaft,

Re the effective rolling radius, and τx a time constant that introduces a delay be-

tween the torque and the force (s is the Laplace variable).

The wheel speed is obviously

ω =
Vveh
Re

, (2.44)

being Vveh the longitudinal vehicle speed.

The value of longitudinal force is bounded by the vertical load acting on the

wheel:

− Fzµx,max ≤ Fx ≤ Fzµx,max (2.45)

where Fz is the vertical force on the wheel, and µx,max is the peak value of the

road/tire friction coefficient (usually around 0.8-0.9 for dry asphalt).
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Dynamic model

Another, more detailed model can be used to take into account the dynamic

response of the tire. This is one of several models presented in [65] and is the

simplest one dealing with transient tire response at low speed. The author calls

it “semi non-linear” because the basic formulation is linear but a nonlinearity is

introduced with a limitation on the time derivative of the tire deflection v at low

speeds. This dynamic model uses the concept of relaxation length σk: this is the

distance that the vehicle must travel before the force developed at the interface

tire/ground reaches its steady-state value, and is such that

dv
dt

+
1
σk
|Vveh| v = −Vsx (2.46)

where v is the longitudinal tire deflection, Vveh the longitudinal vehicle speed,

and Vsx = Vveh − Reω the wheel slip velocity (which is what physically makes the

tire produce force, but was implicitly set to zero in the static model).

The transient slip is calculated as κ′ = v
σk

and is used to calculate the longitudi-

nal force Fx using the magic formula5 [65]

Fx = Dx sin
(
Cx arctan

[
Bxκ′ − Ex

(
Bxκ′ − arctan

(
Bxκ′

))])
. (2.47)

The parameters σx, Bx, Cx, Dx, Ex that appear in these equations are obtained

through curve fitting of experimental data and are a function of the specific tire,

the road conditions, the vertical load on the tire. Their values should be provided

by the vehicle or tire manufacturer.

For low values of speed (Vx < Vlow), the deflection u is modified to avoid unre-

alistic values; in particular:

 du
dt = 0 if Vx < Vlow, |κ′| > 3Dx

BxCxDx
and

(
Vsx + 1

σk
|Vx| u

)
u < 0

du
dt + 1

σk
|Vx| u = −Vsx otherwise

(2.48)

5This is the common name attributed to this mathematical expression, introduced by Prof. Pace-
jka (T.U. Delft) as a method for curve-fitting experimental maps of tire force as a function of slip
and other parameters. Despite not being based on physical parameterization and requiring several
coefficients, it is widely used for the almost “magic” capability of accurately describing these maps.
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In the dynamic tire model, the brakes are modeled as a dry clutch, composed

by two discs that come in contact: one of them is fixed (to the vehicle’s frame), the

other rotates with the wheel.

2.4.6 Electric machines

The electric machines are modeled using a system-level approach similar to the

one used for the engine, employing maps of torque and efficiency. Desired values

of electrical power or torque can be used as a control input. Rotor inertia is the only

dynamic element modeled, as the electrical dynamics in any kind of machine are

much faster. The electrical power flow is modeled using standard Simulink blocks

rather than physical modeling tools; therefore, depending on the desired control

input, different models are used.

Case 1 (Figure 2.12.a): Electric power is the input (typical example: the gen-

erator of a series hybrid electric vehicle). The torque needed at the shaft of the

machine is calculated using the electric power command and the efficiency map:

Pmech = Tω =
Pelec

η(ω, Pelec)
⇒ T =

1
ω

Pelec
η(ω, Pelec)

(2.49)

Note that the efficiency map η (ω, Pelec) is given as a function of speed and

electrical power (expressed as a percent of the maximum power).

Case 2 (Figure 2.12.b): Torque demand is the input (this usually happens in trac-

tion motors). In this case, the electric power must be calculated given the torque

request:

Pelec =
Pmech

η(ω, T)
=

ωT
η(ω, T)

(2.50)

In both cases, the power is positive when it corresponds to positive tractive

force or positive engine power, and negative otherwise. The power loss is positive

in both cases:

Ploss =

{
Pelec − Pmech = ωT

η(ω,T) −ωT = ωT
(

1
η − 1

)
= ωT

(
1−η

η

)
motoring, ωT ≥ 0

|Pmech| − |Pelec| = Pelec − Pmech = ηωT −ωT = −ωT (1− η) generating, ωT < 0
(2.51)
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Figure 2.12: Electric machine model

2.4.7 Energy storage systems

Electrical energy storage systems such as batteries and capacitors are key com-

ponent of hybrid vehicles. A variety of models have been proposed to evaluate

their interaction with the rest of the powertrain; however, for fuel consumption

and performance evaluation at a vehicle level, a simple circuit model is sufficient.

2.4.8 Batteries

Accurately modeling battery dynamics in hybrid electric vehicles is important

and, unfortunately, it is not easy. The reason is that the main variables that char-

acterize battery operation, i.e. state of charge, voltage, current, and temperature,

are dynamically related to each other in a highly non-linear fashion. In general,

the objective of the battery model in a vehicle simulator is to predict the change in

state of charge given the electrical load.

The state of charge (SOC) is defined as the amount of charge stored in the bat-

tery, relative to the total charge capacity:
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Figure 2.13: General model of energy storage system

SOC(t) = ξ(t) =
´ t

0 I(τ)dτ

Qbatt
(2.52)

where Qbatt is the amount of charge that the battery can accept, i.e. its charge capac-

ity or simply capacity, and
´ t

0 I(τ)dτ is the amount of charge actually stored in the

battery. Calculating the state of charge given the current is relatively straightfor-

ward, if the capacity is assumed to be a constant, known parameter. In reality, the

battery capacity changes according to several parameters, mainly the magnitude

of current and the age of the battery, but both these effects can be neglected for

a model used for driving cycle evaluation: this does not introduce any modeling

error, but simply implies a slightly different definition of state of charge, given in

terms of nominal capacity rather than actual capacity.

The dependence on aging does not affect battery performance in the short term,

but is only apparent over a long period of time, that exceeds any typical power-

train/vehicle simulation horizon (if needed, it is possible to evaluate the effect of

an aged battery by reducing the value of the capacity).

The battery voltage is a function of current I and state of charge ξ:

VL = Voc(ξ) + Vcirc(I) (2.53)

where VL is the load voltage at the battery terminals, Voc is the open circuit volt-

age, i.e. the voltage of the battery when it is not connected to any load (I = 0), and
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Vcirc the tension drop in the battery circuit, due to Ohmic losses and other elec-

trochemical phenomena that make the terminal voltage different from the open

circuit voltage.

The state of energy (SOE) of a battery is defined as the amount of energy stored,

relative to the maximum amount of energy that the battery can hold. The amount

of energy in a battery is equal to the product of the charge and the voltage; the

maximum energy stored is thus

Ebatt = QbattVoc,max (2.54)

and therefore the state of energy is

SOE(t) = ζ(t) = ξ(t)
Voc(t)
Voc,max

. (2.55)

The simplest dynamic model of a battery is a circuit like the one in Figure 2.14.

The series resistance R0 represents the Ohmic losses due to actual resistance of the

wires and the electrodes and also to the dissipative phenomena that reduce the

net power available at the terminals; the resistance R1 and the capacitance C1 are

used to model the dynamic response of the battery. This model is a first-order

approximation; the values of the parameters are estimated using curve fitting of

experimental data, and are generally variable with the operating conditions (tem-

perature, state of charge). Other models of the same kind, with more R-C branches

in series, can be used if more accuracy is required. The number of parameters to

be identified increases with the model accuracy.

The equations of the circuit in Figure 2.14 are:

VL = Voc − R0 I −
n

∑
i=1

Vi (2.56)

Ci
dVi

dt
= I − Vi

Ri
(2.57)

where n is the order of the dynamic model considered, i.e. the number of R-C

branches. In the example shown, n = 1. The capacitance Ci and the resistance Ri
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Figure 2.14: Battery circuit model
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Figure 2.15: Open circuit voltage vs. state of charge for a Ni-MH battery [3]. The
top and bottom curves correspond to charge and discharge (at 0.1C), the middle
one is an average.

can, in principle, change with the direction of the current (charge or discharge) and

with other operating conditions, such as temperature.

The curve that shows the variation of the open circuit voltage Voc with the bat-

tery state of charge is called discharge characteristic and a typical example is shown

in Figure 2.15. These curves are obtained by charging and discharging a battery

at constant current, and depend on the value of the current. It is common practice

to refer to the value of the current as a fraction of the battery capacity in Ah: for

example, if the capacity is 6.5 Ah, a current of 1C corresponds to 6.5 A, 10C to 65 A,

0.1C to 0.65A. Steady-state characteristics of the battery, such as the Voc-SOC curve

or the value of rated capacity, are typically obtained using a current of 0.1C.
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The magnitude of the current has an important effect on the discharge char-

acteristic and on the capacity of the battery: the higher the current, the lower the

amount of charge that can be extracted from the battery.

A fundamental component of the controller for a hybrid electric vehicle is an

algorithm that provides an estimate of the battery state of charge given available

measurements of terminal voltage and current. Apparently, integration of the cur-

rent is sufficient to calculate the state of charge; however, in real-world applica-

tions, measurement errors and noise render the integration of the current a non-

trivial task, because the result has the tendency to drift (the measurement noise

has non-zero mean). Therefore, a more complex algorithm is needed, such as the

one described in [3], which combines current integration with estimation of open

circuit voltage (whose relation with the state of charge provides an alternative es-

timate).

An important issue related to battery usage in hybrid electric vehicles is their

aging, due to the aggressive loading cycles to which they are subjected. Battery

aging manifest itself as loss of capacity and increase of internal resistance [66, 67],

and can reduce vehicle performance; recent and ongoing research is devoted to

determine a suitable model that can predict the amount of residual life given the

loading cycles [68, 66, 67, 69, 70].

2.4.9 Capacitors

The capacitor pack is composed by several cells (single capacitors) in series and

in parallel; for a simple, slow-dynamics model, each cell can be represented as a

capacitance in series with a resistor. The capacitance models the ion accumulation,

while the resistance accounts for the losses in the electrolyte. The entire pack can

be modeled with the circuit shown in Figure 2.16, characterized by the following

electrical equations:

Req =
NS

NP
Rsing (2.58)

Ceq =
NP

NS
Csing (2.59)
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VL = Req I + VC (2.60)

dVC

dt
=

I
Ceq

(2.61)

where V is the voltage, I the current, NS and NP are the number of cells in series

and in parallel (respectively), Req is the equivalent resistance of the pack, Ceq the

equivalent capacitance of the pack, Rsing the internal resistance of a single cell, and

Csing the capacitance of each cell.

The circuit equations can be written in the frequency domain as:

{
VL = Req I + VC

sVC = 1
Ceq

I
(2.62)

and therefore the transfer function that gives the load voltage as a function of

the current is

VL

I
=
(

Req +
1

Ceqs

)
=

ReqCeqs + 1
Ceqs

(2.63)

By definition, the state of charge ξ is defined as the amount of charge stored

in the capacitance, with relative to the maximum acceptable value; similarly, the

state of energy ζ is the amount of energy stored in the capacitance, relative to max-

imum energy that it can accept. Both quantities are related to the voltage across

the capacitance:

SOC(t) = ξ(t) .=
Qcap(t)
Qcap,max

=
CVC(t)
CVC,max

=
VC(t)
VC,max

(2.64)

SOE(t) = ζ(t) .=
Ecap(t)
Ecap,max

=
1
2CV2

C(t)
1
2CV2

C,max
=

V2
C(t)

V2
C,max

= ξ2(t) (2.65)

2.4.10 Power electronics and electric bus

Electric bus and power electronics for electric machines and energy storage de-

vices are considered in the model as devices that absorb part of the power flowing
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VL

Req Ceq

Figure 2.16: Circuit model of supercapacitor pack.

across them; efficiency maps (function of voltage and current) are used to calculate

the power losses occurring in these elements.

2.4.11 Engine accessories

The engine accessories are all secondary the accessories directly powered by the

engine, such as air conditioning, compressor for pneumatic suspensions/brake,

power steering, and alternator (for small electric loads). A simplified modeling

approach is used, for the lack of detailed data and load cycles for all the compo-

nents, and considering that the total accessory power is small compared to the

tractive power that the engine delivers. For each accessory, the torque at the shaft

is calculated as

T =
1
η

Pnet

ω
(2.66)

where the power comes from the load cycle, and the efficiency is calculated

from power using a look-up table, curve fitting, or constant value (depending on

the data availability).

2.4.12 Auxiliary loads

The auxiliary loads model is used to generate a mechanical load cycle that mim-

ics the power requirements of auxiliary loads for the vehicle. Auxiliary loads are
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Figure 2.17: Hydraulic pump model

present in the refuse collection truck, and are the accessories used for refuse col-

lection tasks, such as loading, packing, and dumping mechanisms. These are hy-

draulic devices driven by two identical pumps, one for the loading mechanisms

and the other for packing and dumping. The block input (Figure 2.17) is the net

hydraulic power required, and possibly the pressure in the circuit, obtained from

data collected on a prototype vehicle; the output is the mechanical power at the

shaft of each pump. In the prototype, these are both belted to the engine, but in

principle it is also possible to connect the mechanical shafts to one or two elec-

tric motors. The main objective of the model is to describe the behavior of the

hydraulic pumps, using efficiency and performance data provided by the manu-

facturer.

The load torque on the pump is calculated from the hydraulic power request

Phyd and the standby torque T0 as follows:

Tp = min

(
1

η(ω, phyd)
Phyd

ω
, T0

)
(2.67)

where the pressure phyd is estimated as the ratio of hydraulic power and flow Qhyd:

phyd =
Phyd

Qhyd(ω) . This approach means that the torque is normally calculated using

the efficiency map, but it is bounded by the value of standby torque, which is the

torque needed to spin the pump without producing any net power. The efficiency

map, the flow-speed characteristic Qhyd(ω) and the standby torque are obtained

60



15EATON Hydraulics 420 Mobile Piston Pump Technical Catalog Manual  E-PUPI-TM002-E April 2004

Performance 
420 Mobile
Piston Pump
ADU062

Overall Efficiency Versus
Speed @ 49º C (120º F), Full
Flow, and 1.0 bar (0 psi) Inlet

ADU062 - Overall Efficiency Versus Speed
@ 49 Deg C (120 Deg F ), Full F low, and 1.0 bar (0 psi) Inlet

61
63
65
67
69
71
73
75
77
79
81
83
85
87
89
91

500 1000 1500 2000 2500 3000
Speed (rpm)

Ef
fic

ie
nc

y 
(%

)

68 bar (1000 psi)

103 bar (1500 psi )

50 bar (700 psi)

17  bar  (250 psi)

Overall Efficiency Versus
Speed @ 49º C (120º F), Full
Flow, and 1.0 bar (0 psi) Inlet

ADU062 - Overall E fficiency Versus Speed
@ 49 Deg C (120 Deg F ), Full F low, and 1.0 bar (0 psi) Inlet

76

78

80

82

84

86

88

90

500 1000 1500 2000 2500 3000
Speed (rpm)

Ef
fic

ie
nc

y 
(%

)

250 bar (3600 psi)

150 bar (2200 psi)200 bar (2900 psi)

280 bar (4000 psi)

15EATON Hydraulics 420 Mobile Piston Pump Technical Catalog Manual  E-PUPI-TM002-E April 2004

Performance 
420 Mobile
Piston Pump
ADU062

Overall Efficiency Versus
Speed @ 49º C (120º F), Full
Flow, and 1.0 bar (0 psi) Inlet

ADU062 - Overall Efficiency Versus Speed
@ 49 Deg C (120 Deg F ), Full F low, and 1.0 bar (0 psi) Inlet

61
63
65
67
69
71
73
75
77
79
81
83
85
87
89
91

500 1000 1500 2000 2500 3000
Speed (rpm)

Ef
fic

ie
nc

y 
(%

)

68 bar (1000 psi)

103 bar (1500 psi )

50 bar (700 psi)

17  bar  (250 psi)

Overall Efficiency Versus
Speed @ 49º C (120º F), Full
Flow, and 1.0 bar (0 psi) Inlet

ADU062 - Overall E fficiency Versus Speed
@ 49 Deg C (120 Deg F ), Full F low, and 1.0 bar (0 psi) Inlet

76

78

80

82

84

86

88

90

500 1000 1500 2000 2500 3000
Speed (rpm)

Ef
fic

ie
nc

y 
(%

)

250 bar (3600 psi)

150 bar (2200 psi)200 bar (2900 psi)

280 bar (4000 psi)

Figure 2.18: Efficiency map of the hydraulic pump (Eaton 062 ADU [4])
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Figure 2.19: Flow speed characteristic of the hydraulic pump [4]

using data from the manufacturer’s manual [4], reported in Figure 2.18, 2.19, and

2.20.

2.4.13 Vehicle dynamics

As implemented, the vehicle dynamics model is rather simple and represents

the longitudinal motion of the vehicle as well as the longitudinal load transfer

between axles.
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Figure 2.20: Standby torque curves [4]

Longitudinal motion

The tire model predicts the force generated at the road/wheel interface by each

individual tire due to traction and braking torque; the rolling resistance is intro-

duced as an external force acting on the vehicle, together with the aerodynamic

force. The resulting equilibrium equation is

mV̇veh = ∑ Ftire − Froll − Faero − Fgrade (2.68)

where:

m is the vehicle mass (variable with time, since the payload on the vehicle may

increase or decrease);

Vveh is the vehicle longitudinal velocity;

Ftire represents the tractive and braking force generated by each tire; ∑ Ftire =

Ftrac is the total traction force (see also Section 2.1.1) ;

Froll = r0mg + r1mgVveh is the rolling resistance;

Faero = 1
2 ρair A f CdV2

veh is the aerodynamic resistance;

Fgrade = mg sin α is the grade resistance (the road slope angle is positive when

the vehicle is going uphill; the resistance becomes negative, i.e. makes the vehicle

accelerate, when ).
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Note that, since the inertia of the various driveline components is taken into

account in the respective models, there is no need to account for the rotational

inertia using a mass equivalent.

The coefficients of aerodynamic resistance and rolling resistance are measured

using a coast-down test, consisting in letting the vehicle decelerate without using

the brakes nor the powertrain to generate tractive effort (Ftrac = 0). In these condi-

tions, the deceleration is due only to the rolling and aerodynamic resistance: thus,

measuring the speed and deceleration and using (2.68), it is possible to derive ex-

perimentally a relation between the sum of the resistances to the vehicle speed.

This relation is then fitted as a quadratic function of the speed:

Froll+aero = A + BVveh + CV2
veh. (2.69)

Assuming that the quadratic term is due to the aerodynamic resistance while

the constant and linear term are due to rolling resistance, the respective coefficients

are easily identified (note that the lumped resistance Froll+aero defined by the coef-

ficients A, B, C is perfectly acceptable for modeling a specific vehicle, but it is not

generalizable, unlike the more physical description in which Faero and Froll depend

on vehicle parameters).

Longitudinal load transfer

The vertical load Fz,i acting on the i-th tire affects the longitudinal and transver-

sal forces that the tire can generate. When the vehicle is at rest, Fz,i only depends

on the total vehicle weight and the center of gravity (CG) position; during vehicle

motion, inertia force acts on the vehicle at the height of CG, introducing a moment

that is balanced by vertical load transfer between front and rear axles. Also, the

presence of grade modifies the static load distribution (but not the load transfer,

because the inertia force is parallel to the ground).

The model for the load on each axle (perpendicular to the ground) is therefore:{
Fz f = Fz f 0 cos α−mV̇ hCG

a+b −mg sin α hCG
a+b (front)

Fzr = Fzr0 cos α + mV̇ hCG
a+b + mg sin α hCG

a+b (rear)
(2.70)

63



where:

Fz is the vertical load on the wheels;

the subscripts f , r refer respectively to the front and rear axles, while the sub-

script 0 denotes the value when the vehicle is at rest on a flat surface (nominal load

repartition between the axles);

hCG is the height of the center of gravity from the ground;

a is the horizontal distance of the center of gravity from the front axle, and b is

its distance from the rear axle.

Since no lateral dynamics is considered in the model, the load on each axle is

equally distributed between wheels on the two sides of the vehicle. If the vehicle

has more than two axles, but they are grouped such that two “sets” are identifiable,

one including the front axle(s) and the other the rear axle(s), then the equations are

still valid and it is possible to subdivide the load equally among axles in the same

“set” (an example of this is a three-axle truck with twin rear axles). In this case, a

and b are defined referring to the geometric center of the set of axles (the middle

point of a twin axle). In other words, if the longitudinal distance between axles in

the same set is small with respect to the distance between axle sets, the difference

in load on each axle of the set due to moment balancing is negligible. If this is not

the case, then a more complex model that takes into account the vertical stiffness

associated to each axle could be used to determine the load distribution.

2.4.14 Driver

The driver model determines the position of accelerator and brake pedal for

tracking the prescribed velocity profile. It is based on a PID controller that gen-

erates signals between -1 and +1. Positive values mean that the measured speed

is lower than the desired one, therefore are intended as accelerator signals (α, be-

tween 0 and 1); negative values mean the opposite and represent braking signals.

The sign of the braking signal is reversed so that the brake signal β is also between

0 and 1.
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2.5 Model validation: refuse collection vehicle

The original application of the vehicle model presented in this section was the

refuse collection vehicle that represents the first case study in this dissertation (see

Section 1.6 and Chapter 4). For this reason, the model was built keeping in mind

specific details that pertain to heavy duty vehicles, such as accessories and variable

payload; the validation of the model makes use of experimental data collected on

a prototype of the refuse collection vehicle built by Oshkosh Corp. and tested at

NREL facilities.

The vehicle modeled is a series hybrid electric truck with the architecture shown

in Figure 2.21. It is characterized by the use of supercapacitors as energy storage

device, by the presence of two traction motors (one for each of the twin rear axles),

and by the fact that the engine drives mechanically not only the generator and

the secondary accessories (air conditioning compressor, 12-V alternator, air brakes

compressor etc.), but also the PTO (power takeoff) accessories for the refuse collec-

tion operations. These are two hydraulic pumps that drive the loading, packing,

and dumping mechanisms.

Important outcomes of the model are the fuel consumption over a given driving

cycle, the distribution of energy losses, the vehicle acceleration capability, and in

general its dynamic response.

The model has been validated using special test cycles developed on purpose

[51] with the objective of representing typical operating conditions for a refuse

vehicle. The drive cycles include velocity profiles as well as load profiles (i.e.,

hydraulic power needed to load, pack, and dump refuses) and payload (amount of

additional weight due to refuse collection during the cycle). Five standard cycles,

shown in Figure 2.22, are used: Approach and Return cycles are highway cycles

(from and to the deposit), Route 1, Route 2 and Route 3 represent three different

phases of neighborhood operation. Together, the five cycles cover a significant

range of typical vehicle operation.

The validation procedure has been conducted by focusing on one component

or subsystem at a time and expanding gradually. Each component or subsystem is
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validated by comparing the outputs of the simulator with the corresponding mea-

sured quantity, assuming that the input to the simulator is the same as the input

quantity measured on the test vehicle. “Inputs” and “outputs” in a physical com-

ponent are somewhat arbitrary concepts; in this context, the terminology refers to

the causality of each model, therefore the way the simulator is created affects the

choice of what is considered an input or an output. Control signals, on the other

hand, are always inputs for both the physical systems and their models: whenever

possible, they are used as the common input for validation.

It should be noted that most of the “measured” signals cited in the following

are not direct measurements, but estimates provided by the various controllers

(e.g., engine torque, generator current). They are still indicated as “measured” to

distinguish them from simulation results, and represent the closest approximation

to reality available for validation.

In several of the figures in this section, the actual values of the measurements

are not reported because they are proprietary information.

2.5.1 Vehicle dynamics and road load

In order to validate the model of longitudinal vehicle dynamics and road load,

the torque measured at the traction motors is assumed to be delivered to the drive-

line, and the corresponding vehicle speed is calculated and compared to the actual

measurement. The brake pressure is not measured: the only information available

regarding braking is whether the driver is pushing the pedal or not. Therefore, the

brake signal is calculated using the driver model, i.e. using velocity feedback, and

applied only during the time periods in which the actual brakes were on.

The validation consists in comparing the calculated vehicle speed with the mea-

sured value, as shown in Figures 2.25 – 2.26.

2.5.2 Supercapacitors

The objective of the supercapacitor model is to predict the variation of state of

energy (i.e., voltage) given the power exchanged with the electric bus. The avail-

able measurements are current and terminal voltage. To validate the model, the
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Figure 2.27: Validation scheme of capacitor model

supercapacitor block is fed with the measured current and the voltage is calcu-

lated using the circuit model presented earlier (2.4.9).

2.5.3 Traction motors

The external information experimentally available for the electric machines is

the torque command to each traction motor and the current and voltage (hence, the

electric power) at the generator and the supercapacitors. As shown in Figure 2.29,
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nals of the supercapacitor pack (cycle Approach). The agreement is very good, de-
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we assume that the traction motor receives a torque command equal to the experi-

mental torque, and the compare the electric power request obtained by simulation

with the value measured. This is assumed to be the sum of the generator power

and capacitor power, shared equally between the two traction machines. The qual-

ity of the match is an indication of the accuracy of the traction motor model (since

the electric bus is assumed to be lossless and the power electronics efficiency is

accounted for in the motor efficiency map).

2.5.4 Engine, generator and accessories

Due to the lack of information at the engine shaft, the engine model is val-

idated together with all the components directly connected to it, i.e. generator,

hydraulic accessories, and mechanical accessories, as shown in Figure 2.31. The

engine torque is calculated given the power request at the generator and the hy-

draulic load, assuming that the measured engine speed is the reference speed to

be followed (the actual reference indicated by the controller is not an available

measurement).
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Figure 2.30: Comparison between calculated and measured electric power at one
traction motor (detail of cycle Route 2). This curve represents the good quality of
the efficiency map of the machine, since the electric power is computed directly
using (2.50), based on torque and speed measurements.
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2)
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2.6 Conclusion

A behavioral model of the powertrain has been presented in this section. The

model is designed with the intent to allow accurate energy analysis of the pow-

ertrain and fuel consumption, and to provide acceptable results in terms of per-

formance estimation, while maintaining a fast execution time. Validation results

collected using one of the case studies were also presented, to demonstrate the

achievement of the design objectives. The modularity of the proposed implemen-

tation has been conceived to allow substantial improvements of the component

models if needed (for example for drivability considerations), while maintaining

the simulator structure.
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Chapter 3

OPTIMAL CONTROL STRATEGIES FOR HYBRID VEHICLES

3.1 Energy management of hybrid electric vehicles

Energy management in hybrid vehicles consists in deciding the amount of power

delivered at each instant by the energy sources present in the vehicle. It is some-

times called supervisory controller, in opposition to low-level or component-level con-

trol strategies, which are used to drive single components so that they behave as

dictated by the driver (or the supervisory controller). In this work, however, the

terms energy management and supervisory controller are not synonyms. In fact, the

supervisory controller is a layer above the energy management: while the latter is

used to split the power demand between the powertrain actuators, the supervisory

controller has the task to decide when such power split algorithm can be applied,

and when, instead, a special behavior should be forced due to specific, possibly

critical, situations1.

In a conventional (non-hybrid) vehicle, there is no need for an energy manage-

ment strategy: the driver decides the instant speed and the instant power delivery

using the brake and accelerator pedals, and, in manual transmission vehicles, de-

cides what gear is engaged at each time. The driver’s desires are translated into

action by low-level controllers: for example, the engine control unit (ECU) deter-

mines the amount of fuel to be injected given the accelerator input; the automatic

1For example, if the driver steps suddenly on the brake pedal due to an emergency, there is no
point in optimizing the brake repartition between the electric machine and the mechanical brakes
for fuel consumption: the objective is decelerating as fast as possible, while the energy management
aspect of the braking maneuver is secondary. Other cases in which the energy management strategy
is superseded may include limp-home modes after a failure is diagnosed, towing, etc.
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Figure 3.1: The role of energy management control in a hybrid electric vehicle

transmission controller decides when to shift gear based on engine conditions and

vehicle speed, etc. In a hybrid vehicle, there is an additional decision that must be

taken: how much power is delivered by each of the energy sources present on the

vehicle. In principle, this could be delegated to the driver (for example, providing

two separate accelerator commands); but it is much easier, simpler, and efficient if

a computer takes care of it, leaving to the driver only the decision on how much

total power is needed. This is why all hybrid vehicles include an energy man-

agement controller, which can be seen as an additional layer between the driver

and the component controllers. As mentioned, the scope of a energy management

control strategy in a hybrid electric vehicle is to determine the optimal power split

between the energy sources present on board. The decision on what to consider

optimal depends on the specific application: in most cases, the strategies tend to

minimize the fuel consumption, but the objective could also include the minimiza-

tion of pollutant emissions, the maximization of power delivery, or – most often –

a compromise among all these goals.

The role of the energy management in a hybrid electric vehicle can be repre-

sented as in Figure 3.1. The outer layer in the figure is the speed control, which

is the human driver in a real vehicle and a driver model (typically a PI controller)

in simulation. The speed controller decides the total power request Preq(t) that

the powertrain must deliver in order to follow the prescribed velocity profile. The
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inner layer is the energy management strategy, which decides how to split the to-

tal power request between the energy sources present on-board: the rechargeable

energy storage system (RESS) and the internal combustion engine (ICE) (the sum

node is only conceptual: the total power is an algebraic function of both RESS and

ICE power, but it is always smaller than their sum because of the power paths in

the powertrain). The separation of the two control layers allows to consider only

the battery state of energy dynamics in the energy management strategy, while

the vehicle speed does not need to be treated as a state of the system, since it is

controlled independently by the driver.

3.1.1 Definition of the optimal control problem for hybrid vehicles

In general, the energy management in a hybrid vehicle is an implementation

of optimal control. This is the branch of control theory that deals with the problem

of finding a control law for a given system such that a certain optimality crite-

rion, usually defined as an integral performance index over a certain time frame,

is achieved. In other words, it is a set of mathematical techniques for calculating

a sequence of control actions, such that their integral effect is closest to a desired

value. In the case of hybrid electric vehicles, the sequence of control actions taken

by the energy management controller is represented by the instantaneous power

repartition between energy sources; the integral effect is the fuel consumption over

an entire trip or driving cycle, or the total pollution emission, or any other mean-

ingful cost function, whose minimization is the optimization objective.

The traditional optimal control techniques can be used only with simple math-

ematical models of the system, and assume a perfect knowledge of the entire opti-

mization horizon (time frame over which the optimization is defined); since both

these conditions are usually not respected by real systems, optimal control imple-

mentation in a physical dynamic system, whose future is unknown, is necessarily

sub-optimal, i.e., imperfect.

In more formal terms [33, 34], consider a generic dynamic system with state

equation
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ẋ = f (x, u, t) , (3.1)

where x ∈ Rn indicates the vector of the state variables, u ∈ Rm is the vector of

the control inputs, and t denotes the time. The optimal control problem in the time

interval t ∈ [t0, t f ] corresponds to the choice of the law u(t) : [t0, t f ] 7→ Rm that

leads to the minimization of the cost function (or performance index)

J = φ
(
x(t f ), t f

)
+
ˆ t f

t0

L (x(t), u(t), t) dt (3.2)

under the terminal conditions (boundary conditions on the state)

ψ
(
t f , x(t f )

)
= 0 (3.3)

and the local constraints {
G (x(t), t) ≤ 0
u(t) ∈ U (t)

∀t ∈ [t0, t f ] (3.4)

where U (t) indicates the set of admissible control values at time t.

L (x(t), u(t), t) ∈ R is the instantaneous cost function, and φ
(
x(t f ), t f

)
∈ R

represents the terminal cost (function of the system state at the final time). In the

case of a hybrid electric vehicle, if fuel consumption minimization is the only ob-

jective of the controller, then L is the instantaneous fuel consumption, i.e. the mass

flow rate of fuel into the engine. On the other hand, if pollutant emissions are

also a concern, then L might be a weighted average of fuel consumption and emis-

sion rates. In general, the cost function can be any scalar index. The terminal cost

φ
(
x(t f ), t f

)
can be used, for example, to account for the difference between the

initial and final value of the state of charge.

The optimization problem is also subject to several constraints. Some of them

are integral in nature (for example, the fact that the state of charge at the end of the

trip must not be too different from the initial value); some are local (instantaneous

power limits, state of charge boundaries).

The integral (or terminal) constraints can be enforced either as hard or soft con-

straints [71]. Hard constraints consist in the boundary conditions (3.3) on the dy-

namic equations that constitute the optimization problem; soft constraints, on the
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other hand, modify the cost function (3.2) with the term φ(x(t f ), t f ) in order to

induce the final value of the constrained variable to be close, but not necessarily

identical, to the desired target.

The local constraints (3.4) are instantaneous conditions that must be satisfied

at each instant of time. The notation G (x(t), t) ≤ 0 is generic; in most cases, it

represents the inequalities xmin(t) ≤ x(t) ≤ xmax(t).

In the case of hybrid electric vehicles, the global constraints are related to the

state of energy (SOE) of the energy storage system. The concept of state of en-

ergy is extremely important in HEV strategies, and its formal definition will be

introduced later. For now, suffice it to say that it is a measure of the amount of en-

ergy stored electrically, expressed as a fraction of the maximum storage available.

More often, the measure of state of charge (SOC) is used instead: this is a dif-

ferent way to express the same concept, based on the amount of electrical charge

rather than energy, and is commonly used in the field of electrochemical batter-

ies. The constraints on the state of charge are so significant that they define the

typology of a hybrid electric vehicle: a charge-sustaining hybrid vehicle is so called

because its battery SOC at the beginning and the end of each trip is roughly the

same, which means that the vehicle maintains its own electrical charge without

need for external recharging. On the other hand, a charge-depleting (or plug-in) hy-

brid electric vehicle (sometimes called PHEV) can be recharged using an electric

outlet, and therefore the SOC after a trip can be lower than it was at the beginning.

In other words, in charge-sustaining HEVs ultimately all the energy consumed de-

rives from fuel, while in charge-depleting HEVs part of it is not derived from fuel,

but from the electric power grid. In both charge-sustaining and charge-depleting

hybrid vehicles, the condition on the terminal SOC is often considered as a soft

constraint, as some difference between the desired and actual SOC at the end of a

cycle is perfectly acceptable in a real vehicle and does not affect its functionality.

The local (instantaneous) constraints are represented by the power limitations

of each energy source, variable with the operating conditions, and by the fact that

the state of charge must remain between a maximum and a minimum value (to
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make the batteries work at high efficiency and preserve their cycle life). Other con-

straints could be related to drivability or comfort issues: for example, it is usually

a good idea to limit the frequency of switching between operating modes.

The optimization problem defined by equations (3.11) – (3.4) can be addressed

in various ways. The solution to this problem is generally impossible (for practical

implementation) without strong simplifications or assumptions.

3.1.2 Classification of energy management strategies

Several families of energy management strategies have been proposed in liter-

ature, with different characteristics, and many possible implementations. In fact,

energy management strategies for hybrid electric vehicles can be categorized fo-

cusing on some of their characteristics. Guzzella and Sciarretta [71] propose the

following subdivision:

1. numerical optimization methods, in which the entire driving cycle is taken

into consideration and the global optimization is found numerically; dy-

namic programming and numerical search methods belong to this category,

as well as model predictive control and stochastic dynamic programming;

2. analytical optimization methods, which again consider the entire driving cy-

cle, but use an analytical problem formulation to find the solution in closed,

analytical form, or at least provide an analytical formulation that makes the

numerical solution faster than the purely numerical methods (at cost of over-

simplifying the problem in order to obtain a suitable description). Among

these methods, Pontryagin’s minimum principle and the Hamilton-Jacobi-

Bellmann equation are the most significant;

3. equivalent consumption minimization strategies, consisting in the minimiza-

tion, at each time step of the optimization horizon, of an appropriately de-

fined instantaneous cost function. This leads (ideally) to the minimization

of the global cost function, if the instantaneous cost function (similar to an

instantaneous equivalent fuel consumption) is suitably defined;
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4. heuristic strategies, which do not involve explicit minimization or optimiza-

tion, but rely on a set of rules to decide the value of the control to apply at

each time. Rule-based control and fuzzy logic approaches are part of this

category.

An alternative classification can be made as follows:

1. global optimization methods (either analytical or numerical), considering the

complete optimization problem as a whole. At each instant of the optimiza-

tion horizon, information about past, present and future driving conditions

is assumed to be completely known. This category includes dynamic pro-

gramming and Pontryagin’s minimum principle;

2. local optimization methods, which reduce the global problem to a sequence

of local problems (but not necessarily instantaneous). In this case, informa-

tion about past and present conditions is used, and prediction of future driv-

ing conditions may be used, for example in a receding-horizon approach. In

this sense, model predictive control, stochastic dynamic programming, and

ECMS all belong to this category;

3. heuristic strategies, with no explicit optimization, and use of past and present

information only.

The most important strategies described in literature are presented individually in

the following sections, pointing out the assumptions on which they are based and

the applications for which they are suitable.

3.2 Pontryagin’s minimum principle

Pontryagin’s minimum principle2 [32, 33, 34] is a mathematical theorem that

gives a set of instantaneous necessary optimality conditions. This means that the

optimal solution to the global problem must satisfy these conditions (which are

not, by themselves, a guarantee of optimality).

2The minimum principle was originally proposed (as as maximum principle) by Russian math-
ematician Lev Semenovich Pontryagin and his students in 1958 and later described in a textbook
[32]. Some regard this theorem as the beginning of modern optimal control theory [31]
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There are several formulations of the principle, depending on the way the op-

timal control problem is specified [34]. The two of most relevance for the HEV

energy management problem are reported in the following sections.

3.2.1 Minimum principle for problems with no constraints on the state

In this kind of problem, the state variable can assume any value in its general

domain x(t) ∈ Rn. Given the system equation (3.1), the cost function (3.2), and the

terminal constraints (3.3), the minimum principle states that the optimal control

law u∗(t) must satisfy the following necessary conditions [34, §§2.1, 2.3]:

1. u∗(t) minimizes at each instant of time the Hamiltonian of the system

H(t, u(t), x(t), λ(t)) = λT(t) · f (t, u(t), x(t)) + L(t, u(t), x(t) (3.5)

i.e., the optimal solution u∗(t) is such that

u∗(t) = arg min
u∈U

(H(x, u, λ, t)) (3.6)

where U is the set of admissible solutions. λ(t) ∈ Rn (same dimension as

the state vector x) is a vector of optimization variables, also known as adjoint

states or co-states;

2. the co-state must satisfy the dynamic equation

λ̇ = − ∂H
∂x

∣∣∣∣
u∗,x∗

(3.7)

3. the state variable x∗(t) must satisfy the terminal constraints

ψ
(
x(t f ), t f

)
= 0; (3.8)

however, if no terminal conditions are imposed on the state, then the terminal

condition is given on co-state, which must be such that

λ∗(t f ) =
∂φ
(
x(t f ), t f )

)
∂x

∣∣∣∣∣
∗,t f

(3.9)

where φ
(
x(t f ), t f

)
is the terminal cost appearing in (3.2).
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3.2.2 Minimum principle for problems with constraints on the state

In this case, the state variables are constrained to remain within some bound-

aries, which can be time-varying: x(t) ∈ Ωx(t) ⊂ Rn ∀t ∈ [t0, t f ]. The state

boundaries can be expressed by defining the set of admissible states as those for

which the conditions G(x, t) ≤ 0 are satisfied, i.e.:

Ωx(t) = {x ∈ Rn|G(x, t) ≤ 0} , (3.10)

where the function G(x, t) : Rn 7→ Rp represents a set of p inequalities that the

components of the state vector must satisfy.

The formulation of the minimum principle itself is the same as introduced in

Section 3.2.1, but the state boundaries can be taken into account modifying the cost

function (3.2) with an additional term that introduce extra cost whenever the state

boundaries are reached [36]:

J = φ
(
x(t f ), t f

)
+
ˆ t f

t0

L (x(t), u(t), t) + µΓ (x(t), t) dt (3.11)

where

Γ (x(t), t) =

{
0 if G (x(t), t) < 0 (constraints not active)
1 if G (x(t), t) ≥ 0 (constraints active)

(3.12)

If G(x, t) is a set of several constraint functions, Γ(x, t) has the same number of

components as G(x, t); each component is defined on the basis of the correspond-

ing component of G(x, t). µ ∈ Rp is a vector of constants with the same dimensions

as G(x, t) and Γ(x, t). The value of the constants µ is arbitrary, but should be high

enough as to guarantee that the additional cost due to hitting (or overcoming) a

state constraint makes the corresponding solution unacceptable. This definition

of the cost function introduces discontinuities in the Hamiltonian function at the

time instants in which the state boundaries are reached, and this translates into

discontinuities in the value of the co-state λ(t) at those instants, as can be inferred

from (3.7). Therefore, at the instant t̄ in which the state x reaches a boundary of the

domain Ωx, the co-state variable “jumps” by an arbitrary quantity [34, §2.5]:
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λ
(
t̄+
)

= λ
(
t̄−
)
+ µ0 (3.13)

3.2.3 Notes on the minimum principle

Pontryagin’s minimum principle is a rather powerful theorem. It allows to re-

define the global optimal control problem in terms of local conditions expressed by

the differential equations (3.1), (3.7) and by the instantaneous minimization (3.6).

Clearly, the global nature of the problem does not disappear, and remains evident

in the fact that the boundary conditions are given at the initial and final time, there-

fore the problem cannot really be solved as a standard dynamic evolution problem.

The minimum principle only gives necessary (not sufficient) optimality con-

ditions, but these can be used to find optimal control candidates. The solutions

satisfying all the conditions of the minimum principle are called extremal controls;

Pontryagin’s principle ensures that the optimal control, if it exists, must be an ex-

tremal control. If the optimal control problem admits one solution, and there is

only one extremal control, then that is the optimal control. Even if several ex-

tremal controls are found, it may be relatively easy to simply apply all of them one

at a time and then indentify the optimal control as the extremal giving the lowest

total cost.

The analytical nature of the theorem means that the equations must be de-

rived using a system model expressed in simple form. However, if the simplifi-

cation is excessive, the model may not be representative of the real system and

the resulting optimal control may actually be sub-optimal. Another limit of this

technique is that, in general, applying Pontryagin’s minimum principle requires

a-priori knowledge of the entire optimization horizon, which confines real-time

implementation to cases in which the load on the vehicle is either known or pre-

dictable, or to some special cases in which the future conditions do not need to be

considered because they disappear after analytical manipulation of the equations

(an example of this last case is shown in [72]). These issues will be discussed in

more detail in Chapter 4.
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3.3 Dynamic programming

3.3.1 General concepts

Dynamic programming [33] is a numerical method for solving multistage decision-

making problems. It is the only optimal control technique capable of providing

the optimal solution to problems of any complexity level (in the limits of com-

putational capabilities); unfortunately, it is non-causal (since it requires the entire

driving cycle to be known in advance) and therefore is only implementable in sim-

ulation environment. Dynamic programming is based on Bellman’s principle of

optimality, which can be put in words as follows:

if the optimal solution for a problem passes through an intermediate
state (x1, t1), then the optimal solution to the same problem starting at
(x1, t1) must be the continuation of the same path [6].

or

An optimal control policy has the property that no matter what the pre-
vious decision (i.e., controls) have been, the remaining decisions must
constitute an optimal policy with regard to the state resulting from
those previous decisions [73].

This means that the optimal path from any of its intermediate steps to the end

corresponds to the terminal part of the entire optimal solution. To describe this

principle in formulas, consider a discrete-time system

xk+1 = fk(xk, uk) (3.14)

with k = 0, 1, . . . , N − 1 and uk ∈ U (xk) (control constraints at step k). The control

policy is

π = {u0, u1, . . . , uN−1}, (3.15)

where the controls uk are such that uk ∈ Uk(xk) for all xk. The cost of π starting at

x0 is

Jπ(x0) = LN(xN) +
N−1

∑
k=0

Lk(xk, uk) (3.16)
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where Lk is the instantaneous cost function (the same as the integrand in the

continuos-time formulation (3.11)); the optimal cost function is the one that mini-

mizes the total cost

J∗(x0) = min
π

Jπ(x0) (3.17)

and the optimal policy π∗ = {u∗0 , u∗1 , . . . , u∗N−1} is such that

Jπ∗(x0) = J∗(x0). (3.18)

Consider now the “tail subproblem” of minimizing the cost-to-go from time i

(and state xi) to time N:

Vi = LN(xN) +
N−1

∑
k=i

Lk(xk, uk) (3.19)

and the “tail policy” {u∗i , u∗i+1, . . . , u∗N−1}, i.e. the last part of the optimal policy

π∗. Bellman’s principle of optimality states that the tail policy is optimal for the tail

subproblem. This statement, equivalent to the one given at the beginning of this

section, has an analytical proof [33] in which the induction principle is used to

show that Jk(xk) = J∗k (xk), where J∗k (xk) is the optimal cost of the tail subproblem

that starts at time k and state xk.

The dynamic programming algorithm is based on Bellman’s principle of opti-

mality. Starting from the final step N, the algorithm proceeds backwards using the

sequence of policies

µ∗k = arg min
uk∈Uk

(Lk(xk, uk) + Jk+1 ( fk(xk, uk))) k = N − 1, N − 2, . . . , 1, 0 (3.20)

J0(x0), generated at the last step, is equal to the optimal (minimum) cost J∗(x0).

In other words, it is possible to determine the optimal sequence of control ac-

tions proceeding backwards from the final state, choosing at each step the path that

minimizes the cost-to-go (integral cost from that time step until the final state).

A classical example is shown in Figure 3.2: the problem is to go from point A

to point B in the shortest time, assuming that the travel time for each leg is repre-

sented by the number next to it. Given the size of the problem, it would be possible
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(but very tedious) to consider all possibilities and then pick the one correspond-

ing to the minimum travel time. Using the principle of optimality, instead, we can

reduce the number of evaluations needed, by working backwards from B: if the op-

timal path passes through x, then the fastest way to arrive at B is to go up and then

down (6+10 = 16), rather than down and up (7+11 = 18). This means that the cost-

to-go at point x is 16 and the corresponding optimal path is already determined

(passes through the upper node). Repeating similar considerations for all other

nodes, until the origin A is reached, gives the minimum cost-to-go at each node

(see Figure 3.2.c); the optimal path is the one that corresponds to this minimum

cost.

3.3.2 Application to HEVs

Dynamic programming can be implemented as supervisory controller in a hy-

brid vehicle, as first shown in [28]. The sequence of choices represents the power

split between the internal combustion engine (ICE) and the rechargeable energy

storage system (RESS, i.e. battery pack, supercapacitors, or other energy accumu-

lation device) at successive time steps. The cost corresponds to fuel consumption,

energy consumption, emissions, or any other design objective. The set of choices

at each instant is determined by considering the state of each powertrain compo-

nent and the total power requested by the driver. Given the current vehicle speed

and the driver’s demand (accelerator position), the controller determines the total

power that should be delivered to the wheels. Then, using maps of the compo-

nents and feedback on their present state, it also determines the maximum and

minimum power that each energy source can deliver. If the power demand equals

or exceeds the total available power from both sources, there is no choice to be

made: each of them should be used at the maximum of its capabilities. Otherwise,

there are infinite combinations such that the sum of the power from ICE and RESS

equals the power demand. In most algorithms, including dynamic programming,

instead of considering this continuum of solutions, a discrete number of them is

selected and evaluated. The number of solution candidates that can be considered

is a compromise between the computational capabilities and the accuracy of the
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Figure 3.3: Dynamic programming in HEVs: sequence of feasible power splits

result: in fact, the minimum cost may not exactly coincide with one of the selected

points, but the closer these are to each other, the better the approximation of the

optimal solution.

Once the grid of possible power splits, or solution candidates, is created (see

Figure 3.3), the procedure outlined earlier can be used, associating a cost to each

of the solution candidates. Proceeding backwards (i.e., from the end of the driving

cycle), the optimal cost-to-go is calculated for each grid point, and stored in a ma-

trix of costs. When the entire cycle has been examined, the path with the lowest

total cost represents the optimal solution.

The procedure can be explained with the example shown in Figure 3.4, which

refers to a generic HEV configuration with a single degree of freedom. The de-

cision variable is the battery state of energy SOE, which can take a finite number

of values (in the example, just three: 0.6, 0.65 or 0.7). The objective of the dy-

namic programming algorithm is to select the optimal sequence of SOE such that

the total cost is minimized. Selecting a sequence of SOE is equivalent to deciding

a sequence of values of battery power, because the variation of SOE between time

steps is proporional to the integral of the battery power between those steps. The

SOE (and not the power) is chosen as the decision variable because this allows to

satisfy the constraints on the maximum and minimum state of energy very easily,

since only the admissible values are considered; also, the initial and final values
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Figure 3.4: Example of application of dynamic programming to a hybrid electric
vehicle
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of SOE are set with no effort. The constraints on the battery power are expressed

in terms of maximum and minimum variation of SOE between two subsequent

time steps. The first step for applying the algorithm is to calculate all the arc costs.

These are the costs of moving from all admissible nodes at time k to all the ad-

missible nodes at time k + 1. Figure 3.4.a shows all the admissible arc costs in this

case: for example, at time k = N − 1 = 4, all three values of SOE are admissi-

ble (nodes H, I, K), but only one is accepted at the final time (node L); thus, three

arc costs must be defined (H→L, I→L and K→L). At time k = 3, instead, there

are nine possible combinations (from any of the nodes E, F, G to any of the nodes

H, I, K). Similar considerations can be made for all other time steps. Once all the

arc costs have been determined, the cost-to-go can be calculated, starting from the

final point and going backwards (Figure 3.4.b). At time k = 4, the cost-to-go of

each node H, I, K corresponds to the arc cost because the following time instant

is the end of the optimization horizon. At time k = 3, the cost-to-go of each node

corresponds to the minimum cost associated with moving from that node to the

end. So, for node E, the cost-to-go is the one corresponding to path with minimum

cost among the possible alternatives: E→H→L, E→I→L, and E→K→L . The re-

spective costs are (from Figure 3.4.a): 2+1.4=3.4, 2.3+1.9=4.2, and 1.8+0.7=2.5; these

values are shown in Figure 3.4.b in correspondence of the respective path. Thus,

the best path from E to L passes through K and has a cost of 2.5; the best path

from F to L passes through K and has a cost of 1.6, and the best path from G to L

passes through H and has a cost of 1.4. This is all the information needed before

the algorithm moves to the preceding time step (k = 2), and computes the arc costs

for points B, C, and D. Because of Bellman’s optimality principle, the optimal path

from E, F, or G to L is not affected by the choice at the previous time step, therefore

the cost-to-go from B to L is given by the sum of the arc cost from B to either E, F,

G and of the optimal cost from there to L: for example, going from B to L passing

through E costs 1.9 (cost of B→E) plus 2.5 (lowest cost of E→L). With similar rea-

soning, the entire graph of Figure 3.4.b is completed with the arc costs, and at that

point it is possible to choose the optimal path as the one that gives the lowest cost

from A to L. This is 4.9 and is obtained passing through B, F and K.
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Dynamic programming offers the mathematically optimal solution, within the

accuracy limits due to the discretization of the candidate solutions. However, it is

not applicable in a real vehicle, for two important reasons:

1. the solution has to be calculated backwards, and therefore the entire driving

cycle must be known a priori, and

2. it is a procedure computationally heavy, requiring the backward solution of

the entire problem before being able to determine the first control action.

Despite these important shortcomings, dynamic programming provides the clos-

est approximation to the optimal solution, and is often used to determine the max-

imum potentiality of a given architecture, thus serving as a benchmark for other

control strategies [28, 45, 74, 46, 72, 29, 44].

3.4 Stochastic Dynamic Programming

3.4.1 Generalities

As we have seen in the previous section, dynamic programming can be used to

obtain the optimal solution to the energy management problem, but has some no-

ticeable drawbacks. First, the optimization is performed with respect to a specific

driving cycle and might be neither optimal nor charge-sustaining under other cy-

cles; secondly, the feedback solution to the dynamic programming is not directly

implementable. It can be used to extract heuristic control rules, but the rule ex-

traction process can be time-consuming. One method to implement dynamic pro-

gramming would be to use a forecasting technique to determine with reasonable

accuracy the future load profile, then solve the dynamic programming algorithm

for the predicted profile. If the prediction is good enough and is updated at each

time step, and only the control action corresponding to the first instant of the pre-

diction horizon is used (receding horizon approach), then the solution can be fairly

close to the optimal one. However, the method just described presents two impor-

tant issues that prevent its actual feasibility: the inherent difficulty in obtaining

a good prediction of future states for a relatively long horizon (thus reducing the
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optimality of the solution), and the extremely high computational cost of solving a

complete dynamic programming problem at each time step.

To overcome these drawbacks, a design procedure based on stochastic dynamic

is discussed. Instead of being optimized over a given driving cycle, the power

management strategy is optimized over a family of random driving cycles in an av-

erage sense. In order to obtain a time-invariant control strategy, an infinite-horizon

optimization problem is formulated and solved by using stochastic dynamic pro-

gramming (SDP), which is an evolution of the deterministic, discrete-time dynamic

programming algorithm.

Stochastic dynamic programming has been successfully applied as a method

for obtaining a quasi-optimal policy that is implementable on-line and in real time

and can obtain results close to the optimal solution. The online implementation is

possible because the method is used to generate a static mapping of system states

into control actions, so that only a look-up table and interpolation is needed. The

control map is obtained using statistical properties of the expected load profiles

(driving cycles), and is optimal in the average sense (i.e., for a given combination

of states, the control that derives from the SDP map is optimal for the most likely

load sequence). The power demand is estimated under the assumption that the

sequence of values it assumes can be modeled using a Markov chain, as described

in the following section.

3.4.2 Markov chains

A Markov system (or Markov process or Markov chain) is a system that can be

in one of several (numbered) states, and can pass from one state to another each

time step according to fixed probabilities. Having the Markov property means

that, given the present state, future states are independent of the past states. In

other words, the description of the present state fully captures all the informa-

tion that could influence the future evolution of the process. Future states will be

reached through a probabilistic process instead of a deterministic one.

The property of the Markov chain of the future to be conditionally independent

of the past, can be formally stated as:
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Figure 3.5: Simple example of a Markov chain

p
(
xn = ain | xn−1 = ain−1 , ..., x1 = ai1

)
= p

(
xn = ain | xn−1 = ain−1

)
(3.21)

In a Markov process, the probability that the process jumps from a state i to a

state j does not depend on the states visited by the system before coming to j. This

is called the memoryless property, and distinguishes a Markov process from other

stochastic processes.

Because of the memoryless property, one can associate a probability with a tran-

sition from a state i to a state j, denoted as p(i, j).

As an example, consider a Markov chain with three states, numbered 1, 2, and

3, as represented in Figure 3.5. Each arrow indicates a possible transition, and the

number on the arrow denotes the probability of that transition. Thus, the probabil-

ity of transitioning from 2 to 1 is p(2, 1) = 0.3 and the probability of transitioning

from 2 to 2 is p(2, 2) = 0.7. Notice that some transitions (for example, from 2 to 3

or from 3 to 1) are not represented, which means that they are not possible.

When the system comes to a state i, where it jumps to depends on the transition

probabilities: p(i, 1), p(i, 2) and p(i, 3) — quantities which are not affected by the

states visited before coming to i. Thus, when it comes to jumping to a new state,

the process does not “remember” what states it has had to go through in the past.

The next state to which it jumps depends only on the current state (say i) and the

probabilities of jumping from that state to other states— p(i, 1), p(i, 2) and p(i, 3).
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In general, when the system is ready to leave state i, to which state it jumps

depends only on p(i, j) if j is the state to which it jumps. Furthermore, p(i, j) is

completely independent of where the system has been before coming to i.

All the transition probabilities of a Markov chain can be conveniently stored

in the form of a matrix, called the one-step transition probability matrix or simply

transition probability matrix p, with dimensions (m×m) if m is the number of states

in the Markov chain.

The transition probability matrix in our 3-state example is:

p =

 0.5 0.1 0.4
0.3 0.7 0
0 0.4 0.6

 . (3.22)

p(i, j) denotes the element (i, j) (ith row and the jth column) of the matrix p

and represents the one-step transition probability of jumping from state i to state j.

The zero probability indicates that there is no transition possible between the cor-

responding states and is equivalent to a missing arrow in the transition diagram.

The entries in each row of the transition probability matrix add up to 1.

The outputs, or emissions, of a Markov chain can be different from its states.

They are defined by the set {s1, ..., sn} and calculated using the emission matrix b,

an (m× n) matrix whose (i, k) entry gives the probability of emitting the output sk

given that the model is in state xi. If the outputs of the Markov chain correspond

to its states, the emission matrix is the identity matrix of size m.

A sequence of 10 values generated according to the Markov chain described by

(3.22) and assuming b =

 1 0 0
0 1 0
0 0 1

 is, for example3:

x = {1; 3; 2; 2; 2; 2; 2; 1; 1; 2}
or

x = {1; 1; 3; 2; 2; 2; 2; 2; 2; 2}.
3The Matlab function hmmgenerate (in the Statistics toolbox) can be used to generate Markov

chains
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3.4.3 Stochastic dynamic programming for HEV energy management

The procedure for generating and implementing a stochastic dynamic program-

ming solution in a hybrid vehicle can be outlined as follows:

1. collect driving cycle data in the form of sequences of values of power de-

mand and vehicle speed ;

2. discretize the state variables and the control variables into a finite number of

values;

3. generate a stochastic model (Markov chain model) of these variables, i.e.,

identify a suitable probability distribution that is able to generate at random a

sequence of values of speed and power request such that the characteristics of the

original driving cycle data are preserved;

4. solve the stochastic dynamic problem for all possible combinations of state

and control values, and store the results in a map, which is time-invariant and

contains the values of the controls that are optimal in an average sense (i.e., con-

sidering the statistical distribution on which the solution is based);

5. implement the control on-line by using the map generated in the previous

step.

A basic description of the stochastic dynamic programming approach can be

found in [33], and its application to hybrid vehicle energy management has been

the subject of several papers [26, 75, 76, 77, 78]. The formulation presented here

is based on [33] and particularized to the case of HEVs following the examples in

[77] and [26].

In all the discrete-time equations that follow, k is the time index, varying be-

tween 0 and N.

In order to implement the stochastic dynamic programming algorithm, the sys-

tem is described using three states: the battery state of energy ζ, the vehicle speed

Vveh and the power demand Preq. The latter two states are usually not included

when formulating the problem for deterministic optimal control or dynamic pro-

gramming, because both speed and power demand are assumed to be known. In
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this case, instead, they are treated as variables whose prediction is part of the con-

trol problem and thus they must be explicitly included in the problem formulation.

The system state equations are:

• the discrete-time version of the state of energy dynamics

ζk+1 = f (uk, ζk) (3.23)

• the vehicle dynamics equation

vk+1 = vk + ak
(
uk, Preq,k

)
∆t (3.24)

where ak
(
uk, Preq,k

)
is the vehicle acceleration generated applying the control

uk and considering the power request Preq,k, and ∆t is the sampling time;

• the stochastic model of the power request

Preq,k+1 = wk
(
vk, Preq,k

)
. (3.25)

The power demand the vehicle speed and the battery state of energy are quan-

tized in a finite number of values:

Preq ∈
{

P1
req, P2

req, ..., PNp
req

}
(3.26)

v ∈
{

v1, v2, . . . , vNv
}

(3.27)

ζ ∈
{

ζ1, ζ2, ..., ζNz
}

(3.28)

Np, Nv and Ns are, respectively, the number of possible values for the power

demand, the vehicle speed and the state of energy. A superscript is used to specify

the index of each variable in the set of its discretized values, while a subscript

index denotes the time instant at which the variable is considered. The state of the

system is defined as

x =
[
ζ, v, Preq

]T (3.29)
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3.4.4 Stochastic driving cycle models

In the context of stochastic dynamic programming, the power demand is not

considered to be known a priori; instead, it is modeled as stationary Markov chain

[77]:

Preq,k+1 = wk (3.30)

where wk is a random number generated according to the probability distribu-

tion

pil,j = Pr
{

w = Pj
req|Preq = Pi

req, v = vml
}

(3.31)

i.e. the probability that, at the given time instant k, the power demand assumes

the value Pj
req, given that at time step k− 1 the (measured) values of power demand

and vehicle speed were, respectively, Pi
req and vl.

The indices cover the entire discretization interval for all variables: i = 1, 2, . . . , Np;

j = 1, 2, . . . , Np; and l = 1, 2, ..., Nv.

Notice that pil,j is actually a simplification of a two-state Markov chain pil,jm

(with m = 1, 2, . . . , Nv), justified by the fact that the variation of velocity from one

time step to the next is a deterministic process, since it can be predicted using the

system state equation.

The transition probability pil,j can be estimated from a set of measured data as

pil,j =
nil,j

nil
if nil 6= 0 (3.32)

where nil is the number of times that the value of power demand Pi
req occur

when the vehicle speed has value vl, and nil,j is the number of times that the transi-

tion from Pi
req to Pj

req occurs, given that the vehicle speed at the time that Preq = Pi
req

was vl. Clearly, it is necessary to have a very large data set in order to obtain sig-

nificant values of probability distribution for all possible combinations of power

and speed.

100



The sequence of random power demand generated by (3.31) can be used to

create what is essentially a random driving cycle with statistical properties similar

to the training data.

3.4.5 Problem formulation

The cost function that we aim to minimize is defined as the sum of the cost at

all steps. Unlike deterministic dynamic programming, in which the length of the

optimization horizon is usually well defined, in stochastic DP there is no actual

driving cycle. For this reason, it makes sense to define an infinite horizon problem,

which consists in finding an optimal control policy u = π∗(x) that minimizes the

expected total cost (defined over an infinite time)

Jπ(x0) = lim
N→∞

E

{
N−1

∑
k=0

γkc (xk, π(xk))

}
(3.33)

where E {·} indicates the expected value4 of the quantity {·}, k is an index

representing the time step, c (xk, π(xk)) is the cost at time step k, and γ (0 < γ < 1)

is a discount factor that is used to ensure that the infinite series converges to a finite

cost. Jπ(x0) represents the expected total cost incurred if the system starts at state

x0 and the control policy π is applied. The instantaneous cost c (xk, π(xk)) can be

the fuel consumption [26] or a weighted sum of fuel consumption and emissions

[77], possibly with a term to penalize excessive deviation of the state of charge

from a nominal value.

The method that is commonly used to solve the SDP problem (e.g. in [75, 77,

26]) is the policy iteration algorithm, composed by an iteration of two steps. In the

first step, the cost Jπ of a policy π for an infinite horizon is evaluated; in the second

step, an improved policy is found. Then the first step is repeated to evaluate the

improved policy. The sequence is repeated until the cost of the improved policy

converges within a pre-defined tolerance, or, in other words, until the policy im-

provement step becomes ineffective (the cost of the improved policy is very close

4The expecteded value (or expectation) of a function a single discrete variable is defined by
E { f (x)} = ∑x∈X [ f (x)P(x)], where P(x) is the probability function and the sum is extended to the
set X of discretized values of x.
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to the cost of the previous policy). The entire procedure allows to determine the

optimal control given a value of the state xi: it represents the value of the control that

minimizes the cost of a random cycle starting at xi. Therefore, it must be repeated

for all the set of quantized states xi =
{

x1, x2, . . . , xNs Np Nv
}

.

Policy evaluation step: this step is itself an iteration, which is necessary because

the total cost of a policy is the sum of the instantaneous costs along an infinite

horizon. Hence, the total cost is given by the last term of the iterative sequence:

J1
π(xi) = c

(
xi, π(xi)

)
+ J0

π

J2
π(xi) = c

(
xi, π(xi)

)
+ E

{
γJ1

π(x′)
}

...

Js
π(xi) = c

(
xi, π(xi)

)
+ E

{
γJs−1

π (x′)
}

(3.34)

The sequence should be repeated until the estimated cost converges, i.e. until∥∥Js
π(xi)− Js−1

π (xi)
∥∥ < ε; however, thanks to the presence of the discount factor γ,

the last terms in the sequence are much smaller than the first ones and therefore,

for faster computation, it is possible to perform only a fixed number S of iterations,

thus neglecting the lower-valued terms: s = S. The closer γ is to one, the more

weight is attributed to long-term results (thus a larger S is needed).

Each time (3.34) is evaluated, the cost at a successive time step is calculated; x′

represents the stochastic evolution of xi under the control policy π:

x′ = f
(

xi, π(xi), w
)

(3.35)

where f (·) is a three-component function defined by the state equations (3.23),

(3.24) and (3.25).

Policy improvement step: after the cost of the policy π has been evaluated, the

policy is improved using the following equation:

π′ = arg min
u∈U (xi)

(
c(xi, u

)
+ E

{
γJπ(x′)

}
(3.36)
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3.5 Equivalent Consumption Minimization Strategy

3.5.1 Basic concepts

The equivalent consumption minimization strategy (usually referred to as ECMS)

was introduced by Paganelli et al. [7, 40] as a method to reduce the global mini-

mization problem defined in Section 3.1.1 to an instantaneous minimization prob-

lem to be solved at each instant, without use of information regarding the future.

The description reported here is taken from [7].

This strategy is based on the concept that, in charge-sustaining vehicles, the

difference between the initial and final state of charge of the battery is very small,

negligible with respect to the total energy used. This means that the electrical en-

ergy storage is used only as an energy buffer. Since all the energy ultimately comes

from fuel, the battery can be seen as an auxiliary, reversible fuel tank. The electric-

ity used during a battery discharge phase must be replenished at a later phase

using the fuel from the engine (either directly or indirectly through a regenerative

path).

Two cases are possible at a given operating point:

1. the battery power is positive (discharge case): a recharge with the engine will

require some additional fuel consumption in the future;

2. the battery power is negative (charge case): the stored electrical energy will

be used to reduce the engine load, which implies a fuel saving.

In both cases, an equivalent fuel consumption can be associated with the use of

electrical energy; the equivalent future fuel consumption can be summed to the

present real fuel consumption to obtain the instantaneous equivalent fuel con-

sumption

ṁeqv = ṁ f + ṁress = ṁ f +
s

Qlhv
Pelec (3.37)

where ṁ f is the engine instantaneous fuel consumption (fuel mass flow rate),

Qlhv is the fuel lower heating value (energy content per unit of mass), ṁress is the
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(b) Charge

Figure 3.6: Energy path during charge and discharge in a parallel HEV [7]

virtual fuel consumption associated with the use of the electrical rechargeable en-

ergy storage system, Pelec the power delivered by the electric actuator(s). s is called

equivalency factor and is used to convert electrical power into equivalent fuel con-

sumption; it plays an important role in the ECMS, as will be shown later. Depend-

ing on the sign of Press (i.e., on whether the battery is charged or discharged), the

virtual fuel flow rate can be either positive or negative, therefore the equivalent

fuel consumption can be higher or lower than the actual fuel consumption. This

definition is rather generic and can represent the basic energy flow in any kind

of hybrid electric powertrain; however, for the strategy implementation, Pelec, ṁ f

should be expressed as a function of the road load (power required to satisfy the

driver’s demand). This requires the knowledge of the powertrain topology and of

the efficiency characteristics of the powertrain components. In particular, the path

followed by the power flow in each operating mode of the powertrain influences

the overall efficiency and therefore the relation between net power (road load) and

total fuel consumption and electric power.

The concept of equivalent fuel consumption is illustrated in Figure 3.6, which

refers to a parallel HEV (for a series HEV the only difference is the location of
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the power summation node). In the discharge case (Figure 3.6.a), the electric mo-

tor provides mechanical power. The dotted route is related to the future return

of the used instantaneous electrical energy. Of course, the operating point of this

recharge cannot be known a priori, and thus an approximate mean efficiency should

be set. In the charge case (Figure 3.6.b), the electric motor receives mechanical en-

ergy and converts it into electrical energy stored in the battery. The dotted route

is related to the future use of this electrical energy to produce mechanical power.

This amount of mechanical energy will not have to be produced by the engine and

is considered as a fuel saving. In this case the equivalent fuel flow of the electric

motor is negative.

The global problem of minimizing the total cost J can then be reduced to the lo-

cal (instantaneous) problem of minimizing ṁeqv. The instantaneous minimization

problem is computationally less demanding than the global problem solved with

dynamic programming, and applicable to real-world situations since it does not

rely (explicitly) on information about future driving conditions. For any vehicle

operating point (speed, power required from the powertrain) the entire range of

possible power splits is examined, and the equivalent fuel flows are determined

for every combination. The combination with the lowest instantaneous fuel cost is

selected. This can be achieved using the actual efficiency maps of the engine and

electric machines.

3.5.2 Equivalence factor and charge-sustainability

The concept of equivalent fuel consumption is tied with the necessity of at-

tributing a meaningful value to the equivalency parameter s. This parameter is

representative of future efficiency of the engine and the energy storage device, and

its value affects both the charge sustainability and the effectiveness of the strategy:

if it is too high, an excessive cost is attributed to the use of electrical energy and

therefore the full hybridization potential is not realized; if it is too low, the opposite

happens and the RESS is depleted too soon (loss of charge sustainability).

In practical implementations, for more robustness in terms of charge sustain-

ability, the use of the electrical energy storage is further penalized when the SOC is
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Figure 3.7: The two factors in the ECMS correction term [8]

low, and encouraged when the SOC is high. It is therefore critical to have a reliable

on-line estimation of the battery state-of-charge.

The penalization is implemented multiplying the equivalence factor by a cor-

rection term. An expression for such term is [8]:

p (ξ) = pP · pI =

1 +

(
ξre f − ξ(t)

∆ξ

)2nξ+1
 ·(1 + tanh

(
pξ,I (ξ(t))

ξth

))
(3.38)

pξ,I = 0.99 · pξ,I(t− ∆t) + 0.01 ·
(
ξre f − ξ(t)

)
(3.39)

where ξ(t) is the instantaneous value of state of charge, ξre f is the desired nomi-

nal (average) value, and ∆ξ is the range of variation around ξre f (symmetrical with

respect to ξre f ); nξ is an integer number greater than, or equal to, zero (a value

of 2 or 3 is typical). The first factor represent a proportional correction term, the

second factor is an integral correction term. ∆t is the sampling time used to up-

date the ECMS, and SOCth is the tolerance of the hyperbolic tangent function. The

correction function p(ξ) defined in this way multiplies the equivalence factors and

artificially increases or decreases their value near the boundaries of the desired

SOC interval.
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It was shown [41, 18, 72] that very good results, comparable to those achieved

with dynamic programming, are obtained by using two values of the equivalency

factor s, one for charging (sch) and the other for discharging (sdis), each of them

constant during a driving cycle. These values are different for different driving

cycles and must be obtained with a numerical optimization procedure, which is

possible if the driving cycle is known a priori. Therefore, in ideal conditions (sim-

ulation of a known cycle), the results obtained by implementing the ECMS are very

close to optimal. However, since the strategy is very sensitive to these parameters,

the control works well only on driving cycles very similar to those in which and

were obtained. This means that, despite its “instantaneous” formulation, ECMS

still implicitly relies on some information about future driving conditions. If this

information is wrong, i.e. if the vehicle is driven on a driving cycle sensibly differ-

ent than the one for which the strategy was tuned, the control still works, but the

results are not as good as they could potentially be.

3.5.3 Adaptive ECMS

The fact that the ECMS results are rather sensitive to the values of the equiva-

lence factors means that there is an optimal value of sch and sdis for each particular

driving cycle, or at least for a given driving pattern (e.g. highway, city, subur-

ban roads etc.). The adaptive ECMS, or A-ECMS is a development of ECMS in

which the equivalence factors are not pre-coded, but rather calculated online, and

updated at regular intervals.

One method to implement A-ECMS [41, 9] is to estimate the equivalence fac-

tors on the basis of a small section of the driving cycle (around 100 s), composed

by measurements from the recent past and short-term (10-20 s) prediction of future

driving conditions (with autoregressive models). In other words, the optimization

procedure for sch and sdis is repeated every few minutes, using vehicle speed mea-

surement and a simplified vehicle model embedded in the vehicle controller. De-

spite the small horizon, this is still computationally heavy and a simplification is

necessary for actual real time implementation: therefore, in [41] and [9] only one

equivalency factor is calculated, for both charge and discharge. This introduces
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Fig. 10. Control block diagram of the A-ECMS.

TABLE I
SIMULATION RESULTS

The control block diagram of Fig. 10 points out the feedback
introduced by the adaptive device added to the ECMS frame-
work. Without such a mechanism for the online estimation of
the control parameters, the ECMS controller would operate in
open loop and, consequently, the system could be unstable. The
algorithm on which A-ECMS is based gives to the controller
more stability and insensitiveness to the equivalence factor, so
that the strategy does not need any tuning or a priori knowl-
edge of the driving cycle and can be implemented in real-time
applications. The adaptation mechanism of the A-ECMS is con-
stituted by a predictor and an adaptor. The role of the predictor
is to identify the current mission, combining past and predicted
vehicle velocity data. Vehicle velocity is sampled at a certain
rate , and the last measurements are stored. An autore-
gressive (AR) model is used to predict the vehicle velocity for
the next steps based on the stored data. The mission window
is defined by the time interval . Studies were con-
ducted to determine how the mission window length affects
the overall fuel consumption [18], and the best compromise
between window length and performance degradation was se-
lected. Proceeding backwards, from the stored and predicted ve-
hicle velocity data the forces required at the wheels are calcu-
lated, and assuming a constant driving shifting schedule (i.e., the
up-shift and down-shift occur always at a given engine speed)
the torque request at the axle is then calculated. The torque
requests are then sent to the adaptor. The adaptor solves a non-
linear fuel consumption minimization problem with respect to
the parameter over the time window . The output
is the best value of corresponding to the set of torque re-
quests over the predicted mission.

The simulation results for the FUDS and FHDS cycles are
reported in Table I (miles per gallon of gasoline equivalent).
Figs. 11 and 12 also report the operating points of the EM and
the ICE. It is remarkable how with A-ECMS the ICE operates
in the regions of highest efficiency to reduce fuel consumption.
As shown by the figures in Section IV-C and IV-D, the operating

Fig. 11. EM operating points for FUDS Cycle, 0.7 SOC, A-ECMS.

Fig. 12. ICE operating points for FUDS Cycle, 0.7 SOC, A-ECMS.

points of the A-ECMS strategy are very close to those of the dy-
namic programming solution. Another great advantage of this
strategy is that the calibration effort is reduced to a minimum
because the strategy requires the tuning of only one parameter

while the FSM, for example, requires the calibration of four
parameters. Another important aspect related to the implemen-
tation of the A-ECMS strategy is that the power split as function
of the various inputs can be precomputed (offline) and stored in
a lookup table, considerably reducing the computational effort
and the requirements for onboard vehicle implementation.

C. Energy Management Strategy 3: Control

1) Notation: The block-diagonal matrix with , as its di-
agonal blocks is denoted by . Let be a complex
matrix partitioned as

then ,
indicate,

respectively, the lower and upper linear fractional transforma-
tion (LFT) with respect to . For , , we
define the sets

Figure 3.8: Control diagram of adaptive ECMS with online optimization [9]

some approximation, but the equivalency factor is representative of present driv-

ing conditions and the overall process works well. The performance of A-ECMS is

slightly inferior to the standard ECMS tuned on a perfectly known driving cycle,

but in general the results are quite good, and, most importantly, achievable in real

world application (if enough computational power is available).

An alternative adaptive ECMS strategy [10, 19] exploits the fact that the equiv-

alency factors are similar for cycles with similar statistical properties. A pattern

recognition algorithm is used to identify which kind of driving conditions the ve-

hicle is undergoing, and select the most appropriate equivalency factors from a

predefined set. The optimal values of s for several cycle typologies (city, highway,

etc.) are pre-calculated and stored in memory; during vehicle operation, the adap-

tation algorithm uses the past and present driving conditions to determine the

current cycle type, and therefore selects the appropriate equivalency factor. This

new implementation is faster than the previous one and may be more suitable for

production environment.

The equivalent consumption minimization strategy is capable of dealing well

with multi-objective optimization, for example in the case in which one of the ob-

jectives is the reduction of pollutant emissions. In fact, this can be achieved by

reformulating the instantaneous cost in order to include the pollutant emissions as

well as the actual and virtual fuel consumption [79, 9].
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according to the driving pattern that the DPR has chosen, and update the nominal 

equivalence factor in the !"#$%& mode as shown in Fig. 5.9. 

 

 

 

Figure 5.7:  Adaptive ECMS schematic diagram 

 

 

Figure 5.8:  Details of Adaptive ECMS 

Figure 3.9: Control diagram of adaptive ECMS with driving pattern recognition
[10]

3.5.4 Implementation issues

At any given time, the operating conditions of the vehicle (driveline speeds,

power required from the powertrain, battery state of charge, etc) determine the

limits within which the engine, the electric machines, and the battery can operate.

For example, the engine and motor speed determine the maximum torque that

each machine can deliver; the battery state of charge determines whether or not

the battery can supply or accept charge; and the total power demand must be met

by a combination of electrical and engine power. The acceptable values of the

control variable are those that respect all these constraints.

In order to implement this control strategy, the range of acceptable values is

discretized into a set of candidate control actions: for example, in a simple series

HEV, the control action is the percentage of the total power that comes from the

battery; this can range from 0 to 100%, and 20 or 30 possible values could be con-

sidered in the discretization. The equivalent consumption defined by 3.37 (which
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is, obviously, a function of the control variable) is evaluated for each of the control

candidates, and the one among them that generates the lowest equivalent con-

sumption is selected. The evaluation of equivalent consumption is obtained using

efficiency maps of the various components.

If more than a degree of freedom is present (for example, if the power can be

delivered by two electric machines and the engine), the number of control actions

to evaluate and compare increases sensibly: for example, with two degrees of free-

dom and 20 possible values for each, the number of possible combinations is 400.

Clearly, evaluating each of these points at each instant of time is computationally

demanding in a vehicle application (outside of prototyping environment). To over-

come this problem, two methods can be used: pre-calculation of the optimal power

split, or online calculations with reduced search space.

The first method consists in calculating, off-line, the optimal power split given

all the possible values (discretized) of all strategy variables: given the entire range

of power demand, engine speed, electric machine speed, battery SOC, equivalency

factors etc., the equivalent fuel consumption is calculated for every combination,

and the optimal power split corresponding to the given operating conditions is

stored in a map. During vehicle operation, the operating conditions are measured

and matched to those stored in the map to retrieve the optimal power split at each

time. This approach reduces the processor requirements for the online implemen-

tation, and is very easy to implement, but presents some disadvantages: it implies

the need for large memory on board; it prevents in-vehicle tuning, since every-

thing is stored in memory; and interpolation of the resulting multi-dimensional

maps may generate unexpected results.

The online calculation approach is more flexible, since it does not store any pre-

calculated results, and does not suffer from interpolation issues. However, calcu-

lating the equivalent fuel consumption for a large number of cases is very demand-

ing computationally. One solution is to reduce the number of cases to evaluate, by

considering as possible control actions only those contained in a “box” around the

previous value, instead of the entire range. The size of this box and the number of

elements in it can be a function of the available computation capabilities.
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A difference between the map and the online calculation approach is that the

amount of data stored in the maps cannot be reduced, while the code can be opti-

mized (for production environment) and therefore run much faster than the code

produced by automatic compilation of a Simulink diagram.

3.5.5 Chattering issues

A rather common problem with ECMS implementations is the presence of chat-

tering in the control outputs. This means that the distribution of power demand

keeps oscillating very quickly between two distinct values, perhaps very different

from each other. The reason for this is that the equivalent fuel consumption in two

separate points of the control space may be very similar, and small variations in

the driving conditions make one of the two points being, alternatively, a little bet-

ter or a little worse than the other one. The consequence is a very high frequency

of switching between operating modes (for example from electric traction to en-

gine traction), and therefore poor comfort for the passengers, who perceive this

chattering as “roughness” in the vehicle behavior.

Several methods can be used to prevent or reduce this phenomenon. First, the

inputs to the ECMS should be filtered, to limit the influence of noise (or in general

of small perturbations) on the value of equivalent fuel consumption. Also, reduc-

ing the size of the search box can help preventing large oscillations, since these will

be limited to the range of controls considered. Another approach could be to in-

troduce some hysteresis, and therefore preventing the control from changing if the

gain in terms of equivalent fuel consumption is below a given threshold. Equiva-

lently, one could slightly penalize solutions that differ from the previous ones, in

order to prevent change when the gain would be too small.

3.6 From the minimum Principle to the ECMS

The concepts behind ECMS (i.e. equivalence, in energy terms, of fuel consump-

tion and electrical energy) are originated from engineering intuition. However, an

analytical derivation of the equivalent fuel consumption can be obtained using

Pontryagin’s minimum principle. In fact, the ECMS and the minimum principle
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share the same underlying idea of reducing the global optimization problem to a

local one: the ECMS by defining an equivalent fuel consumption, the minimum

principle by minimizing the Hamiltonian H at each time t.

Consider the hybrid electric powertrain as a system described by the dynamic

equation

ζ̇(ζ, Press) = −εress (ζ, Press)
Press(t)

Eress
(3.40)

where ζ is the RESS state of energy, Eress its total energy capacity, and the control

variable is the RESS power: u = Press. This state equation is typical of any vehicle

in which the state of energy of the RESS represents the most relevant dynamic

variable. The term εress(ζ, Press) represents the charge or discharge efficiency (see

Section 4.2.2 for a detailed explanation of its meaning), that accounts for losses in

the energy storage system and its power electronics, and in general can depend on

both the state of energy ζ and the RESS power Press. εress(ζ, Press) is related to the

efficiency as follows:

εress =


1

ηress
i f Press > 0

1 i f Press = 0
ηress i f Press < 0

. (3.41)

If the minimization objective is the fuel consumption and the vehicle is charge-

sustaining, that is, the initial and final SOE are the same, the cost function to be

minimized is expressed as

J =
ˆ t f

t0

Ldt =
ˆ t f

t0

ṁ f (Press) dt. (3.42)

According to Pontryagin’s minimum principle, the Hamiltonian of this prob-

lem is given by

H = λζ̇ + L = −λ(t)εress (ζ, Press)
Press(t)

Eress
+ ṁ f (Press) (3.43)

where the co-state λ must satisfy the dynamic equation

λ̇(t) = −∂H
∂ζ

= λ(t)
Press(t)

Eress

∂εress (ζ, Press)
∂ζ

. (3.44)
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It is immediately clear that this expression of the Hamiltonian has the same

structure as the ECMS equivalent fuel consumption

ṁeqv = ṁress =
s

Qlhv
Press + ṁ f , (3.45)

because both are the sum of the actual fuel consumption ṁ f and of a term propor-

tional to the RESS power. The expressions (3.43) and (3.45) are identical if

s (t, ζ, Press) = −λ(t)εress (ζ, Press)
Qlhv
Eress

. (3.46)

This shows that ECMS is an implementation of the minimum principle if the

equivalence factor is time varying depending on the co-state λ(t), on the actual

battery efficiency at a given instant, which can be easily modeled using a map of

εress (ζ, Press), and on the ratio of fuel energy content and RESS energy capacity. The

latter two are constant vehicle parameters, while the co-state is a function of both

vehicle and driving cycle. The standard ECMS formulation in which the equiva-

lence factor is only a function of the sign of Press can be seen as an approximation

of the minimum principle solution.

However, the assumption of constant equivalence factors is valid in the case

in which the efficiency ηress is constant and does not depend on ζ nor on Press, be-

cause this implies λ̇ = 0 (from (3.44)) and therefore λ(t) = λ0 ∀t; furthermore,

the term εress in (3.46) is only dependent on the sign of Press. In this case of con-

stant efficiency, replacing the definition (3.41) of εress into (3.46) allows to derive an

interesting relation between the charge and discharge equivalence factors:

{
sdis = s(Press > 0) = −λ0

1
ηress

Qlhv
Eress

schg = s(Press < 0) = −λ0ηress
Qlhv
Eress

=⇒ schg

sdis
= η2

ress (3.47)
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3.7 Model predictive control

3.7.1 Overview

Model Predictive Control (MPC) is defined in a family of control techniques

that make an explicit use of a model of the process to obtain the control signal by

minimizing an objective function5.

This technique originated in process control for chemical plants, characterized

by slow dynamic processes, which give enough time for the optimization compu-

tations to be performed within control updates. With the increasing computational

power available on microcontrollers, MPC is now becoming increasingly popular

in all control applications, including systems with faster dynamics.

Model predictive control represents the solution of a standard optimal control

problem over a finite horizon, performed online using a model to predict the effect

of the control on the system output. It also represents an implementation of the

receding-horizon strategy: at each instant, the optimal control sequence for the

prediction horizon is calculated, but only the first element is applied; then, at the

next time step, the prediction horizon is displaced towards the future.

As it is easily inferred from these characteristics, MPC is a control technique

that requires high computational effort and an accurate model of the system in

order to give good results; on the other hand, it can be applied to many cases and

can be very effective if the reference trajectories are known. This does not happen

in the case of vehicular applications, and some prediction techniques must be used

in order to implement MPC as an energy management strategy for HEVs.

3.7.2 Receding Horizon Technique

MPC is based on iterative, finite horizon optimization of a plant model. At

time t the current plant state is sampled and a cost minimizing control strategy

is computed (via a numerical minimization algorithm) for a relatively short time

horizon in the future: [t, t + N]. Specifically, an online or on-the-fly calculation is

used to explore state trajectories that emanate from the current state and find a

5This definition, and the description in this section, are mostly based on [11].
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time index

reference trajectory 

model-based 
trajectory prediction

Control sequence

error

k k + 1 k + 2 k + Nc k + Np

Figure 3.10: Examples of reference trajectory, actual trajectory, and control se-
quence

cost-minimizing control strategy until time t + N. Only the first step of the control

strategy is implemented, then the plant state is sampled again and the calculations

are repeated starting from the now current state, yielding a new control and new

predicted state path. The prediction horizon keeps being shifted forward and for

this reason MPC is a receding horizon control.

The following steps, illustrated in Figure 3.10, represent a typical MPC imple-

mentation [11]:

1. The future outputs y for a determined horizon Np, called the prediction hori-

zon, are predicted at each instant k using the process model. These predicted

outputs y(k + i | k), i = 1, ..., Np depend on the known values up to instant

k (past inputs and outputs) and on the future control signals u(k + i | k), i =

0, ..., Nc − 1, which are those to be sent to the system and to be calculated. Np

indicates the length of the prediction horizon and Nc ≤ Np is the length of

the control horizon (expressed in number of time steps).

2. The set of future control signals (from time k to time k + Nc − 1) is calcu-

lated by optimizing a given criterion in order to keep the process as close as
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Figure 3.11: Basic structure of MPC

possible to the reference trajectory or set point. This criterion usually takes

the form of a quadratic function of the errors between the predicted output

and the reference trajectory. The control effort is included in the objective

function in most cases. An explicit solution can be obtained if the criterion

is quadratic, the model is linear and there are no constraints, otherwise an

iterative optimization method has to be used.

3. The control signal u(k | k) (i.e., the control at time k calculated based on the

information available at time k) is sent to the process while the next control

signals (u(k + 1 | k), u(k + 2 | k) etc.) are calculated but not used, because

at the next sampling instant y(k + 1) will be known and thus the optimal

control value will be recalculated. The procedure is repeated with this new

value and the entire sequence is brought up to date. Then u(k + 1 | k + 1) is

calculated (which in principle will be different from u(k + 1 | k) because of

the new information available) using the receding horizon concept.

An example that helps understanding the MPC concepts is the analogy with

the way people drive a car [11]. The driver decides how to control the car in order
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Figure 3.12: Applying MPC is like driving a car: the drivers decide what to do
predicting the consequences of their actions [11].

to follow the desired trajectory based on the knowledge of the desired reference

trajectory and on his ability to predict the consequences of the control actions on

the behavior of the car. The decision is repeated at every instant, always shifting

the prediction horizon forward and updating the prediction on the basis of the

present condition.

Although the MPC approach is not strictly optimal, in practice it has given very

good results, despite the fact that a thorough theoretical understanding of MPC

optimality has not been formalized yet.

3.7.3 Application to energy management of HEVs

A few works have been published on the application of model predictive con-

trol (or at least, of some of its concepts) to hybrid electric vehicles.

Back et al. [80] examined the potential for the application of predictive control

to a parallel hybrid electric powertrain. Assuming constant speed and using GPS

information to estimate the road slope during the prediction horizon, the torque

request at the wheels during the prediction horizon is calculated, then a dynamic

programming problem is solved in order to obtain the optimal solution. The opti-

mal control sequence of control inputs is obtained by minimizing a cost function

representing the total fuel consumption during the prediction horizon. Only the
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first control input is applied, then the prediction horizon is shifted forward and

the procedure is repeated. This gives a closed loop controller (state feedback). Be-

cause of the concept of receding horizon, the quantization grid of the DP algorithm

is finer at the beginning of the prediction horizon and coarser at the end, allowing

for faster on-line computation. The updating of the states of the system into the

cost function ensures convergence. The simulation results suggest that results of

this strategy improve, as expected, with the length of the prediction horizon.

A similar approach (receding horizon dynamic programming) is proposed by

Nuijten et al. [81] for the case of a conventional vehicle with a 42-V electric power

net and an advanced alternator that can also supplement torque to the driveline

when needed. The problem is therefore very similar to the power split in a parallel

hybrid vehicle. The prediction of future power demand is assumed to be perfect,

and the results show once again the benefit of a longer prediction horizon on the

strategy performance.

De Vito et al. [82] presented the application of model predictive control to a

fuel cell vehicle; in this case, the algorithm uses a model of the fuel cell to predict

its dynamic response and thus decide the battery power needed in order to sat-

isfy the driver’s power demand with the fastest dynamic response possible, while

minimizing the overall use of hydrogen fuel and maintaining the battery state of

charge around its nominal value. These objectives are met using a cost function

which is the sum of three terms: the hydrogen use, the deviation of state of charge

from the reference value, and the difference between power demand and power

supplied.

3.8 Rule-based control strategies

The most common way of implementing supervisory control in a hybrid elec-

tric vehicle is to introduce a set of rules that, given the observed values of some

meaningful parameters, decide the power split between the engine and the energy

storage device. Unlike techniques based on optimal control or equivalent con-

sumption minimization, rule-based control [12, 83, 45, 84, 46, 85, 44] does not rely

on formal (ODE) models and formal description of the problem. Instead, the rules
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are based on engineering intuition: the objective is to make each element of the

powertrain work in high-efficiency conditions, and to recuperate as much energy

as possible from regenerative braking. A simple rule structure looks like the one

shown in Figure 3.13. The rules are usually in the form if-then-else, and efficiency

maps or fuzzy-logic methods may be used in the implementation. Since rule-based

controllers are based only on instantaneous conditions, it is very easy to take into

account the local constraints (i.e., limitations on power, torque, speed etc). On the

other hand, it is impossible to formally guarantee the optimality of the solution

and the respect of the integral constraints, for example the charge-sustainability:

in this case, the rules can only force a given integral measure (typically the state

of charge) to remain between two limits. The parameters of the rule-based con-

troller (e.g. the threshold values that decide when to switch from a mode to an-

other) are usually obtained through calibration based on modeling and simulation

of the powertrain, possibly using optimization techniques. Optimal control results

such as those described earlier (especially dynamic programming) can be used to

benchmark or validate the effectiveness of the strategy [9, 72] or as a guideline to

determine the control rules [44, 46].

The main advantage of rule-based control is its conceptual simplicity and the

ease of implementation on running vehicles. The rules can be made as complex

and detailed as needed and (in principle) can take care of any special event that

may affect the vehicle, thus incorporating “limp-mode” capabilities in the supervi-

sory control itself. The main disadvantages are the lack of proof of optimality, and

the fact that there is no standard methodology for synthesizing the rules (i.e., the

rules are decided on a case-by-case basis but there is no way to determine a priori

that a given set of rules is appropriate for a given application). Also, the presence

of many thresholds and parameters makes it quite difficult to obtain an appropri-

ate calibration that works for a wide variety of driving conditions. Nonetheless,

rule based strategies are widely used in production environment, possibly in con-

junction with other algorithms based on optimal control. For example, it may be

possible to implement effectively ECMS only in a part of the vehicle operating

range, using the rule-based controller for the remaining conditions [44].
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point (maximum efficiency) power. However, if more 

power than Pmin is needed, then the APU will sup- 

ply it. If the power demand exceeds P,,, then both 

sources will supply power to satisfy the demand. 

On the other hand, if the higher SOC is reached, 

then the default output power from the APU is zero 

(engine is idle). However, if the power demand exceeds 

the Pmin limit, at any moment, then the APU will start 

delivering power. The battery will satisfy the power 

demand if the latter is less than Pmin, in addition, the 
battery will help the APU if the power demand is more 

than P,,,. The engine will not be shut off under this 

strategy, it will be idle if no APU power is needed. 

This causes some extra fuel consumption, but there are 

advantages of this by limiting engine cycling on and 0% 

moreover, the engine will be warm all the time which 

is better for emissions. 

A high acceleration command means that the 

driver is asking for high power. In this case the en- 

gine will operate at its maximum rated power in order 
to satisfy the demand. 

Furthermore, the power. to be charged or dis- 

charged from the battery, at any moment, will not ex- 
ceed the maximum allowable value. 

4. APU Control 
The Power Split block, see Figure (l), will as- 

sign a certain power value to the APU at every sam- 

ple. This power assignment is represented by a desired 

torquelspeed pair. Thus, control of engine speed and 

torque is needed to guarantee that the engine will op- 

erate at the desired points. Two subcontrollers are em- 

ployed for this purpose. One PI controller is being used 
to control the output torque of the engine through ma- 

nipulating the throttle angle. Another PI controller is 

used to control the speed of the engine by manipulating 

the generator output torque. 

5. Simulation Results 
The Power Split as well as the Thermostat strate- 

gies are tested by simulation. For this purpose, a 

detailed simulation software is being used. Standard 

urban and highway schedules (FUDS: Federal Urban 

Driving Schedule and FHDS: Federal Highway Driving 

Schedule) are used to evaluate the fuel economy of the 

vehicle under these schedules. 

The vehicle under consideration has a total mass 

of 1628 Kg and is powered by a 40 KW APU (40 KW 

Diesel engine and a 40 KW generator) and a 60 KW 

Lead-Acid battery. The prime mover is a 70 KW AC 

Induction motor. 

The results of fuel economy simulations are shown 
in Table (1). The table shows the fuel economy values 
for both strategies in urban and highway driving. Other 
results are shown in Tables (2) and (3); these are the 

energy flow (in and out) of the engine and the battery, 

* A Thermostat is working in the background 

* If the lower SOC value is reached , then,: 

- APU is on 

- Papurmaximum(Popt,Pcm) 

- Papu =< Pmax 

- Pbatt=Pcm-Papu 

* If the higher SOC value is reached, then: 

- APU is idle if (Pcm c = Pmin ) 

I Papu=O 

#t Pbatt=Pcm 

- APU is on if (Pmin c Fcm c Pmax) 

#t Papu=Pcm 

I Pbatt=O 

- APU is on if (Pcm >= Pmax) 

# Papu=Pmax 

I Pbatt=Pcm-Papu 

* In any case: 

- If Acm > 3.5 d s " 2  then Papu=P-max-rated 

- If Pcm c 0 then Regenerative Braking is active provided: 

d V > Smph 

* P-batt-ch <= P-batt-ch-max 

* P-battdisch <= P-batt-disch-max 

Figure 2: The rules used in the Power Split Strategy 

and the average efficiencies of these units. 

Figure(3) shows the desired speed (a single FHDS 

cycle) as well as the actual vehicle speed under the 

Power Split strategy. The error in speed tracking is 

about fl mph (mile per hour). The speed tracking 

under the Thermostat is similar. 

Table 1: Fuel Consumption in mpg (mile per gallon) 

Cycle Power Split Thermostat 

Urban 

Highway 

The commanded and actual vehicle accelerations 

throughout a single FHDS schedule under the Power 

Split strategy are shown in Figure (4). The RMS (root 
mean square) of the error is 0.3 $. This acceleration 
tracking, though not perfect, is acceptable since it was 
enough to command the power sources to drive the ve- 

hicle over the driving schedules successfully. 

69 1 

Figure 3.13: An example of rule-based control [12]
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3.9 Implementation issues common to all energy management strate-
gies

Several issues need to be considered when implementing a supervisory energy

management strategy in a vehicle. This section will address the most important of

them from a general standpoint.

3.9.1 Stability

Stability for an energy management strategy is an open issue that has not been

much researched. However, some stability properties are intuitively necessary for

practical implementation. A first step for the formalization of the stability problem

is presented in Section 4.12, while qualitative considerations are made here.

In a charge-sustaining hybrid, it is important to keep the RESS state of charge

(or state of energy) in the acceptable range (between minimum and maximum val-

ues) at all times. An energy management strategy is defined stable if it is such that,

in presence of a constant power request, the state does not diverge from a given

reference value, which is typically the average between the two operating limits.

Therefore, if the power request remains constant for an arbitrarily long time, the

SOE or SOC should either remain constant or converge to the reference value. This

kind of stability is necessary for practical implementations in order to guarantee

the appropriate behavior of the strategy at all times: in fact, when the SOE or SOC

is at the upper or lower bound, the RESS cannot be fully exploited (for example,

it cannot be charged while at the upper bound), which prevents the strategy to

operate optimally.

3.9.2 Interface with low-level controllers

It is very important to interface correctly the energy management strategy to

the low-level controllers present on the vehicle components.

Engine controller

The engine control in a conventional vehicle transforms the driver’s input (ac-

celerator pedal position) into fueling commands (timing, injection amount etc) and
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other actuations. The strategy behind these actions is rather complex, is based on

minimization of fuel consumption and emissions, and requires a lot of calibration.

When the same engine is used in a hybrid electric vehicle, its controller must

be modified in order to work based on a different set of inputs. In particular, the

accelerator pedal position is replaced, as an input, by torque or power request.

Another, more important difference, is that the operating points in which the en-

gine operates most often can change sensibly, and in general can be more easily

controlled (to different degrees depending on the kind of hybrid architecture con-

sidered). This introduces the need to re-calibrate the engine in order to further

optimize its emission and fuel efficiency, matching it to the energy management

strategy.

Another example of conflict between energy management strategy and engine

controller is the effect of idle speed controller. When the driver is not requesting

any power from the engine (accelerator pedal released), the idle speed controller

tends to maintain the engine speed at idle level, rejecting all external disturbances.

Imagine now that the HEV energy management strategy decides to use the un-

loaded engine to charge the battery instead of just idling, applying load torque

from the electric starter/alternator. The engine idle controller, in this case, sees the

additional load torque as a disturbance and tries to contrast it, not allowing the en-

gine speed to increase, working against the energy management strategy. There is

an obvious conflict in this case, which can be solved by giving to the energy man-

agement strategy the ability to suppress engine idle control in certain conditions.

Transmission controller

The power demand generated by the energy management strategy is satisfied

by given combinations of torque and speed of the various machines. If a stepped

transmission is present, it is important to coordinate the gear shifting scheduling

with the results of the energy management strategy. If possible, the energy man-

agement strategy should determine the gear to engage at each time. The engine

and electric motor controllers must also be coordinated with the transmission con-

troller in order to allow for smooth gear shifting.
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ABS and other vehicle dynamics controllers

The presence of additional braking torque deriving from the traction machine(s)

may interfere with the functioning of the ABS and other safety systems, such as

ESP or traction control.

Special events and need for a supervisory controller

Some events in the operation of a vehicle may require specific actions to be

taken, thus making necessary to force the switch from one state to a different one,

overruling the energy management strategy. This makes necessary the presence of

a supervisory control layer, positioned above the energy management strategy.

3.9.3 Power demand

The main input to the energy management strategy is the total power demand

from the vehicle. This can be calculated in several ways, and it has a prominent

effect on the results of the strategy implementation.

The most common method for deciding the total power demand is to consider

the total available power and the position of the accelerator pedal .

The available power is the sum of the maximum power that each machine can

deliver at a given time. In a hybrid vehicle, can vary greatly during operation,

because of the different modes in which the transmission can be: for example, the

total available torque can be either the sum of engine and traction motor torque (if

the battery SOC is high enough), or just the engine torque (when battery SOC is

too low). The variation of available power means that, if the driver maintains the

accelerator pedal at a fixed position, the power request changes over time, which

is not acceptable.

Another issue to consider is that, in a conventional vehicle, usually the accelera-

tor pedal position is not linearly proportional to the power (or torque) demand: the

relation is similar to the one shown in Figure 3.14. Therefore, in order to achieve

a predictable behavior, the suggested expression for positive (acceleration) power

demand is
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Figure 3.14: Relation between power demand and accelerator pedal position in a
conventional vehicle

Preq = f (α)Pavail (3.48)

where f (α) is a mapping of the accelerator pedal position α into a suitable fac-

tor. The shape of the function f (α) (which may also depend on other factors, e.g.

vehicle speed and engine speed) is calibrated in order to maximize drivability and

in general smoothness of operation; correct calibration of this map is very impor-

tant.

3.9.4 Regenerative braking

When the power demand is negative (regenerative braking), the driver’s de-

mand is expressed using the brake pedal. In this case, to mimic the familiar opera-

tion of conventional vehicles, the negative torque demand should be proportional

to the pedal position. In fact, in a conventional vehicle, the brake pedal position is

proportional to the pressure in the hydraulic brake circuit, which in turn is propor-

tional to the braking torque. There are two approaches to implement regenerative

braking: “series” and “parallel”. In the “series” method, regenerative braking is

applied for low levels of deceleration, or until some electric power limit is reached;

then, if more deceleration is desired, the mechanical brakes are used in addition to

the regenerative braking. In the “parallel” method, electrical (regenerative) and

mechanical braking are always blended together using some splitting strategy, for

example giving prevalence to the regen when the deceleration request is lower,
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and to the mechanical brakes in cases of higher deceleration or to come to a com-

plete stop. Therefore, some degree of control or observation over the mechanical

brakes is necessary, in order to blend the electrical and the mechanical braking con-

sistently, providing acceptable feeling for the driver. Integration with the ABS or

stability control ECUs becomes very important at the implementation level.

3.9.5 Actuator bandwidth

The actuators in a hybrid electric powertrain are the engine and the electric

motor. Since electric machines have a much faster response than internal combus-

tion engines, they tend to provide the torque requested by the energy manage-

ment strategy in a shorter time, which causes severe drivability problems. One

solution is to artificially slow down the machines, filtering the torque request to a

bandwidth compatible with the engine dynamics, in order to obtain comparable

response time from both machines.

3.9.6 Battery characterization

An accurate representation of the battery characteristics and limitations is very

important for all kinds of energy management strategies. In particular, a correct

estimation of the instantaneous state of charge is necessary, in order to make deci-

sions that exploit the battery as much as possible without over-charging or over-

discharging it. It is also important to model the variations of battery voltage due

to power demand: if these are exceeded, or if the voltage limitations of an electric

machine are exceeded (e.g., due to excessive power demand), then problems may

occur, varying from drivability issues (torque “holes” due to machines going in

safe mode and reducing their torque output) to the risk of damaging components

(if they do not have integrated diagnostics/safety modes).

3.10 Conclusion

Several energy management strategies for HEVs proposed in literature have

been described in this chapter, giving an overview of their basic ideas and their

possible implementation. [...]
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Chapter 4

APPLICATION OF THE STRATEGIES

Chapter 3 presents an overview of the most important control strategies de-

scribed in the literature for the energy management of hybrid electric vehicles.

In this chapter, three of these strategies – dynamic programming (DP), Pontrya-

gin’s minimum principle (PMP), and equivalent consumption minimization strat-

egy (ECMS) – are applied to two case studies, with the aim to show that the ECMS,

despite being a local minimization strategy, is capable of providing quasi-optimal

results if appropriately implemented. Dynamic programming is used to provide

the reference optimal solution, while Pontryagin’s minimum principle represents

the connection between the optimal solution and the ECMS, as explained in Sec-

tion 4.10.

The two case studies, introduced in Section 1.6, represent vehicles with com-

pletely different uses: a refuse collection truck (case study 1) and a mid-size SUV

that represents a possible implementation of the OSU vehicle for the EcoCAR com-

petition (case study 2). In the following, the two case studies are identified as refuse

truck and EcoCAR.

The powertrain architecture in both cases is series hybrid electric, in which the

engine drives a generator to power the electric traction motor(s) and/or recharge

the energy storage device. However, there are some fundamental differences in the

way the two vehicles operate. In the refuse truck, the energy storage device is a

pack of ultracapacitors, which provide high power (matching the power rating of

the traction motors), high charge/discharge efficiency, and virtually infinite oper-

ating life, but have limited energy capacity: therefore, they are completely charged
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and discharged very frequently. The EcoCAR, on the other hand, is a plug-in hy-

brid electric vehicle, in which a large pack of lithium-ion batteries provides pure

electric operation for a substantial driving distance, while the engine-generator

is intended to be used as an auxiliary power unit (APU) to recharge the battery

when needed. The two case studies thus represent the two extreme embodiments

of a series HEV architecture.

This chapter is organized as follows: first, the optimal control problem is de-

fined specifically for each of two case studies, providing details about the specific

architecture and power flow; then, the solution method with dynamic program-

ming, Pontryagin’s minimum principle, and ECMS is shown, including simulation

results and a comparison of the strategies.

4.1 General problem formulation

A general formulation of the energy management problem in HEVs was given

in Section 3.1.1: it is briefly reported here for convenience.

Given the system described by the dynamic equation

ẋ = f (x(t), u(t), t) , (4.1)

find the control law u(t) in the time interval [t0, t f ] such that the cost function

J = φ
(
x(t f ), t f

)
+
ˆ t f

t0

L (x(t), u(t), t) dt (4.2)

is minimized, and the constraints

ψ
(
x(t f ), t f

)
= 0 (4.3)

{
G (x(t), t) ≤ 0
u(t) ∈ U (t)

∀t ∈ [t0, t f ] (4.4)

are satisfied.

This problem can be completely defined providing explicit definitions of the

state variables x(t), control variables u(t), set of admissible controls U (t), and
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the functions L (x, u, t) (instantaneous cost), ψ
(
x(t f ), t f

)
(boundary conditions, or

terminal constraints, i.e. final value of the state variables), G (x(t), t) (local con-

straints, i.e. admissible values of the states at each instant). The following sections

describe these quantities for the two case studies.

4.2 Definition of the control problem for refuse collection truck
(case study 1)

In this section, the energy management problem formulated in Section 4.1 is

specifically developed for the first case study, the series hybrid electric refuse col-

lection vehicle. The generic expressions appearing in the problem formulation are

given explicitly for the case at hand, using an energy flow model of the powertrain.

The content of this section can also be regarded as a control-oriented model of the

system (as opposed to the physical models described in Chapter 2).

In order to avoid the divulgation of proprietary information, the model used in

this section uses parameters different than the refuse collection prototype built by

Oshkosh Corp. and described in Section 1.6. In particular, the original engine map

has been replaced by using data in the public domain relative to a similar engine;

thus, the simulation results are realistic but do not correspond to the actual truck.

The only state variable to be considered in the optimal control problem is the

state of energy of the capacitors, denoted by ζ; the dynamics of all the powertrain

actuators (engine, electric machines) are neglected, since their response is much

faster than the transients of the state of energy. Hence,

x = {ζ(t)} . (4.5)

The control variable in this series hybrid configuration is just one, the electric

power delivered by the capacitors:

u =
{

Pcap
}

. (4.6)

The terminal cost φ
(
x(t f ), t f

)
is not defined, assuming that the value of the

state of energy at the final time is not important: this is due to the fact that the

128



amount of energy stored in the capacitors is rather small and the effect of the ca-

pacitor residual energy on fuel consumption and operating cost is negligible. The

instantaneous cost function L (x, u, t) is the engine fuel consumption:

L (x, u, t) = ṁ f
(
ζ, Pcap, t

)
(4.7)

The constraints on the final value of the state ψ
(
ζ(t f ), t f

)
are not defined (un-

constrained final state), while the dynamic constraints enforce the state of energy

and the control variable to remain within the allowable range: ζmin ≤ x(t) ≤ ζmax

and Pcap,min(t) ≤ Pcap(t) ≤ Pcap,max(t).

The following sections show the derivation of an explicit expression for the

system dynamics equation, the cost function, the values of the constraints on the

state ζ and on the control variable Pcap.

4.2.1 Power flow diagram

The starting point for a complete problem definition is the analysis of the power

flow, with the objective of finding an expression that relates the fuel consump-

tion to the control variable of the energy management strategy (i.e., the capacitor

power). The powertrain architecture is described in Section 2.5 and the power flow

diagram is shown in Figure 4.1.

The internal combustion engine is the primary energy converter and produces

the mechanical power Pice using the fuel power Pf uel = Qlhvṁ f (Qlhv is the fuel

lower heating value, i.e. its energy content per unit of mass; ṁ f is the fuel mass

flow rate). This power is used to drive the electrical generator, the secondary ac-

cessories (Pacc, which includes air conditioning compressor, air brake compressor,

water pump, oil pump etc.), and the power takeoff accessories (PTO), i.e. the

hydraulic mechanisms for refuse loading, packing, and dumping. The generator

transforms the mechanical power Pgen,m taken form the engine into the electrical

power Pgen,e. The rechargeable energy storage system (RESS) is a pack of elec-

trochemical supercapacitors that deliver the power Pcap. The electrical power from

the generator and from the capacitors is summed electrically in the electric bus and

is used to drive the two traction motors. These use the electrical power Pem1,e and
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Figure 4.1: Series hybrid electric architecture

130



Pem2,e to produce the mechanical power Pem1,m and Pem2,m during traction operation

(vice versa, they produce electrical power from mechanical power during braking

operation). The sign convention of each of these quantities is defined in the fig-

ure using a filled arrowhead for positive power flow, and an empty arrowhead for

negative power flow.

There are two power summation nodes in the diagram of Figure 4.1: one me-

chanical, one electrical. The corresponding equations, expressing the conservation

of power in each node, are:

Pice(t) = Ppto(t) + Pacc(t) + Pgen,m(t) (4.8)

and

Pgen,e(t) + Pcap(t) = Pem1,e(t) + Pem2,e(t). (4.9)

The electric power at the two traction machines is a function of the road load

and of the mechanical efficiency of the machines; the accessory power and PTO

power depend on the load conditions. Eight variables appear in (4.8) and (4.9):

four of these (Ppto, Pacc, Pem1,e and Pem2,e) are determined by the characteristics of

the driving and loading cycle and can be considered as time-varying parameters

(in other words, they vary with time but do not depend on the control strategy);

Pgen,m and Pgen,e are related biunivocally by the efficiency of the generator:

Pgen,m =

{
Pgen,e/ηgen

(
Pgen,e, ωgen

)
if Pgen,e ≥ 0 (generating mode)

Pgen,e · ηgen
(

Pgen,e, ωgen
)

if Pgen,e < 0 (motoring mode)
(4.10)

This leaves three independent variables (Pice, Pcap, and one between Pgen,m and

Pgen,e) and two equations, which means that there is one degree of freedom in the

power split, corresponding to the repartition of the power request between the

two on-board energy sources: the fuel (powering the engine) and the capacitors.

The control variable of the power split problem can be any of the three power

levels Pice, Pcap and Pgen,e (or Pgen,m), or even a combination that expresses directly

the power split, for example the ratio of capacitor power to total electric power:
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Pcap
Pgen,e+Pcap

. The capacitor power Pcap is chosen in this case, since it allows for an

easier expression of the system dynamics equation, as shown in Section 4.2.2. The

generator electrical power can be expressed as function of the capacitor power

using (4.9):

Pgen,e(t) = Pem1,e(t) + Pem2,e(t)− Pcap(t) (4.11)

4.2.2 System dynamics

As mentioned earlier, the only dynamic state that is relevant for the energy

management problem is the state of charge of the energy storage device, which

has slow dynamics compared to the response of all the powertrain actuators.

The longitudinal inertial dynamics of the vehicle are characterized by a com-

parable time constant, but vehicle speed is not a state in the energy management

problem, rather a measured input, because the speed controller (which in a real

vehicle is the driver) is independent of the energy management controller. The en-

ergy management controller does not decide how much power is to be delivered

to the wheels, but only how to apportion the power request that comes from the

speed controller.

The state of charge of an electrical energy storage device is the amount of elec-

trical charge stored in it, with respect to the total charge capacity; it is directly

proportional to the integral of the current flowing into and out of the storage de-

vice. The state of energy is the amount of energy stored, relative to the maximum

energy capacity, and is related to the integral of the power. Since the problem is

being set up using power balance equations, it is more natural to use the state of

energy of the capacitors as the system state.

The system dynamic equation expresses the variation of state of energy; by

definition, the state of energy of a capacitor is

ζ(t) =
1
2CV2

C(t)
1
2CV2

C,max
(4.12)

and its time derivative is therefore
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Table 4.1: Supercapacitor characteristics

Number of cells in series 10

Number of strings in parallel 1

Nominal cell voltage 56 V

Nominal pack voltage, Vcap,nom 560 V

Capacitance of each cell 110 F

Resistance of each cell 0.04 Ω

Equivalent capacitance, C 11 F

Equivalent resistance, R 0.4 Ω

Peak current (discharge), Icap,max 500 A

Peak current (charge), Icap,min -500 A

Maximum state of energy, ζmax 0.95

Minimum state of energy, ζmin 0.25

Total capacitor energy, Ecap 1.9 MJ

ζ̇(t) =
1

Ecap

1
2

C · 2VC(t)V̇C(t) (4.13)

where C is the equivalent capacitance of the supercapacitor pack (which is com-

posed by 10 modules in series, each of which with the characteristics shown in

Table 4.1), VC the voltage across the equivalent capacitance, and Ecap = 1
2CV2

C,max

is the maximum amount of energy stored in the capacitors. The voltage derivative

is V̇C(t) = − 1
C I(t) where I(t) is the current (the minus sign is due to the conven-

tion of positive current during discharge); thus, the expression of ζ̇(t) becomes

ζ̇(t) = − 1
Ecap

VC(t)I(t) (4.14)

If the capacitor could be represented as a pure capacitance (i.e., with no losses),

the quantity VC(t)I(t) would equal the power at the terminals Pcap(t); instead,

because of the presence of losses in the circuit, VC(t)I(t) is the power that charges

or discharges the capacitance, but it is different than the power at the terminals.
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Figure 4.2: Circuit model of supercapacitor pack.

Using the very simple circuit model of Figure 4.2, the power at the terminals is

defined as

Pcap(t) = VL(t)I(t) (4.15)

where VL(t) is the voltage at the terminals, which is different from the capacitance

voltage because of the losses represented by the equivalent resistance R: VL(t) =

VC(t) + RI(t). Thus,

VC I = VL I − RI2 = Pcap − RI2 (4.16)

and the analytical formulation of the state of energy equation is then written as

ζ̇(t) = − 1
Ecap

(
Pcap(t) + RI2(t)

)
(4.17)

or

ζ̇(t) = − 1
Ecap

Pcap(t)
(

1 +
RI2(t)
Pcap(t)

)
(4.18)

The factor

εcap = 1 +
RI2(t)
Pcap(t)

(4.19)

in (4.18) represents essentially an efficiency, since it is used to express the “net”

power charging or discharging the capacitors in terms of the power at the terminals

Pcap. However, 1 + RI2(t)
Pcap(t) can take values either lower or greater than 1, depending
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on the sign of the power. Thus, the factor εcap can be defined “charge-effectiveness”

and interpreted as

εcap
(
ζ, Pcap

)
= 1 +

R
(
ζ, Pcap

)
I2(t)

Pcap(t)
=

{ 1
ηcap(x,Pcap) if Pcap(t) ≥ 0 (discharge)

ηcap
(
x, Pcap

)
if Pcap(t) < 0 (charge)

(4.20)

where ηcap is the charge/discharge efficiency. The resistance R, and hence the

efficiency, depend on both the state of energy and the power: ηcap = ηcap
(
ζ, Pcap

)
.

The state of energy dynamics can then be described as

ζ̇(t) =

−
1

ηcap

Pcap(t)
Ecap,max

if Pcap(t) ≥ 0 (discharge)

−ηcap
Pcap(t)
Ecap,max

if Pcap(t) < 0 (charge)
(4.21)

However, in order to simplify the notation and not dealing with equations that

change expression depending on the sign of the variables involved, the expression

with εcap is preferred:

ζ̇(t) = −εcap
(
ζ, Pcap

) Pcap(t)
Ecap

(4.22)

Note that the expression of εcap given here was derived using an equivalent

circuit model of the capacitors; however, in the general case, εcap can always be

defined as the ratio of the state of energy variation and the power at the terminals:

εcap
.=

ζ̇(t)Ecap

Pcap(t)
(4.23)

and can be measured experimentally or computed from a model of any kind, given

the observation of the variables ζ̇(t) and Pcap(t). Depending on the quality and

accuracy of the model, the factor εcap can be a function of several variables. In the

circuit models typically used for energy analysis, all parameters are a function of

current intensity, voltage, and temperature θ. Current and voltage are related to

power and state of charge (or state of energy). As a consequence, εcap is a function

of the same variables: εcap = εcap
(
ζ, Pcap, θ

)
. Using the capacitor model described

in Section 2.4.9, this coefficient can be computed for the entire range of state of

energy and power as shown in Figure 4.3.
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4.2.3 State constraints

The state constraints express the fact that the state of energy should remain

within an acceptable range during the trip:

ζmin ≤ ζ(t) ≤ ζmax ∀t ∈ [t0, t f ] (4.24)

This chain of inequalities can be rewritten using the notation introduced in Sec-

tion 4.1 as

G(ζ) ≤ 0, G(ζ) =

{
G1(ζ) = ζmin − ζ

G2(ζ) = ζ − ζmax
(4.25)

The maximum and minimum value of the state of energy are constant during

the operation and are set to ζmax = 0.95, ζmin = 0.25. In terms of state of charge

ξ, recalling the relation ζ = ξ2 (§2.4.9), these values correspond to ξmax = 0.97

and ξmin = 0.5. The operational range of supercapacitors is higher than the typical

values for batteries, thanks to the fact that supercapacitors are much more tolerant

than batteries of very low and very high state of charge, and can be charged and

discharged to the limits without problems of wear or aging. The reason for limiting

the lower SOE value to 0.25 is to keep the minimum SOC to 0.5, i.e. not reducing

the voltage below 50% of the nominal value, since otherwise the amount of total

power deliverable would be too small.

The terminal constraints express the fact that the initial and final state of energy

should be close (ideally equal) in a charge-sustaining vehicle. However, in the case

of supercapacitors, the amount of energy that is stored is rather small, and negligi-

ble with respect to the total energy used during any driving cycle. Therefore, it is

not necessary to penalize solutions that bring the state of energy to extreme values

and no terminal constraints are posed on the system state at the final time, nor is a

terminal cost defined.

4.2.4 Control constraints

The control variable for this problem is the capacitor power Pcap(t). The con-

straints on the control variable express the physical limitations of the capacitors

137



and of the engine. The engine speed must be, at each time, within the idle and

red-line values:

ωice,min ≤ ωice(t) ≤ ωice,max (4.26)

The capacitor power must be within a minimum and a maximum value that

depend on the current power request and the limits of the generator. Keeping in

mind the power flow diagram and sign conventions of Figure 4.1, the following

chain of inequalities can be written:

− Pgen,e,max + Preq(t) ≤ Pcap(t) ≤ Pgen,e,min − Preq(t) (4.27)

which derives from the following considerations:

• given a total power request Preq(t) = Pem1,e(t) + Pem2,e(t), this is equal to the

sum of capacitor and generator power;

• the capacitor power flowing into the traction machines cannot exceed their

power request (this defines the right inequality);

• the capacitors can absorb negative power, up to the sum of generator power

and negative loads (this defines the left inequality).

At the same time, the physical limitations of the capacitors must be taken into

account:

Pcap,min (ζ(t)) ≤ Pcap(t) ≤ Pcap,max (ζ(t)) (4.28)

where Pcap,min(ζ) and Pcap,max(ζ) are, respectively, the minimum and maximum

capacitor power; they depend on the state of energy ζ(t) because the power output

is Pcap = IcapVcap and the state of energy is, by definition, proportional to the

squared voltage: ζ =
1/2CV2

cap(t)
1/2CV2

cap,nom
. The maximum and minimum values of capacitor

power are given by

Pcap,max(t) = Icap,maxVcap(t) = Icap,max

√
ζ(t)Vcap,nom (4.29)
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and

Pcap,min(t) = Icap,minVcap(t) = Icap,max

√
ζ(t)Vcap,nom (4.30)

The maximum and minimum values of current (respectively during discharge

and recharge) are listed in Table 4.1.

The control constraints can therefore be expressed as Pcap(t) ∈
[
Pcap,in f (t), Pcap,sup(t)

]
,

where:

Pcap,in f (t) = max
{

Preq(t)− Pgen,e,max, Pcap,min (x(t))
}

(4.31)

Pcap,sup(t) = min
{

Pgen,e,min − Preq(t), Pcap,max (x(t))
}

4.2.5 Fuel consumption

The objective of the control is to minimize fuel consumption; therefore, the in-

stantaneous cost L (x, u, t) is given by the instantaneous fuel consumption of the

engine ṁ f . In order to formalize the control problem as in Section 4.1, the fuel con-

sumption must be expressed as a function of the system states and control vari-

ables.

Fuel consumption is in general a function of engine torque and speed: ṁ f =

ṁ f (Tice, ωice). In a series hybrid architecture, the engine speed is not related to

the vehicle speed, since there is no mechanical connection between the engine

and the wheels: therefore, ωice can be considered a free variable, i.e. one of the

control inputs. The engine torque is related to speed and power by the rela-

tion Tice = Pice/ωice, which allows to redefine the fuel consumption as a func-

tion of engine power and speed: ṁ f = ṁ f (Pice, ωice). This function is tabu-

lated using the fuel consumption map, and therefore it does not have an analyt-

ical expression, but it can be curve-fitted with a second-order polynomial func-

tion [37], or an affine relation with speed-dependent coefficients [62, 35, 39]. The

engine power appearing in the expression of the fuel consumption is given by

(4.8). Therefore, the instantaneous cost L (x, u, t) is expressed as a function of the

control variable Pcap, the engine speed ωice, and of the time-varying parameters
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v(t) =
{

Ppto(t), Pacc(t), Pem1,e(t), Pem2,e(t)
}

. L (x, u, t) is, in fact, not a function of

the system state x = SOE.

In some cases, rather than using numerical map interpolation, it can be useful

or necessary to curve-fit the characteristic maps of the engine and the electric ma-

chines, and express the fuel consumption as an analytical function of the variables

involved. A physics-based approach to do this is the Willans line model intro-

duced in Section 2.4.1: this model expresses the power entering a machine, Pin, as

an affine function of the net (output) power Pout:

Pin = a0 (ω) + a1 (ω) Pout (4.32)

This curve fit can be interpreted in physical terms: a0 (ω) represents the friction

losses, while a1 (ω) represents the conversion efficiency of the machine. These

coefficients may be fitted with good results with a linear or function of the machine

speed; therefore, in general, they are expressed as:{
a0(ω) = a00 + a01ω + a02ω2

a1(ω) = a10 + a11ω + a12ω2 (4.33)

The meaning of Pin and Pout depends on the machine. For an internal com-

bustion engine, Pout is the mechanical power, while Pin is the fuel power, i.e. the

power Pf uel = ṁ f Qlhv associated with the fuel flow entering the engine. For an

electric machine working as a motor, Pin is the electrical power while Pout is the

mechanical power; the role may be switched if the machine works as a generator.

For a reversible machine, the same equation can be used for both motoring and

generation, but the coefficients for the two cases are different.

In this application, Willans line modeling is applied to the generator and en-

gine.

For the generator, it was found that good results (shown in Figure 4.4) are ob-

tained with the simplified form:

Pgen,e = g00 + g10Pgen,m (4.34)
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Figure 4.4: Willans line fit of the generator map (constant a0, a1)

i.e. neglecting the effect of speed on efficiency. The engine map, instead, is fitted

with the standard form

Pf uel = Qlhvṁ f =
(

e00 + e01ωice + e02ω2
ice

)
+
(

e10 + e11ωice + e12ω2
ice

)
Pice (4.35)

and the corresponding results are shown in Figure 4.5 and 4.6. The two figures

show different representation of the data (power and speed, or torque, speed and

fuel consumption); in each figure, the complete expression (4.35) is compared with

the simplified case in which e01, e02, e11 and e12 are zero (i.e. speed dependency

is neglected), showing that the engine speed does have an effect on the efficiency,

even if relatively small. Eqs. (4.34) and (4.35) are capable of fitting the genera-

tor and engine map with good accuracy, thus providing a realistic model of the

machines (at least in terms of steady-state efficiency).

Applying this modeling approach to the generator and engine of the series hy-

brid configuration allows to write the fuel consumption as an analytical function

of the capacitor and load power. Based on the fitting results shown, the generator

map can be represented using constant coefficients, while the engine map is fit-

ted taking into account the speed dependency. Eq. (4.9) can be written using the

Willans fit (4.34) as:
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Figure 4.5: Willans line fit of the engine map in the power-speed plane (left figure:
speed dependency of the maps is neglected; right: speed dependency is consid-
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Pgen,m = g00 + g10Pgen,e = g00 + g10
(

Pem1,e + Pem2,e − Pcap
)

(4.36)

and the engine fuel consumption (4.35) can be expressed by using (4.8) as

Pf uel =
(

e00 + e01ωice + e02ω2
ice

)
+
(

e10 + e11ωice + e12ω2
ice

) (
Ppto + Pacc + Pgen,m

)
.

(4.37)

Combining these equations, the fuel power is then expressed as a function of

the capacitor power as follows:

Pf uel = e00 + e01ωice + e02ω2
ice +

(
e10 + e11ωice + e12ω2

ice

) [
Ppto + Pacc + g00 + g10

(
Pem1,e + Pem2,e − Pcap

)]
(4.38)

and the corresponding fuel consumption is simply a rescaling of this quantity:

ṁ f
(
ωice(t), Pcap(t), t

)
=

1
Qlhv

Pf uel. (4.39)

Despite the presence of two control variables, this power split problem only

has one degree of freedom, because the choice of engine speed does not affect

the system state and therefore can be regarded as a local minimization problem.

In other words, it is possible to pre-determine the speed that corresponds to the

lowest fuel consumption at a given engine power level, and then assume that the

engine operates along this minimum fuel consumption line. Using the curve fit

presented here, the optimal engine speed is the one that satisfies the conditions

∂Pf uel

∂ωice
= e01 + 2e02ωice + e11Pice + 2e12ωicePice = 0 (4.40)

∂2Pf uel

∂ω2
ice

= 2e02 + 2e01Pice > 0. (4.41)

The condition on the second derivative is, in fact, a condition on the engine

power Pice, which must be such that Pice > − e02
e01

for the function Pf uel (ωice) to have

a minimum along the stationary curve
∂Pf uel
∂ωice

= 0. The condition on Pice is always
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satisfied by positive engine power, given the values of the fitting coefficients listed

in Table 4.2. The optimal speed is thus

ωice,opt = −1
2

e01 + e11Pice

e02 + e12Pice
(4.42)

where

Pice = Ppto + Pacc + g00 + g10
(

Pem1,e + Pem2,e − Pcap
)

. (4.43)

The optimal engine speed can be plotted on the engine map as shown in Figure

4.7. Superimposing constant power contours to the engine efficiency maps it is

clear the fact that the optimal speed corresponds to the points in which the power

contours are tangent to the efficiency lines, i.e. the points of highest efficiency for

a given power level.

The fuel consumption corresponding to the optimal speed is shown in Figure

4.9; assuming operation in this condition at any time, the fuel consumption is a

144



0.1 0.1 0.1
0.2 0.2 0.20.25 0.25 0.250.3 0.3

0.30.32 0.32
0.32

0.34

0.34 0.34

0.34

0.35

0.35

0.35 0.35

0.35

0.36

0.36

0.36 0.36

0.37

0.37 0.37

0.
37

0.38

0.38

0.38

0.
38

0.39

0.39
0.39

0.
390.4

0.4

0.
4

Speed [rpm]

T
o

rq
u

e 
[N

m
]

50

50

50

100

100

100

100

150

150

150

200

200

250

250

800 1000 1200 1400 1600 1800 2000
0

500

1000

1500

Figure 4.8: Engine efficiency map with optimal operating line and iso-power lines

0 50 100 150 200 250
0

5

10

15

P
ice

 [kW]

F
u

el
 c

o
n

su
m

p
ti

o
n

 [
g

/
s]

 

 

Original data

Linear fit

Figure 4.9: Engine fuel consumption along maximum efficiency line

145



function only of the engine power, and – in this particular case – can be fitted

using an affine equation:

ṁ f (Pice) = m0 + m1Pice, (4.44)

that is, using the explicit expression for Pice:

ṁ f = m0 + m1
[
Ppto + Pacc + g00 + g10

(
Pem1,e + Pem2,e − Pcap

)]
(4.45)

The coefficients present in this equation are shown in Table 4.3 and Table 4.4,

while the engine parameters are shown in Table 4.2.

The engine speed calculated by the energy management strategy is actually a

reference value fed to the engine speed controller, but for the assumptions made

in the formulation of the energy management problem it can be assumed that the

reference speed and the actual speed are coincident (i.e., the transients involved in

engine speed tracking are faster than the state of energy transients).

A detail that can be noticed by someone familiar with series hybrid vehicles is

the fact that the optimal efficiency line does not depend on the generator charac-

teristics, but only on the engine map. This is not true as a general rule, as the two

machines are considered together in the definition of an overall fuel consumption

map that depends on the net electrical power delivered by the generator. How-

ever, in this case, the curve fitting with Willans line models is such that the gener-

ator efficiency does not depend on its speed, only on the power; thus, the effect of

varying speed only affects the engine map (this is analytically seen in (4.40)). This

fact makes the formulation of fuel consumption (4.60) much less cumbersome than

in the general case, in which the engine and generator map should be combined

considering the presence of accessory and PTO load between the two machines.

In fact, in that case, the fuel consumption would be more easily computed using

look-up tables rather than curve fitting.

Eq. (4.60) expresses the fuel consumption as a function of the control variable

Pcap, assuming that the engine speed is set to the value defined by (4.42), and that

the time-varying parameters Ppto, Pacc, Pem1,e and Pem2,e are known.
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Table 4.2: Fitting coefficients for the Willans line model of the engine (4.39) (power
in kW, speed in rad/s)

Coefficient Value

e00 -12.61
e01 34.14
e02 0.93
e10 3.79
e11 -0.017
e12 5 · 10−5

Table 4.3: Fitting coefficients for the Willans line model of the generator

Coefficient Value

g00 3537
g01 0
g02 0
g10 1.0318
g11 0
g12 0

Table 4.4: Fitting coefficients for the engine fuel consumption along maximum ef-
ficiency line (ṁ f = m0 + m1Pice, with Pice in W and ṁ f in g/s)

Coefficient Value

m0 0.43
m1 5.7 · 10−5
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4.3 Definition of the control problem for case study 2

The same considerations presented in the previous section for the refuse truck

are reported here to the EcoCAR vehicle. The architecture of the powertrain is the

same, but some differences in the intended vehicle use require a slightly different

problem formulation.

The state variable is the state of energy ζ of the energy storage device, in this

case Li-Ion batteries:

x = {ζ(t)} (4.46)

The control variable is the battery electric power:

u = {Pbatt} (4.47)

For the definition of the cost function, one should take into account the fact that

this is a plug-in hybrid vehicle, in which the battery can be discharged completely

during a trip and then recharged using electricity from the electric grid. In fact,

a plug-in hybrid vehicle can operate in two modes: charge-depleting and charge-

sustaining. If the battery is charged at the beginning of the trip, the vehicle starts in

charge-depleting mode allowing battery discharge. When the SOC reaches a low

threshold, the vehicle enters the charge-sustaining mode, in which the behavior is

the same as a traditional hybrid vehicle: the battery state of charge should remain

substantially equal between the beginning and the end of the charge-sustaining

portion of the trip.

The cost function during the charge-sustaining operation is the same as in the

first case study:

Jcs =
ˆ t f

t0

ṁ f (ζ, Pbatt, t) dt (4.48)

and accounts for fuel consumption only.

In charge-depleting operation, the cost function can be defined differently than

for a charge-sustaining vehicle, in order to account for the electricity introduced
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from an external source as well as for the fuel consumption. The definition of

meaningful optimization objectives for plug-in hybrid vehicles is currently object

of active research [86, 87] and reflects the complexity of a problem of larger scale

than in-vehicle optimization. Cost functions used as optimization objectives in

plug-in hybrid vehicles include fuel consumption (neglecting the electricity cost),

fuel consumption and emissions, total energy used (fuel and electricity), total cost

of consumed energy, total cost of consumed energy and battery wear, etc. In this

case, it is assumed that the optimization objective is to minimize the cost (in dol-

lars) of a trip, accounting only for the consumption of fuel and electrical energy

during the trip. The terminal cost φ
(
x(t f ), t f

)
is used to account for the cost of the

electricity and is proportional to the battery discharge:

φ′
(
x(t f ), t f

)
=
(
ζmax − ζ(t f )

)
EbattCelec (4.49)

where ζmax is the maximum SOE level reached after recharge from an outlet (typ-

ically very close to 1), ζ(t f ) is the value of SOE at the end of the optimization

horizon, Ebatt is the amount of energy that the battery can hold when it is fully

charged, Celec is the cost of the electricity in dollars per unit of energy (published

rates are typically in $/kWh). This definition of the terminal cost is coupled to the

definition of the instantaneous cost L (x, u, t) as the cost (in dollars) of engine fuel

consumption:

L (x, u, t) = C f uelQlhvṁ f (ζ, Pbatt, t) (4.50)

where C f uel is the cost of the fuel in dollars per unit of energy (just like Celec) and

Qlhv the fuel energy content per unit of mass.

The resulting cost function is defined as

J′ =
(
ζmax − ζ(t f )

)
Ebatt,maxCelec + C f uelQlhv

ˆ t f

t0

ṁ f (ζ, Pbatt, t) dt (4.51)

and is an actual cost, measured in dollars. In order to express this definition in a

form identical to the charge-sustaining case, the cost can be rewritten as follows:
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Jcd =
(
ζmax − ζ(t f )

) Ebatt,max

Qlhv

Celec
C f uel

+
ˆ

ṁ f (ζ, Pbatt, t) dt (4.52)

where the terminal cost is now

φ
(
x(t f ), t f

)
=
(
ζmax − ζ(t f )

) Ebatt,max

Qlhv

Celec
C f uel

. (4.53)

Note that the terminal cost has unit of mass, i.e. mass of fuel that is equivalent

(in terms of monetary cost) to the battery discharge.

The constraints on the final value of the state ψ
(
ζ(t f ), t f

)
are not defined: the

final state will assume a value dictated by the terminal cost.

The dynamic constraints are exactly the same as those defined for the previ-

ous case study, and indicate that the state of energy and the control variable (bat-

tery power) must remain within the allowable range: ζmin ≤ x(t) ≤ ζmax and

Pbatt,min(t) ≤ Pbatt(t) ≤ Pbatt,max(t).

4.3.1 Power flow diagram

The powertrain architecture of the vehicle is shown in Figure 4.10, while the

corresponding power flow diagram is in Figure 4.11. The architecture is very sim-

ilar to the one analyzed for the first case study: the main difference is the lack of

mechanically-powered accessories, since there is no need for PTO in this vehicle

and the accessories (air conditioning, power steering etc.) are electrically powered

from the main bus. However, the envisioned mode of functioning is different be-

cause the power of the engine-generator set is smaller than the power installed at

the traction motor; therefore, the generator can provide the sustained power rat-

ing, while the peak power can be reached using the battery pack (even without

assistance from the generator).

The electric power request that the generator and the battery must satisfy to-

gether is

Preq = Pem,e + Pacc (4.54)

and must be satisfied using either the generator or the battery:

150



Batteries

Traction 
motor

Electric 
bus

Differential

Rear 
Wheels

Secondary 
accessories

Engine Generator

mechanical connections

electrical connections

Figure 4.10: Powertrain architecture for case study 2

positive power

negative power

Pice

Pacc

Pbatt

Batteries

Traction 
motor

Gearing

Rear 
Wheels

Secondary 
accessories

Engine Generator

Pgen,e

Pem,e

Pem,m

Pwh

Figure 4.11: Power flow diagram for case study 2

151



Preq = Pgen,e + Pbatt (4.55)

4.3.2 System dynamics

Just as in the previous case, the system dynamic equation is provided by the

battery state of energy dynamics

ζ̇(t) = −εbatt (ζ, Pbatt)
Pbatt(t)

Ebatt
(4.56)

where the factor εbatt represents the ratio between the battery power Pbatt and the

variation of state of energy ζ̇, and is tabulated using a battery model that imple-

ments the equations of Section 2.4.8; in particular,

εbatt = 1 +
RI2(t)
Pbatt(t)

(4.57)

where R is the total resistance of the equivalent circuit and I the current. The

function εbatt (ζ, Pbatt) is shown in Figure 4.12. The dependency on the state of

energy is negligible, due to two effects: the fact that the internal resistance does

not depend on the SOE (due to lack of detailed modeling information, an average

value is considered) and the fact that the open circuit voltage variation with SOE1

is rather small, as shown in Figure 4.13.

4.3.3 State constraints

The constraints imposed on the state values are expressed as

G(ζ) ≤ 0, G(ζ) =

{
G1(ζ) = ζmin − ζ

G2(ζ) = ζ − ζmax
(4.58)

which is identical to (4.58). The extreme values of the state of energy in this

case are ζmax = 0.95 and ζmin = 0.2, because of the charge-depleting nature of the

vehicle.

1The curve of Figure 4.13 is the standard open circuit voltage vs. state of charge characteristic;
because of the almost negligible voltage variation with SOC, the values of state of energy and state
of charge are in fact very close to each other. Thus, the x-axis of the plot can be interpreted as SOE,
with very good approximation.
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Table 4.5: EcoCAR battery characteristics

Number of cells in series 110

Number of strings in parallel 1

Nominal cell voltage 3.3 V

Nominal pack voltage, Vcap,nom 330 V

Capacity of each cell 19.6 Ah

Resistance of each cell 0.01 Ω

Peak current (discharge), Ibatt,max 150 A

Peak current (charge), Ibatt,min -120 A

Maximum state of energy, ζmax 0.9

Minimum state of energy, ζmin 0.3

Total battery energy, Ebatt 24.8 MJ
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4.3.4 Control constraints

Using the same considerations reported in Section (4.2.4) for the first case study,

the control constraints can be expressed as Pbatt(t) ∈
[
Pbatt,in f (t), Pbatt,sup(t)

]
, with

Pbatt,in f (t) = max
{

Preq(t)− Pgen,e,max, Pbatt,min (x(t))
}

(4.59)

Pbatt,sup(t) = min
{

Pgen,e,min − Preq(t), Pbatt,max (x(t))
}

Pbatt,min and Pbatt,max being the physical limitations of the battery, while Pbatt,in f (t)

and Pbatt,sup(t) are the effective limitations, taking into account the power Preq(t)

that needs to be delivered to or received from the bus at a specific time t.

4.3.5 Fuel consumption

The fuel consumption of the genset is modeled using the maps of engine and

generator combined, and assuming that the resulting machine operates along the

line that produces the minimum fuel consumption for each level of desired output

power (generator electrical power). This is allowed by the fact that, in this case,

there are no major mechanical accessories connected directly to the engine shaft,

thus the two machines can be considered as a single one. The fuel consumption

as a function of the electrical power output is shown in Figure 4.14, and can be

expressed analytically as

ṁ f = m0 + m1 (Pem + Pacc − Pbatt) (4.60)

Note that, while this equation has the same form as (4.45), its meaning is slightly

different: (4.45) is an affine relation between the engine fuel consumption and the

engine power, while (4.60) shows an affine relation between the engine fuel con-

sumption and the net electric power at the generator.

4.4 Parallel between the two case studies

Since the two case studies share the same architecture and the problem defini-

tion is very similar, the control strategies are applied using the same methodology,
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Figure 4.14: Fuel consumption of the genset as a function of the electrical power
output

when possible. In order to uniform the notation between the two case studies, in

the rest of this chapter both capacitor power and battery power (for case study

1 and 2 respectively) are denoted with Press, where the subscript ress refers to the

acronym RESS, i.e. rechargeable electrical storage device, the generic definition of both

capacitors and batteries. The system dynamic equation is then

ζ̇(t) = −εress (ζ, Press)
Press(t)

Eress
(4.61)

in both cases.

4.5 Simulation setup

ECMS and PMP are causal energy management strategies, i.e. they can be ap-

plied using an input-output formulation and a forward-dynamics vehicle model.

The instantaneous power demand Preq(t) (determined by the vehicle model, us-

ing a closed-loop speed controller) is split by the energy management strategy
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between the genset and the energy storage device, and applied to the powertrain.

The acceleration at the current time is then computed and integrated to obtain the

speed, which is fed back to the speed controller to determine the power demand

at the following time step.

Dynamic programming, on the other hand, is applied in a static manner be-

cause the optimal path of SOE can be determined only after the entire cycle has

been simulated and the all the admissible SOE paths have been evaluated. This

means that the driving cycle (in terms of power demand) must be completely

known before calculating the optimal power split. This makes dynamic program-

ming an a-causal control algorithm, which cannot be applied in real time.

The only method of comparing the three algorithms on the same basis is to

implement all of them as off-line optimization, using a pre-determined sequence

of power demand (computed using the vehicle simulator described in Chapter 2).

ECMS and PMP will perform their instantaneous minimization step by step, while

DP will use all the information at once; all strategies, however, will simply split the

same total power between the two electrical power sources. The comparison of the

different power split and resulting SOE profile will allow to assess the similarities

and differences among the three approaches.

4.6 Driving cycles

The velocity profile is the sequence of desired vehicle velocity Vveh,des(t). The

vehicle simulator is used to compute the electric power needed by the traction

motors. This is obtained assuming the presence of an ideal energy buffer, and

thus corresponds to the case in which the traction motors can deliver the entire

tractive power request and recuperate the maximum possible amount of braking

energy; only the power and torque limitation of the motors themselves is taken

into account. When using this information in the implementation of the energy

management strategies, the power limits of the storage devices are considered, and

therefore the total power request might not be satisfied, especially in the negative

power phase (for example if the batteries or capacitors are full and cannot accept

more energy). The mechanical brakes are assumed to intervene if the effective
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braking power generated by the traction motors is lower than the request, which

means that the electric machines are not able to decelerate the vehicle as needed.

4.6.1 Refuse truck

For the first case study, the definition of meaningful driving cycles is relatively

easy. In fact, a refuse collection vehicle is operated along specific routes every day.

Typical operation of such vehicles in the U.S. include three phases:

1. a trip (mostly on the highway) from the deposit to the city (Approach);

2. a shift (8 hours) of refuse collection operation, in urban or suburban condi-

tions (Routes with different characteristics);

3. a trip to a dump to discharge the refuse collected, then to the deposit (Return).

The approach and return phases have a total duration of 1 to 2 h, depending on

the city. The routes can have different characteristics depending on the city or the

neighborhood, but in general they are constituted by stop-and-go cycles at low

speed (the truck is stopping very frequently to collect refuse from the dumpsters).

Using statistical analysis of data collected on vehicles during operation in sev-

eral U.S. cities [51], five artificial driving cycles have been created to analyze the

vehicle behavior during these phases. The five cycles include one approach cycle,

one return cycle, and three different routes, Route 1, Route 2, and Route 3, which

have different characteristics. The five test cycles are a statistically representative

synthesis of many real driving cycles measured on the field. Each cycle is com-

posed by a velocity profile and a load profile, which is the sequence of power

request by the accessory loads and the PTO loads (hydraulic mechanisms for load-

ing, packing, dumping). In terms of the variables defined in Section 4.2.1, the load

profile defines the sequence of values of Pacc(t) and Ppto(t) during the cycle. The

five cycles are shown in the figures 4.15 through 4.19, which are the same as Figure

2.22.
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Figure 4.15: Velocity profile and power requests of cycle Approach
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Figure 4.16: Velocity profile and power requests of cycle Route 1
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Figure 4.17: Velocity profile and power requests of cycle Route 2
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Figure 4.18: Velocity profile and power requests of cycle Route 3
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Figure 4.19: Velocity profile and power requests of cycle Return

4.6.2 EcoCAR

In this case, there is no specific information about the intended use of the vehi-

cle, since it is a general purpose SUV. Therefore, the simulations are performed us-

ing standard (regulatory) driving cycles, in particular the ones used in the U.S. by

EPA to assess the fuel economy. Three cycles are considered: UDDS (urban driving

dynamometer schedule, urban driving with mild acceleration, Figure 4.20), US06

(urban and suburban driving with higher speed and acceleration than UDDS, Fig-

ure 4.21), and FTP highway (highway cycle with almost constant speed, Figure

4.22).

For the charge-sustaining case, each of these cycles is considered independently.

For the charge-depleting case, where it is necessary to use a longer driving cycle in

order to see a significant decrease of the state of energy, a composite cycle created

from a combination of these is used.
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Figure 4.20: Velocity profile and power requests of cycle UDDS
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Figure 4.21: Velocity profile and power requests of cycle US 06
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Figure 4.22: Velocity profile and power requests of cycle FTP highway
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Figure 4.23: Velocity profile and power requests of cycle FTP highway
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4.6.3 Fuel consumption correction

When evaluating the fuel consumption of a charge-sustaining hybrid vehicle,

it is necessary to consider the fact that the variation of state of charge in the energy

storage device can affect the actual fuel consumption. Therefore, the comparisons

between vehicles or control strategies are based on a corrected fuel consumption.

The correction assumes that a decrease in SOE can be compensated by running

the genset for some time, thus using extra fuel; on the other hand, an increase in

SOE can save some fuel since the genset needs to deliver less energy. The amount

of extra fuel (or fuel savings) is estimated assuming that the genset operates at

average efficiency (η̄genset) to produce the amount of energy needed to compensate

the SOE variation (assuming average RESS efficiency ε̄ress):

m f ,corr =
1

ε̄ress

(
ζ(t0)− ζ(t f )

) Eress

Qlhv

1
η̄genset

. (4.62)

In these case studies, the correction term can be expressed using the relations

(4.45) and (4.60), which give directly the fuel consumption as a function of the

genset power. Therefore, for the refuse truck:

m f ,corr =
1

ε̄ress
m1g10

(
ζ(t0)− ζ(t f )

)
Eress (4.63)

and for the EcoCAR:

m f ,corr =
1

ε̄ress
m1
(
ζ(t0)− ζ(t f )

)
Eress (4.64)

In both cases, this term is added to the value of fuel consumption obtained by

integration of the fuel flow rate.

In the charge-depleting case, the total cost already accounts for the SOE varia-

tion and the correction term is replaced by the terminal cost.

4.7 Dynamic programming

Applying dynamic programming to HEV energy management control means

finding the optimal sequence of the appropriate decision variables. The problem
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setup for dynamic programming requires a discrete-time description of the system,

and a discrete set of values for the decision variable. The procedure is described in

Section 3.3.2, and can be applied to the case studies as follows.

Consider the discrete-time system described by discretized version of (4.22) or

(4.56):

ζk+1 = ζk − tsεress (ζk, Press,k)
1

Eress
Press,k, k = 1, ..., Nt − 1 (4.65)

where ts is the sampling time, Nt the length of the optimization horizon (in

number of samples), and the subscript k indicates the value of the variable at the

k-th time step: ζk = ζ(tk) and Press,k = Press(tk).

The state of energy of the system is discretized and can only assume one of Nζ

values between the minimum and the maximum; the set of values is defined as

ζ j = ζmin + (j− 1)
ζmax − ζmin

Nζ − 1
, j = 1, ..., Nζ . (4.66)

The control policy π is the sequence of state value indices during the optimiza-

tion horizon: π = {j1, j2..., jNt−1}, and defines the state sequence ζ = {ζ1, ζ2, ..., ζNt−1} ={
ζ j1 , ζ j2 , ..., ζ jNt−1

}
. The control problem is to minimize the total cost

J1 (ζ1, ζN, π) = LN (ζN) +
Nt−1

∑
k=1

Lk (ζk, Press,k) (4.67)

with respect to the control policy π, i.e. to find the sequence π that generates the

lowest cost J1.

The arc cost Lk is defined as the cost incurred when moving from time step k

to time step k + 1, with the exception of LN, which is not actually an arc cost but

rather a terminal cost, associated with the final value of the state variable (it has the

same role as φ
(
x f
)

in the continuous optimal control problem defined in Section

4.3). In the case study 1 (refuse truck), it is assumed LN = 0 for all values of final

state of energy; the final value of state of energy is not defined and the algorithm

determines it based on the cost minimization criterion. In case study 2 (EcoCAR)

there are two possibilities: in the charge-depleting case, LN is defined by (4.53)

and depends on the final state ζN; again, the algorithm determines the final value
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based only on cost minimization. In the charge-sustaining case, the initial and final

value of the SOE, ζ1 and ζN, are both pre-defined and assumed to be equal to each

other (perfect charge-sustainability): this makes the terminal cost LN equal to zero.

The dynamic programming algorithm works by calculating the sequence of

minimal cost-to-go backwards in time (i.e., starting from the final instant of the

driving cycle), based on Bellman’s principle of optimality (§3.3.1). In order to do

so, all the arc costs between feasible states must be evaluated (§3.3.2).

The arc cost Lk is the fuel consumption at time step tk, which is calculated us-

ing (4.45) or (4.60) (for the refuse truck and the EcoCAR respectively). The fuel

consumption depends on the capacitor or battery power and on the loading con-

ditions; these are inputs to the system and are determined given the driving cycle.

The RESS power is the control variable to be optimized. However, the actual deci-

sion variable of the algorithm is the system state, ζ, rather than the control input.

That is, the dynamic programming algorithm determines the optimal sequence of

state of energy, and then, as a consequence, the power that produces it. The rea-

son for choosing the state of energy as the decision variable lies in the fact that it is

easier to implement the state constraints in this way, since only the range of admis-

sible state values is considered and therefore it is impossible, by construction, to

exceed the state boundaries. Given the relatively simple dynamic equation (4.65),

the relation between state variation and control variable is immediate and allows

for this particular formulation of the problem.

4.7.1 State discretization

The decision variable, i.e. the state of energy ζ, can assume values in a set de-

fined as a finite number of elements, Nζ , between the lower and upper bounds.

At each time instant, any of these values is, in principle, admissible. If Nt is the

number of time instants that compose the driving cycle, the overall domain of ad-

missible state values can be depicted as a matrix with Nt columns and Nζ rows.

Each column represents all the state values admissible at a given time. The matrix

representing the state discretization during the cycle can be visually represented

as in Figure 4.24. If the initial and final value of the state, i.e. x1 and xNt , are given
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Figure 4.24: SOE discretization for dynamic programming

(as it is the case in most optimization problems), then the first and last column of

the matrix have only one admissible value, corresponding to the assigned termi-

nal condition. The subscript indicates the time index (or column index), and the

superscript indicates the value of the variable (or row index). Thus, ζ
j
k indicates

the j-th value of ζ at time k, as defined by (4.66).

The algorithm determines the sequence of SOE values that minimizes the as-

signed cost (fuel consumption), or, in other words, decides a path along the matrix

of admissible values (as shown in Figure 4.25).

4.7.2 Arc cost and cost-to-go

Moving from one value of SOE at time k to another (possibly equal) value at

time k + 1 implies a value of RESS power, which depends on the SOE variation

and is calculated inverting (4.65). If the value at time k is ζ i and the value at time

k + 1 is ζ j, the RESS power that moves the system state from ζ i
k to ζ

j
k+1 is

Press,k

(
∆ζ

ij
k , ζk

)
= − Eress

tsεress (ζk, Press,k)
∆ζ

ij
k = − Eress

tsεcap (ζk, Press,k)

(
ζ

j
k+1 − ζ i

k

)
(4.68)
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Figure 4.25: Example of optimal SOE sequence

where ∆ζ
ij
k is defined as the variation of SOE from time k to time k + 1, and indi-

cates the fact that the SOE values changes from ζ i at time k to ζ j at time k + 1. The

map εress (ζk, Press,k) depends on the RESS power, i.e. on the result of (4.68), but in

practice it is possible to use an approximation and assume an ideal RESS power,

defined as Pideal
ress,k = Eress∆ζ

ij
k /ts, as the input for the map εress (ζk, Press,k): the result

is approximated but acceptable, and can be refined using an iterative procedure

(i.e., guess Press,k as Pideal
ress,k, find Press,k using (4.68); replace this value of Press,k in

the map εress (ζk, Press,k) and solve (4.68) again for an improved estimate of Press,k;

repeat until two successive iterations give very close values of Press,k).

The arc cost associated with this transition is the fuel consumption, calculated

using (4.60); following the same convention used for the SOE variation, the arc cost

incurred when moving from ζ i
k to ζ

j
k+1 is denoted as Lij

k .

The cost-to-go at time step k is denoted as Jk. Jk represents the cost of moving

the state from time step k to the final time step, Nt, following the optimal path. The

cost-to-go at a specific time k depends, obviously, on the value of the state at that

time; this is indicated by the notation Ji
k, which means the cost-to-go incurred in

moving from state ζ i at time k to the terminal condition ζNt at time Nt.
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At the end of the optimization horizon (k = Nt), the cost-to-go is equal to the

terminal cost: JNt = LNt (it does not depend on i because there is only one ad-

missible i at the final stage); for any other value of k = 1, ..., Nt − 1, the cost-to-go

is defined by the following recursive relation, arising from Bellman’s principle of

optimality:

Ji
k = min

j

(
Lij

k + J j
k+1

)
(4.69)

This recursive formula can be explained as follows: the cost-to-go Ji
k, i.e. the

lowest possible cost incurred while moving from state ζ i
k to the end of the opti-

mization horizon (to the final state ζNt), depends on the value of the state at the

next time step, ζ
j
k+1, and on the corresponding cost-to-go J j

k+1. The lowest cost-to-

go at time k is achieved by choosing the value ζ
j
k+1 (i.e. by choosing j) such that

the sum of the arc cost from ζ i
k to ζ

j
k+1 and of the cost to go from ζ

j
k+1 to the end is

minimal. This is why the cost-to-go of each node i at time k depends on the index

j of the state at the following time k + 1; this dependency is represented by the

arc cost Lij
k , and by the fact that the minimization is performed with respect to the

index j that defines the next time step.

The optimal path π∗ =
{

j∗1 , j∗2 , ..., j∗Nt−1

}
is defined as the sequence of indices j

that generate the cost-to-go (4.69) at each time step k, i.e.

π∗k = arg min
j

(
Lij

k + J j
k+1

)
, k = 1, ..., Nt − 1 (4.70)

4.7.3 Implementation issues

As seen in the previous section, the optimal sequence of control actions is cal-

culated once the arc cost Lij
k is defined for each time step k and each pair of SOE

indices i, j. The problem is set up in a quasi-static fashion: the instantaneous val-

ues of the parameters Pem1,e(tk), Pem2,e(tk), Ppto(tk), and Pacc(tk) are derived from

the definition of the driving and loading cycle, using the simulator described in

Chapter 2. Since the driving cycle is defined using a velocity profile discretized
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with a sampling time of 1 s, the same value is used for the dynamic programming

algorithm, i.e. ts = 1 s in (4.65).

The implementation of the recursive minimization (4.69) uses a matrix formu-

lation of the cost to go and arc cost, in which the superscripts i, j are the indices of

the element in the corresponding matrix.

The number Nζ of discrete values of the state of energy ζ can be seen as a tuning

parameter for the dynamic programming algorithm: a higher number generates a

finer quantization and therefore a solution closer to the continuous optimal solu-

tion, but also increases the total computational time of the algorithm. This can be

estimated as follows:

tcomp = Nt · N2
ζ · tcomp,L (4.71)

where tcomp,L is the time necessary to evaluate the arc cost for one SOE variation

∆ζ ij. The total time is linearly increasing with the length of the optimization hori-

zon, Nt, and proportional to the square of the discretization parameter Nζ . The

reason for the square is that, at any time step, all the combinations of arc costs ∆ζ ij

should be evaluated, with both i and j ranging from 1 to Nζ .

The memory requirement for the algorithm can be more limiting than the com-

putational time: in fact, it is necessary to build (column by column) and store a

cost-to-go matrix J of dimension
(

Nζ × Nt
)
, and to keep in memory an arc cost

matrix Lij
k of dimension

(
Nζ × Nζ

)
at each time k. The arc cost matrix is recal-

culated at each time step and only the matrix corresponding to the current time

step k needs to be accessed, while the matrices corresponding to the time steps

k + 1, ..., Nt − 1 (used in the preceding optimization steps) can be discarded.

In order to accelerate the execution of the algorithm and reduce its memory

requirements, the most obvious solution is to reduce the number Nζ of discrete

SOE values considered, which reduces the quality of the solution (evaluating fewer

possible solutions). However, several expedients can be implemented to optimize

the execution time and memory requirements without reducing the number of

SOE levels:
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1. consider that the arc cost is mainly a function of the SOE variation, more than

a function of the SOE value: the cost of arcs characterized by the same ∆ζ is

very similar, the only difference being due to the effect of ζk on εcap,k, which

is relatively small (see Figure 4.3). Thus, it is possible to reduce the number

of evaluations necessary to build the arc cost matrix by lumping together

the elements characterized by the same ∆ζ and similar initial values: that

is, rather than considering Nζ different values of initial SOE for each value of

SOE variation (N2
ζ combinations), it is possible to consider a reduced number

of “zones”, in which the effect of ζk on εcap (ζk, ∆ζk) can be assumed to be

constant. If Nε is the number of zones (Nε � Nζ , for example Nε = 10

while Nζ = 500), the number of different combinations in the matrix Lij
k is

Nε ×
(
2Nζ − 1

)
, where 2Nζ − 1 is the total number of different ∆ζ values.

Thus, the number of evaluations (and of meaningful elements) for the arc

cost matrix is reduced from N2
ζ to Nε ×

(
2Nζ − 1

)
: if Nε = 10 and Nζ = 500,

this means a reduction from 250000 to 9990 function evaluations.

2. use integer numbers rather than double-precision real numbers to describe

numerically each element in the SOE matrix and in the matrix π of the indices

corresponding to the optimal cost-to-go: since these elements are discretized,

using just their integer indices rather than actual values does not reduce the

accuracy in any way, but decreases the memory usage for large matrices. Go-

ing a step further, it is also possible to use single-precision real numbers or

a custom quantization to describe the elements of the cost-to-go and arc cost

matrices, with a very slight reduction in their accuracy. The accuracy reduc-

tion has no effect on the algorithm results as long as the difference between

close values is preserved, since what is important for both matrices is to find

their minimum value, not the exact value of each element.

4.7.4 Simulation results, refuse truck

The results obtained from dynamic programming implementation are analyzed

in this section. The Approach cycle, shown in Figure (4.15), is used as example.
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The dynamic programming solution is represented in Figure 4.26, which shows

the state of energy of the capacitors during the cycle. In order to better understand

this solution, part of the cycle is shown in detail in Figure 4.27. In this case, the fig-

ure also shows the power delivered by the capacitors and by the genset, compared

to the total power request. The capacitors absorb all the negative power made

available by the traction machines, then deliver it gradually during the accelera-

tion phase. Using the capacitors gradually, at low power, rather than discharge

them completely keeping the engine at idle, may appear counter-intuitive. How-

ever, it is coherent with the problem definition, and in particular with the shape

of the fuel consumption characteristic and the RESS effectiveness. The fuel con-

sumption is an affine function of the genset power, which means that the genset

efficiency increases for increasing output power; conversely, the RESS effective-

ness is closest to 1 (maximum efficiency) for lower power levels (Figure 4.3). Thus,

the best policy is to discharge the capacitors (using the energy stored in them dur-

ing regenerative braking), but do so slowly, in order to minimize the losses. The

rate of discharge selected by dynamic programming is the lowest power that can

be delivered while discharging the RESS enough to leave room for the recharge

occurring during the subsequent braking event. The reason for operating in the

region of high SOE resides, once again, in the charge-effectiveness function, which

is closer to the unit value for higher state of charge. Similar considerations hold

for the other driving cycles, which are not shown here for brevity.

Dynamic programming, being the closest approximation of the optimal solu-

tion to the energy management problem, is often used as a method to benchmark

other strategies: this is done in Section 4.10. It is also used to determine the theoret-

ical improvements of hybridization for a given vehicle (theoretical because based

on the assumption of a perfect energy management). As an example of this, the

energy flow diagram for the hybrid refuse truck and the conventional version of

the same vehicle are shown in Figure 4.28. This kind of diagram shows the amount

of fuel energy introduced into the vehicle and the way it is used. In Figure 4.28, it

is clear how the net energy generated at the wheels, i.e. the sum of kinetic energy,

rolling resistance and aerodynamic resistance, is the same for both vehicles (except
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Figure 4.26: Dynamic programming solution for refuse truck, cycle Approach

for a small difference in kinetic energy due to the slightly higher mass of the hybrid

version); however, the fuel energy needed to generate it is much higher in the con-

ventional vehicle, for two reasons: higher powertrain inefficiencies (mainly due

to the presence of a torque converter) and recuperation of kinetic energy using re-

generative braking in the hybrid case, which reintroduces in the powertrain almost

half of the kinetic energy generated at the wheels, which is lost in the conventional

case. The overall reduction in fuel consumption with the hybrid powertrain is over

30 %, justifying the interest in hybridization of this kind of trucks.

4.7.5 Simulation results, EcoCAR, charge-sustaining

In the charge-sustaining case, the dynamic programming algorithm is set to

find a solution with identical initial and final SOE. The SOE at the terminal points

of the optimization interval is set to the average between the minimum and maxi-

mum SOE values, set to 0.32 and 0.38 respectively.

The solution obtained for the UDDS cycle is shown in Figure 4.29 and a detail

with the power split is reported in Figure 4.30. The behavior is very similar to what
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Figure 4.27: Dynamic programming solution for refuse truck, cycle Approach (de-
tail of the first 180 s)
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Fuel
301.4 MJ

Genset losses
196.2 MJ

Genset net, 105.2 MJ

∆SOE
0.1  MJ

Access.
2.9  MJ

Powertr.
losses
2.9  MJ Aero. res.

36.6 MJ Roll. res.
40.5 MJ Kin. energy

31.3 MJ

Regen
braking
18.5 MJ

Regen
losses

3.5  MJ

Net regen energy 
15.0 MJ 

(a) Hybrid vehicle, dynamic programming solution

(b) Conventional vehicle

Figure 4.28: Energy flow diagram corresponding to the dynamic programming
solution for refuse truck, cycle Approach, compared to the results obtained in the
same cycle by the conventional version of the same vehicle.
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Figure 4.29: Dynamic programming solution for EcoCAR, cycle UDDS

was observed for the first case study, with the batteries being slowly discharged

during acceleration and charged during deceleration with regenerative braking.

4.8 Pontryagin’s minimum principle

In this section, Pontryagin’s minimum principle, described in Section 3.2, is

formulated for the two case studies, given the control problem defined in Section

4.2 and Section4.3. The two cases are the same except for the fact that in the first

case there is no constraint on the final value of the state of the state of energy, nor

a terminal cost is defined, while in the second case one of these is present.

The minimum principle2 states that the optimal control law u∗(t) must satisfy

the following necessary conditions [34]:

2see Section 3.2.2 for more detailed background information
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Figure 4.30: Dynamic programming solution for EcoCAR, cycle UDDS (detail of
the first 180 s)
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1. u∗(t) minimizes at each instant of time the augmented Hamiltonian of the

system

H(t, u(t), x(t), λ(t)) = λ(t)′ · f (x(t), u(t), t) + L (u(t), t) + µΓ (x(t), t)

(4.72)

where: λ(t) ∈ Rn is a vector of adjoint state variables (with the same dimen-

sion as the state vector x(t)); L (u(t), t) is the instantaneous cost (fuel con-

sumption); and µΓ (x(t), t) is a penalty for reaching the boundary conditions

of the state of energy, with µ a constant and

Γ (x(t), t) =

{
0 if G (x(t), t) < 0 (constraints not active)
∂G(x,t)

∂x · f (x(t), u(t), t) if G (x(t), t) ≥ 0 (constraints active)
(4.73)

2. the co-state dynamic equation is λ̇ = − ∇xH|u∗,x∗ , and the co-state jumps by

the quantity µ0 any time the state reaches one of the limits (i.e., in the instant

in which G (x(t), t) becomes zero).

3. the are terminal conditions on the state are x
(
t f
)

= x f if the final state is

assigned (otherwise they are not defined)

4. the terminal conditions on the co-state are given byλ∗(t f ) =
∂φ(x(t f ),t f )

∂t f

∣∣∣∣
∗,t f

if

the terminal cost φ
(
x(t f ), t f

)
is present (otherwise they are not defined).

In the system described, the state equation is (4.22) or (4.56), written in terms of

the factor εress and of the control variable u = {Press}:

ζ̇(ζ, Press) = −εress (ζ, Press)
Press(t)

Eress
. (4.74)

The Hamiltonian of the system is

H(t, Press, ζ, λ) = −λ(t)εress (ζ, Press)
Press(t)

Eress
+ ṁ f (Press(t), t) + µΓ (ζ(t), t)

(4.75)

where the function ṁ f (Press(t), t) is the fuel consumption expressed in terms of the

control input Press(t) and of the time-varying parameters Pacc(t), Ppto(t), Pem1,e(t)
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Figure 4.31: Derivative of εcap
(
ζ, Pcap

)
with respect to ζ, for case study 1

and Pem2,e(t) or Pem,e(t). The fuel consumption along the maximum efficiency line

is expressed using the analytical form (4.45) (case study 1) or (4.60) (case study 2).

εress (ζ, Press) is tabulated as in figures 4.3 and 4.12.

The co-state dynamic equation is

λ̇(t) = −∂H
∂ζ

= −λ(t)
Press(t)

Eress

∂εress (ζ, Press)
∂ζ

(4.76)

where the term ∂εress(ζ,Press)
∂ζ can also be tabulated, and is shown in Figure 4.31 for

case study 1 (capacitors, refuse truck), and in Figure 4.32 for case study 2 (Li-Ion

batteries, EcoCAR).

The terminal conditions are defined only for the second case study, the Eco-

CAR. In the charge sustaining case, they are referred to the final value of state of

energy:

ζ∗
(
t f
)

= ζ (t0) = ζ0 , (4.77)
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Figure 4.32: Derivative of εbatt (ζ, Pbatt) with respect to ζ, for case study 2

while in the charge-depleting case they are defined for the co-state and derived

from the terminal cost (4.53), as follows:

λ∗(t f ) =
∂φ
(
ζ(t f ), t f

)
∂ζ

∣∣∣∣∣
∗,t f

= −Ebatt,max

Qlhv

Celec
C f uel

(4.78)

Note how this value of λ
(
t f
)

is invariant with respect to the driving cycle and

the solution.

The minimization of the Hamiltonian function with respect to the control vari-

able Press can be done numerically. Given the admissible range of control values

defined by (4.59), the value that minimizes the Hamiltonian can be easily found

by enumeration of a finite number of admissible control values3. In other words,

at each instant, the Hamiltonian (4.75) is evaluated for each of the elements in a

3In simulation, evaluating a simple algebraic function like the Hamiltonian even for a large
number of cases is done with a negligible computational effort, hence the enumerative technique
is the simplest and easiest way to approach the minimization. The situation is different in mi-
crocontroller implementation, where the limitations in terms of processing hardware and memory
become much more important than they are on a personal computer.
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Figure 4.33: Flow chart of iterative solution for Pontryagin’s minimum principle

set of Nu values of RESS power, equispaced in the interval
[
Press,in f , Press,sup

]
(as

defined by (4.31) or (4.59), for the two cases respectively). The value of power that

minimizes the Hamiltonian is chosen and applied to the system, and also used to

update the numerical solution of the co-state dynamic equation (4.76).

The evolution of the co-state λ(t) obtained by integration of (4.76) is used in the

definition of the Hamiltonian function; in addition to this, the final co-state value

λ(t f ) must satisfy the terminal condition (4.78) if it is required.

If terminal conditions are imposed, on either the state or co-state variable, an

iterative procedure is necessary in order to find a solution that satisfies them. The

procedure, represented in Figure 4.33, can be outlined as follows:

1. assume an arbitrary value of the initial value of the co-state, λ(t0) = λ0 (this

is always a free variable);

2. solve the problem finding the sequence of controls that minimize the Hamil-

tonian, which depends on λ0;

3. integrate the dynamic equations in order to calculate the final values ζ
(
t f
)

and λ
(
t f
)
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4. compare the terminal value of the state or co-state variable with its reference

value; if different (by more than some tolerance), define a new value of λ0

and repeat. The new value of λ0 can be determined using any algorithm; the

simplest method is to increment λ0 at each iteration by a fixed amount.

4.8.1 Simulation results, refuse truck

The solution method outlined was applied to the driving cycles described in

Section 4.6. The power demand generated during each cycle is used as an input

for the strategy, and the sequence of RESS power is calculated. In this case study

there is no terminal condition, thus the problem has a free parameter, the initial

value of the co-state variable, λ0. This parameter affects the behavior of the solu-

tion because it changes the values of λ(t) during the entire optimization horizon,

and therefore the Hamiltonian, since the co-state λ(t) has the function of relative

weight of the terms in the Hamiltonian function. Since in this problem there are no

terminal constraints, λ0 can be chosen freely and is selected as the value that mini-

mizes the overall fuel consumption. Figure 4.34 shows the effect of λ0 on fuel con-

sumption, for the cycle Approach. Two values of fuel consumption are shown: one

is the actual fuel consumption, the other is corrected with a term that accounts for

the variation in state of energy, as explained in Section 4.6.3. Because of the small

size of the energy buffer, the two curves are almost superimposed, which justifies

the assumption of neglecting the SOE variation in this application. Both curves

show a minimum for λ0 = 103 g, which is selected as the optimal value. The units

of λ are grams since the fuel consumption is computed in g/s using (4.45). If fuel

power were chosen as the instantaneous cost, then the units of λ would be Joules.

Thus, when expressed in grams, λ can be interpreted as the energy equivalent of

that mass of fuel. The value of 103 g that gives the optimal results is equivalent to

roughly twice the size of the energy buffer (which is about 2 MJ, equivalent to 47

g of diesel fuel).

In order to see the effect of the initial value of co-state on the solution, the SOE

profiles corresponding to three different values of λ0 are shown in Figure 4.35.

The three values are the extremes of the domain considered in Figure 4.34 and the
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Figure 4.34: Application of the minimum principle to the refuse truck: effect of λ0
on fuel consumption (cycle Approach)

value selected as optimal. The variation of λ(t) during the cycle is also reported

in the figure, and can be seen how its variation is very small, thus the initial value

defines it for the entire optimization horizon. A high value of λ0 (200 g) makes the

strategy to charge the capacitors to the maximum and use them only partially; a

very low value (-200 g) corresponds to always using the capacitors up to complete

discharge, charging them only with regenerative braking. The optimal solution (λ0

= 103 g), which gives a slightly better fuel consumption, recuperates more braking

energy. This is visible in the power split for the three cases, shown in Figure 4.36

(which is limited to a fraction of the time horizon, for clarity). In general, the opti-

mal solution found using Pontryagin’s principle consists in charging the capacitors

using the entire regenerative braking power, then discharge them fully during the

subsequent acceleration phase, and start using the genset when the capacitors are

discharged. This is true also for the other driving cycles examined. The optimal

value of λ0 is the same in all driving cycles examined, despite the fact that they are

sensibly different from each other.
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A way to illustrate the minimization of the Hamiltonian is to visualize it at

a given instant, as done in Figure 4.37. In the figure, H1 and H2 indicate the

two components of the Hamiltonian function (4.75): H1 = ṁ f
(

Pcap, t
)

and H2 =

−λ(t)εcap
(
ζ, Pcap

) Pcap(t)
Ecap

(the third component, the penalty due to reaching the

SOE limits, is zero because the constraints are not active). Both terms are plot-

ted as a function of the admissible control values, i.e. the range of capacitor power

compatible with the current operating conditions. H1(Pcap) and H2(Pcap) appear

nearly linear, but in fact they are not, because of the nonlinearity introduced by

εcap(Pcap, ζ) in H2(Pcap); thus, their sum, i.e. the Hamiltonian itself, is a convex

function which, in this example, has a minimum for Press = 73 kW. In many other

instances, the nonlinearity of the Hamiltonian is extremely small and its minimum

corresponds to one of the extreme values of the RESS power.
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4.8.2 Simulation results, EcoCAR, charge-sustaining

The same procedure is applied to case study 2 as well. In the cycle UDDS, the

effect of λ0 on the corrected fuel consumption is reported in Figure 4.38. The effect

on the SOE variation during the cycle (synthetically represented by the quantity

∆ζ = ζ
(
t f
)
− ζ (t0)) is shown in Figure 4.39. The solution is very sensitive to

variations of λ0 and only a very narrow range of values give raise to a solution in

which the final state of energy is close to the desired value (i.e. ∆ζ = 0). The value

of λ0 corresponding to the lowest value of |∆ζ| is selected as the optimal value.

Note that, since this point corresponds to the condition ∆ζ ≈ 0, the actual and

corrected fuel consumption in Figure 4.38 coincide. In general, since in this case

the size of the energy buffer is much higher than in the refuse truck, the difference

between the actual fuel consumption and the value corrected to account for SOE

variation is important, and the effect of the final SOE variation is much more no-

ticeable on the actual fuel consumption than it is on the corrected value. It is still

clearly visible that there exists an optimal value of λ0, which in this case is much

higher than in the previous case study, thus suggesting a relation between the size

of the energy buffer and the optimal co-state value. The effect of λ0 on the SOE

profile and the power split is presented in Figure 4.40 and Figure 4.41 respectively.

The qualitative effect of λ0 on the solution is the same in all the driving cycles

examined, but the optimal value varies slightly for each driving cycle, unlike the

case of the refuse truck. In fact, in this case the charge-sustainability condition

∆ζ ≈ 0 is important and this introduces a difference between cycles with differ-

ent energy characteristics (in particular, amount of potential regenerative braking

relative to the total tractive energy necessary to follow the cycle).

4.9 ECMS

4.9.1 Basic formulation

Solving the problem using ECMS means defining an equivalent consumption

function, and minimize it at every instant of time. The definition of equivalent fuel

consumption is (from Section 3.5):
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ṁeqv (Press(t), ζ(t), t) = ṁ f (Press(t), t) + ṁress (Press(t)) , (4.79)

which can be rewritten, putting ṁress in explicit form, as

ṁeqv (Press(t), ζ(t), t) = ṁ f (Press(t), t) + s · p (ζ(t)) · 1
Qlhv

Press(t) (4.80)

where:

• ṁ f (Press(t), t) is the engine fuel consumption, and depends on the net power

delivered by the genset, which is the difference of the total power request and

the RESS power: since the total power request is a time-varying parameter

independent from the optimization algorithm, its effect is the same as an

explicit time dependence of ṁ f ;

• s is the equivalence factor, different for charge and discharge: s =

{
sdis if Press ≥ 0
sch if Press < 0

;

• p (ζ(t)) is a penalty function that is used to keep the state of the system ζ(t)

within its boundaries.

At each time, the equivalent fuel consumption is calculated using (4.80) for several

candidate values of the control variable Press(t); the value that gives the lowest

equivalent fuel consumption is selected.

The element that constitute (4.80) are examined in detail in the following sec-

tions.

4.9.2 Admissible control set

At each time t, the admissible range of control values is calculated using (4.59);

the interval between the minimum and maximum admissible values is subdivided

into a finite number of values Pi
cap(t) (i = 1, ..., Nu), and the equivalent fuel con-

sumption is calculated for each of these values according to (4.80). The admissible

control set is thus

Pi
ress(t) = Press,in f (t) + (i− 1)

Press,sup(t)− Press,in f (t)
Nu − 1

, i = 1, ..., Nu (4.81)
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where the lowest admissible value Press,in f (t) and the highest admissible value

Press,sup(t) are calculated based on component limitations and current operating

conditions according to (4.31) and (4.59).

4.9.3 Fuel consumption

The fuel consumption is calculated as a function of the instantaneous power

demand, accessory load etc. using (4.45) and (4.60) for the two case studies respec-

tively. The fuel consumption is calculated for each of the admissible control values

Pi
ress in the range

[
Press,in f , Press,sup

]
.

4.9.4 Penalty function and difference between charge-sustaining and charge-
depleting case

The penalty function is defined by (3.38), and is rewritten here in terms of the

state variable ζ(t):

p (ζ) =


(

1 +
(

ζre f−ζ(t)
ζre f−ζmin

)2np1+1
)

if ζ(t) < ζre f(
1−

(
ζ(t)−ζre f
ζmax−ζre f

)2np2+1
)

if ζ(t) ≥ ζre f

(4.82)

where ζ(t) is the instantaneous value of state of energy, ζre f is the desired nominal

value, and ζmin, ζmax are the minimum and maximum admissible values; np1 and

np2 are integer numbers. This function is represented as in Figure 4.42.

The correction function p(ζ) defined in this way multiplies the equivalence fac-

tors and artificially increases or decreases their value near the boundaries of the

desired SOC interval. The definition of p(ζ) changes depending on whether the

value of ζ(t) is above or below ζre f , thus allowing for asymmetric penalization of

the state of energy, which is useful for keeping the average value at a level closer

to one of the boundaries.

The definition of the penalty function (4.82) keeps the state of energy around a

constant reference value. This is the most common case in a charge-sustaining hy-

brid, in which the battery state of energy should be maintained around a constant

value.
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In the charge-depleting case, there is no constant value to be tracked; rather,

one can define a target SOE profile to be tracked during the driving cycle (perhaps

using the results of dynamic programming optimization to define the optimal dis-

charge profile), defining a time-varying4 ζre f (t) in (4.82). An alternative approach

is to not define a penalty function (i.e., leave its value to 1) and let the SOE de-

crease freely in the acceptable range. Note that, even in the plug-in vehicles, the

charge-depleting phase is followed by a charge-sustaining phase when a low SOE

level is reached.

4.9.5 Equivalence factors

The equivalence factors schg and sdis that appear in (4.80) are constant in the

standard ECMS implementation. However, their optimal value, which minimizes

the total fuel consumption while maintaining the vehicle substantially charge sus-

taining, depends on the specific driving cycle. Similar cycles have similar values

of optimal equivalence factors. Given the driving cycle, the optimal equivalence

factors can be found by a search procedure or an extensive set of simulations in

4In fact, it should be dependent on distance traveled, not time, but the practical effect is the same
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which several pairs of equivalence factors are compared. An example of this pro-

cedure is presented in the following sections, in which simulation results relative

to the two case studies are presented.

4.9.6 Simulation results, refuse truck

The first task to be performed when implementing ECMS is to define the values

of equivalence factors most appropriate for the driving cycle. In order to do this,

the procedure of instantaneous minimization is repeated for several values of the

equivalence factors sdis and schg, with the objective to find the best pair. In this

case study, since the charge-sustainability is not an issue (in the sense that the final

value of SOE is not important), the best pair of equivalence factors is the one that

minimizes fuel consumption (including the correction term due to SOE variation).

The analysis is presented for the cycle Approach, but the results are similar for all

the driving cycles.

The effect of the equivalence factors on the solution calculated by the ECMS is

visible in Figure 4.43, which shows how changing the equivalence factors modifies

the SOE profile. The corresponding fuel consumption is visible in Figure 4.44.

The solution with sdis = 2.5, schg = 1.5 (case B) is such that the capacitors are

almost never used (the SOE remains at its initial value), and gives the highest fuel

consumption. Varying only the discharge factor from 2.5 to 1.5 (case D) changes

completely the behavior and increases greatly the use of the capacitors, reducing

the fuel consumption.

To examine the behavior of a large number of equivalence factors combinations,

it is possible to visualize the fuel consumption and the SOE variation, defined

as ∆ζ = ζ(t f ) − ζ(t0), for all the combinations of equivalence factors in a given

range. This information is shown Figure 4.44 and Figure 4.45. From observation of

the surface plots, it appears that the lowest fuel consumption corresponds to very

small values of the both equivalence factors. The same procedure is repeated for

the other cycles, obtaining the optimal pairs of equivalence factors shown in Table

4.6: in fact, the same values work for all the driving cycles.
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Table 4.6: Fuel consumption and best equivalence factors for case study 1

Cycle ∆SOE sdis schg

Approach -0.04 1.5 1.5
Route 1 -0.46 1.5 1.5
Route 2 -0.66 1.5 1.5
Route 3 -0.65 1.5 1.5
Return -0.01 1.5 1.5
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4.9.7 Simulation results, EcoCAR, charge-sustaining

In the charge-sustaining case, ECMS should minimize the fuel consumption

while maintaining the state of charge (or state of energy) of the battery around a

nominal value. The penalty function is helpful in this respect, but the combination

of equivalence factors can change the behavior of the strategy with respect to the

SOE profile as well as the fuel consumption. In order to investigate the effect of

the equivalence factors, a set of simulations were run with various combinations

of schg and sdis, for the three driving cycles considered in this case study.

The UDDS cycle is considered. The velocity profile and corresponding power

request are shown in Figure 4.46. The ECMS solution, in terms of battery power

and consequent SOE profile, is shown in 4.47 for several combinations of schg and

sdis, arbitrarily chosen. It can be observed how the values of these factors have a

great effect on the strategy behavior, as it is expected since they change the rela-

tive cost of the battery usage with respect to the fuel consumption. In particular,

higher values of the discharge equivalence factor tend to discourage the battery

use (making higher its cost in terms of future equivalent fuel consumption), while

lower values make discharge easier. The dual situation is true for the charge equiv-

alence factor.

The effect of the equivalence factors can be quantified and visualized by simu-

lating all their combinations in a given range. Figure 4.48 shows the effect of the

equivalence factors on fuel consumption. For a more fair comparison, the corrected

fuel consumption defined in Section 4.6.3 is reported. The values are normalized

with respect to the optimal result obtained with dynamic programming. As it is

evident, there exists a relatively wide range of values of equivalence factors that

generate a solution very close to the optimum. This is a qualitative difference be-

tween Figure 4.48 and the corresponding surface for the refuse truck in Figure 4.44,

in which the minimum is localized in a smaller region.

Figure 4.49 shows the effect of the equivalence factors on the state of energy

trend, expressed using the difference between the final and initial state of energy.

The plane (sdis, schg) can be subdivided in regions with different behavior in this
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Figure 4.46: Velocity profile and power requests of UDDS cycle

respect: in particular, only a subset of the plane generates a trend close to zero,

which indicates charge-sustainability.

Using these maps it is possible to select the most appropriate values of equiva-

lence factors for this cycle as sdis = 4.25, schg = 1.75. The corresponding results are

presented in Figure 4.50 and Figure 4.51 (detail of the previous). It can be noted

how the strategy makes a large use of the battery in discharge, using only the bat-

tery to propel the vehicle; and how it tries to charge the battery using the genset

at full load during regenerative braking phase, in order to maximize the recharge.

This behavior is due to the much larger value of schg with respect to sdis. The opti-

mal values of the equivalence factors for this vehicle are shown in Table 4.7.

To better understand how the instantaneous minimization works, it is possible

to show the values of the terms ṁ f and ṁelec = s · p (ζ(t)) · 1
Qlhv

Press(t) appearing

in (4.80) at one particular instant. This is done in Figure 4.52, which refers to an

arbitrary time instant, in which the power request is Preq = 23.7 kW, and the ad-

missible range of values for the battery power is [-36.1 kW, 23.7 kW] (according

to (4.59)). The values of ṁ f and ṁress for this range of battery power are shown
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Figure 4.50: Results of ECMS implementation on UDDS cycle (sdis = 1.75, schg =
4.25)

in Figure 4.52: the engine fuel consumption ṁ f increases as the battery power de-

creases, obviously, since the engine must compensate for the lower availability of

battery power (or provide the power needed to charge it when Pbatt is negative).

On the other hand, the electric-equivalent fuel consumption ṁress increases with

increasing battery power. The different slopes of the curve ṁress (Press) for positive

or negative values of Press are due to the different equivalence factors. ṁress is neg-

ative when the RESS is being charged, and positive when it is being discharged.

The resulting equivalent fuel consumption ṁeqv is the sum of the two and, in this

case, it is minimized when the battery power assumes a value of zero.

4.10 Strategy comparison

In this section, the outputs of each of the strategies implemented are compared

to each other to point out the similarities and differences. The EcoCAR case study

is considered. The solutions obtained with the three strategies for the cycle UDDS

are shown in Figure 4.53 (entire SOE profile) and figures 4.54 and 4.55 (detail of
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Table 4.7: Fuel consumption and best equivalence factors for case study 2

Cycle ∆SOE sdis schg

UDDS -0.03 4.25 1.75
US 06 -0.01 4.25 2.75

FTP highway +0.02 5 3

power split in two separate time windows). The dynamic programming solution

is, as expected, the one that generates the lowest total cost and is regarded as the

benchmark optimal solution; the solution obtained with Pontryagin’s minimum

principle is very close to the dynamic programming solution, almost identical, as

it is expected from the theory. The ECMS solution, using opportune equivalence

factors, is also very close to the others, at least in terms of fuel consumption, even

if the SOE profile appears different. The solution obtained with ECMS shows some

apparent differences with respect to the others: the SOE profile, shown in Figure

4.53, does not show any long-term trend, unlike the other two solutions, in which

the SOE first increases and then decreases, with local ups and down due to accel-

eration and braking. The long-term oscillations are due to the different properties

of the driving cycle in the initial region (higher average power demand, as seen in

Figure 4.20), which means that it is optimal to charge the battery from t = 300 s to

t = 500 s in order to use it later. ECMS, being a local optimization strategy, does

not account for this kind of information regarding the global driving cycle behav-

ior, and instead discharges the battery during acceleration and recharges it using

regenerative braking. This is clearly visible in Figure 4.54, where the power split is

shown: while dynamic programming (DP) and Pontryagin’s minimum principle

(PMP) tend to discharge the battery at low power for an extended period, always

supplementing the battery with the generator, ECMS uses only the battery initially,

then, when this reaches a low SOE, it stops using it and switches to the generator.

This is the effect of the instantaneous minimization approach, in which the future

driving conditions are not known and are taken into account only indirectly, and

approximately, by the use of an optimized equivalence factor.
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the EcoCAR case, cycle UDDS, detail #2.

Table 4.8: Fuel consumption for the three strategies, case study EcoCAR. All values
are normalized with respect to the DP solution

Driving cycle DP PMP ECMS

UDDS 1 1.000 1.017
US06 1 1.001 1.017

FTP highway 1 1.000 1.009

Table 4.9: Fuel consumption for the three strategies, case study refuse truck. All
values are normalized with respect to the DP solution

Driving cycle DP PMP ECMS

Approach 1 1.005 1.021
Route 1 1 1.003 1.033
Route 2 1 1.005 1.030
Route 3 1 1.005 1.035
Return 1 1.008 1.076
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Dynamic programming and the minimum principle, on the other hand, are

very close to each other. Their similarity derives directly from the optimal control

theory: when the Hamiltonian of the system is a convex function, with a unique

minimum in the admissible control set, the necessary conditions given by the min-

imum principle (§4.8) are also sufficient conditions for optimality, therefore the

only solution that is obtained using the conditions is the optimal solution, and

must correspond to the optimal solution found with dynamic programming. This

is true assuming that the problem has a unique optimal solution. The existence

of the solution has not been shown formally, but is intuitively true: being this a

physical system, there must be one way of splitting the power request between

the generator and RESS in such a way that the fuel consumption is minimized.

The uniqueness of this power split sequence, however, is not guaranteed, as there

may be several solutions that lead to the same result. In this case, the convexity

of the Hamiltonian function means that there is only one solution satisfying the

minimum principle, and therefore the optimal solution is unique. The minor dif-

ferences between the solutions obtained with DP and PMP can be attributed to

the different approximation levels of the two cases. DP is based on a discretized

SOE grid and therefore the RESS power can only assume one of a finite number

of values, which depend on the number of SOE points considered in the grid. Be-

cause of limitations in the available memory and computational time, the power

discretization in DP is in the order of 1 kW. For Pontryagin’s principle, there is no

state discretization; however, the Hamiltonian is evaluated at a finite number of

points (in terms of RESS power) and one of them is chosen as the optimal solution

at each instant. The number of points is such that the power discretization is about

1 kW in this case as well, but clearly the numerical values of power in the two cases

are different.

The computational time required by DP and PMP is a major difference between

the two: PMP requires the optimization of the co-state variable using an iterative

method, but the procedure is completed in 5-10 minutes (for a driving cycle lasting

20 minutes, discretized at 1 second intervals); in the same driving cycle, computing

the optimal solution with DP, even using the optimized procedure described in
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Section 4.7.3, requires several hours. Given the identity between the two methods

(when the conditions given at the beginning of this section are satisfied), it is clear

that PMP allows to obtain the optimal solution, to be used as a benchmark, much

faster. Both strategies work only off-line because they require knowledge of the

entire driving cycle.

4.11 ECMS as an implementable quasi-optimal strategy: i-ECMS

ECMS was originally proposed as a strategy implementable on-line without a-

priori knowledge of the driving cycle. In fact, this is not completely true, since it

does require appropriate tuning of the equivalence factors using iterative simula-

tions, just like PMP. Unlike PMP, however, it is more robust to change in the tuning

parameters, thanks to the presence of a penalty function on SOE.

As formally shown in Section 3.6, ECMS can represent a realization of Pon-

tryagin’s minimum principle, and therefore it can be an optimal solution as well.

The fact that the equivalence factors are constant and the presence of the penalty

function introduce some differences with respect to the minimum principle and

make ECMS sub-optimal, but only marginally, as shown by the simulation results

in Section 4.10. The fact that ECMS is an implementation of the optimal solution

obtained with the minimum principle is extremely important for at least two rea-

sons: it means that it is possible to implement a causal strategy that is also formally

optimal (or at least sub-optimal), and gives some tools that can be used for more

effective tuning and implementation.

The way in which the equivalence between PMP and ECMS can be exploited is

to use the correspondence between the Hamiltonian (4.75) and the ECMS equiva-

lent fuel consumption (4.80) to relate the charge and discharge equivalence factors

to the co-state. Assuming that the SOE is within the boundaries and thus neglect-

ing the effect of the penalty function, the virtual fuel consumption of ECMS in

(4.80) is equal to the term of the Hamiltonian that depends on the co-state:

H = ṁeqv ⇔ −λ(t)εress (ζ, Press)
Press(t)

Eress
= s · 1

Qlhv
Press(t) (4.83)
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Therefore, the equivalence factor can be expressed, at each instant of time, as:

s(t) = −λ(t)εress (ζ, Press)
Qlhv
Eress

(4.84)

The fact that εress < 1 for negative values of Press (charge) and εress > 1 for pos-

itive Press (discharge) generates the difference between the charge and discharge

equivalence factors that has always been recognized in the literature on ECMS. In

addition to this, (4.84) shows that the equivalence factor depends on the co-state

λ(t), on the actual battery efficiency at a given instant, which can be easily mod-

eled using a map of εress (ζ, Press), and on the ratio of fuel energy content and RESS

energy capacity. The latter two are constant vehicle parameters, while the co-state

is a function of both vehicle and driving cycle. Despite being formally a time-

varying function, it has been seen from the simulation results that λ(t) changes

very slowly during a driving cycle, and can be approximated by its initial value

λ0.

If the equivalence factors in the ECMS formulation are expressed5 by (4.84),

using the assumption that λ(t) ' λ0 ∀t and assuming to know the optimal value of

λ0 for the specific cycle, then the results obtained with ECMS are almost identical

to those achieved by PMP, as shown in figures 4.56, 4.57 and 4.58 (which are the

equivalent of figures 4.53, 4.54 and 4.55). This “ideal ECMS”, or i-ECMS, can be

regarded as an implementable solution that is potentially equivalent to the optimal

solution, assuming a proper tuning of the parameter λ0.

If a short-term prediction of the future driving conditions is available, for ex-

ample using statistical methods combined with information about the recent driv-

ing conditions, then the iterative solution to Pontryagin’s minimum principle can

be obtained for the prediction horizon, thus deriving the optimal value of λ0 for

the current and near-future conditions. The PMP solution is not directly imple-

mentable, of course, because of the prediction inaccuracies and of the computa-

tional time that prevents a solution of the problem quickly enough to implement it

as a receding horizon approach. However, the value of λ0 found in this way can be

5both charge and discharge equivalence factor have the same expression, since the term
εress (ζ, Press) accounts for the sign of the power
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Figure 4.56: Comparison of the SOE profile obtained with the three strategies for
the EcoCAR case, cycle UDDS.
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Figure 4.58: Comparison of the RESS power obtained with the three strategies for
the EcoCAR case, cycle UDDS, detail #2.

used in (4.84) to estimate the equivalence factor of i-ECMS, which is then used to

define the instantaneous value of equivalent fuel consumption. The frequency at

which λ0 is updated, and therefore the frequency of adaptation of the equivalence

factor, can be as slow as needed for the prediction algorithm and the PMP iterative

solution to be executed, which can be estimated to be a few minutes, once the code

is optimized for real-time implementation. In this way, the ideal ECMS introduced

here is the foundation of an adaptive ECMS based on optimal control theory.

4.12 On the stability of ECMS and PMP

In order to be implementable on-line, energy management controllers need to

satisfy some basic stability properties. In this section, qualitative considerations

on the stability of the solution to Pontryagin’s minimum principle and the ECMS

(both conventional and ideal, or adaptive) are proposed. Dynamic programming,

being a numerical optimization technique that solves the problem at once for the

entire driving horizon, is not subject to stability issues.
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The first point to be addressed is the definition of stability for an energy man-

agement strategy. In this context, a strategy is defined stable if it drives the system

state around a reference value, or keeps it in the neighborhood of that value, in

presence of a constant external input (power request). In other words, if the power

request remains constant for an arbitrarily long time, the SOE should not drift to-

ward the upper and lower bounds, but rather converge to its nominal (reference)

value (indicated as ζre f in (4.82)), or steadily oscillate around it. This definition is

implicitly assuming the case of a charge-sustaining vehicle, but it can be adapted

to a charge depleting vehicle as well, if the reference value is set to the average SOE

at which the vehicle operates in charge-sustaining mode after the battery has been

discharged. From a qualitative point of view, a HEV subject to constant power

demand for an indefinite time is considered in the same way as an autonomous

system, i.e., a system with no external input acting on it, which should remain in

the vicinity of its equilibrium point: the equilibrium point is defined as the SOE

taking its nominal (reference) value ζre f . Intuitively, this equilibrium point is sta-

ble if the SOE does not drift away from the reference value, asymptotically stable

if the SOE tends to move toward the reference value.

Stability, in this sense, is important for an energy management strategy because

it implies the fact that the system state is kept at a value such that the correct op-

eration of the hybrid powertrain is guaranteed (if the reference value is chosen

appropriately). For example, if the SOE moved to the upper bound and remain

there, there would be no possibility of regenerative braking, and therefore the re-

sults would be sensibly sub-optimal. The fact that the SOE tends to remain around

the appropriate reference value, ensures the fully exploitation of the potential of

the HEV system.

In formal terms, given the system dynamic equation (4.61)

ζ̇(t) = −εress (ζ, Press)
Press(t)

Eress
, (4.85)

and a constant external input Preq(t) = Preq,0 ∀t ∈ [t0, t f ], the control sequence

Press(t) = arg min
Press(t)

J
(

Press(t), ζ(t), Preq(t)
)

, t ∈ [t0, t f ] (4.86)
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is asymptotically stable if the state ζ(t) tends to its reference value: ζ(t)− ζre f → 0

as t → t f . It is stable in the bounded-input, bounded-output (BIBO) sense if the

state of the system remains bounded (i.e., it does not differ from the reference value

for more than a tolerance ζtol) in presence of bounded input, that is, if there exists

a maximum value P0 that the power request does not exceed:
∣∣Preq(t)

∣∣ ≤ P0 =⇒∣∣ζ(t)− ζre f
∣∣ ≤ ζtol.

A theoretical proof of the stability properties of ECMS and PMP is not among

the objectives of this dissertation, however the implementation of these strategies

is such that, by construction, BIBO stability is achieved. In particular, the power

request Preq(t) is always a finite value that does not exceed the physical limitations

of the electric machines, therefore the input is always bounded. The output, i.e.

the state of energy, is also bounded in implementation because the limits on the

control variable Press(t) are set in order to prevent the state to exceed the bounds

ζmin and ζmax: if the SOE reaches its maximum admissible value, then the RESS

can only be discharged, and, conversely, it can only be charged once SOE reaches

the lower bound.

In PMP, the fact that the co-state “jumps” (i.e., it has a discontinuity) every time

a bound is hit means that, in presence of constant power request, the SOE solution

is either constant (Press = 0) or steadily oscillating between the minimum and the

maximum (the discriminating variable between these two cases are the value of

power request and the efficiency characteristics of the engine and RESS [20, 36]).

In ECMS, an asymptotic stabilization effect is achieved with the penalty func-

tion (4.82), which modifies the local cost function (equivalent fuel consumption)

so that, whenever the SOE deviates from the reference value, solutions that tend

to move the SOE back to the reference value are encouraged (because they assume

a lower cost). This tends to ensure a notion of practical stability in the sense de-

scribed. The same correction is implemented in i-ECMS, and leads to the same

result.

As an example, consider the case of ECMS with constant equivalence factors,

and examine in detail the two components of the equivalent fuel consumption

(4.80) (repeated here for convenience):
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ṁeqv (Press, ζ(t), t) = ṁ f (Press, t) + s · p (ζ(t)) · 1
Qlhv

Press. (4.87)

The first term is the fuel consumption expressed as a function of the control

variable Press; it depends explicitly on time in the general case in which the power

request is time-varying. In the case of constant power request, it is a function only

of the control: ṁ f = ṁ f (Press). The second term, i.e. the RESS virtual fuel con-

sumption, is proportional to the RESS power through the factor s · p (ζ(t)). There-

fore, during a period in which the power request is constant, the instantaneous

cost ṁeqv (to be minimized with respect to Press) is the sum of two terms:

• ṁ f (Press), which is invariant with time; and

• ṁress (Press, ζ(t)) = s · p (ζ(t)) · 1
Qlhv

Press, which varies according to the SOE

variation.

In the standard ECMS implementation, where s is constant with time (even if it

takes different values for charge or discharge), the effect of ζ(t) appears as a vari-

ation of slope in the curve ṁress (Press), due to the factor p(ζ). In particular, the

variation of slope with time can be expressed as

d
dt

(s · p(ζ)) = s · ∂

∂ζ
p(ζ) · ζ̇. (4.88)

Using the expression p(ζ) =
(

ζ(t)−ζre f
ζmax−ζmin

)2np+1
for the penalty function6, the

factor ∂
∂ζ p(ζ) is

∂

∂ζ
p(ζ) = (2np + 1)

(
ζ(t)− ζre f

ζmax − ζmin

)2np

(4.89)

and is always positive because np is a positive integer number. Therefore, since

the equivalence factor is also positive, the sign of d
dt (s · p(ζ)) is the same as the

sign of ζ̇, which means that, as the state of energy increases, the slope of the curve

ṁress (Press) increases as well. This has a stabilizing effect on the SOE (in the sense

6this is the same expression given in Section 3.5, and is identical to the version given by (4.82) if
the reference SOE is the average between ζmin and ζmax
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explained at the beginning of this section), as can be seen by examining the possible

cases:

1. ζ(t) > ζre f , increasing SOE (i.e., ζ̇ > 0 and Press,opt < 0). In this case, the curve

ṁress (Press)is such that the optimal solution, corresponding to the minimum

of ṁeqv (Press), is a negative value of Press. In order to move the SOE toward

its reference value, it is necessary to reverse the SOE tendency, and chang-

ing the slope of the curve ṁress (Press) in such a way that the minimum of

ṁeqv (Press)is found at a positive value of Press. This is obtained by increasing

the slope of ṁress (Press), that is by increasing the value of s · p (ζ(t)), which is

in fact happening because sign (s · p(ζ)) = sign ζ̇. The slope itself is propor-

tional to p(ζ), that is to the difference between the current SOE value and the

reference value.

2. ζ(t) > ζre f , decreasing SOE (i.e., ζ̇ < 0 and Press,opt > 0). This case is hap-

pening if the SOE is converging to the reference value from above. The slope

of the curve ṁress (Press) keeps decreasing, moving the solution toward the

value Press = 0, as the reference value is being approached.

3. ζ(t) < ζre f , decreasing SOE (i.e., ζ̇ < 0 and Press,opt > 0). This is the dual of

case 1: the SOE is below the reference value and keeps decreasing, therefore

it is necessary to move the solution to the positive range. This is in fact real-

ized, because the slope of ṁress (Press) is decreasing, according to the fact that

sign (s · p(ζ)) = sign ζ̇.

4. ζ(t) < ζre f , increasing SOE (i.e., ζ̇ > 0 and Press,opt < 0). This is the dual

of case 2, and in this case as well the SOE tends to converge to the reference

value, this time from below.

As an example, the behavior of ECMS with a constant power request of 30 kW is

shown in Figure 4.59: it is clearly visible the tendency to stabilize at an SOE level

close to the reference value. Three points are shown in the figure: A corresponds to

case 2 of the previous list, B to case 3, and C to case 4. The respective cost functions

are shown in Figure 4.60, where it is possible to note how the minimum of the
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Figure 4.59: Behavior of ECMS under a constant power request Preq = 30 kW

equivalent fuel consumption ṁ f (Press) is different in the three cases; the location

of this minimum only depends on the value of the penalty function, because the

equivalence factor and the curve ṁ f (Press) are identical in the three cases. Note

that the SOE does not converge exactly to the reference value, but to a slightly

lower value: this is due to the fact that the penalty function is a cubic polynomial

in ζ (i.e., np = 1) and is very close to zero for a range of SOE values around the

reference value. In order to show this, the points A, B, and C are also represented

on the curve p(ζ) in Figure 4.60.d.
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ṁr e s s
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Chapter 5

CONCLUSION

Energy management is of fundamental importance in hybrid electric vehicles,

for exploiting the advantages deriving from the availability of a rechargeable en-

ergy buffer. With the increasing interest in plug-in hybrid electric vehicles and

their future commercial availability, energy management is becoming even more

important, since the use of the electric power distribution grid is also to be taken

into account.

Several energy management techniques have been proposed in the literature,

but there is still the need for their deeper understanding and more organic formal-

ization. The objective of this dissertation is to provide an organic review of exist-

ing energy management strategies and provide new insights into some of them,

showing interconnections and potential for improvements. Using an analytical

approach, the optimal control problem of energy management in hybrid electric

vehicles is formulated formally. This is the basis for a better understanding of the

available techniques and for mathematical insights that, complementing experi-

ence and intuition, allow for designing and implementing more effective energy

management controllers.

An appropriate model of the vehicle powertrain is necessary to study the ef-

fect of any control strategy. Such a model is presented in Chapter 2 and is used to

compute the vehicle power request and the energy characteristics of a prescribed

driving cycle. The chapter provides a detailed description of modeling assump-

tions and techniques for the most relevant powertrain components; the vehicle

model is validated using a comparison of the simulation results with experimental
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data, showing good agreement between them. A modular approach is used for

implementing the simulator, to facilitate the reuse of component models and the

creation of simulators for various hybrid architectures.

The review of existing energy management strategies proposed in Chapter 3

demonstrates how the problem is complex and how different methods can be used

to solve it. These methods can be quite different from each other, but most of them

rely on the formulation of an optimal control problem. Optimal control theory is

used throughout the dissertation to uniform notation and concepts among the var-

ious strategies investigated, and to point out the similarities and interconnections

between existing strategies. The problem formulation in formal terms and the use

of results from optimal control theory is useful to derive control strategies that are

based on algorithms, unlike traditional strategies based on rules. A control strat-

egy based on a parameterized algorithm can be more effective, robust and easy to

implement than one based on rules. The effectiveness is due to the fact that the

algorithm is derived using mathematical results that guarantee an optimal solu-

tion, or a solution close to the optimal. The robustness is high if the algorithm is

derived following general procedures and built in a way that allows to account for

variations in the vehicle parameters. Finally, while a rule-based controller requires

the definition of numerous rules of the type if-then-else and the appropriate tun-

ing of the relative thresholds, a controller based on optimal control theory can be

implemented as a sequence of mathematical operations with only a few parame-

ters to be tuned after implementation. Moving the same algorithm to a different

vehicle requires only to change the relevant parameters to reflect the new vehicle

configuration, rather than rewriting the rules or change all their parameters.

Chapter 4 provides a detailed explanation of how three techniques (dynamic

programming, Pontryagin’s minimum principle and equivalent consumption min-

imization strategy, or ECMS) are implemented on two case studies. Dynamic pro-

gramming provides the global optimal solution in a numerical way and repre-

sents a benchmark for the other strategies; Pontryagin’s minimum principle repre-

sents the analytical solution to the problem based on optimal control theory and is
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shown to be substantially equivalent to the numerical solution obtained with dy-

namic programming. Unlike the previous two techniques, ECMS does not require

knowledge of the entire driving cycle in advance and is implementable on-line;

however, with appropriate formulation of the optimal control problem, it is shown

that ECMS is, in fact, an implementation of the solution based on Pontryagin’s

minimum principle and therefore it is very close to the optimal solution (the dif-

ference being due to some implementation details). The links among the three

strategies allow to justify the use of ECMS as a sub-optimal control and are used to

propose improvements to it. In particular, a more effective method of implement-

ing an adaptive ECMS is proposed in Section 4.11. Similar ideas can be applied to

other strategies that are presented in Chapter 3 but are not studied in detail, such as

model predictive control and stochastic dynamic programming. Both these tech-

niques, in fact, have been developed for being easily implementable on-line, and

show promising results.

The point of view of this dissertation is rather general, and focused on the

essence of the energy management problem. However, implementing a strategy

on a vehicle presents many more challenges in addition to choosing the optimal

control algorithm: these issues, which may also be related to limitations in avail-

able memory and computational power, are not considered here but may be part

of successive efforts.

The framework presented here allows to formulate the optimization problem

using any cost function, and to derive energy management controls applicable

in any hybrid vehicle. In particular, the results presented are valid for charge-

sustaining as well as charge-depleting (plug-in) hybrid vehicles, in which the bat-

tery is allowed to discharge completely. In addition to the possibility of a decreas-

ing state of charge, plug-in hybrids are characterized by the fact that, unlike in

charge-sustaining hybrids, fuel consumption is not necessarily the main minimiza-

tion objective. Other quantities, such as total energy consumption, total emissions

(including those generated in the production of the electrical energy used), actual

cost, battery wear etc. can be considered as minimization goals.
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In fact, the tools and methodologies for energy flow optimization presented in

this dissertation are general and can be extended to other engineering applications.

The relevance of such tools is significant at a time in which energy optimization

and reduction of oil consumption make headlines almost every day.
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