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ABSTRACT

The present work focuses on the development of a ModulariMaiinponent Coastal Ocean
Prediction SystemM2COPS that incorporates the full 3D wave-current interactions & bet-
ter representation of the entrainment and transport méchancomplex deep and shallow water
coastal environments. The system incorporates wind, teatye and atmospheric pressure forcing
that drive the circulation, wave, sediment and bottom bamnthyer model components.

The dfects of the wind generated surface waves on the water colathb@tom layer dynamics
are parametrized by the inclusion of the Stokes drift, aeditave radiation stress terms that quan-
tify the excess of mass and momentum flux produced by the w&®spled wave-hydrodynamic
models traditionally incorporate the radiation stressntepnly into the vertically integrated mo-
mentum. Considering the fact that currents are 3D strustihe vertical variation of the radiation
stress should be also considered. In the present work the@bDemium equations are re-derived to
include the full 3D impact of the radiation stresses on theerus.

As a preliminary test, the system is applied to Lake Michigdth a twofold purpose:(a)
to conduct an initial testing of the model prognostic vaeabwith and without the féect of the
waves; andb) to develop a methodology required to answer whether theadlyrmabserved Spring
turbidity nearshore plume in Southern Lake Michigan isdpanting material from its origin in one
continuous transport mode or as generated by a series bligpasition, resuspension and transport
activities. To this end data collected during BEGLEproject are fully analyzed; shoreline erosion
rates and texture of the eroded material were collected ¥iamous sources and via various methods
and are presented for 34 shoreline segments in a uniformaforam Eulerian Particle Tracking
formulation that identifies the source and origin of the @asi particle sizes within the sediment
plume is presented; and a conceptual and computationapsatthe control volumes or sediment

plume sourcégsrigins required for a detailed study of the Spring turlyigitume is developed.
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CHAPTER 1

INTRODUCTION

Modern expectations from the application of coastal pitemicsystems require increased ac-
curacy and detailed information of the field being modelether&fore, these prediction systems
are gradually using more enhanced physics and the locatibimgerest are more closely moni-
tored. The coastal prediction system developed in thied&son is a combination of thoroughly
tested and approved approaches in hydrodynamic modelohgfamewer developments and trends
towards a better representation of the physical intenastietween waves and currents in the mod-
eled coastal domains.

The most prominent feature of the developed system is ttasion of a complete three dimen-
sional methodology for incorporating wave contributiomsrtomentum, heat and sediment transport
distributions in freshwater lakes and coastal zones. Fobditer part of 20 years these distribu-
tions have been routinely made using widely available nsotifelt have essentially the same physics
components and structure andfei only in the details of some boundary condition formulagio
gridding technology, and minor numerics. Examples of suates include the venerable Princeton
Ocean ModePOM (Mellor [1999, Blumberg and Mellof1987), the Regional Ocean Modeling
SystemROMS(Warner et al[200§), and the models b$heng(Sheng 1994, Sheng et al[199Q),
which the U.S. Army Corps of Engineers has labeled and us&HaP (Chapman et a[.199q).

The structures of these models are all quite similar, so nthetthenceforth they will be labeled
as the Standard Model FormulatioBMIF). Shared formulation features include: incompressible
flow, full inertia term resolution, Reynolds averaged gowmeg equations, quasi three dimensional
equations with hydrostatic pressure assumed, full Boasgicoupling between heat and momen-
tum distributions and sediments if present, long-waveetldenensional free surface predictions

by solution of the continuity equation, a split barotrgparoclinic formulation for computing time
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efficiency, turbulent momentum and flux closures by higher ofdenulations of at least &-€
complexity, imposition of sea surface boundary conditibgswind drag and heat flux time his-
tories at the surface, imposition of bottom boundary caowlét by imposition of time histories of
frictional shear stress and heat grdsediment fluxes, and the ability to use rectangmgrids or
terrain-following rectangular, curvilinear, orthogormlnonorthogonal formulations.

The incorporation of surface wavdéfects cannot be handled by merely imposing a traditional
drag codicient formulation at the free surface of the model tuned biy@dcodficient adjustments.
Wave dfects penetrate to depths below the free surface and in sieallwaters or larger wave
climates they may impact the bottom directly. Therefore $MF will not resolve these wave
effects and the governing equations must be re-derived topocate them. These derivations and
the subsequent model reformulation is the central coreigfdissertation. Rather than reconstruct
a SMF and then re-derive it to incorporate the new derivationsgxasting model is adopted here,
The U.S. Army Corps of EngineefSH3D model originally developed b$hengand used by the
Army Corps to perform the first Chesapeake Bay 3D simulat{dolnson et a[199(Q).

Application of the system in coastal areas targets betpgesentation of storm surges, entrain-
ment and resuspension of the bottom sediments in shalloersyathoreline erosion and longshore
and crossshore sediment transport. The developed systepplied to the very well monitored
Lake Michigan to examine the resuspension and entrainnfethiedoottom sediments during the

1998 Spring plume.

1.1 The Modular Multi-Component Ocean Prediction System K12COPS)

Several numerical model formulations and physics are eysplin the development of the new
coastal prediction system that when combined together deenthe Modular Multi-Component
Ocean Prediction SysteMMCOPSor betterM2COPS

The system consists of a core hydrodynamic moM#HYD), a sediment erosigtmansport
model M2SED), a deep water wave propagation modéP{VAM), a shallow water wave prediction
model (M2SWAN and a combined wave-current bottom boundary layer mad@BgL). The above
models are all coupled together, either directly by shacmmmon variables and calculation blocks,
or indirectly by passing the required information to eadireotusing the Message Passing Interface

(MPI1). The implementation oMPI used here is compatiblga) with the one developed at the
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Argonne National LaboratoryMPICH: httpy//www-unix.mcs.anl.goimpi/mpichl andMPICHZ2
httpy//www.mcs.anl.gofresearctprojectgmpich2), and(b) with OpenMPI(http;/www.open-mpi.
org)).

In M2HYD, the surface drag céiicients for heat and momentum have been re-formulated to
account for both thefeects of the stability of the Atmospheric Boundary Lay&B() and the wind
generated surface gravity waves (SecBdn ). The heat flux formulation of the origin@H3D has
been completely replaced to use the heat energy balancéagaa described in Secticdh6. The
equation of state used M2HYD is the UNESCOequation of stateRofondf and Millard [1983)
that replaces the original Eckart’s formulatidiickart[195§). Special consideration is given in the
spatial and the temporal variation of the barometric prnessas well as the vertical distribution of
the pressure in the water column, both of which are includéalthe calculations of theNESCO

equation of state.

The original governing equations of the “standard” hydmaiynic model have been re-derived
and re-formulated inMI2HYD) to account for the variation of the barometric pressureglthe
solution domain, and for theffects of the propagating surface waves in the water columin bot
near and away from the free surface. The 3D radiation sdssms have been included into the
baroclinic equations of the model and the 2D radiation sttesms have been included into the
barotropic equations. Additional terms have been intredun the governing equations to account
for the Stokes drift and the Langmuir circulation patterfise radiation stress terms are particularly
important in the calculation of the near-shore hydrodyreamaind, of course, they are of significance

for the current application to Lake Michigan.

The two spectral wave models used\MiPCOPS namelyWAM (The WAMDI Group[1989)
and SWAN(Booij et al.[2004), are slightly modified to account for thdfects of the stability
of the ABL and the enhanced calculation of the bottom frictionfioent as defined iM2BBL
Both models are renamed ¥¥WAM andM2SWANto conform with the naming scheme used in
M2COPS Chapter3 presents the governing equations of the two models, wheredhbations of

the source terms have been properly modified to include tbeeadifects.

The output of the current spectral wave modé&yM and SWAN do not allow the direct calcu-
lation of the 3D radiation stress terms, since they only sufhe vertically averaged 2D radiation

stresses. To accommodate the above limitation, a vertistltdition or shape function, is derived
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that relates the 3D to the 2D radiation stresses. The deradidtion stress terms and the accom-
panying vertical shape functions are given in ChapteBimplifications of the above equations are

presented that allow both the shallow and the deep wateulatilins.

The sediment calculations M2SED have been improved by introducing théeets of the
surface waves on the entrainment and resuspension of thembsediments; the calculation of
the bedload transport; and the transport and depositioneo$tispended sediments. The radiation
stresses are of great importance for the near-shore hyalotgs and their féect is directly felt
by the bottom physics. Radiation stress terms exhibit ratieeeased magnitudes near the bottom
in shallow waters, thusfiecting the dynamics of both the bottom boundary layer andréresport
of the bottom sediments. The full details and the derivedagqgus for the sediment transport

calculations are found in Chapte2sand4.

The original bottom boundary layer model used in previousutations by this author and
other members of the Great Lakes Forecasting Sys@ior$ research group at The Ohio State
University employed the version developed by Glenn and {@enn[1987, Glenn and Grant
[1987). In M2BBL, the governing equations have been re-derived to includeatiiation stress
terms and to account for the use of spectral wave models. Hberate numerical calculations
for the determination of the bottom friction d@ieient of the original Glenn and Grant’'s model
have been completely replaced by the formulations destiibélathisen and Madse[19964,
Mathisen and Madsefil999 and Mellor [2003. The new approach in calculating the bottom
friction codficient eliminates the convergence problems encounteredeinnGnd Grant’s model;
accounts for the use of spectral waves; and substantiajpyowes theCPU and real computing
time required for the extensive calculationdM#COPS The details of all the derived equations are

found in Chapteb.

Application of a detailed modeling system li2COPSis expected to increasgPU time and
slow down the calculations. Fortunately, modern compuigifgrms are very powerful as they use
very fast single or multi-cor€PUs and are equipped with significant amounts of system memory.
Even home-based computers come with multi-c0RUs and system memory of 8 GB or more.
To accommodate the requirements of the present and futaeaneh studiesM2COPSis fully

parallelized such that it can be run on single or multi-caymputer cluster systems. In particular,
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for the model application in Lake Michigadi2COPSran on a home-built 32-bit multi-core cluster

system, such that multiple parallel simulations could talleee at the same time.

M2COPSis a hybrid coded system usitfgrtran 77, Fortran 9095 andC. The C andFortran
parts inM2COPSare linked together via aAPI, which was developed usingFortran (httpy/
www-zeus.desy.geburowcfortrar). The production of the graphics and the data analysis wesre p
formed usinglDL (http7//www.ittvis.cony), not directly linked withM2COPS An IDL-C-Fortran
interface has been developed based#nrtran, such that certain functionality i2COPScan be
used withinIDL. Finally, an extensive number of scripts were written tcomemodate the require-

ments of the variouM2COP Ssimulations.

The complexity of the developed prediction system gives tiisthe following question: “How
will the individual model components and the physical peses involved be validated?” Fortu-
nately, the enormous amount of available field data in Lakehidan collected during thEEGLE
project (ittpy//www.glerl.noaa.gofeeglé) accompanied by data collected during previous projects
will be used to answer the above question. BieGLEproject was a five year collectivefert of
40 scientists from a variety of disciplines. Among the meegudata collected during this period

are wave, current, temperature, sediment trap, phytofardnd zooplankton concentration data.

The wave data used for the model validation are a combinatidripod deployment data at
Benton Harbor (lat: 4235°N, lon: 86493°W, Michigan City (lat: 41735°N, lon: 86907°W)
and Milwaukee (lat: 4®58°N, lon: 87.813°W) collected during theEEGLE project and data
collected at meteorological stations operated\N@AA (buoys 45002 and 45007) on a regular ba-
sis. The velocity data were obtained from tBEGLE project. The measurements were provided
by Acoustic Doppler Current ProfileADCP), Smart Acoustic Current MeteSACM and Vector
Averaging Current MetelfACM) moorings.

Two sets of temperature data were obtained fromBE&LE project: the first set is comprised
of temperature data that accompany the wave and velocity fdain the same project and have
been used for depth averaged temperature comparisonsdbedsset are additional temperature
data taken bYCTD (Conductivity-Temperature-Depth) profilers, which haeei used for compar-
isons of vertical temperature distributions. The watevatien data are available at various water
elevation gage stations around Lake Michigan and were rddairom the Center for Operational

Oceanographic Products and Servidd®AA-COOPE
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The suspended particle data from EEEGLEproject are categorized into data of total suspended
mass, chlorophyll-a, and zooplankton mass. Measuremérsigspended particles mass include:
(a) collection of water samples at various locations and defitht were analyzed to give total
suspended mass and chlorophyll-a concentrati@inscollection of data on light scattering and
fluorescence by various instruments moored V@D profilers that were related to total mass and
chlorophyll-a concentrationgc) collection of continuous data on zooplankton concentnati@and

(d) collection of settling suspended particles onto sedinrapist

In addition to data used for the model evaluation a huge atafushata are necessary as model
input. Model input requires meteorological, water eleMataind sediment data. Meteorological data
were obtained from the Great Lakes Forecasting SysxROBS(Marine Observation System)
database. Bottom sediment grain size distribution date wietained from the Lake Michigan Mass
Balance (MMB) and the Environmental Mapping and AssessmEMAP) projects sponsored by
the EPA The shoreline types and their distribution around LakeHigjian and clay, silt and sand
mass fractions for 11 counties were obtained from EigSLE database. Soil types for the rest
of the counties were decided from the geological map and dhalsscriptions inVeach[1953,
and from the Web Soil Survey Maps and Soil Descriptions. i&rogtes for Lake Michigan were
decided from the work of Armstrong et al. [1976], as citedignteith and Sonzogril97§. More
information on the above data sets and how they are used jréisent study is given in Chapters

8, 9, and10.

1.2 The Lake Michigan System

Lake Michigan is located at the Northern part of the Unitealt&t and belongs to an intercon-
necting natural system of large lakes and channels sharételdynited States and Canada, known
as the Great Lakes. Great lakes reach the Atlantic oceanghribie St. Lawrence River in the East
and the Gulf of Mexico through the Mississippi River in theugo Lake Michigan extends in the
North-South direction from latitude 43°N to 461 °N and in the East-West direction from longi-
tude 85°W to 88°W. With a surface area of 57753 Erand a volume of 4918 kfn Lake Michigan
is classified as the fourth largest freshwater lake in thddalwy area and as the fifth largest fresh-
water lake in the world by volume. The lake is connected atdsth-Eastern side to Lake Huron

through the straits of Mackinac, the Lake’s only outlet. Dhientation of the lake is North to South
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with a length of 494 km and a maximum width of 190 km at its Nerthpart (sourcehttp;//www.

glerl.noaa.goipr/ourlakeglakes.html#michigan
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Figure 1.1 Lake Michigan bathymetry (sourckttp;/coastal.lic.wisc.edbathyexploretmbathy
Imbathy.htm).

Lake Michigan is divided into a Northern basin and a Southmsin by the Two Rivers ridge
(Figure 1.1). The Northern basin is characterized by two large bays,anéhe West side, the
Green Bay, and one on the East side, the Traverse Bay, 11dadyesmall islands and a basin
plain, Chippewa Basin, where the lake depth reaches itsrmariat 281 m. The Southern basin
is characterized by the Middle Lake Plateau, a shallow watea that is surrounded by four basin
plains, the Ludington and Muskegon basins on the East, theddkee basin on the West and
the South Chippewa Basin at the Central-South part of the. lalkhe South Chippewa Basin is
the deepest of the four basins with a maxim depth of 164 m ¢sounrttp;//coastal.lic.wisc.edu
bathyexplorefwelcome.htr). The average depth of the lake is.84m. All depths given in the
present study are referenced to the Low Water Datum, or @rattim, which for Lake Michigan
is 176022 m above the mean water level at Rimouski, Québec. Bemdth#l1250G, located at

Rimouski, Québec is the reference zero for the Internati@reat Lakes Datum 19853LD85),
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which has been the vertical control reference system ushydraulic and hydrologic applications
in the Great Lakes Basin since January, 1992.

The lake and its watershed cover an area of 173000tk is shared by 34 counties; 11 of
which are in the State of Wisconsin, 2 in lllinois, 3 in Indé&arand 18 in Michigan. According to
the USGSdata about 300 rivers, streams and creeks cross the water&heong the larger rivers
that drain into the lake are the Fox and the Menominee Rivelortheast Wisconsin and the St.
Joseph, the Kalamazoo and the Grand River in Southwest §$inhiThe amount of sediments from
the watershed carried by the rivers into the lake is, howegkatively small consisting only of.5 %
of its total external sediment loadiniylbnteith and Sonzogril97q). The lake shoreline is about
2670 km. At the Northern part the lake consists mainly of beaaowith fine and coarse sand and
secondarily of low blffs, rocky areas and wetlands. At the Southern part the lakg@stermainly of
high bluts that may be accompanied by beaches and secondarily of ks tlith beaches, sandy
or silty banks and artificial soils high in silty and clayeytergal. Lake Michigan is known for the
extensive formation of sandy dunes along its shorelineesg\per cent of the dune type shoreline
is found along the shoreline of the Northern part (soureew.glerl.noaa.goieegléresourcestreq

me).

1.3 Lake Michigan Hydrodynamic Processes

The water at the Northern and Northwestern parts of the ladezés from late December until
early April. During this period the areas around the straftdMackinac and the Green Bay are
usually 80% to 100 % covered by ice. The water at the Southarngb the lake, except in very
cold years like 1994, are usually ice free or covered aboutdyd6e in the deeper waters, but they
may freeze as much as 95 % in the near-shore areas of eithethasilies of the lake (sourckttpy//
www.glerl.noaa.goldatdice/atlagice_chartgindex.htm).

Like most large lakes at the temperate zone, Lake Michigardimictic lake. After the melting
of the ice and the rising of the water temperature, the cmditare appropriate for the first annual
overturn and mixing of the water by the storms and the straagsgof the Spring (wind speeds
of 20— 24 m/s). The Spring overturn is followed by the Summer stratiforatcharacterized by
lighter warmer water in the epilimnion and colder heavieteran the hypolimnion and by the

development of the thermocline in the metalimnion, whengaeratures change rapidly. The second
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annual overturn of the lake is the combined result of coldeteanperatures and strong winds
during Autumn. The resulting heavier colder surface waitgtsscausing the initial mixing that is
completed by the strong gales and violent storms of the Ant(wind speeds of 24 28 m/s).

The orientation of the prevailing winds varies with the sgga<.g., in Winter, the prevailing
winds follow the North to North-West directions, in SprifgetNorth-East to East directions, and
in Autumn the South-West to West directions. Winds are thesedor two types of oscillatory
movements over the lake, waves and seiches. The wave hdigittion and duration depend
on the intensity, direction and duration of the winds. Obedrmaximum wave heights in Lake
Michigan are on the order of 3m ta3m, while monthly average significant wave heights over
the 20 year period 1981- 2001 are on the order .@M® during June, and on the order of 2m
during November and December (sourtép;//www.ndbc.noaa.ggmapggreatlakeshist.shtm).
Under certain strong winds, whole basin oscillatory mati&known as seiches occur and continue
until all the energy is consumed and equilibrium is achiev&dater elevation power spectra in
Lake Michigan show spectral peaks with a period of @k-Salek and Schwall2004 and present
study). This observed period is very close to tt&E3% period of seiches calculated by the Merian’s
equation CEM 1l [2004, pp. 1I-5-51).

The gravitational attraction of the sun and moon also criédés. As-Salek and Schwal2004
andSawicki[1999 claim, the existence of a semi-diurnal tide at the4d??h and 12 h at the lake.
Their findings are also confirmed in the present study viatsglegnalysis of gage water elevation
time series for the years 1996-2001 (Seci0?). The amplitude of the tides in Lake Michigan are

in the order of 5cm, which can equal the often observed seinh@itudes.

1.4 Lake Michigan Turbidity Plume

The mechanical action of the winds, waves and currents oe Mikhigan is the mechanism
responsible for the erosion of the lake bed and shoreline. efergy of the waves depends on the
speed of the wind, its duration and fetch, and the angle attwthie wave reaches the shore. This, in
turn, determines the size and amount of the material thabdee and the distance traveled before
settling at a new location. Low energy waves move fine satiédyrsl clays; high energy waves move
coarser material. The suspended material from the erodss & carried by the waves until the

water velocity slows enough to allow deposition. Such dejposmay be permanent or temporary
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depending on the size and the nature of the forces ffedtahe new location. Sediments that move
towards the deeper water middle part of the lake and settits ®mottom can be permanently buried
there, whereas sediments that move along-shore and sesiteliower waters or at the beaches
are more prone to re-suspension during any future stornt évanhwill create the appropriate flow
conditions. Whenever the eroded shore material followswhter in a net movement along its
shoreline, it becomes part of the lake’s long-shore curefittoral drift. Whenever the suspended
material follows the water in an on-shor&-shore motion, it becomes part of an erosion accretion
process responsible for the shoreline displacement.

Factors that fiect the erosion process in Lake Michigan are its water leuvetdhtions, the
seasonal change of the wind direction, the slopes of thewsushore segments, the ice formation
along the shoreline and the existence of dunes. Low watetd@xpose new surfaces to erosion,
while high water levels enhance the action of the waves arrd@se erosion rates. Seasonal changes
in the wind direction expose filerent segments of the lake shoreline to the destructiveraofithe
waves and currents. Gently sloping shoreline segmentsgsdand ice formation act as natural
protective mechanisms in areas where found. Turbidity piioriginating from the introduction of
eroded material into the water column occur in Lake Michigaoughout the year. Their intensity
is lower in the Summer, when the wind strength is lower anddke is stratified, and higher in
late Winter and early Spring, when the winds are strongerthadake is unstratified and easily
disturbed.

The interest of the present study is focused in the highditsbplume that occurs every year
during the late Winter early Spring months, while the laksti$ unstratified. Although various
explanations and assumptions have been made about the oétilne suspended material (algal
blooms versus increased sediment consentrations) anddblkeamisms of the plume’s formation,
it was soon concluded that shoreline erosion due to waveraetas the main cause of the phe-
nomenon.Eadie et al[20004 refers to the two assumptions initially proposed by sésstabout
the main mechanism that causes the late Winter early Sphimygy The first assumption was that
the plume event is caused by the first big storm after the ideethand exposed the lake surface,
and the second assumption was that the plume was drivenynigsthe strong Northern winds.
The first assumption was abandoned in favor of the secondnob@98 when the lake experienced
an ice free Winter and a plume bigger than the previous yesatg¢e:http;//www.glerl.noaa.gov

pubgbrochuregeegleflyefeeglel.
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Wind driven waves and currents that erode thetblin the South-Western shore of the lake,
especially the area near Milwaukee, Wisconsin, entraitiquéate matter from the lake bottom
and are consequently thought to be the principal plume fagnmhechanism. Furthermore, the
fate of the eroded and resuspended material is controllethdyphysical processes responsible
for the exchange of the material between the near-shore fssthare regions of the lake, by the
physical processes responsible for its deposition andspesision, and finally by the processes
responsible for its along-shore movement. The questiongler, is whether the nearshore plume
is transporting material from its origin in one continuotensport mode or whether the material in
the plume consists of material generated by a series of tg@dsition, resuspension and transport.
The proposal of a cellular transport mode is unique and aftezh study the question still remains.
The answer to this essential question might be given by applsin Eulerian Particle Tracking
formulationM2EPT, based on a concept first captured and successfully appligngdan unrelated
research project in Lake Eri@édford et al[1999, Velissariou et al[1999) to identify the paths
followed by the various grain sizes of the sediments dumpediésposal site in the lake.

Monitoring of the Lake Michigan sediment plume has mainlgweed through visible-band
satellite imagery (Figuré.2). Satellite images of suspended particulate material kelMichigan
obtained during the late 1970’s - early 1980’s period wesdyared byMortimer[198§ and revealed
for the first time the formation of the early Spring turbidgiume along the Southern shoreline of
Lake Michigan. In 1992 satellite images became routinegilalsle through th&lOAACoast Watch
program and the plume was observed every year around midhiMarhe usual Lake Michigan
cloudiness for this time of the year was an obstacle in rezognthe full extent of the plume until
the unusually clear conditions in 1996. The plume formedybar was approximately 10 km wide
and 100 km long and eventually stretched to 350 km along theh®m shoreline of the lake. The
development and the dissipation of the 1996 plume from made¥ to late-April was tracked by the
scientists at the Great Lakes Environmental Research hthgr(GLERL using a frame-by-frame
analysis ofNOAAsatellite images. The mass of the suspended particulatemeds estimated to

be one million tons (sourcétttp//www.glerl.noaa.goinewg1996¢plume.htm).
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Figure 1.2 Lake Michigan turbidity plume images for the year 1998 ERI/NOAA- EEGLE
project).
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CHAPTER 2

THE STANDARD HYDRODYNAMIC AND SEDIMENT MODELS

2.1 Hydrodynamic Model

The equations describing the turbulent motion of wateramarfflows and transport are well
known. Numerous circulation models presently employ thessentially identical equations for a
variety of applications that include storm-induced watealdy predictions, sediment transport pre-
dictions, studies on plume patterns and regularly schedyperational water forecasts, to mention
a few. These equations form the basis of what is called her&tiindard Model EquationSME).

The circulation model employed HY12COPSis a free surface, three-dimensional, primitive
equation, shallow water circulation model. The model assimhydrostatic pressure distribution
and the turbulence mixing is described by the Boussinesgoappation and the eddy viscosity
approach. The model solves the time dependent three-diomah®quations of motion for water
elevation, the three-dimensional flow velocities and thiedtdimensional temperature and salinity
fields, while it performs its calculations either on a regialar Cartesian or on a curvilinear, bound-
ary fitted, orthogonal or non-orthogonal horizontal griddis choice). In the vertical direction,
the model can accommodate both regutaoordinates and-coordinates (user’s choice). For the
current research, a rectangular orthogonal horizontdland ao vertical grid have been chosen.

The algorithm for the solution of the governing equationgpkays a standard mode splitting
technique, according to which the vertically averaged ggus of motion and continuity equation
provide a solution for the free water surface displacem&ht vertically averaged flow velocities
(external modeand the three-dimensional equations provide a solutionhi® three-dimensional
velocity and scalar fielddr{ternal modé. During theinternal modecalculations, the fluctuations

of the 3D velocities from the vertically averaged velodtigre computed and then added to the
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vertically averaged velocities to produce the full 3D hornital velocity componentsChapman

et al.[1994).

2.1.1 Model Physics and Dynamics

The system of the turbulent equations of motion are “closedttie Standard Mode§M) by use
of a vertical turbulent eddy viscosity mod&l$CE Task Committee on Turbulence Models in Hy-
draulic Computatior19883, ASCE Task Committee on Turbulence Models in Hydraulic Compu
tation[1988H, Rodi[1994, Chapman et a[.1994). Here due to the unimportance of stratification
ak-€ vertical dffusivity formulation is used that furnishes the vertical yddcositiegdiffusivities
while their horizontal counterparts are held constantr(igauit).

In the present version of the hydrodynamic model a drag lavsésl to relate the surface shear
stresses with the winds encountered above the water suifhestemperature distribution (and its
related flow motions due to resulting temperatdemsity gradients) in the water column is forced by
a newly introduced heat balance equation at the surfaeenfer et al[200Q, Ahsan and Blumberg
[1999, Wu et al.[200]], Cole and Well§2009). Both replaces an obsolete equilibrium temperature
formulation described i€ole and Well§2005, Mohseni and Stefafi1999 that had its roots in the
1960’s.

The older formulation for the surface heat balance usedaheapt of an equilibrium tempera-
ture, defined as the temperature at which the net surfacdltiedd null. The concept is simpler to
apply by using a bulk formulation for the heat flux, but stiktequilibrium temperature and the bulk
heat transfer cd&cient need to be determined from meteorological data. Sincgrinciple, the
equilibrium temperature and the surface heat transfefficant can be derived from the heat bal-
ance equation after all its terms have been evaluated, thputational load will be the same as with
the direct incorporation of the heat balance equation imonbodel. The possible use of averaged
values for the equilibrium temperature will be unaccemalblaccurate temperature predictions are
required.

A new equation of state, based on the International Equafi@tate EOS8() (Millard [1987,
Fofondt and Millard[1983), is also introduced in the model for the reasons describeskction
2.2 Relevant thermodynamic and transport fluid properties.,(specific heat, viscosity) for both
the water and the air are now calculated as functions of testyre, pressure and salinity (where

applicable). In the course of the derivation of the govegrequations of motion, the atmospheric
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pressure terms have been retained to account for the ionla$ipossible horizontal atmospheric
pressure gradients at the free surface.

The incorporation of the lateral boundary conditions actstor riverine inputs or tidal bound-
aries. The tidal conditions are specified by a user suppliett dependent tidal elevation array,
while the riverine flow conditions are supplied by a time dugent flow rate array. In both cases,

time dependent temperature and salinity profiles may beasiued by the user.
2.1.2 TheSM Governing Equations

The SMturbulent equations of motion and conservation of mass engetl for an incompress-
ible fluid (Dp/Dt = 0), under the assumptions thgha) the Boussinesq approximation holds and
(b) the pressure distribution in the water column follows thdrogtatic law. For a right-handed,

rectangular Cartesian coordinate system (Figuiiethe equations take the form:

Syt
T N SWL

h(xy)
:y

Figure 2.1 Cartesian coordinate notation.

ou Ov 8w_0

continuity: ax + 8_y + ol (2.1.1)
X-momentum: du + (9(u2)+(9(UU) + ouw) _ v— ia—p+
ot O0X oy 0z Po OX
%[ﬂh%{] + a% ﬂhg—:] + aﬁz[ V‘z—‘;] 2.1.2)
y-momentum: % + a(aljf)+ag;) + 6((;)2)) =—fu- p_log_SJr
L) a%[ﬂhj_;] e a2 (2.13)
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op _

Z-momentum: =
0z

-pg (2.1.4)

62+8(u¢>) . 0(v®) . O(wd) _

scalar transport:
P ot ox oy oz

o1 ad] o[ od] 9| 0D
218,21+ 28,221+ 2] 8,22 215
ax[Bhax]+ay[Bhay]+az[BVaz]+S“’ (2.1.5)

where: f = 2Q sing is the Coriolis parametey, is the latitudeQ is the rotational speed of the earth

taken asQ) = = 7.27221-10°°s™1, p, is a reference fluid densityh represents the scalar

field(s) being rzrltii(l)gd?lh andBy are the horizontal turbulent eddy viscogitiffusivity coeficients
andA, andB, are the vertical turbulent eddy viscogdiffusivity codficients. Depending upon the
modeled scalar quantity (temperature, salinity, sedigjent ), the cofficient 8 is replaced byK
(thermal difusivity) or D (mass difusivity). The termSg in equation2.1.5collectively represents
the presence of additional soufsiek terms for the scalab in the modeled physical domain.

The assumption of a hydrostatic pressure distribution ésusual assumption made in most
shallow water computations and especially in calculatingdwdriven lake circulation, as well as
continental shelf and open coast transport. The Boussiaggmpximation assumes that the varia-
tions of the densityd = po + p’) can be neglected, with the exception of the gravity acestar
term that is buoyancy. With this approximation, the densitgquations2.1.2and2.1.3is replaced
by po, while it is retained in equatio.1.4 wherep, is a constant average or a reference density.

This reference density can be regarded as the basic defnsity bomogeneous fluid and in many

practical applications can be taken as the depth averagddi#uasity:

¢ ¢
1 1
- — dz= = d 2.1.6
Po §+hprDpr ( )
-h -h

The shallow water assumption implies weak vertical aceélans in the water column and,

therefore, the vertical momentum equation reduces to tdeokyatic law. The vertical integration

of equation2.1.4yields:

{ ¢
Pl = plzzgfpdi == p= patm+gfpdi (2.1.7)
z z

where: Z is a dummy variable for integratiom|; = p = p(X,y,z t) and pl; = Patm = Patm(X ¥ t).

Using Leibnitz’s rule (equatioB.46), the two horizontal pressure gradients in equati®is2and
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2.1.3are determined from equatiéhl.7as follows:

(9_p _ OPatm o6 f 8patm o6 f p

- ax T [ +g +gp Po +g dz (2.1.8)
9P _ OPam +glp=2 +gfapdz’ = apatm + 0po- +gf Pz (2.1.9)
dy Oy

where the water density at the free surface was approxinsted|, = p(X,y,{,t) = po. This ap-
proximation is valid as long a&\p/pAl <« 1, whereAp andA/{ represent typical horizontal varia-
tions, which is true over the horizontal length scales of @ehgrid box Pacanowski and Giies
[2000). Substitution of the expressions for the horizontal puee gradients into equatio2sl.2

and2.1.3yields the following form of theSM horizontal momentum equations:

4
du A  H(w) d(uw) 10pam O, g [ 9p
— =fy- =2 _g=2_ = | X7
ot T Tox oy ez VT pg ox Jax o) X7
4
barotropic terms baroclinic term
0 ou 0 ou 0 ou
A b S R K (21.10)
v A(w) )  o(ww) 10 ) éVa
e S AP S A :—fu——ﬂq—g—g—g P a7+
ot dy oy 0z Po Oy Ay poJ 9y
4
barotropic terms baroclinic term
0 ov 0 ov 0 ov
o) + gy |+ ) (211D

In the derivation of the two momentum equations, the atmesplpressure terms were inten-
tionally retained to account for the presence of any hotelaatmospheric pressure gradients. Since
only the pressure gradients are present in the momentunti@ugiathe pressurpam can be either
absolute or gage. This fact is worth noting since some foatraris for the equation of state and
in the equations calculating the various properties of tlagewand air use mixtures of absolute

pressures and some gage pressures.
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2.1.3 Boundary Conditions

The solution of the system of the partiatférential equations of fluid motion and species trans-
port presented in the previous Chapters are obtained fgortitdem being solved when boundary
conditions are specified for all the involved dependentaldes.

The boundary conditions are distinguished as “surface iiond” describing the interaction
of the water body with the atmosphere, as “bottom conditiaescribing the interaction of the
bottom physics with the overlying water column, and finally“Eteral conditions” that describe
the material fluxes into or out of the water body (e.g., rivelinputs,shoreline erosion rates). At the
surface and bottom boundaries the momentum, continuitysealdr conditions are defined as:

free surface conditions

ou) - (Isx
0z Po
Ay = (2.1.12)
ov Ty
0z e Po
oo .
By —| = 2.1.13
G, (2.113)

wly = [8t + I Uay (2.1.14)

o %, %]
I
In equation2.1.13 @ represents the vertical flux of the scalar quantity at théasar If salinity

is the scalar, thef = 0. The surface wind stresses are parametrized after GlorTgstull [1989),

with the individual stresses given by the following drag $aw

) (2.1.15)

[::] = pair Cm w[zvv:] L Ts=paCuWZ ;W= (W2 + W2
where,W (m/s) is the wind speed at the reference elevation of 10 m abeve#an water surface,
W, andW, are the two components of the wind speed vegigr(kg/md) is the density of the air
at standard atmospheric conditiongy {S the bulk momentum transfer d@ieient calculated by the
methods described in Secti@5.1with 75 representing the wind imposed surface stress. When
neutral conditions are encountered during the calculgtitimee drag cd@cient is computed using
equation2.5.7 A maximum allowable value of 0.003 is set in the model thatesponds to an

approximately 130 kpth wind speed.

18



In the case of the modeled temperature field, then equatibi3becomes:®d = %, % =
¢
H where, Hy is the net surface heat flux (Secti@r6). The only term in the surface heat flux

PoCp
that is a function of depth is the penetrative shortwaversaldiation (Sectior2.6.1), therefore, the

calculation ofHy requires that this term is appropriately integrated.

bottom conditions

ouy - (Thx
0z p
A, | ° (2.1.16)
o Thy
0Z/ _n Po
oD
-0 2.1.17
y 82\_h (2.1.17)
oh  oh
| o, on 2.1.18
wl_h [u ax”ay]_h ( )

Similarly with equation®.1.15the bottom shear stresses are parametrized as follows:

Tb u 1/2
{ X] = pPo CD|U|[ ] ; b = poColul? ; ul = (u2 + v2) (2.1.19)
Thy v

where G is the bottom drag cdicient and (, v) are the near bottom horizontal flow velocities.

When the full 3D calculations are employed, themni€determined by the logarithmic law:

-2
In s

Cp= kz[ (2.1.20)

wherez, is the bottom roughness heiglt,is defined as one half of the bottom layer thickness and
k = 0.4 is the von Karman’s constant. If only the 2D (verticallyagrated) equations are employed

then, G is calculated by the following Manning’s formulation:
Cob=grPR? (2.1.21)

wheren is the Manning’s coicient (default value is.002),g is the gravitational acceleration and
Ris the hydraulic radius, which is approximatedras D, since the horizontal length scale is much
larger than the vertical length scale.

Equations2.1.14and2.1.18represent the kinematic boundary conditions at the watdacei

and the bottom. At the free surface, the kinematic boundangition can be derived considering
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the fact that the free surface is a material boundary for whiparticle initially on the boundary
will remain on the boundary. Assuming that there is no waergprating the free surface, then the

material or total derivative at the free surfa¢e-(2) is zero, therefore:
D((-2 D¢ Dz
Dt Dt Dt

o¢ oL df 0L
= = +0= = — — —| =0 2.1.22
ot ox "ay”’az‘ at+uax+”ay+waz{ ( )

Since, 8¢/0z = 0z/0t = 9z/0x = dz/0y = 0 anddz/dz = 1, equation2.1.22reduces to equation

B [82 Jz 0z 0z
4

2.1.14 At the bottom, the kinematic boundary condition reflects thct that there is no flow
normal to the boundary. The bottom is a material boundary thiedefore, the material derivative at

the bottom £ + h) is zero, yielding:

D(z+h) Dz Dh
ST

g—f+ug—)z(+v§—;+wg—j_h+[3—T+ug—2+ug—2+wg—2_h=0 (2.1.23)
and sincegz/ot = oh/ot = 0z/0x = 9z/dy = oh/0z = 0 anddz/dz = 1, equation2.1.23reduces to
equation2.1.18

The lateral conditions for a wall boundary are specified ghah (a) there is no flow normal to
the wall @un/0n = 0), and(b) the no slip conditions tangential to the wall are valid &€ 0), where
u represents the velocity vector, andndr are the normal and tangential directions respectively.
If open lateral conditions (e.g., rivers) are requiredntlegher the normal to the boundary flow

velocities or the corresponding flow rates need to be spdcifie
2.1.4 External Mode Equations

The external mode equations provide the solution for thematrface fluctuatiori and the wa-
ter depthD and calculate the vertically averaged field variables. Pphigjnostic calculation allows
the simulation of tidal events and surges and dominant biotd# advective processes. The aver-
aged equations are derived from the turbulent continuitynentum and scalar transport equations
(2.1.1through?2.1.5 by integration in the interval-h, ¢). To derive the equations, the definitions

for the Leibnitz’s rule (equatioB.46) and the vertical average of a variakle
0

¢ ¢
éyTlhfo/(Z...)dZ:%foz(&...)dZ:j‘a/(O',...)dO' (2.1.24)
“h

-h -1

A=«
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were employed to evaluate the vertical integral of any pkdeerivative present. Finally, the surface
and bottom kinetic boundary conditions (equati@%.14and2.1.18 were incorporated into the

resulting equations. The presentation of all the interatedderivation steps for all the equations
involved is so very well known that its reproduction here imecessary therefore, only the steps

needed for clarification and the final equations will be gitieme. The integration of continuity
equation2.1.1gives:

{ { ¢
ou ov JOw 0 0
— dz= — dz+ — d
f(ax+(9 aZ)z axfu Z+(9yfv z+
h h h

|wle = ul 8_f< s ag“] |wlon + uln o, vl-h g—;] =

oX
apply surface kinematic B.C apply bottom kinematic B.C
a¢  d(DU) a(DV)
—= + + =0 2.1.25
ot 0X oy ( )

Introducing the two new variablég andV as the volumetric flow rates per unit width (unit flow
rates) the above equation becomes:

o/ o(DU) a[DV) o, oY oV
a0 + I + o at + 6x+ 9y " (2.1.26a)

oD o(DU) o(DV) oD U oV
5 + X + o at + 6x+ 7 =0 (2.1.26b)

The integration of the momentum equations is straight fodwaut special attention will be

given in the evaluation of the integrals of the baroclinid aliffusion terms to outline the approx-

imations used. The integration of the baroclinic terms.(dfge x-momentum term) proceeds as
follows:

¢-2p°
l

0
( ¢
9 8p _9 oL A

-h

using Leibnitz's rule

g f 8(5 Z)p _ |§a _%f _(p p|)+(§ Z)aa—ﬁx)dz=

dp ZD2
fo a‘; f - = (2.1.27)
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The difusion terms are integrated in a similar fashion, as showt nex

I
0 ou| o ou; oh
fax[ ax 8xfﬂh_d _ﬂha_x|§6_x_ﬂh8_x|—h8_x_

-h

neglect these higher order terms

2on - o |- o [ -
AX haxl~ ox haxl ~ ax AX

-h

e 7 g v g i

neglect these higher order terms

(2.1.28)

Since the horizontal eddy viscositidgfusivities are held constant in the current formulation
used inM2COPS their vertically averaged horizontal counterparts atd benstant as well, that is,
Ap = AnandB, = B,

The two vertically averaged momentum equations in termtf the averaged flow velocities
and the unit flow rates, after dropping the overbars, ardemis:

d(DU) . d(DU?) . d(DUV) D 0paim o, g D?dp

= fDV - D=2- 2 ==L +

ot % By oo 0x 9% 9x " po 2 ox
— =

barotropic terms baroclinic term

8(DU)] d [ a(DU)] a(Du?) §(Duv)
= = A2 - - 2.1.29a
ax[ "ax Tl e, 1T T Tox By ( )
dispersion terms
oU 8 UU, a UV D Pam 0, g D*dp
= (=) (22 = v - =_=2=Z7F
ot *ax o) axl )= Y o OX 9% po 2 OX
a1 U1 4. U a(Du?) H(Duv)
— | A= | + —| A= - - 2.1.29b
8x[ “ax]+ay[ﬂ“ay]+s“ % By ( )
2 2
o(DV) aDUV) aOv3) _ . D apatm_ng_ 9D
ot ox oy po Oy Jdy po 2 0Oy
N——
barotropic terms baroclinic term
8(DV)] 3 [ 8(DV)] d(DUv) H(Dv?)
— A2 | + —| A= - - 2.1.30a
8x[ "ax )T el 1Y T T By ( )

dispersion terms
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ot Tox\d /) Tax\ D T po Oy T By po 2 Oy
ar_ ovy] ar. oV a(DUv) d(Dv?)
Al |+ LA, - - 2.1.30b
8x[ “ax]+ay[ﬂ“ay]+s" X By ( )

The two new termsS, and S, in the momentum equations are the results of the integmation

¢ g
0 ou 0 Ov . )
— —)dz and — — )dz respectively. These two terms are evaluated using the mo-
f 6z(ﬂv 62) f az(ﬂvaz) % resp y g
-h -h
mentum boundary conditions (equatidh4.12and2.1.1§ as follows:

{
a 6U 6u év TSX_TbX
s= [ Gngo|ag] =
h

(2.1.31)

¢
8, o Wlf Ty~ Thy
= —_— —_— d = —_— = —
S [ (A-)dz [ﬂv az]_h -

2.1.5 Non-Dimensional Equations

The governing equations are modeled using their non-diloealsform that makes it easier to
compare the relative importance of one physical processdthar. The non-dimensionalization of
the governing equations is based upon the normalizatiot @¢pendent and independent variables
with respect to reference constant values, presumablytbedt values encountered in the problem
being solved $treeter et al[1999) and, therefore, the newly created variables will havaigsl
ranging between -1 and 1.

Substitution of all the relevant variables in equatié$.1, 2.1.1Q 2.1.11and 2.1.5by their
non-dimensional counterparts (equatid86 throughB.41), evaluation of all the partial deriva-
tives using equationB.45, division of both sides of: the continuity equation gy:t the momen-
tum equations byf U; and the scalar equation Hy(®, — ®@,), taking into account equatiori.42
throughB.44and dropping the check accents, then the final forms of thedimaensional equations

are written as:

continuity: %( + ? + % =0 (2.1.32)
Y
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Z
(uz) d(uv) +(9(Uw)]zv_(9patm_% Ro fapdz’+

X-momentum: —+IE{
ot [ X dy 0z ox  ox 2,
z

0

0 ou ou ou
Exh — — |+ Exh— — |+ Exv — — 2.1.33
“‘“ax[ﬂ“ax]+ k“ay[ﬂ“ay]Jr “‘Vaz[ﬂvaz] (2.1.33)
9 (w) 9w  dw)] b O R [0
v v v vw atm 0 P
- tum: — + R =-U-—-=-— | —dZ
y-momentum: == + ®[ o + o + 5 | u o " oy Fﬁdfay +
z
] 0 ov 0 ov
Exh — Bxh — — | + By — — 2.1.34
kh [ﬂh |+ Exn o [ff’{h ay] + By az[ﬂv 82] ( )
, o0 [oud) Awd) Hwd)]|
scalar: 5 IE&D[ o o t = |7
Exh 8[ 8(13] Exh 8[ 5@] By 6[ 8(13]
— |+ — —|Bh— — — 2.1.35
Sen 9x12M0x) T S 3Py | T s 32 P az ) T ( )

The vertical momentum equation has been eliminated, strisalready incorporated into the
equation2.1.33and2.1.34 In the derivation of the scalar equati@ril.35the continuity equation
2.1.32was used to eliminate all relevant terms. The correspondomgdimensional, vertically
averaged equations of motion are derived in a similar fasfiom the equation2.1.26a 2.1.29a

and2.1.30a After dropping the check accents the equations resumefthai form:

o oY) 9OV _ 20U oV
~0 2.1.36
at ( ) [ X oy |~ at ( ) ax oy (2.1.363)
oD a(DU) d(DV)] oD oy, oy
+R -2 iR, ~0 2.1.36b
ot ®[ ox oy ot | ox Ty ( )
d(DU) d(DU?) 9(DUV) OPatm il
A R _DV-D _p%_
at ®[ ox oy ox ox
D?Rs dp 4(DU) (DU)
s _ 2.1.37
o2, Ox ax[ﬂ“ Tk "y [ﬂ“ 3y [+ 7ox= 7o (2-1.372)
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oy 0 Uy J UV 0Patm o7
ZZ R | (22 + L () =v-D -D=-
at ®[ax(D)+ y(D)] Y ax = ox
D2R, dp ar_ oy ar_ oy
o I aZ] g _[ 9% - 2.1.37b
o7, 0 Kh [ﬂh ax] Ly An 2 + Tsx — Thx ( )
2
ODV) | [9BVV)  OOVI|_ by _pPPam 5% _
ot ax Ay Ay Ay
D?Ro dp o1 d(DV) o1 d(DV)
PLig —[ﬂ ] E —[ﬂ ] - 2.1.38a
o, 0y MaxlT M ax | Tl ey | T Ty T T ( )

Vv o Uy, o0 VYV OPatm oL
—+Ro|—(=)+ —(=)|=-U-D—-D =-
ot ®[8X(D)+ y(D)] - By By
D2Ro dp o1 oV a1 ov
-+ I _~] E _[ﬂ _~] - 2.1.38b
o, 0y Ikhax[ hox | TR gy [ TGy | T T T T ( )

2.2 The Equation of State for Water

The continuity equation along with the equations of motiomdt form a closed set of equations
regarding the dependent variablesy, w, p andp, therefore, an equation of state for the water is
employed in order to close the set. The equation of stateshwikia diagnostic equation, relates the
density with the thermodynamic properties of the water fferature, pressure) and in the case of
seawater with the salinity as well.

There is a wide spectrum of such equations, some of empiratale, some based on theoretical
statistical thermodynamic considerations and some semifical that combine features from both
the theoretical and the empirical equations. Due to prelmitations in theory the theoretical
equations tend to be less accurddeifers and Reuckl997), although significant @orts are under

way for the improvement of these equatiokeictel[2003, McDougall and Jacke{003).

2.2.1 Eckart’'s Equation of State and its Limitations

CH3D, the original code foM2COPS uses a semi-empirical equation of state developed by
Eckart[1959. The full Eckart’'s equation gives density as a function offbtemperature and pres-
sure as:

P BT (2.2.1)



where, a and P are both functions©f(°C), S (ppt) and absolute pressupe(atm), andp is in

kg/m3. The functions a, P are defined as follows:

P = p+ 5890+ 38T — 0.375T2 + 3S (2.2.2)

@ = 17795 + 11.25T — 0.0745T2 — (3.8 + 0.01T)S (2.2.3)

The equation2.2.1, 2.2.2 and 2.2.3 are valid for the range of values: 0pptS < 40 ppt,
00C < T <40°C and latmg p <1000 atm (1 atm= 1.01325 bar= 101325 kPa), with an error
not less tha0.2 kg/m? (Eckart[195§).

Some drawbacks in the use of the Eckart’'s equation éagits application is suitable only
in shallow water environments, since in higher pressuregr@mwments it exhibits large deviations
due to systematic error&¢kart[195g); (b) the accuracy of the density values produced by this
equation, tested at the time of its development only by &ohiavailable pure water experimental
data, is not judged as satisfactory by the present stan@ahdght [1997, Bryan and CoX1973);
and(c) the equation is based on the definition of salinity and it$espdor to 1978 while current
salinity data for sea or fresh water are referred in psu {j@acsalinity units) in accordance with
the definition for the practical salinity, making the usels# itbove equation inappropriatdillard
[1987). Eliminating the pressure from equati@2.2 (as it has been done @H3D) produces a
reduced version of Eckart's equation. This version, whiiadreases the computationdfieiency
of the model, introduces additional errors in the calcalatf the water density, even in shallow
waters & 1000 m).

Justification for the use of a more appropriate equation atesin M2COPSis drawn from
Table2.1that lists the density values obtained from Eckart's eguagye) and from theUNESCO
international equation of statpdosgp) at various temperature, salinity and pressure values. The
salinity and temperature ranges were chosen to approXimaféect the values that are most likely
to occur in fresh waters.

The maximum absolute filerence of the calculated densities by the two equationdis kg/m?

(~ 0.11 kg/md if pressure is included) and the rmsfdrence is- 0.9 kg/m? (~ 0.08 kgym? if pres-
sure is included). In both cases théfeliences in the computed density values are significant and
greater than the maximumfErence of no more than@31 kg/m® between density values calcu-

lated by the international equation of state and experiatieladta McDougall and Jackef003).

26



p included
p S T PEOSB0 PE PEOS80 — PE PEOSB0 — PE
(dbars) (psu)  C) (kg/m?) (kg/m?) (kg/m?) (kg/m®)
0.00 0.00 0.00 999.842594 999.877774 -0.035180 -0.086455
0.00 0.00 15.00 999.101575 999.052169 0.049406 0.001984
0.00 0.00 30.00 995.651134 995.712892 -0.061759 -0.107131
0.00 0.10 0.00 999.924867 999.957661 -0.032794 -0.084061
0.00 0.10 15.00 999.179218 999.128236 0.050982 0.003568
0.00 0.10 30.00 995.726276 995.787246 -0.060970 -0.106336
0.00 0.20 0.00 1000.007000 1000.037553 -0.030553 -0.@8181
0.00 0.20 15.00 999.256752 999.204308 0.052444 0.00%036
0.00 0.20 30.00 995.801320 995.861604 -0.060285 -0.10%644
150.00 0.00 0.00 1000.604444 999.877774 0.726670 -0.@8226
150.00 0.00 15.00 999.800817 999.052169 0.748648 0.000418
150.00 0.00 30.00 996.318712 995.712892 0.605819 -0.B1013
150.00 0.10 0.00 1000.686568 999.957661 0.728907 -0.@7989
150.00 0.10 15.00 999.878359 999.128236 0.750122 0.002001
150.00 0.10 30.00 996.393771 995.787246 0.606525 -0.10933
150.00 0.20 0.00 1000.768551  1000.037553 0.730998 -0817[76
150.00 0.20 15.00 999.955790 999.204308 0.751482 0.008470
150.00 0.20 30.00 996.468731 995.861604 0.607126 -0.10862
300.00 0.00 0.00 1001.363693 999.877774 1.485919 -0.@r802
300.00 0.00 15.00 1000.497826 999.052169 1.445657 -0210[L1
300.00 0.00 30.00 996.984172 995.712892 1.271279 -0.21B820
300.00 0.10 0.00 1001.445668 999.957661 1.488007 -0.87568
300.00 0.10 15.00 1000.575266 999.128236 1.447030 0.d00p46
300.00 0.10 30.00 997.059148 995.787246 1.271902 -0.51238
300.00 0.20 0.00 1001.527504 1000.037553 1.489951 -0007B5
300.00 0.20 15.00 1000.652596 999.204308 1.448287 0.@0193
300.00 0.20 30.00 997.134025 995.861604 1.272421 -0.21167
Check Values
0.00 0.00 5.00 999.966751 999.907967 0.058784 0.009036
10000.00 0.00 5.00 1044.128016 999.907967 44.220049 85280
0.00 0.00 25.00 997.047958 997.088453 -0.040495 -0.086383
10000.00 0.00 25.00 1037.902044 997.088453 40.813592 50R12
0.00 35.00 5.00 1027.675465 1027.605470 0.069995 0.022955
10000.00 35.00 5.00 1069.489138 1027.605470 41.883668 20031
0.00 35.00 25.00 1023.343058 1023.514427 -0.171368 -0214
10000.00 35.00 25.00 1062.538172 1023.514427 39.023745 086810

Table 2.1 Comparison between the international and Eckart's equatictate for sea-
water. The last column fferences are computed by including the pressure
term in Eckart’s equation.
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2.2.2 UNESCO Equation of State

Because of the limitations of Eckart’s equation, the foratioh used ifVI2COPSparametrizes
the water density using thNESCOinternational equation of state, which is considered to be
the standard equation of state for seawaltéitlérd [1987, Fofondt and Millard[1983, Fofondf
and Millard, Jr.[199Q) and it is referenced from here on B©S80 The full EOS80involves 42
codficients of the fitted polynomials and is computationally inm#ige. Since the equation of state
is evaluated at each grid point and every time step in thedudysramic models, the computational
requirements of the fulEOS80could increase th€PU time requirements significantly (reported
values range between 10% and 50% increaseRbl time, Kruger et al[2005, Wright [1997).

Mellor [199]] introduced an approximation for the pressure termE@580that decreases the
computational time by a factor of 3. Thefidirence in the computed density values between the
full EOS80and the Mellor's approximationMEOS8() is about 1% and this fference decreases
with increasing water depth#gllor [1991]). The equation of state proposed by Mellor is used in

M2COPSand is defined as:

0(S.6,p) = p(S,6,0) + 0—2(1 _ 0.200—'2) - 10° (2.2.4)

(S, 0, p) = 14492 + 1.34(S — 35) + 4.559 — 0.045? + 0.00821p + 15.0 - 10 °p? (2.2.5)

where,d is the potential temperatur€Q), p is the applied or gage pressure (db&)s the salinity
(psu) anctis the speed of sound (fs). The potential temperature is defined as the temperatare o
parcel of water at the sea surface, after it has been raisaaditally from some depth in the ocean
(Stewart[2005).

The use of9 in equations2.2.4and 2.2.5is consistent with the ocean hydrodynamic models
that used as the conservative variable for the temperature distobuh the ocean. Relationships
betweenT andd do exist Bryden[1973, McDougall and Jackef003) and are usually functional
relationships among, S, T andd. An approximate equation fa is (McDougall and Jackett
[2003):

O(S,T,p) =T + p(ay + &S + agp+ asT +asS T+ agT? + azpT) (2.2.6)

where,S is in psu,T is in °C andp is in dbar. For shallow watemis approximately equal t®

(Fofondt and Millard[1983) therefore, for lake, coastal and estuary watérsan be replaced by
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T in equation2.2.4and2.2.5 The codficientsg; in equation2.2.6are given by:

a; = 1067610 10°° as = 3.074672- 1078
ap, = —1.434297-10°° ag = 1.918639- 1078 (2.27)
ag = —7.566349- 107° a; = 1.788718 10710 o
a, = -8.535585 10°°
TheEOS80for p = 0 is given asMillard [1987):
p(S,0,0) ~ p(S,T,0) = pw + (bp + biT + byT2 + bsT3 + by TS
+(Co+ 1T + o T2)S%2 4 dpS? (2.2.8)
while the density of the reference pure waigg)is given by:
pw=+eT+eT?+eT +eT+eT° (2.2.9)

where,S is in psu,T is in °C, pis in dbar and is in kg/m3. All the above equations are valid for
the range of values: 0psuS < 40psu,~2°C < T < 40°C and Odbak p < 10000 dbar Killard
[1987).

The leading co#icients of the polynomials in equatioBs2.8and2.2.9are given by:

bp = 8.24493- 107t Co = —5.72466- 1073
b, = —4.08990- 1073 c;= 1.02270-107%
b, = 7.64380-10°° c, = —1.65460- 10°°
.= b5 . 2.
& = 999842594 e3= 1001685 10
e = 6.793952- 1072 e, = —1.120083- 10°°
e = —-9.095290 1072 &= 6.536332 107°

As previously mentioned, Mellor’s approximation redudss computational time for the equa-
tion of state by a factor of 3. A further reduction in the congtiwnal time by a factor of 2-16 (com-
puter platform and compiler dependektuger et al.[2009) can be achieved by using Horner’s
rule. According to this rule, given ad'mlegree polynomial ok and factoring out powers of the
number of calculations required to evaluate the polynotia valuex = Xg is reduced to n addi-
tions and n multiplications, resulting in less numericatability (due to potential subtraction of
one large number from another) and faster evaluation ofshepmial. The H' degree polynomial
is written as:

f(X) = ap + a1 X+ aX® + a3 + - - - + anX"

=ag+ X(@ + X@ + x(@z+ -+ Xan)) ) (2.2.11)
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Regarding the power of/3 in equatior2.2.8 it can be written as®? = x /X, which is compu-

tationally less demanding.
2.3 Thermodynamic and Transport Properties of Water

The thermodynamic and transport properties of the watesidered in this Section are the
specific heatd,) and the dynamic viscositylf. Traditionally in the hydrodynamic models, both
properties are treated as constants, therefore, intnoglisias in the model calculations. The equa-
tions of these properties presented in this Section congiéthe equation of state and are consis-
tent with the derivation oEOS80 based on thermodynamic properties of the fluid and extensiv

experimental data.
2.3.1 Specific Heat

The specific heat of seawater is defined as the heat in Jogjeise@ to raise the temperature of
1 kg of seawater by 4C at constant pressure. The specific heat is a function afitsaiemperature
and pressurg-ofondt and Millard[19893 introduced polynomial expansions for the calculation of
cp that are computationally intensive, but validated and eseib byUNESCO The specific heat

for seawater, as a function 8f T andp is defined as:

where all the terms in the r.h.s side of equat®®.1are polynomial expansions & T and p:

A1Cp(0, T, p) =(ap + a1 T + &T? + agT3 + ay T4 p+
(bo + b1 T + by T? + b T3 + by, TH p?+

(Co+ 1T + T2+ c3T3)p? (2.3.2)
A2Cp(S, T, p) = [(do + T+ bT2+dsT3+ dyTHS + (ep + &1 T + e2T2)S3/2] 0
+ [(fO + T+ f2T2 + f3T3)S + 9083/2] p2+

+|(ho + W T + e TS + joT 72| p? (2.3.3)
The value ofc, (S, T, 0) in equatior®.3.1is calculated by the polynomials:

cp(S, T,0) = ¢p(0, T,0) + AS + BS*/2 (2.3.4)
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cp(0,T,0) = Mg+ myT + mpT2 + mgT3 + myT* (2.3.5)

A=po+mT+pT?  and B=go+qT +qT? (2.3.6)

In accordance with the equation of state, equatiBslthrough2.3.6are valid for the range of
values: 0psik S < 40psu~2°C < T < 40°C and 0 dbak p < 10000 dbarFofondt and Millard
[1983). The resultingc, has units of: JXkg-CC. The leading ca@cients of the polynomials in the

above equations are defined as:

ap = -4.95920- 101 by = 249310-10* c¢o=-542200-10°
a; = 145747-10% b; =-10864510° ¢ = 263800 -107°
a, = —3.13885. 104 287533107 ¢, = -6.56370- 10711 (2.3.7a)
ag= 203570-10° b3=-400270-10° 3= 6.13600-1013
a,= 171680-10% by= 229560 10711

o
N
1

do= 4.92470-10° ey =-123310-10* f,=-2.95580-10°°
dy = -1.28315-10% e =-151700-10° f; = 1.17054-10°'
d, = 9.80200-107 e = 3.12200-10° f, =-2.39050-10° (2.3.7b)
dz = 259410 108 fs = 1.84480- 10
ds, = -2.91790- 10710

hg = 5.54000-10°1° o =-1.43000-10%? 4o =997100-10°8

h; = -1.76820- 10! (2.3.7¢)
h, = 3.51300- 10713

mo= 42170 Po = —7.64358 Qo= 0.17704

m; = —3.72028 pp= 010728 o = —4.07718 1073

mp = 0.14129 p, = -1.38385.10° @, = 5.14800-107° (2.3.7d)

mg = —2.65439- 1072
my = 2.09324-107°

2.3.2 \Viscosity

According to the equation developed lllero [1974, the viscosity of pure watar,, (N-s/m?)
at temperaturd (°C) is given in terms of the viscosity of the distilled water2@C temperature
(Uw20 = 1.002- 1073 N-s/m?) as:

11709 - 20)+ 0.0018277 - 20

» = Wwo- 100 with: A =
M = Hui20 w T +8993

(2.3.8)
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and the viscosity of seawatar)(is calculated as follows:
i =, [1.0+ A(pS)*? + B(pS)] (2.3.9)

where A = 2.204-103T +4.537-10°3, B=1.800-108T + 1.434- 10°® and S is the practical
salinity.

The pressure change at temperaflraffects the viscosity of the fluid, and the change in vis-
cosity Aup due to pressure is given by Matthaus (reference®ibgy and Skirrow[1974) from the

equation:

App =(-1.7913- 10°® + 1.3550- 10°°T — 2.5853- 10°°T?) p

(9.5182-10°° - 6.0833- 107'°T — 1.1652- 1071T?) p? (2.3.10)

wherep (kgr/m? = 0.967841 atm) is the applied or gage pressure. The kinematosityv is then

calculated byv = u/p, andp is calculated from the equation of state.
2.4 Thermodynamic and Transport Properties of Air

Properties of the air above the water surface, such as geasit specific heat, are directly
involved in the calculation of surface wind stresses and fieges, the chief forcing functions in
the hydrodynamic models. Traditionally, constant valu@sbbth the density and the specific heat
of the air are used with the possible introduction of errarthie calculation of the surface stresses
and fluxes. IMM2COPSfunctional relationships are introduced for both of thesmpprties in terms

of pandT.

2.4.1 Specific Heat

The specific heat of the moist air above the water surface psogmated by the following
equation Miller et al. [1999):
. 1+ w(C%U/C?)O)

a
=C
PO l1+w

c (2.4.1)

wherec"lg0 is the value of§ when the relative humidity is zero and is taken equal to 104g K,
c?, is the specific heat of water vapor, taken equal to 18kg-&, andw is the mixing ratio defined
as:

. _ 062197, (2.4.2)

Patm — Pv
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wherep, is the vapor pressure. The vapor pressure is calculatedns tef the relative humidityf

and the saturation vapor pressygN/m?) as:

pv = fps (2.4.3)

An equation for approximating the relative humidity deyed by Bosenl(insley, Jr. et al.

[1982) with a 0.6% accuracy for the temperature ran@s°C to 45°C is:

_ (112— 0.1T 4 +Td)8 (2.4

112+ 0.9Tg;
where, T, and Ty are the air and dewpoint temperatures, respectivi&B).( The saturation vapor

pressure (Nm?) as a function of the air temperatu®Q) is approximated with the polynomial:
ps = 338639[(0.00738r air +0.8072F — 0.0000191.8Ty;; + 48 + 0.00131(1 (2.4.5)

As stated inMiller et al. [1999, equation2.4.5is accurate to within 1% and it is valid for the
temperature range50°C to 55°C.
The specific humidity is calculated(insley, Jr. et al[1987) as:

0.62197%,

hy =
97 Pam— 0.37803,

(2.4.6)

2.4.2 Air Density

The density of the air above the water surface is calculadgbdeasum of the densities of dry air

and water vapor:
Pd Py, 1
(M Pvy &
Pair = (R, * R )Ty

wherep,ir (kg/m?®) is the density of the moist aipg (N/m?) is the absolute pressure of the dry

(2.4.7)

air, py (N/m?) is the absolute pressure of the water vafay, (K) is the air temperatureRy is the
gas constant of dry air taken as: 289 Jkg-K, andR, is the gas constant of water vapor taken as:
461495 JkgK.

The local atmospheric pressure is equal to the sum of theidpressure and the pressure of

the water vapors, that is;m = pg + pv. Introduction of this expression into equatidrt.7yields:

Patm . Tair
L= am th: Ty =
Pair RqTy wi VT2 0.37803(@y / parm)

whereT, (K) is the virtual temperatureiller et al. [1999).

(2.4.8)
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2.5 Wind Induced Shear Stresses

The basic driving force for the water body hydrodynamics taiecgrowth and propagation of the
surface waves is the wind, which is usually incorporated the models via the surface stress or the
friction velocity. Since these parameters are not diratibasured, they are estimated from available
wind measurements using bulk formulations. The evaluatfaihe shear stresse2.1.15 and the
heat transfer fluxes (Sectios6.2and2.6.3 using bulk equations requires a priori knowledge of
the bulk drag cofficients for momentum () and heat (@). Both codficients are functions of the
wind speed\(V) at a heightz above the mean water surface (usually 10 m), the turbulefacsu
roughness heightzf) and the state of the wind generated surface waSad!([1989, WMO-No.
7021998 and others).

The dfect of the water surface friction on the wind is its magnitudéuction and as one ap-
proaches the surface, the wind speed tends to zero. AsldeddriStull [1988, WMO-No. 702
[1998, the dfects of friction are represented by relating the free atiesp wind to a stress at the
water surface, using the concept of a two regime atmosphetindary layerABL).

The portion of theABL close to the surface is called the constant flux or constaessstayer
and extends up te 50 m above the mean water surface. Within this layer, it isiragsl that the
frictional forces are constant with height and that the @@riand pressure gradient forces, as well
as the the horizontal gradients of the turbulent fluxes, agdigible WMO-No. 702[199§). As
a consequence of these assumptions, the wind directiomitartt with height. Using Prandtl’'s
mixing layer theory, it can be shown that the horizontal fl@loeity of the air follows a logarithmic
profile in the vertical directionStull [1988, WMO-No. 702[199g). Above the constant stress
layer and extending up te 1000 m above the mean water surface, is the so called Ekmanday
spiral. Within the Ekman layer, the geostrophic winds daterand the principal force balance is
between the Coriolis, friction and pressure gradient ferdes noted inStull [1988, the tip of the
flow velocity vectors trace out a spiral, thus the name Eknpénals

The stability of theABL (difference between the air and water temperatures at the guidace
important in determining the wind speed near the water sarfaspecially over waters near large
land masses (e.g., lakes), while over much of the oceans them equilibrium between the air
and the water temperatures, so that the neutral conditiomsnéte. Stable conditions in teBL

(warm air over colder waters) increase the friction, resglin weaker winds and, therefore, weaker
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shear stresses, while the unstable conditions (cold airwsemer waters) reduces the dissipation
by friction, thus increasing the stress over the water sarfd/MO-No. 702[1999).

In the current formulation oM2COPS the hydrodynamic model is coupled with two wave
models, all of which should share common surface dradfictents. To avoid duplicate calcula-
tions, a unified approach shared among these models is us#tefdetermination of the surface

drag codicients as presented in the next Section.

2.5.1 Determination of the Surface Drag Cofficients

In the following discussion, a constant strésBL is assumed and, therefore, the velocity and
temperature profiles above the water surface can be deddrbtne following general logarithmic

laws Brutsaerf1982):

3—; - k% and j—i - E—#Z (2.5.1)
such thatu(z = z,) = 0 andd(z = z,) = 6,. In equation®.5.1 u (2) is the wind speed at an elevation
z above the mean free surfaag,is the friction velocity at the atmospheric side of the fradace
(uﬁ = 7/pair), K is the von Karman'’s constarg, is the aerodynamic friction roughness heigh{z)
is the potential temperaturé(®) = T(2) + %5), cj is the specific heat cdcient of air, 6 is the
scaling potential temperature a@glis the potential temperature at the water surface.

Janssen, as referenced Bh\astenbroek et al[1993, introduced the idea of a displacement
heightz to account for the féects of the surface waves on the wind by adjusting the prdigsa-

tions 2.5.1) as follows:

du Uy do Oz
dz  k(z+ 2z —2) and dz  K(Z+ Z - 2) 2:5.2)
and defined the displacement dfeetive roughness height as:
Ze = —ZTOW 12 ; Ttot = Tt + Tw (2.5.3)
1- 2
[ Ttot

where, 1, is the wave-induced surface shear stress defined in Chaptelis the turbulent sur-
face shear stress (reflecting the direct wind momentum itapilite mean flow-currents) defined as:
Tt = pairuﬁ = pwU? andtyy is the total shear stress. For a young wind sea, most of the mim
mentum is absorbed by the water and the ratior; approaches one, thus significantly enhancing

the surface shear stresses as can be deducted from equabdhand 2.5.3 (Mastenbroek et al.
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[1993). In the absence of waves or ag — 0, the dfective roughness height approacagshere-
fore, equation®.5.1are recovered from equatio2ss.2 as they should. For an old wind sea the
ratio ry /Tiot iS approximately equal to.D (Mastenbroek et a[1993).

The dfects of the stability of thABLare accounted in the above equations by introducing appro-
priate stability functions into equatior?s5.2 as described ihiu and Schwalj1987, Stull [1989,
Brutsaer{1987 andPaulsor{197(0. The integration of equatiors 5.2after the introduction of the

stability functions gives:

u(2) = % Oy = %[In () gy (2.5.4)
AO(2) = 0(2) - 6, = %@h - %[ in(FE2220) )] (2.5.5)

where,u(z - z,) = 0,¥%m(z - 2,) = 0,0(z — z,) = 6, and¥(z — Z,) = 0. The stability functions
for momentum?¥,, and®,, are both functions of, z,, Z. and the dimensionless stability parameter
¥ for momentum. The stability functions for hedtf,, ®,, are both functions of, z,, z. and the
dimensionless stability paramet@ifor temperature. The stability parameters defined in terms
of the Monin-Obukhov length as: ¢ = E Equation2.5.4and2.5.4are the enhanced versions de-
scribed inLiu and Schwalj1987, accounting for the féects of both the waves and the atmospheric
stability on the winds.

The roughness heighlt and subsequently, appearing in equatiors5.4and2.5.5 are related
to the friction velocity by the Charnock’s relation€larnock[1955, The WAMDI Group[1989
andBooij et al.[2004):

2 2
u u
# # 2 ac
Zo = Q¢ — | Ze=Qeyw— = ———— | Aoy = —————— (2.5.6)
Ttot Ttot

where, a. is the well known Charnock’s constant (not really a constnte it is a function of

the wind speed and the state of the surface waveshgnis the adjusted orfeective Charnock’s
constant that accounts for thfexts of the wavesliihe WAMDI Group[1988, Booij et al.[2004).

The dificulty with equation2.5.6lies in the determination of the constan, since the reported
values have a wide range, depending upon the wind speed aab0Owe the water surface and the
state of the waves. The constantcan be viewed as the base or background Charnock’s constant,

while a¢, can be viewed as the enhanced or wave-induced Charnoclssacdn
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The constant and the surface drag dieients Gy and Gy are determined iV2COPSusing
a variation of theGLERL(Great Lakes Environmental Research Laboratory) apprdastribed in
Liu and Schwaly1987, with the appropriate replacemerts» z+ Z, — Z, andz, — z. as described
by Janssen’s approach to account for the wakects. First a neutral drag diieient atz= 10mis

determined using the relation 8mith and Bank§1975:
10%-Cym = 0.63+ 0.066U1o = 0.63+ 0.066W (2.5.7)

with the neutral drag cdicient for momentum (Gwv) defined as:

Chm = [%]'; S [ (2.5.8)

Using a wind speed oV = 15 nvs as suggested from the dataSrhith and Bankeequation
2.5.7yields a drag ca@cient of Q00162 and equatio.5.8 gives a friction velocity equal to:
ug = 0.04025W = 0.60375 nys. In theGLERLapproach, the von Karman'’s constant in the calcu-
lation of the surface drag cfiients is taken equal to.8b following the suggestion dBusinger
et al.[197] and, therefore, the value of the roughness height as autdiom equatior2.5.8(for
Ze = Zy) iS: Z, = 0.001673 m. Substitution of the values fay and uz into the first of equations
2.5.6and using the standard value 0896 nys? for the gravitational acceleration, the Charnock’s
constant is found to be equal t@; = 0.045.

Using the usual value for the von Karman'’s const&nt(0.4), the corresponding values fay
anda. are 0000483 m and 0.013, respectively. Since all Mi@COPSmodels are using = 0.4,
the same value fdt will be used for the determination of the drag fiagents as well. As stated in
Brutsaer{1983, there is no compelling reason to abandon the consensuskal 0.4. This choice
is also justified from the computation of the drag fméents using both values &fthat showed no
significant diference for wind speeds less than 3(Gm

The stability functionsP and® in equation2.5.4and2.5.5are computed by the methods pre-
sented inLong, Jr. and Shéer [1975, Long, Jr.[1984 1990 and Liu and Schwalj1987. The
resulting expressions for the stability functions werevaer assuming that the velocity and the tem-
perature distributions follow the profiles describedimsinger et al[197] and Dyer[1974. The
stability of the surface atmospheric layer is classifietigishe dimensionless stability paramefer
as follows:(a) for ¢ < 0 (L < 0 or A8 < 0), where the conditions are unstable, @ndand ford > 0

(L > 0 or A8 > 0) the surface atmospheric layer is staldleng, Jr. and Sh&er further subdivide
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the stable conditions as “mildly stable” whenQ$ < 1 and as “strongly stable” wheh> 1. The
neutral conditions are defined by the limiting cafg;wli?rh 0 (A9 — 0).

The consideration of a neutral atmospheric surface layetiés that the dominant turbulent
kinetic energy generation mechanisms are mechanical andssociated with strong winds and
overcast skiesStull [1988), situations that are also common over lake and ocean svafEhe
expressions for the stability functions as presentetang, Jr. and Shéer [1979 and Long, Jr.
[1984 are:
unstable casa? < 0 (L < 0 orAd < 0)

i (= D00+ 1)

m + 2[arctan &) — arctan &)] =

T+ D(o-1)
) (1+ X0)?(1 + x3)
In (19_0) +1In 020 + 2[arctan §) — arctan &o)] (2.5.9)
_ (y_l)(y0+1)_ ﬂ 1+y0
(Dh =074 Inm =074 |n(ﬁ0) +1.48 In 1+ (2510)

with:
x=1-15)Y%: x=0A-159)Y*: y=1-99Y?: yo=1A-99)Y? (2.5.11)

mildly stable case0 < ¥ <1 (L > z, A9 > 0)

9 9
®m = 1In (19_0) +4.7 1 - o) ; Op = 0.74 |n(ﬁ—0) +4.7 (9 - o) (2.5.12)

strongly stable casé? > 1 (L < z, A6 > 0)

9 9
On=In(5)+47(L=do+I®); @y =074In(5)+47(A-do+ D) (2513

neutral cased = 0 asL — +oo

®y, =D =1In (ﬂi) as:. ¥Yn—O0 and ¥,—-0 (2.5.14)
0
where,? = # anddg = Z—Le The Monin-Obukhov heigHt is defined Paulsor{197Q, Stull
[1989) as: . B
# p # -
= - = X with: Op = — 2.5.15
KgH Koo U B (2519

where,d is a representative or the vertically averaged potentraptrature for the surface layer,

6 is the scaling potential temperatui, is the specific heat of air at constant pressure ahet
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Pair C%W is the turbulent heat flux. Defining the bulk Richardson’s bembetween the two ele-

vationsz; andz, suchthat =z -z = 2z - 7, = 2, as:

g zA0
= = 2.5.16
HRTIP) ( )
the following relations for? andL are obtainedl{ong, Jr.[1984 199Q):
z @ Op V30 WC@0 [, z+2e—20\| "
ﬂ—E—QTh]RnB, —(D—%‘ gAe ; N = gAe In( Z ) (2517)

where, Ly is Monin-Obukhov length for neutral condition&g = 6, — 6,, andu (2) is the wind
speed at the elevatian(usually 10 m). The two drag cficients are evaluated using the following
relationshipsi(ong, Jr.[1984 199Q):

g k2 Uy 6, k2

# i O

— = —: Cy = = 2.5.18
2@  @F "TUDA0 T DD ( )

The equation®.5.4 2.5.5 2.5.6 2.5.9 2.5.1Q 2.5.12 2.5.13 2.5.14 2.5.17and 2.5.18are

Cwm

solved iteratively to obtain the solution fay, ux, L, Cv and Gy. This iterative procedure is similar
to the one presented lrong, Jr.[1984 andLong, Jr.[199(0 and it is outlined as follows:

iterative solution for ¢y and Gy:

(a) Estimate the initial guess fas from equation2.5.6 with 7, supplied from the wave model,

and assuming neutral atmospheric conditiams= 0.04025W).
(b) Estimate the initial guess for the neutral Monin-Obukhawita Ly (equation2.5.17.

(c) Calculate the stability function®,, and®y from equation.5.9through2.5.14 depending

upon the stability conditions of the surface layer.

(d) Calculate the updated value of the Monin-Obukhov lerigfhom equation2.5.17 Repeat

the stepgc) and(d) until L"® ~ L° (inner iteration loop).

(e) Calculate the updated values wf, 8+ andz, using equation2.5.4 2.5.5and2.5.6 respec-

tively. Repeat the steygs) through(e) until u}® ~ u%d (outer iteration loop).

() Calculate the values ofycand Gy from equation.5.18

2.6 Surface Heat Balance

The vertical heat transfer is a very important component &facts the thermodynamics of
the water body and the circulation dynamics due to forcadtieg from heating and coolingc-

Cormick and Lanj1999). Water properties, such as density, viscosity and spduat, are directly
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affected by temperature changes and part of the accuracy ofdtiel meepends upon the correct de-
termination of these properties. The net water surface fheainto (positive) or out (negative) of
the water is incorporated as the surface boundary condigignation2.1.13 @ = T):

_ _’_WN
¢ 0zl poCp

By —

oD oT
2.6.1
82] (2.6.1)

where, Hy (W/m?) is the net surface heat flugg (kg/md) is the reference density of the water and
cp (J/kg-°C) is the specific heat of the water. In the current formutatitd M2COPS the surface

heat flux is directly calculated from the heat balance equoati
7‘(N = 7‘(s+7“{|_ +7‘(|_R +7“{5R (2.6.2)

where,Hs is the sensible heat transfét is the latent heat transfet r is the long wave radiation
from the sun andHsR is the short wave radiation from the suBagle and Well§2005, Wu et al.
[2007, Ahsan and Blumber1999, Beletsky and Schwaf®2001). The decision to incorporate
the heat balance equation into the model simplifies the heatctlculations:(a) by avoiding the
creation of extraneous input files for the spatially and teralty varied heat flux field, an¢b) by
directly controlling the relations and the variables usedhie calculation of the heat flux terms,
as they explicitly depend from other flow variables caladiaby the hydrodynamic model. The
procedure for the calculation @fly is described in detail iMcCormick and Meadowf198§ and

Chu et al[1994, for a mixed upper layer in lakes and it is outlined here.

2.6.1 Shortwave Radiation Transfer

The short wave radiation is calculated as a function of thatlon (latitude, longitude), the day

of the year, the time of the day and the cloud cover of the skyhie particular day and time:
Hsr = Hesr(x) (2.6.3)

where, Hcsr is the clear sky value of{sg, y is the cloud cover (for clear sky = 0 and for full

coveragey = 1) andf(y) is a cubic function of defined asBeletsky and Schwaf2001):
f(y) = 0.999- 0425y + 0.922y%> - 1.14y°® ; 0O0<y<1 (2.6.4)

The values off (y) vary between a minimum value of3%6 (full cloud coverage) and a maxi-

mum value of 10 (clear sky). The clear sky value #{csr is determined asQupta et al[2001],
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McCormick and MeadowEL989):

4o 32

Hesr= (1- @) |(z)(ﬂ‘) cosZ (2.6.5)

dsun
where Z is the solar zenith angle (radiarts),nis the average distance between the sun and the earth
(also known as astronomical unit (AU) with 1 A&)1.49598- 10t m), dsun is the instantaneous
distance between the sun and the earth (varies between momaxialue of 1521- 10t m in early
July and a minimum value of.471- 10" m in early January),(2) (W/m?) is a function of depth,
representing the penetrative nature of the shortwave tradiand « is the surface albedo. The
variablesl (z) and« are defined aftelicCormick and MeadowEL988, as:

0.045
— . 1Z . 2Z . —
() =15(045- €4 +055-€%) | a=_—— (2.6.6)

where, |, is the average solar constant taken equal to 137@%\(Frohlich 1977 as referenced in
Duffie and Beckmari198Q) and 1, &») are the two extinction cdicients: 1 = 0.28 ! and
eo=285nTL.

The leading cofficients in equatior2.6.6 reflect the relative contribution of the visible and
the infrared portions of the solar radiatiol¢Cormick and Meadowg198§, Ivandf [1977). In
the heat balance equatiokisr is the only penetrative heat flux, and accordindgvenaof andMc-
Cormick and Meadowi can penetrate up to-8 10 m into the water column. Because of this nature
of the short wave radiatior{sg is incorporated irtM2COPSeither as a source term in the temper-
ature equation (penetrative mode) or as part of the surtzmg@drature boundary condition with
I(2) = 1(0) = I, (non-penetrative mode).

The amount of the solar radiation reaching the surface oiiier depends upon the position
of the sun in the sky. The methodology on determining thessposition is described extensively
in Reda and Andreg2004, Gupta et al[2001], Paltridge and Pla{tL976 and Michalsky[1989.
The eccentricity correction factak/dsun is determined using Spencer’s approximation equation

(Gupta et al[2001], Paltridge and PlaftLl97q) as:

- 2
(P) =1.000110+ 0.034221 co$ + 0.001280 sirB
sun
+0.000719 cos B + 0.000077 sin B (2.6.7)
2
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where,B is the day angle (radians) anglid the day of the year (e.g., January 1 is day 1). The factor
36524219 in equatior2.6.8 represents the average time length of the solar year. Thémax
error in dsun/dsun)? is 0.0001 Gupta et al[2001). The cosine of the solar zenith angle for any
location and time on earth is calculated &upta et al[200]], Paltridge and Plaft1974, Duffie

and Beckmaf198Q):

COS Z= sing Sing + COS¢ COSH COSH (2.6.9)

whereg is the latitude of the locatiord, is the daily average value of the solar declination (thesun’
angular position at solar noon with respect to the plane afitm, —2345° < ¢ < 23.45°, andé;,
is the hour angle representing the angular displacemeeasun from the local meridian (east or
west) due to the rotation of the earth on its axis at a rate 8foE5 hour.

The declination angle (radians) is calculated using Spé&napproximation Gupta et al[2001],
Paltridge and Plaft197q) as:

6 = 0.006918- 0.399912 coB + 0.070257 sirB
—0.006758 cos B + 0.000907 sin B

—0.002697 cosB + 0.001480 sin B (2.6.10)

As stated irPaltridge and Platequatior?2.6.10approximates with a maximum error of @006
radians. The hour angl is measured in terms of the local solar time with the solammdefined
at 12:00. Since the hour angle represents the angular déspknt of the sun with respect to the
local meridian due to the earth’s spinning about its axisrateof(, the equation of the hour angle
is:

tsol
dén

Oh

2r

E =Q = fdeh =Q f dat = bh = ﬂ (tSO| - 12) (2611)
0 0

The local solar timdgg is not equal with the local clock time and thefdrence between the

two is a function of the longitude and the daylight savings&ti
lhr

where,t (hr) is the local timelL gy is the longitude (degrees) of the standard meridian usetdy t

local time zonel o is the local longitude (degreed)T is equal to 1 if daylight savings time is in
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effect, otherwise is 0, anH is the time correction (also known as equation of time) tleabants
for the perturbations in the earth’s rotation rate.
Since theM2COPSuses the Greenwich mean time (GMT or UTC) in its calculatichsn

Lsig = 0 andDT = 0 and, therefore, equatidh6.11becomes:
2n

In equation2.6.11L,c and E are in radians. SpencePéltridge and Platf1974) gives the
following approximation for the equation of time in radians

E = 0.000075+ 0.001868 co® — 0.032077 sirB

—0.014615 cosB — 0.040849 sin B (2.6.14)
that has a maximum error of 0.0025 radiaRslfridge and PlaftL97q). If a better accuracy is re-
quired for the equation of time, a more sophisticated eqoatan be used (e.dvlichalsky[1989).

The temporal average $icsris calculated by determining the temporal average of cob& (t
only time dependent variable). Mt is the averaging time period, from equati@ré.13it is seen
that ABn = Ohp — Ohy = 2—” At and:

24
Oh2

h2
S 1 sing singd COS¢ COSO
cosZ= Efcodeeh ¢ fd ¢ cosondoy =
h

Oh1 Oh1 Oh1

SinGpy — SiNdhy

Sing sind + COS¢ COSo (2.6.15)
AGp
The limiting value of (sirfh, — sinéh1) /A6 is approximately equal to:
SiNBhy — SiNBhy  SiNBhp —SiNBhp — Ab
AU B A B
. 1 - cosAb SinA# .
SIS Th + COSOho h_ SiNBho-0 + COSHho-1 = COSHHo (2.6.16)
h

Therefore, the calculation dflcsgratt + At is approximately equal to the average valugisg
for the time periodAt. In the model the value ofcsratt + At is found by linear interpolation in

time between the previous time (hour) and the next time (hour

2.6.2 Latent Heat Transfer

The latent heat of vaporization represents the energy pemass required for the change of the

water from the liquid phase to its gas phase (vapor) and it isrergy loss$treeter et al1999).
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The corresponding latent heat fl is calculated by the bulk aerodynamic equati@elétsky
and Schwalp2001) as:
H. = —pair Cm 0, W(ha) - hg) (2.6.17)

where Gy is the surface drag céicient, pa;r (kg/m?3) is the density of the moist aikV (m/s) is
the wind speed at 10 m above the surfage(Jgkg) is the latent heat of vaporization of the water,
hg is the specific humidity evaluated at the instrument heightiélly 10 m above the surface and
T = Tair) andhg is the specific humidity at the surfacé € T,,). The latent heat of vaporization is
calculated Killer et al. [1999) by:

0, =, — 2369T (2.6.18)

where g, is the value of gat 0°C, taken as 250029 J/kg andT is the temperature ifiC.

2.6.3 Sensible Heat Transfer

The sensible heat flux out of the water is due to conductiomvehiemperature gradient exists
between the water surface and the air above it. The fornouldtir the sensible heat flux is similar
to the one used for the latent heat flux calculation and takeddllowing form {Myrtki [1965,
Beletsky and Schwaf2001]], Josey et al[1999):

Hs = —pair CH C?)W(Tw — Tair) (2.6.19)

where Gy is the bulk heat transfer cfigient, pair (kg/m?3) is the density of the moist aic (J/kg-K)
is the specific heat of the moist aif,, (K) and Ty (K) are the temperatures of the water surface
and the air measured at the instrument height, respecti&et\WV (m/s) is the wind speed at the

instrument height (usually 10 m above the surface).

2.6.4 Longwave Heat Transfer

The longwave radiation or back radiation represents théguoof the net incoming solar radia-
tion that is reflected back into space from the surface of thiew The bulk equation introduced by

Wyrtki [1964 for the longwave radiation flux calculation is used here hasd the form:
Hig =-s0,T4(0.39-005p2) (1-ax?) +4e0, T3 (T, — Tair) (2.6.20)

where,g is the emittance (& & < 1) of the water surface taken a®98 (Josey et al[1999, Suarez

et al.[1997), o, is the Stefan-Boltzmann constant that is taken equal@d@® 108 W/m?2.K4,
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pv (mbar) is the water vapor pressugeis the cloud cover fractiony is a parameter that increases
linearly with latitude from a value of .B (at equator) to a value of® (at 7® latitude) taken to
be equal to ®B7 for the Great Lakes region, afg (K), Tair (K) are the temperatures of the water
surface and the air above it. Accordinglosey et al[1999, equation2.6.20is accurate to within

5W/m? and is giving the best estimates from all the equations exai
2.7 MZ2SED Sediment Transport and Mobile Bed Model

The entrainment and transport of the sediments has longreeegnized as an important con-
tributor of the distribution and fate of many contaminantssgnt in local ecosystems. In addition
to the chemical andr biological characteristics, the physical charactessof the ecosystems are
affected by the sediments as well. Stratification due to vértioacentration gradients and flow
velocity adjustments are some of the physidéée&ts resulting from the presence of the sediments
in the water column. The above reasons establish the ngcémsthe use of a sediment model
coupled with a hydrodynamic model when coastal water calimrs are performed.

M2COPSattempts to model entrainment and transport of the sedsnestisidering the fol-
lowing mechanisms(a) the transport of the suspended sedimefiisihe transport of the bottom
sediments as bedload movement and entrainmen{catite interaction between the suspended and
bottom sediments. The resulting sediment model, refeteas®2SEDfrom now on, is described
in detail inSpasojevic and Holly, JA994 and is simply outlined here with emphasis on the various

enhancements that have been incorporated.

2.7.1 Model Physics and Dynamics

The sediment formulation includes a mobile bed model thatidees the 2D evolution of the
bed and a 3D suspended sediment transport component tedhesscalar equation with the appro-
priate additions of all relevant souysak terms. The model takes into account the inhomogeneity
of the sediment sizes and classes present in the water c@nchat the bottom, and considers the
fact that, depending upon the local flow conditions, the saetment particle can either move in
suspension or as bedload. The distinction between the mdsgesediment and bedload movement
is based upon criteria derived from semi-empirical forrtiatss.

The sediment model exchanges information with the undegljiydrodynamic model and rel-

evant parameters, such as water density and bottom frijoibich are adjusted based upon the
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amount of the suspended material. The solution of the govgrguations for each sediment size
class addresses the problem of the nonuniformity of theilolistons of the sediments in suspension
or at the bottom. The total numbaeg of the sediment class sizes and their fractional distriouére

supplied by the user and they are dependant upon the locédities required for the solution.

2.7.2 Suspended Sediment Model

The governing equations, either in dimensional or in nanatisional form, can be obtained
from the general scalar equatiodd.5and2.1.35 Let, C; (i = 1, ng) be the volumetric (dimension-
less) concentration of the “i-th” sediment cla€s+ E Ci be the total volumetric concentration and
p be the average density of the mixture of Wat(;land susperetichents (all sizes). Replacing
@ by pCj, 8 by D andw by w — wg in equations2.1.5and2.1.35 the governing equations for the

suspended sediment transport are written as:

d(pCi) . d(pC; u) +5(pCi v) . d(pCiw) 9(pCiws) _

at Ox Ay 0z oz
O 0,269 L1 H6C) |, 81 00 7y
) g, LG, o), Ao LG
o o T+ 2 T FE 2 o, M) (2.7.2)

where:ws is the gravitational settling velocity of the particuladseent particleRop is the particle
Rossby number that is equal @@,/ fZ,, ws is a reference gravitational settling velocity, afg
and®, are the horizontal and vertical turbulent mad$ugiivities. The volumetric concentration is
defined as the ratio of the mass of the “i-th” sediment classadoed within the dferential volume
av (pC; dv) to the total massp(dV) of the diferential volume. The mixture density of the water and

the suspended sediments is determined accordidgda and McCorquodalgl997:

p=pm=pw+C(1- ﬁ) (2.7.3)

The vertical and lateral boundary conditions for equaioh1represent the rates at which the

sediments enter or leave the water column. They are sinoildrdse defined for the general scalar
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transport (Sectio2.1.3:

vertical boundary conditions lateral boundary conditions
d(pCi)y I(pCi) _ _
d(pCi)

DV[ 0z ]—h = Sq _Sdl

The source termSg andSy; (defined for a particular size class) represent the entemrof
the bottom sediments into suspension and tifferintial settling of the sediments into the bottom,
respectively. Both of these terms are evaluated at a nebpbimt some small distance above
the bottom (Sectior2.7.3 and are null elsewhere. The lateral source t&represents the rate
at which the eroded shoreline sediments enter the watemeoand the terns,; defines the sedi-
ment riverine inputs. Both terms are evaluated at the calitpmeighboring the lateral boundaries
(shoreline) and they are null elsewhere.

The vertical source terms are defin&pésojevic and Holly, J1994) as:

— a(pc|) _ _n (pCi)(HAa - (pci)a
S = B[ Dy 57 o = PiDvle A (2.7.5)
S = [pCiws] (2.7.6)

where, pCi), = (pCi)a+aa, Bi is the size fraction of the “i-th” sediment class size cutisepresent

in the bed material_i\l] Bi = nzs Bi = 1) andN is the total number of the sediment class sizes in the
bed material. Thelzloncer;?atiopqi)ﬁm is evaluated using a simple linear extrapolation from
the two vertical cell points nearest to the bed surface, emtie near-bed concentratiop(;),, is
calculated in a way to reflect the near-bed flow conditionsthadedload particles at the specified

bed surface location as described in Secoh3

2.7.3 Mobile Bed Model

The mobile bed model is an essential componer88EDand it is used to(a) estimate the
entrainment rates of the bottom sediments from the elerheaidrol volume (V) via an excess
shear stress formulation (Figu?e?), and(b) quantitatively describe the bottom topography as the

bed level and its composition change througffiedential settling, hydraulic sorting and armoring.
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Figure 2.2 Definition of the bed material elemental control volume useitie mobile bed model.

The horizontal dimensiong\() of the elemental control volume must satisfy the conditimat
Al is greater than the average saltation length and, therdfothis case the bedload flux simply
represents the bedload exchange between two adjacentntéggmalumes $pasojevic and Holly,
Jr[1994). Given the horizontal resolution of the hydrodynamic ralsg this condition is easily
fullfilled. As shown in Figure2.2, the soil below the bed surface is defined to consist of asefie
layers or elemental control volumes of variable thicknegsser input).

The first layer (next to the bed surface) is called the “adayer”, while the rest of the layers
follow the naming convention “stratum 17, “stratum 2", amal@n. The active layer is the one that
exchanges sediment particles with the water column, whiddisn 1 or “active stratum” exchanges
sediment particles with the active layer. The exchangee§#diment material continues as long as
there are strata. As the thickness of the active layer rexjpest of the active stratum becomes part
of the active layer and, therefore, the sediment compwosiidhe active layer sediments changes.
In the case that the active stratum material is exhausterhlé is assumed by the next stratum.

The exchange of the sediments between the active layer arattive stratum is parametrized
by the source tern$s that can be defined by writing the conservation of mass foh sadiment

size class currently in the active stratu8p@sojevic and Holly, J1994):
0
St = =ps(1 = P) 5 1Bs (2o — Em)] (2.7.7)
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where:gs is the sediment class size fraction currently present iattige stratum}] Bs = Z ,8S =
i=1

1), M is the total number of the sediment class sizes currentlsepitan the active stratunzb is the

bed elevation ané, is the thickness of the active layer. The summation of eqoa&i7.7over the

total number of the size fractioms yields:

9 (Zb Em)

S = Zsf, = —ps(1-p)=———= (2.7.8)

The distribution of the bottom sediments can be determinedviiting the governing equa-
tion for the conservation of mass for a particular sedimézg slass currently at the bottom. Let
Up = UpyT+ Up,-7 be the velocity vector that describes the horizontal moveroéthe bedload
(vertically averaged velocity ovety,), Qp = ps(1 — p)B Emn be the bottom sediment mass per unit
horizontal area and, = Qyu-Up, be the vector describing the horizontal bedload flux. Neiylgahe
diffusion terms (there is noftlision for the bottom sediments), the equation for the caatien of
mass of the “i-th” sediment class currently present in the/adayer is written as§pasojevic and

Holly, Jr[1994):

8(ﬂ| Em) aqbix 9oy _
X + oy Sq + Sy, + Sy, (2.7.9)

ps(1-p)

where:pg is the density of the sediments and p is the porosity of thenbaigrial. The summation

of equation2.7.90over the total number of the size fractions gives the follayequation:

N Aok O
ps(l —p)@ Z(g? qb'y +S - Sg)=S (2.7.10)
i=1

Combining equation®.7.8and2.7.1Q the global equation (all sizes) for the change of the bed

elevation is derived:

07y = Op;x 0oy _
Ps(l—p)ﬁJf;(WJra_erSel‘sdi)‘o (2.7.11)

The active layer thickness is calculated during the curtiemé step computations using the

conceptual equation:

= —c(Z*!-2) (2.7.12)

where,c is a proportionality constant arg] is the bed elevation at time In the case that the bed

elevation diference over the current time step approaches zero, theviofjarmor layer thickness
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equation is used3pasojevic and Holly, J1994):

1  dsm

Em=-c@™-2)+ = Top

i:ZmIBS

(2.7.13)

with dg,, being the smallest non-moving size class.

The net bedload flux for the particular size clagsis calculated as a function of the theoretical
net bedload fluxyy,, adjusted by(a) a hiding factori; that accounts for the change of the transport
rate of the particular size class when it is a part of a mixt{lnla transport mode allocation parame-
tery, that accounts for the fact that some fraction of the paricsize class particles is transported
as suspended load, afg) the particular size class fraction that denotes the avhilabf that class

in the active layervan Rijn[19841):
qbi = (1—7’ti)§hi Bi thi (2714)
In the above equation, the parameyegris calculated from equatio?.8.6

2.8 Definition of the Sediment Transport Related Parameters

The bottom shear stress is calculated inM2COPSusing the combinedftects of the waves
and the currents, as described in Chafieand the same is true for all the significaVieSED
parameters. For example, in equati®ri.16 the shear stress, is calculated using a drag law
where the cofficient G is a function of the bottom roughness height which is calculated as a

function of the wave induced bottom physical roughrgss

2.8.1 Bottom Roughness Height

The bottom roughness height within the modeling framewdrthe Standard Model is a user
input variable. INM2COPSthe term is evaluated based on the newest formulations dfdttem
roughness height byan Rijn [20074. The roughness height is defined in terms of the bottom

physical roughnesl, as:

Ko

2

where, the roughneds is calculated using thean Rijn[20074 formulation as a function of the

local flow conditions and the bed material.
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The formulation detailed next assumes a general bottoml@tbit consists from(a) small
scale ripples(b) ripples with length scales in the order of the water deptho(&nown as mega
ripples), andc) dunes that have length scales larger than the water deptha Ngples and dunes
are assumed to be present in water depths 1 m (van Rijn[20073). It is also assumed that mega
ripples and dunes are absent in the case that the bed candistsom silt and clay size sediments.
The definition of the bottom physical roughness is given seply for “current only” and “wave
only” conditions, according to the formulations suggedtgd/an Rijn The “current only” related
physical roughnesk, is given as:

1/2

Koc = (ktz)cr + kgcmr + 2cd) (2.8.2)

whereky is the contribution tdk,. due to small scale ripple¥ycmr is the contribution due to
mega ripples andy.q is the dune related bottom physical roughness. FollowargRijn, the three

physical roughnesses are defined by empirical equatiorcllas$:

Koer = fesOso {85 — 65 tanh [0015 @ — 150)]] dso > dsit (2.8.3a)
Kocr = 20disijt dso < it (2.8.3b)
¥ <550 : mr = 0.00002fts D {1- exp(~0.05'¥)} (550 ) (2.8.4a)
Kocrr = O ; dso < dsitt (2.8.4d)
W<600:  kpca =0.00008s D{1- exp(-0.02¥)} (600~ ‘¥) (2.8.5a)
¥>600: kyg=0 (2.8.5h)
Kocd = 0 ; dso < it (2.8.5¢)
dyravel3/2 dso
0.25-~ dso > 0.250,a, dso < 1.5d
fes = dso ) >0 gravel fis = { 1.50sand >0 sand (2.8.6)
1 d50 < 0.25dg|’ave| 1 d50 > 15 dsand
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¥ = #‘%‘bdm ;U2 =UZ+U2 (2.8.7)
where, D is the water depthdsj; = 0.000032 m,dsang = 0.000062 m,dyravel = 0.002 m,dsg is the
median diameter of the bed materi#ljs the current-wave mobility parametéf, is the vertically
averaged current velocity andl,, is the near bottom peak wave orbital velocity. The definitabn
koc by equation®.8.3athrough2.8.7assumes a horizontal dependence on the local flow conditions
an approach that is physically more sound since the bed @mfdlution is a function of the local
flow conditions in addition to the bed composition.

The wave induced bottom physical roughness is related tlidiveseparation and vortex shed-
ding due to the wave motiorvdn Rijn[20073), therefore, it is related to the small scale ripples
only. It is suggested byan Rijnthat the wave induced bottom physical roughndgg)(can be

estimated by:

Kow = Koer (2.8.8)

Combining the results of the above discussion, the curraioh codficient f; is calculated using

knc, While the wave related friction céiecient f,, is calculated usingy, = Kycr.

2.8.2 Bottom Sediments — Initiation of Motion

The shear stresses that the flow field above the bed expesieneehighly correlated to the
bed formations (form drag)3rant and Madsefi1987, Glenn and Grant1987, Styles and Glenn
[2002), rather than the skin friction produced by the sedimentiglas. The calculation ok
described in the previous Section is, therefore, only uséad determination of, and subsequently
in the calculation of the shear stresses relevant to thdyavgiflow field.

The shear stresses required for the initiation of the matidhe bottom sediments and the cal-
culation of the bed load transport and the near bed refersgedienent concentration are related to
the skin friction, which depend upon the local flow condisand the type of material comprising
the bed sediments. All the subsequent calculations arellmasthe Shields parameter (dimension-

less particle size):
9(S - l)]l/s

v2

D, =ds | (2.8.9)
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whereds is a designated sediment particle diameter representirggteydar sediment class, is
the water viscosity andp,S= ps/p is the specific gravity of the sediments. The critical Shieddear
stressrer s depicting the initiation of the motion of the sediment paesds is defined and is given
by:

Ters = Oerspw 9(Sp — 1) 0y (2.8.10)
whereé., s is the Shields parameter determined from the Shields dia@vanoni[1977) and com-

putationally can be estimated using either the Soulsbyt&kbuse equatiorSpulsby[1997) or the
van Rijn equationsv@an Rijn[1984a 20073):

0.30
Soulsbyequation: ers = ——————— + 0.55|1 — exp (-0.020D..,) (2.8.11)
1+12D,, [ )

van Rijnequations: Ocr.s = 0.115D;i°'5 : D., <4 (2.8.12a)
fer.s = 0.14D %% ; 4<D, <10 (2.8.12b)
fer.s = 0.04D 010 ; 10<D,; < 20 (2.8.12c)
fer.s = 0.013D%%; 20<D,; < 150 (2.8.12d)
Ocrs = 0.055 ; D., > 150 (2.8.12¢)

where both the&Soulsbyandvan Rijnequations givéd, s = 0.055 forD.; = 200. Equation.8.11
through2.8.12eassume a flat bed therefore, their application over rippésilzan only be used for
the calculation of the grain related, skin friction @@gients. Both options are availableMPCOPS
To account for the féects of the cohesive forces and the packiffgas onr, van Rijn[20073
suggests that the Shields critical stress should be adjastéllows:

dsand
dso

0.5
o= (=) Ters fori dso< 62um; 7o =(1+Pes)Ters for: dso > 62um (2.8.13)

The parametePs is defined as the portion of clayl{ < 8um) fraction of the bed material,
which for Pcs ~ 0 anddsg > 62um gives: 7¢r = 7¢rs. It is noted here thapy, in equation2.8.10is
the water reference density, possibljeated by the variations of temperature and salinity, and it
is calculated from the equation of state (Sectt®. The initiation of the motion of the bottom

sediments is computationally controlled by the dimengsslshear parameter, also known as the
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transport stage parametera( Rijn[20078, Soulsby[1997, Chapman et a[199q):

Uf .—Uf ! Tew: — Tor
Ti=— % (2.8.14)

2
U*cri Tcri

where the subscriptrefers to the sediment class “i” designated with the partitameterds and

Tajs Ter @re the grain related wave-current enhanced, and Shiélidsicshear stresses respectively.
The motion of the sediment particli}1 commences wheil; > 0, while it remains immobile for

T; < 0. Equation2.8.14is suggested inan Rijn[2007 and van Rijn[2007¢ and it is adopted in
M2COPSas well. Bothrc,, andrcy, are defined as time averaged shear stresses with the magnitud
of 7, determined by assuming co-linear and co-directional otreed wave only shear stress

components (maximunitiect). The wave-current shear stress is calculated as:

1
Tow; = > fow; Pw Uvzvb (2.8.15a)

where Uy, is the near bottom wave orbital velocity and the frictiontéacfe,; is calculated as

suggested ivan Rijn[20074 and Madsen[1994:
foy = (L-a) fy; +afq (2.8.15b)

wherea is defined as the relative strength of the currents and thesvand it is calculated as:

u
= m (2.8.15c¢)
The inclusion of the Lagrangian velocity| instead of the flow velocityu| is a consequence of
the present work. It is suggested here, that since all bostoear stress calculations are performed
by matching the flow velocities at the top of the bottom waueent boundary layer, the same
approach can be used for the calculationncds well. This approach will include thefects of
Eulerian streaming (as defined at the top of WEBBL), seeDavies and Villare{1999, Marin

[2004 and Mellor [2003. Therefore, the proposed expressiondds:

[ul
= it U +6wa (2.8.15d)
wherew; is the magnitude of the Lagrangian flow velocity at the tophaf\WCBBL (practically
is calculated at the half grid point above the bottom) Bipd is the near bottom wave peak orbital
velocity. In the absence of waves, itas= 1. The f,; codficient in equatior.8.15bis calculated

using equation$.7.12and6.7.13 by usingky, = dgg (van Rijn[20073).
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The current related friction cdigcient fg; is calculated as:

Cz= 18Ioglo(]('j2—D) (2.8.16)
90

8g .
i:&’

fe

The second of equatioris8.16is the result of the recent work @an Rijn[20074, that introduces
a slightly diferent definition of the Chezy cfiwient C, than the one defined wan Rijn[19844.

2.8.3 Bottom Reference Sediment Concentration

The near bed reference concentration is formulated to alsmuat for the wave-current interac-
tions, such that the resulting concentration profiles firllude the wave inducedtects. The near

bed reference concentration for the sediment clas<Cji'is defined asvan Rijn[20074):

d T_1.5
C, = 0015fs — -  C, <005 (~ 130kgm?®) (2.8.17a)
a DE}.-3 !
I
f, = Jsand d:  fs=1 for ds >d 2.8.17b
Sl and:  fg=1 for ds > dsand (2.8.170)

whereq is the height above the bed where the near bed sediment doatcamis evaluated and it
is given by:

1 1
a = max|0.01m 5 Keer. 5 Kou | (2.8.18)

andf is a silt factor that accounts for the increasgd of the small sediment particleds( < dsand)-
The diference between the original equationvah Rijn[1984K and equatior2.8.17ais just the
silt factor fs. Equation2.8.17ais the one adopted iM2COPS since it has been more thoroughly
evaluatedyan Rijn[2007 andvan Rijn[2007¢ ) using additional datasets.

2.8.4 Suspended Sediment Parameters

The suspended sediment calculationgViRCOPSare controlled by:(a) the mass diusivity
Dy, and(b) the sediment particle settling velocityy. The mass diusivity is defined invan Rijn
[1984K8 andvan Rijn[20074 as:

Dy = Qg By Ay (2.8.19)

where invan Rijn[20078, A, is calculated using empirical functions. M2COPS the vertical
diffusion codicient A, is directly calculated from the turbulence model (Chapterwhile the

horizontal mass diusivity Dy, is held constant (a user supplied value). Thieas of the sediments
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on the mass diusion codicient are expressed bga) the factordqy, which accounts for the sediment
stratification, andb) the factorgy, which accounts for the fference in dfusion between a discrete
sediment particle and a fluid particle. These two factorcaleulated using thean Rijnempirical

equationsyan Rijn[1984K, van Rijn[200714) as follows:

wﬁ 2
Bd = Bow; =1+2 (2.8.20a)
Uscw
C 0.8 C 0.4
va=oef1+(E) -2(c)
dso
(Dfs = fOI’ d50 < 1.5dsand
dsand

whereC is the total volumetric concentration of the suspendednsenis andC, is the maximum
volumetric concentration set M2COPSequal to:C, = 0.65. Equation®.8.20bare thevan Rijn
[20078 empirical equations that account for the turbulence dagy the sediments, while the
factor ds accounts for the presence of wash load (very fine sediments).

The functional form of3c,; is similar to the expressions usedvan Rijn[20074, for “current-
only” and “wave-only” conditions and the same form has bedwpsed inM2COPSto account for
the combined gects of the currents and the waves. In the absence of waygss u.c and in the
absence of currentsi.q, = U.,, that is, in any case thdfects of the flow field are reflected Ay

through the model calculated total bottom shear stressGbapters).

2.8.5 Settling Velocity

The particle settling velocitiess are calculated as functions of their respective partichend-

ters as follows:

1 9(S-1dd
LUS = 1_8 # for dq < 100,um (2821)
0.019(S, - 1)d
ws = 10dl \/1+ i‘; 31| for 100um < dsI < 1000um (2.8.22)
S

ws =11.g(S,-1)ds for ds > 1000um (2.8.23)
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whereds is the sediment particle diameteris the kinematic viscosity of the clear water angdis
the specific gravity of the sediments taken equal to 2.65r{gsadiments). The kinematic viscosity
in M2COPSis considered to be a function of S andp and is determined by the methods described
in Section2.3.20r it can be held constant (user input). The settling vellegiof the sediment parti-
cles are further adjustedldn Rijn[20071) to account for:(a) the flocculation &ects represented by
the factor®+oc, and(b) the dfects of hindered settling in high sediment concentratiepsasented

by the factor®yg;

wa = q)ﬂoc (Dhsws’o (2824)

whereuws o is the sediment particle settling velocity, as calculatedifequation®.8.21 2.8.22and

2.8.23 The two factors are estimated as:

dsand C ¢
[} =4+ 2—— —
floc + 0910( dso Co)
_ dsand -1 @min = 0 (2.8.25)
dso Umax = 3
of" =1 and @F=10
Dps = (1 - Olsa”")5 (2.8.26)
hs dSOC -0.

2.8.6 Bed Load Parameters

The theoretical bed load sediment flg; is calculated using thean Rijn[1984K empirical

equation, slightly adjusted to include the silt facfgrto be consistent with equatiéh8.17a

3/2

d
i, = 0,053, ps[9(Sp — 1) 5 T (2.8.27)
i

where fs is calculated from equatioR.8.17band the transport stage parameteiis determined
from equation2.8.14 The remaining parameters appearing in equatignldare calculated using

the empirical equations presentedvam Rijn[19844:

d_q )0.85

&y = (2.8.28)

dss0
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¥y =0.25+0325 In(=-);  04<— <10 (2.8.29)
Ws

The two horizontal components, x anddy;, are calculated using the two components of the

total bottom shear stress as follows:

T Th,
Oo;x = O $:|1/2 ; Objy = Qb —y]l/z (2.8.30)

B+ [+,

where the wave-current induced bottom shear stress islasdby the methods described in Chap-

teré.

2.9 Standard Numerical Algorithms and Model Stability

Regarding the advective terms in the momentum equatioreghis second order upwind dif-
ferencing schemeRoachg1973) is used for the discretization of these terms. The adveddrms
in the temperature, salinity and sediment concentratiaragans are discretized using Leonard’s
QUICKEST scheme, generalized for the 3D curvilinear cataths. QUICKEST is a spatially third
order scheme and conditionally stable for Courant numb@rs; % less than onelgonard
[1979).

Roache’s upwind scheme, used in the discretization of thiecin terms, is conditionally sta-
ble forC; < 1 (Roachg1977). The discretization of the €fusion terms uses the Crank-Nicholson
fully explicit scheme, which is conditionally stable fcﬁi(AA—;)z < % This condition is much less
restrictive than the one related with the advective ternas tinerefore, the overall stability of the hy-
drodynamic and sediment models is controlled by the CotFartrich’'s-Lewy CFL) condition:

|u]At
=—<

C 1 29.1
=t @91)

There are situations where the model calculates unstadsenfater surface elevations, usually
attributed to Courant numbers reaching values close or grkemter than unity. Whenever higher
time steps are chosen, to avoid demand@fU times, along with more refined horizontal grid
resolution, theCFL condition (equatior2.9.]) is often violated.

Another important reason for model instability may be theellgoment of supercritical or tran-

sitional flows {F: > 1), usually in bounded regions of the computational domsiimze the model
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is only capable in calculating slowly varying or subcritifiaws. If this situation appears sporadi-
cally in the computational domain, major problems in thegktions do not appear, but if this is a
consistent situation throughout the domain, then the miogledmes unstable.

Situations where supercritical flows can appear during #ieutation of subcritical flows are
largely related to poorly incorporated data for either thigidl conditions or for the calculation
of the bottom friction cofficient. It is common to have supercritical regions in the cotatonal
domain during the initial “spin-up” or stabilization peddor the model, when realistic boundary
conditions are combined with exact, but unrealistic ihtianditions (e.g.u = 0,/ = 0).

The appearance of regions with high Froude numbers, pggsbponsible for the violation of
the CFL condition, can be caused by the calculation of artificiatha#i bottom friction coéicients,
especially in the shallow water areas. The bottom frictioefficient is calculated in the model
using the maximum value between a user supplied constatiofricodficient value (@), typically
equal to 0.003, and the one calculated from equa?idn2Q that is G = max (Cp, Cp). If Cp is
suitable for shallow water areas, then the model will ovérege the friction term in deeper waters
and the opposite if so happens that thiesDpplied value is suitable for the deep water regions. To
avoid these problems, it was decided to consistently useghtgally varying G as calculated by

equation2.1.20by setting G = 0.

D (m) Ao N, Ax(m) At (min)
5.0 0.0204 49 2000 33
4.0 0.0255 39 1000 17
3.0 0.0340 29 500 8
2.0 0.0510 20 100 2
1.0 0.1020 10 50 0.8
0.5 0.2040 5 10 0.2

Table 2.2 Suggested limiting values of the time step and the vertiddlrgsolution for
the hydrodynamic model computations.

To ensure that the model stability criteria are not violatestious values of the vertical grid

resolution and the time step are calculated as shown in TaBleThe vertical grid resolution is
Umax Umax

curr _ curr .
(gA22 ~ (gAc D)2 < 1, and the time

step should satisfy th€FL condition: At < Ax/UJ2X. The expected maximum current velocity
59

controlled by the cell Froude number, defined Bs; =




UllaXis a design velocity taken equal to ¥s) as it was decided after viewing the values of the
surface currents for Lake Michigan reported at the GLCFS sitebhttp;//www.glerl.noaa.goireg
glcfs).

The vertical grid resolution (in-coordinates) that i\o- or n,- (the total number of the verti-
cal layers) is determined aso- > (UM392/4D orn, < g D/(UM92, The gravitational acceleration

is set equal tog = 9.806119 ms.
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CHAPTER 3

WIND WAVE MODELS

3.1 Surface Waves

Accurate prediction of near-shore anftshore wind waves is essential for the correct modeling
of the sediment transport. Correct examination of the share plume must also include wave
modeling that predicts the spectrum of wave magnitudes &edtibns in response to the passage
of storms across the lake.
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Figure 3.1 Schematic representation of the classification of the oeees Kinsman[1984).
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A classification of the variety of the surface waves genéréitem the various physical mech-
anisms, as well as their restoring forces, is shown in Figute In this Chapter the two wave
models used in the present research are reviewed inclutifie,governing equations, limitations

and interactions with the hydrodynamic models.
3.2 Model Physics and Dynamics

The propagation of the wind generated, surface gravity wasdescribed in the newest, third-
generation wave models, using the empirically validatedistical description of the waves. The
statistical description of the waves is used as opposecktwdlditional ray tracing techniques of the
conventional wave models, because chaotic ray pattermotae evaluated on a time step by time
step basis required here.

Let E(X, K, t) be the spectral wave energy (wave variance spectnﬁﬁ,é(»?, K, t) be the wave
variance density spectrum £s), wherex = (X1, %) is the position vector either in plain Cartesian
(%, y) or in geographical coordinates, ¢) andk = (K1, k2) is the wavenumber vector. The wavenum-
berk is the magnitude ok defined ask = 1/kf + k% = 2n/L where,L (m) is the wavelength. Let
f (s1) be the wave frequency definedfas 1/T, whereT (s) is the wave periody (s™1) be the wave
angular or absolute frequency adds™) be the relative or intrinsic or Doppler shifted frequency,

defined as a function of the wavenumber and the water depth
&% = gktanhkD) (3.2.1)

The wave frequency is related withd by the expressio = 2xf, while the two frequencies

ando are related with the following dispersion relatign

{ 0
0=QxRKt)=5+kls; Oa= % f u(2)ts(2dz= f u(o)s(o) do (3.2.2)
-h -1

where, Uy is the Doppler velocityu is the flow velocity ands is a vertical shape function defined
as Kirby and Cher[1989): Cs(o) = 2kDcosh [XD (1 + ¢7)]/ sinh XD.

The Doppler velocity can be related to the vertically avethffow velocityU = U7+ v J; using
the first mean value theorem of integral calculus (equaBi@ty). Chgosing the two functiorfsand

g to be equal tas and Cg, respectively, with the observation thaﬁ Cs(o)do = 1, the second of
-1
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equations3.2.2gives:

0

0 u(o)Cs(o)do 0
J
U= f u()do = ‘10— ~ O = f u(o)os(o) dor (3.2.3)
! [ to)dor =
-1

therefore, the dispersion relati@®2.2becomes:
w=0xKt)=5+kla~&+kU (3.2.4)

which is the same expression f@ given in Komen et al.[199§ and is used here as well. In
the absence of currents these two frequencies are equalti@yB.2.4. As noted inKirby and
Chen 0a = U + O((kD)?) therefore, the error of the above approximation becomasfsignt as
kD — oo,

Using the definitions of the wave frequencies and the digperslation3.2.4 the spectral wave
energy is described in wavenumber space as well as in phase 6pé6) or (6, 6), whered is the
direction of the propagation ray measured clockwise fromttie North (Figured.2). The two
wave models considered here, calculate the wave spectia Bpectral space.(6).

As noted inLeBlond and Mysal{197g, Komen et al.[1994, Mei [1983, the propagation

speeds in the spatial and the spectral directions are cthetith the dispersion relation as follows:

dx _ 00 dk _ o0
dt ok dt — ax’
while the wave group velocitg,, and the average velocity of a travelling wave group are ddfin

(Komen et al[1994, Rogers et al[1999) as:

and i=12 (3.2.5)

. 1855 ¢ o 1 2kh | &
Q, VkO E@k ? k ; Cg = E[l + sinh Z(h] C, C= E (326)
K = (ki ko) = k(sing, cos) (3.2.7)

wherec is the wave phase speed.

3.3 Governing Equations

The propagation of the waves in the two third-generationeasstion models employed in this

research is governed by a 2D hyperbolic wave equation. Thatenq describes the conservation of
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the wave action density along the path of the travelling waued applies to both moving systems
(e.g., presence of currents) and to stationary ones. Thérapaave action densit) (m?s), defined
asN(x y,0,0,t) = E(X, vy, 6,0,t)/0, was chosen to represent the waves (instead)dfince it is
conserved in the presence of currents, while the spectra emerg)€ is not (LeBlond and Mysak
[1978, Whitham F. R. S[1974). As noted inMei [1983, N is conserved either in thé&(f) phase
space or in thedf, 6) space and, therefore, in both cases the governing equatgames a similar
form. It is noted here thd and £ represent the vertically averaged spectral wave actiosityen
and wave energy, respectively, both of which are defined mp@&h4.

The models are designed to work on small to large geograjpghie problems and to accom-
modate this fact, either the Cartesian or the sphericaldioate system can be used in the model
calculations (the user can choose either one depending thpgoroblem scale). To be consistent
with the formulation of the equations in the models, the gowey and all relevant equations are
presented in this Section in both coordinate systems. Theergation of the wave action density
in Cartesian coordinates, as defineiomen et al[1996, The WAMDI Group[1988 and Booij
et al.[2004 has the form:

N L OEN) | HGN) ACN) e _ S(xy.5.0)

A 3.3.1
ot ox oy 00 00 o ( )
and its counterpart in spherical coordinates assumes thesfo
N aeN)  aeN)  aeN)  a(eN) | S(4.¢.6.6)
a0 + 1 + 20 + 35 + 0 - 3 (3.3.2a)
d(cy cos d(c:N 0
N + ICN) + L 9(ccos¢ N) + ( < ) + ACN) = S(/lq) 0.9) (3.3.2b)
ot ol COS¢ 0¢ 00 00 0

where, N (1, ¢, 6, 0,t) is the wave action density as expressed in spherical quatati and it is related
to N by the equatioriif = NR? cos¢ (Komen et al[1998).

In equation3.3.1the variablesy, ¢,, c; andc, represent the propagation speeds in the 4D space
(X, y, 0, 6), while c;, Cy, C; andcy are their counterparts in spherical coordinates. The &rst in
the governing equations represents the local rate of chaingave action density, while the second
and third terms represent the spatial propagation of thewpectrum. The fourth term represents
the changes oN as the relative frequenay changes, for example by unsteady water depths or

currents. The last term represents the refraction of theesvay depth and currents. Figuse2
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shows a conceptual visualization of the propagating wavesGartesian system and on the globe.

As noted inKomen et al[1994, on the globe the waves travel along a great circle path.
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Figure 3.2 Conceptual representation of the propagation of a wavepgroGartesian coordinates.

The refraction of the waves, that is the change in directiom to depth changes or to the pres-
ence of currents or combination of both, is a phenomenorot@airs when waves are approaching
shallow waters. When spherical coordinates are used focdteilation of the wave spectra, re-
fraction terms also arise in deep water depths due to the wa@agation direction on the globe
(Komen et al[199€6). The termSin the r.h.s side of equatio®.3.1represents all the sources or
sinks considered in the formulation and they are discugs&®ctions3.4.1and3.5.1

To complete the definitions of all the variables present engbverning equations, the relations
for the propagation velocities need to be defined. First, éwpressions for the total derivative

operator are introduced, one for the 4-D spaxg o, 6,6) and one for the 2D space( x,) as
defined inLeBlond and MysaK1978:

d_o dxd dxd dkd dky 0

G- dan at oo dt ok T dt ok (3:33)
d o
o3t @, +U) Yy (3.3.4)

so that the wave propagation velocities can be derived isubsequent Sections.
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3.3.1 Propagation Velocities in Cartesian Coordinates

The spatial propagation velocitiegsandc, that are using either equati@2.50r equatiorB8.3.4

are given as:
o, - 9 dy
X7 dt dt
The spectral propagation speectsandcy are derived using equatia®.3.3 along with the

=¢,sinfd+u; C,=—, =C,C080+v (3.3.5)

equations ir8.2.5 the derivations proceed as follows:
_do dk 00 dk2 00  0Q 06 0Q 96

SOt dt ok | dt dkp | OX Oki dy ok

85 oh o(kU),cosd (85 06h okU),siné 1,85 6h eaU
G e S S G A - UG R

— 3.3.6
oh ox © ox ohdy oy k\gham < am (3.36)

Co_d8_86+dx86+dy68+dk1 95 , dio 85
o7 dt ot dtox dt oy dt dk;  dt ok

_38oh  d5oh 05 oh 90 05 99 0b

“onat T ohax Y ahay T ox ok 0y ok

S aaah _& oh s . {_G(RU) sing + X Y) cost)|

“ohat  Vahax  Uahay 1\ ax Ay

85 (oh L oU

ah{ g +(U-Vy,) h - ¢ k: - (3.3.7)

In equation3.3.7, g_s represents the directional derivative along the propagagtath wheres

is the space coordinate in the directi@nin equation3.3.6 am is the directional derivative for the
directionm, the normal direction te (Rogers et al[1999). The two directional derivatives are

defined as:

0 0 0 0 0 0
— = - 0SH — and — = —CO0SH# — —_— 3.3.8
e sme(9 1 +C Sgaxz po c sHa ” +Sm96x2 ( )

and can be easily derived considering a rotation of the doates &, xo) by an angle counter-

clockwise of—g + 6.

3.3.2 Propagation Velocities in Spherical Coordinates

The derivation of the equations for the propagation velegifollows a similar approach as in

the Cartesian system, and they are just summarized Keredn et al[1994, Rogers et al[1999):
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_d/l_CgSin9+lT,1 B 1 ke _—

C @ Rcosp  Rooss Uk T (3.3.9)
d c,cos0+uUs 1, ko _

- d_ezts el 1k, g (3.3.10)
d9 cysinftang 1.5 oh _oU

“=&=" R *konam" “om (33.10)
ds _a5oh 5 L oU

C(; = a = %{E +( ‘Vx,y) h} - Cg k% (3312)

where,u, andu, are the velocities in the spherical coordinates with diogst defined by the unit

vectorse, ande;, respectively, as shown in FiguBe2
3.4 The Wave Action Cycle 4 Model \WVAM)

The last open source version of the wave action modélAdv, cycle 4 Komen et al[199€4,
The WAMDI Group[198§) and a version of this release can be obtained upon requastthe
various wave forecasting centers around the world. Thisahlods been extensively verified from
researchers around the world and is heavily used in regusatieduled global or regional wave
forecasts (e.g., Naval Oceanographiffi€® at: http;y//www.navo.navy.mjl, European Centre for
Medium-Range Weather Forecasts attp;//www.ecmwf.inf). A publicly available version of
WAM (Norwegian version:NMI-WAM) can be obtained from the NESCOweb site at: httpy/
ioc.unesco.orpceanteach@pModWorkshopNAM /wam.htm

The WAM model was developed at the Max Planck Institut fur Metesgi@, Hamburg, Ger-
many by S. and K. Hasselmaniihe WAMDI Group [198g, Komen et al.[1994) and it is a
third generation, phase averaging, spectral wave modehgothe wave transport equatich3.1
or 3.3.2bexplicitly, without any presumptions on the shape of the evapectrum Gunther et al.
[1992). The model can run on any regional or global grid, arbitriar space and time, while the
wave propagation can be done in both geographical or Cantekimains. The description of the
Cartesian grid is done using equally spaced latifodgitude pairs, which makes the coupling of
WAM with other models run in a regular rectangular Cartesiath grore complicated task.

According to theWAM documentation Giinther et al[1997), the model can perform both

deep and shallow water wave calculations, but as not&bgers and O’Reilly2003, WAMis not
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particularly skillful on the prediction of the frequencysttibution of the wave energy spectra near
its wind source. The use of higher resolution grids can imgrbhe wave predictions BWAM in
near-shore regions, but because of its explicit numeriggirithms a fine time step resolution is
required, making its use in such cases computationally ggpensive and, therefore, practically
unusable for long scale wave simulations.

Usually, WAMis run on a coarse grid, to resolve the deep water wave fiettedsvith a shallow
water wave model (e.gSWAN Booij et al.[2004) that runs on finer grid resolutions so that the
wave field is adequately resolved in the whole computatiais@hain. The shallow water wave
models use implicit numerical schemes and their use is remrded on horizontal grid resolutions
of ~ 1000 m or less.

More recent global wave models liRDAAs wave modeWAVEWATCH lli(publicly available
at: httpy/polar.ncep.noaa.gpvavegwavewatcli are viewed as extensions of the badiéM with
some functionality added, like prescription of curvilinggids, better description of the wave field
near or around islands and improved numerical schemes.

All the models mentioned in this Section, solve exactly thme set of governing equations
described in Sectio8.3with variations contained in the source terms. In the pries=earch it was
chosen to us&VAM as the deep water wave model d/ANas the shallow water wave model for
the reasons explained above. The parametrization of threesterms appearing in equatiodss.1
and3.3.2bare presented in filerent Sections for the two wave models, so that tifieidinces can

be exploited more clearly.

3.4.1 Description of the Source Terms

The source terng in the wave action balance equation is expanded to inclueefthcts of
winds, wave interactions and the dissipation of the waveggnéue to whitecapping and bottom

friction as follows:

S=Snh+Sy+ S+ (3.4.1)

where, Si(0, 0) represents the transfer of the wind energy to the wa8gé5, 6) represents the
nonlinear energy transfer between the wa\ﬁg(& 0) represents the rate at which energy is lost
from the wave field due to whitecapping aﬁggt(é, 0) represents the rate at which energy is lost

due to bottom friction.
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wind Input Spn):

The wind input term describes the most important elementaveamodeling, the interaction of
the waves with the atmosphere and specifically the only griaput in the wave field that comes
from the winds. The complex interaction between the wavelstia@a atmosphere is represented by

the following exponential growth equation:
Sih = BE(0,6) (3.4.2)

where,B is a function of the wave frequendy the wave propagation angeand the wind speed/

and directiomdy. B is defined as:
2

i u
B:/B@ —Z max[Q cos@ — 6w)]? & ; B= 1;22/1 In* A (3.4.3)
Pw C k
ke

A= i—? ¢ (1<1) and (3.4.4)

" Turcos6 - ow)l
in which g is the so called Miles constant,is a non-dimensional critical height (far> 1 taken as
B = 0), z, is the dfective surface roughness (Sectib.]), k is von Karman'’s constank(= 0.4), ¢
is the phase speed ang is the friction velocity determined b)uﬁ = CuW?2. The drag cofficient
Cw is calculated iftM2COPSby the methods described in Sectidis.1

The wind source term represents the feedback between tigngravaves and the induced
turbulent pressure patterns as has been suggeststilés/[1957. The mathematical formulation
of the term is based upon the quasi-linear wind wave geertieory suggested lyanssefl199].

Dissipation due to Whitecappin&{):

Whitecapping describes the phenomenon of the breaking wésvaAs the waves grow, their
steepness (s) increases until a critical point when thegibrehis is a nonlinear process that limits
the wave growth with the lost energy being transferred ihtounderlying currents. This energy
dissipation term depends upon the wave steepness andptrésemted by the pulse based model of
HasselmannKomen et al[1994) reformulated in terms of the wavenumber so it is applieahl
shallower water depth860ij et al.[2004):

k

S = —Cys6 8 [(1-0) E + 6(;)2] (.0,  s=kyer (3.4.5)

in which, k is the spectrally averaged wavenumber (first of equatmnAslQ and £+ is the total

spectral wave energy (equati®@.5. The spectrally averaged intrinsic frequency is defined as
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(The WAMDI Group[1989):

Qot

Q

21 oo -1
iff%é(&,e)d&d@‘ (3.4.6)
Er

0 0

The values of the tunable ddieientsCys and¢d are taken fromKomen et al[1994 and are:

Cys=4.5ands = 0.5
Depth Induced Frictiong):

The interaction between the surface waves and the bottoigniisant in shallow water as the
orbital motions of the water particles, induced by the waeasend to the bottom. Wave energy
is lost by dissipative wave-bottom interaction mechanjssush as bottom movement, percolation
into a porous bottom and friction in the turbulent bottom hdary layer. The wave energy losses
due to bottom friction and percolation are collected inte €' term, which is evaluated by the
following equation The WAMDI Group[1988, Komen et al[199§):

02

o= _cp—2 e5,0 3.4.7
ds ° @sinikh (©.6) (3:4.7)

The friction codficient G depends upon the wave and bottom conditions, generallycidum

of the bottom roughness height, the near-bottom orbitaloisi U,,, and excursion wave amplitude

Awp defined as:

27T 0 o
i 8(0 0) o 2 ff €(6,0) .
dodé and =2 ——=—doddg 3.4.8
ff sinf2kh A ) J siniPkn © (3.4.8)

WhenWAM is used as a standalone model, theféoient G is taken from the results of the
JONSWARexperiment, as described lkomen et al[199 and The WAMDI Group[198§ to be
equal to: G = 0.038. INM2COPSthe value of G is supplied by the wave-current boundary layer
model (Chapte6), where it is calculated during the hydrodynamic compatei

Wave-Wave Interactionssf):

The wave-wave interactions term describes the weakly neali resonant wave-wave interac-
tions between waves of ftierent frequencies. The resonant interactions are redperfsir the
energy transfer between the waves, redistributing theggneithin the spectrum. The process is
internal to the wave spectrum and does not result in chamgéseioverall energy budget of the

wave field.
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The lowest order resonance in the case of the gravity wavasg®d¢or four-wave interactions
(known as quadruplet wave-wave interactions), while tmeetwave or triad interactions occur in
the capillary region of the spectrurkgmen et al.[1994). WAM considers only the quadruplet

wave-wave interactions, with the 2D resonant conditiorfsdd as:

ki + ko — ks =ky and 61 + 62 - 63 = (o)'4 (349)

with: 61=02,=0; 063=0 =06(1+1); 64=0 =0(1-1); A1=025 (3.4.10)
The nonlinear source ter®, is then formulated as:
Sni(0,60) = 26S;,(a10,60) — 6 S;,(a20,60) — 5 Sy, (az 6, 6) (3.4.11)

where,a; = 1,a, = 1+ 1 andag = 1 - A. Each of the contributionS, in equation3.4.11is deter-

mined for deep water conditions by the following equation:

e@s'.0) £@s.o)|

Sy (ai 6,6) =3- 107(2—2)2(%)“{ [ez(a &,0)

2 @+ @a-a
E@o.0)E@dc . 0)E@G,0) . . _
2 LDy } © =123 (3.4.12)

Since equatiord.4.12is valid for deep waters, the quadruplet interaction in éimiater depths
is determined from equatioB.4.12by multiplying the equation with a scaling factBrdefined in

Komen et al[1994 as:
R(X) = 1+ %3 - %X) exp (—SZX) L oX=—— (3.4.13)

In shallow watersRD — 0, the nonlinear transfer approaches infinity thereforeweet limit of
kD=05is applied Komen et al[1994, Gunther et al[1993), which gives a maximum value for

the scaling factor oRpax = 4.43.

3.4.2 Description of the Numerical Algorithms

The source terms are treated implicitly to allow the use ofeatgr time step than the time
adjustment of the dynamic high frequency ctittesed in the model. A dynamic high frequency
cut-off, instead of a fixed high frequency cuffois implemented ilWWAM to avoid any excessive

disparities in the response time scales within the spec{Komen et al[1998§).
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NDBC Bouy: 45002 (9/1979 - 11/2001) NDBC Bouy: 45002 (9/1979 - 11/2001)

(North Lake 33N 86.42 W) (North Lake Micl 42 W)
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Figure 3.3 Historical significant wave heights and periods recordesvatNDBC buoys in Lake
Michigan (National Data Buoy Centetttp;y//www.ndbc.noaa.ggilapgWestGL.
shtm)).

Since the model is to be applied in the deeperl00 m) Lake Michigan waters, using a 2000 m
horizontal resolution, we can estimate an appropriate stap for stable calculations considering

the following deep water approximations for a fully deveddpsea $PM[1984):

uz U T
He=02433—;  T¢=0958134—2; ¢, =9 (3.4.14)
g g 4r

where,Hs and Ts are the significant wave height and period respectivély,= 0.71W23 is the

wind stress factor calculated from the 10 m wind sp@é@n/s) andg = 9.806 nys2.

Using mild to moderately strong winds fitirent wave conditions can be estimated from equa-
tions 3.4.14 as shown in Tabl8.1 The results represent the highest possibly expected viaves
the lake for the given weather conditions and, therefoecticulated values dft are conservative
estimates of the time step required for the stability of tluelel calculations. Comparing the plots in
Figure3.3with the values oHs andTs reported in Tabl&.1, it seems that a time step 4f = 5min

is suficient for the stability of the model calculations.
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W (m/s) Hs(m) Ts(S) ¢, (m/s) At (min)
15.0 9.52 15.5 12.1 2.75
12.5 6.25 12.5 9.8 3.40
10.0 3.61 9.5 7.5 4.40
7.5 1.78 6.7 5.3 6.30
5.0 0.66 4.1 3.2 10.40
2.5 0.12 1.8 1.4 24.00

Table 3.1 Suggested limiting values of the time step for &M computations.

3.5 The Simulating Waves Nearshore Cycle 3 ModeS{VAN)

SWANIis an open source, shallow water wave model and the latesibueEWANcycle 3, ver.
40.41) can be obtained from the model’'s web sitehdtp;/fluidmechanics.tudelft.fgwar. From
the same site, patches to the model can be downloaded ariddafipbring the code up to date.
This model is actively maintained, well document&wbdij et al.[2004), with a growing user base
worldwide.

The SWANmodel was developed at the Delft University of Technologglf The Netherlands
and it is based on the wave action balance equation (SegiBynvhen currents are present or the
energy balance equation otherwise. Quoting the model'sualarfSWANIis a numerical wave
model for obtaining realistic estimates of wave parametecsastal areas, lakes and estuaries from
given wind, bottom, and current conditions”.

According to theSWANdocumentationBooij et al.[2004), the model can perform its calcu-
lations either in the Cartesian or the spherical coordiegstem. Since it is designed for a regional
or small scale simulations<(~ 1000 m horizontal resolution), the principal purpose of spaeri-
cal grid representation is to ease the nesting of the modhl global wave models lik§VAM or

WAVEWATCH Il

3.5.1 Description of the Source Terms

The source terns is an extension to the one definedWAM (equation3.4.]) to include the
dissipation of the wave energy due to the wave breaking (goitant term for shallow water
calculations):

S=Sn+ S+ S+ S+ S (3.5.1)
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For the calculation of the source tern®)VANcan simulate the behavior of both tWéAM cycle
3 (The WAMDI Group[1988) and theWAM cycle 4 Komen et al[1994, Gunther et al[1997)
models (a user defined choice). Here are only presented tisi@os relevant t&VAM cycle 4,
since this is the model used M2COPS For the full description of the formulations for the source
terms used irBWAN one can refer to the model’s manual.

wind Input Sin): The wind input inSWANis an extension of equatidh4.2defined as:

Sn = A+ BE&(5,0) (3.5.2)

where, A(G, 6) represents the reasonant interaction between the wadesidoulent pressure pat-
terns in the air as suggested BYillips [1957. The termB is defined identically as iWAM

(equations3.4.3and 3.4.4. The linear growth ternA is due to Cavaleri and Malonette-Rizzoli,
as referenced in th8WANuser's manualBooij et al.[2004) and it is filtered to eliminate wave

growth at frequencies lower than the Pierson-Moskowitguiency (equation3.5.4):

15.10°3 4
A= ?ng {u* max[Q cos@ — 9vv)]} (3.5.3)
5\ 0.13g
F= exp[—(épM) l ; opm =27 >80, (3.5.4)

where, T is the filter andopy is the peak frequency of the fully developed sea state aitwptd
Pierson and Moskowitgl1964.
Dissipation due to Whitecappin&{):

The dissipation term due to whitecapping is the same as thadefined foWWAM (equation

3.4.95 formulated though in a slightly @erent way:
. k kel 3\, .
Sb = —Cys0 [(1-6) e 5(E) | &(5,0) (3.5.5)

with, Cgs = 4.10- 10°5, 5 = 0.5 and $y = (3.02- 10°3)%/2,
Depth Induced Frictiong2"):

SWANuses three friction models (user’s choice), all of whichregresented by equatié@4.7
and they are only dierentiated by the way the friction ddieient G is being calculated. The first
is the JONSWAPempirical model used iWAM, the second is a drag law model and the more
important third one is the eddy-viscosity modelMadsen et al[1989. In Madsen’s model, the
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friction codficient is calculated in terms of the friction factéy by:

+log| 1 ]:—0.08+I0g[A%b] (3.5.6)

441,

1
Co = fu—L U ;

V2 4%,
For values ofA,n/z, less than 57, the friction factor is taken equal to3D. In M2COPSthe
value of G, as in the case aVAM, is supplied by the hydrodynamic calculations.

Dissipation due to Wave Breaking)):

Wave breaking occurs in shallow waters, where depth andrwaights are of the same order
of magnitude, while in deep water wave calculations thisigation mechanism is irrelevant. The

term S is calculated using the fraction of the breaking waves as:

Qv 5 HZ, £(5,6) , 1-Qp Er
r_ m . - _
ds = 8 &1 with: N O, 8—% (3.5.7)

where,Hp, is the maximum wave height that can exist at the given demrgamhe mean intrinsic

frequency defined as:

Qo|

21 oo
= iff&é(&,e)d&de (3.5.8)
Er

0 0

DefiningB = HHr—m , the fraction of the breaking waves is givenSiVANby:
m

Q=0 for: p<02; Qp=1 for: B>1

Qo - exp(QO—;l) (3.5.9)
Qo = Qo -2 Qﬂ_l forr 02<B<1
-l 3

Wave-Wave InteractionS;)):

In SWANthe wave-wave interactions consist from the contributioiisoth the quadruple;4)
as well as the triadS,3) wave-wave interactions. The quadruplet interactionsnaodeled in the
same way as in the case \WAM, while the triad interactions are described by the follayvagua-

tions (Booij et al.[2004):
S’I|(8’ 9) = St“||4((°)-’ 9) + Sn|3(8’ 9) ; S’I|3(6’ 9) = Sr_]|3(6’ 9) + S:]—|3(6’ 9) (3510)

Sya(6.6) = max{0, aep 27 cc, % IsinBl(€%(5/2,6) - 2£(5/2.6) £(5,0)}) (3.5.11)
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Shi3(6,6) = —25;15(25,6) (3.5.12)

where, g is a tunable ca@icient,c andc, are the phase speed and group velocity, respectively and
B, J are given in terms of the Ursell numbéy.(), the significant wave heightg) and the average

wave period T):

R 0.2, g HT? . - 2n
B= 2+2tanh(Ur), DE_S\/_ZJTZ = T= T (3.5.13)
k3 _(gh+2c2 )
J= o/2 o/2 (3.5.14)

_ —
ks h(gh+ %gh?’k(%j - 25°h?)
The triad interactions are calculated for the range<0U; < 10, but as noted in th€WAN
manual, for stability reasons are calculated in the rangéld < 10, so both the quadruplet and the

triad interactions are calculated at the same time.

3.5.2 Description of the Numerical Algorithms

SWANuses one of the following numerical schemes (user’s chofegjhe first order backward
in space, backward in time scheme (BSB(b),the second order upwind scheme with the optional
second order diusion (SORDUP), an(t) the second order upwind scheme with the optional third
order difusion (S&L) as proposed iBtelling and Leendertsgl997. All the above schemes are
unconditionally stable and more suitable for fine resohufipear-shore) applications than the one
supplied iINWAM. The BSBT scheme is morefilisive than th&/AMs upwind scheme or the SOR-
DUP and S&L schemes, thus the recommendation for the USB#Nin horizontal resolutions less
than~ 1000 m.

The second order schemes exhibit very smdiludive properties, in fact so small that the so
called garden-sprinklerfiect (GSE) can possibly show up when wave propagation célongare
performed over large distancedoij et al.[2004). The errors in the propagation speed are usually
larger for the shorter waves and numerical schemes like SGRRENd S&L, that do not dump these
short components that exhibit the GSE behavior. The camigtresence of short waves in the
field becomes visible as “wiggles” when the above schemesised Rogers et al[2004). The
remedy to the GSE problem is the introduction of extréiudion terms (a second order term in
SORDUP and a third order term in S&L) as describe®WANs manual (not used iM2COPS.

The introduced diusion terms are discretized explicitly and as a result tlegadlscheme becomes
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conditionally stable, requiring Courant numbé&s< 0.5 for oceanic applications ar@; < 1 for
regional applications for stability. In the current apption of SWANthe BSBT is used since it is
computationally less demanding and gives almost identesllts with the other two schemes for

the spatial resolution used.
3.6 Relation betweenVAM and SWAN

The two wave models examined in this Chapter are closely tisgrhrding the modeled physics,
implementing though dierent numerical schemes. The basic structur8\WANresembles that of
WAM (either cycle 4 or cycle 3) with emphasis in the shallow watave physics. The introduction
of the additional shallow water formulations 8WAN along with its implicit numerical schemes,
define this model as being a “shallow water wave model”.

The ditferent approaches used in the two models for the determinatithe wind input are rec-
onciled by the modifications applied to bat¥AM andSWAN such that the surface drag ¢heent
and shear stress are calculated using the same formuladingd for the hydrodynamic model.

SWANIis designed to work with botlVAM and WAVEWATCH 11) therefore, it can be readily
nested with both models. The nested grids consist from aeagid and a fine grid. The fine grid
can be the coarse grid for a next level fine grid and in thiseseinginite levels of model nesting
can be done. The coarse grid spectra are saved at every gmsecthat the fine grid model can
interpolate the spectra to use then as input boundary values

The spectral domain is discretized with a constant diraatioesolutionAd and a constant fre-
quency resolutiomd. The frequency space is described by a low and a high fregueurteaf.

In both the models the low frequency cut-es fixed (user input), but the high frequency cti-o
is dynamic inWAM and fixed inSWAN The fixed high frequency cutfois used inSWANbe-
cause in near-shore regions mixed wave states witrdint characteristic frequencies may occur,
as opposed to the single characteristic frequency catzlilafWAM for deep waters.

The boundary conditions in both models are fully absorbiogwave energy that is leaving
the computational domain or crossing the shoreline. At flendooundaries the energy spectra are

defined by the user and are usually calculated by a coarsenguie!.
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CHAPTER 4

THREE DIMENSIONAL WAVE CURRENT INTERACTIONS

4.1 The Concept of the Wave Radiation Stress

As water waves advance on the free surface, they carry mamenith them thus producing
a net momentum flux distributed within the water. This moraenflux excess is quantified and
then incorporated into the momentum equations for the ngowiater as an extra term, traditionally
called the “radiation stress” after the work lobnguet-Higgins and Stewaf1964. The radiation
stresR3, as defined by.onguet-Higgins and Stewais actually not a stress strictly speaking e.g.,

a force per unit area, but it is rather a vertically integiad&ess:

t

, 0
Rop = f (6up + plalls) dz - f 6opPdz pl=—pgz;  af=(12) (4.1.1)
= “h

wherep is the fluid pressurep(= p'+f), P'is the hydrostatic pressure andfrepresent the wave
contributions to the flow velocities and pressure, respelsti The evaluation of the terms in the
r.h.s of the first of equationd.1.1(to the second order in the wave sloge= ka and assuming a
locally flat bottom) gives the following expression fBsz (Longuet-Higgins and Stewaf1964,
Phillips [1977, Smith[2008):

Ry = E [% 9, aﬁ(— - —)] (4.1.2)

The concept of the radiation stress has been (sgith analyses of near-shore current systems
that is, wave-setup_pnguet-Higgins and Stewa1964), (b) for coastal and rip currents analyses
(Longuet-Higgins[1970ab], Zikanov and Slin2001]), (c) in surf-zone wave modelingvéera-
mony and Svendsg200(Q, Feddersen2004), (d) in the 2D modeling of tides and surgedguna
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and Monbaliu[2004, Zhang and Li[1994), and (e) lately in coupled 3D wave-hydrodynamic
models Zhang and L1997, Welsh et al[2000, Warner et al[2008 and others).

The radiation stress as definedlgnguet-Higgins and Stewad a two-dimensional horizontal
tensor and it was derived assuming a 2D structure for therlymaig current. To determine the addi-
tional forces exerted by the waves on the current, the waamm®mentum equation (e.g., equation
3.3.]) is subtracted from the full mean momentum equation thatioes waves and currents. De-
tails of this procedure and the derivations of the terms edfiobnd in the excellent texts beBlond
and Mysak[1978 and Mei [1983. Let M be a diferential operator that represents the vertically
averaged momentum equatiod.29aand 2.1.30a such that the equations can conceptually be
written as:

M,=0: (@=12) (4.1.3)

The presence of the surface waves introduces an additiored per unit area on the current and
modifies the above equations as follokgBlond and Mysal1979):

0
M, = _1 Ry, @,f=(1,2); summation oves (4.1.4)

Po O%s '

Considering the fact that the currents are 3D structurggacéally in near-shore dynamics, the
vertical variation of the radiation stress should be cagrgid as well,when studying the interactions
between waves and currents. Traditionally, in wave-hygnadhic model couplings, the radiation
stress terms are incorporated only into the verticallygraeed momentum equations, thus only
enhancing the calculations of the 2D velocities with the &bgities remaining greatly uffected
by the waves.

The above approach, physically incorredteats the calculations for the total water depth (equa-
tions2.1.26a2.1.29aand2.1.304, therefore, in this sense, the 3D velocities are indiyeatld par-
tially affected by the presence of the surface waves. The more physioalect coupling between
the wave dynamics and hydrodynamics requires that the 3Dentum equations should include
the appropriate terms for the radiation stresses as welbnWertical integration of the 3D mo-
mentum equations, the integrated radiation stress sheuthbal to the one supplied by the wave
model. Thus to repeat, the major objective of this dissertds to represent the full 3D impacts of
the radiation stresses on the currents.

In the following Sections, an approach for including theticat structure of the radiation stress

into the hydrodynamic model is introduced as extended frioenvtorks ofMellor [2003 2005
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2008, Ardhuin and Jenking20064 and Xia et al.[2004. Since, the vertically integrated radiation
stress is a standard output of the spectral wave modelsagket hand is to develop a methodology
for estimating vertical distribution of the stress and tivaorporating the resulting terms into the

3D momentum equations.

4.2 Wave Stokes Drift and Langmuir Circulations: The Upper Water Column and
Currents

Water particles in the presence of the surface waves do hoifthe closed paths described by
the linear wave theory. Rather their paths are open contessribed by higher order wave theories
and produced by a net flow velocity (drift) in the directiontloé propagating waves that diminishes

with depth. This phenomenon was first examined by Stokes,ttleiname Stokes drift.

Total wind stress 1@
—————— -

wind stress for waves (wind input) : in

wind stress for mean wave to mean flow stress  net stress to waves
flow (direct ) : ta-til (wave dissipation) : Tdis  (wave growth/decay) : in_dis

____ Depth of penetration
of the Stokes drift

Langmuir Circulatio

normal

eddy diffusion
— — mixed layer depth

Mixing Eddy viscosity Drift velocity
processes profile K5 profile U
———————— —_——— e — Ty, — — ———2z=-h+§
Current boundary layer Q
Wovd RIS TE - L T o= T2 T Tt
Sediments Kz = U=>0

Figure 4.1 Surface waves and current interactions in the ocean foetwtally uniform condi-
tions. Approximate eddy viscosity and Stokes drift vettjwafiles (sourceArdhuin
et al.[2005).
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The interaction of the Stokes drift with the wind-drivenfsige shear produces additional circu-
lations in the upper portion (near the surface) of the wabdkran (as shown in Figuré.1) known
as Langmuir circulations. If thefiect of the Langmuir circulations is to be modeled, equadigh2
is modified by the inclusion of additional terms that are fions of the Stokes driftArdhuin and
Jenking[20064, Mellor [2003, Moon [2009). Mathematically, the Stokes drift as deducted from
the previous statements, corresponds to a second ordeatecorrection term of the linear wave
theory. With this in mindMellor's equations can be described as being accurate to the fitest or
in the wavenumberk] space and to the second order in the flow variabbesg{uin and Jenkins

[20063).

4.3 The Significance of the Wave Hects on the General Mean Flow

The traditional Reynolds averaged equations of motionrid@sthe evolution of a 3D flow-field
where the dynamics are driven by winds, tides and densitpgd® In the absence of wind driven

oscillatory motions a flow variable (say velocity) is writtas:
u=u+u (4.3.1)

where,u is the total flow velocityu is the temporally averaged (mean) velocity afdepresents
the fluctuating part ofi in relation tou and describes the background turbulence in the field. The
averaging of equatiod.3.1eliminatesu’ since by definitiont’ = 0. The averaging just filters out
the higher frequency turbulent motions, therefore, theats need to be included in the equations
calculatingu and this is normally done by the use of a turbulence model.

For a model based dRANS as the temporal time step (averaging intervdlpecomes smaller
(At — 0), the spatial resolution must go to zero as wak & 0 ; As = (AX, Ay)), since theCFL
stability criterion in any hydrodynamic model relat&sandAs at any point and at any time.

As At — 0, the sub grid parametrization used to describe the tunbaléfects onu becomes
less important up to the point where the calculations aréopaed in the neighborhood\{ — 0,
As — 0) where the turbulence terms appearing in the equationsotibmare fully resolved by
the model grid. In practice the above approach is not agpkcaspecially when calculations are
performed in global and regional scales, due to the high ddmafCPU times and storage require-

ments. In the presence of wind generated waves, additiatiladtory motions are introduced in
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the main fluid motion that have significantlyfidirent time and space scales compared to those of
the background mean fluid flow and associated turbulence.

The above separation of the time and space scales betwefastthr@ave motions (of the order of
o1 andk™?, respectively) and the slow mean flow motions does not all@Reynolds averaged
equations to resolve the wave-mean flow interactions urdelghly empirical sub grid model
parametrization is used. Therefore, new equations aréresljun other words, a Reynolds averaged
and a wave phase (or period) averaged process is requineg, diReynolds averaging operation
filters all the higher frequency oscillatory motions, thutefing out important pieces of physical
processes and subsequently introduces errors in the atidcubf the Eulerian parameters by the
hydrodynamic models.

In the presence of surface waves the velocity field can beesepied Klussain and Reynolds

[197Q, Finnigan and Einaudil98]], Finnigan et al[1984) as:
u=u+0+U (4.3.2)

whereu represents the oscillatory contributions to the flow fieldy tBe earlier definition given
in Hussain and Reynoldshe Reynolds or time averagedwas simply nil. This implies that the
higher frequency (higher relative tg2At) oscillatory motions are simply filtered or averaged out
and a hydrodynamic model that calculatesould account for theféects of the filtered oscillatory
motions via subgrid scale parametrizations.Thereforly, thie lower frequency oscillatory motions

(as related tant) are still resolved, as they are partf
u=ug+0 (433)

wherel; represents the lower frequency oscillatoffeets resolved in the average flow field, apd
represents the “pure Eulerian” portion of the flow velocit§any researchers labalas the “quasi
Eulerian” flow velocity Ardhuin and Jenking20064,Ardhuin et al.[2008( and others).

Writting the equations of motion in terms of (equation4.3.3, without including any sub
scale parametrization of the wave-current interactioearty violates the proper calculation of the
dynamics of the physical processes involved.

Gravity wave activity exhibits a variety of time scales oml@rof T; ~ 1 —10s, T, ~ 100s,
Tz~ 10%s, T4 > 10%s (e.g., tides, tsunamis, seiches). To complete the abale e~ 0.1s< Ty

is added, which refers to the ultra gravity-capillary pamtof the spectrum.
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Lavrenov[2003 refers to the oscillations of ordeéls, T4 as quasi-oscillations thatfact the
development of the wave spectrum. Clearly based on the axalang, within the range of the
Reynolds averaginght < 30 min) the time scales of interest here &g T, andT,. Wave groups
repeat themselves every 10-15 average wave petiasgenov[2003. Therefore, for a model
At = 10min Ty, T1 and T, wave classes are not resolved by a hydrodynamic model utiless
wave-current interactions are included.

Additionally, gravity waves feed both the low and the highduencies of thdp-T, bands
through non-linear wave interactions (e.g., triad wavergttions), thus creating secondary waves
in both the low and high side of the spectrum. The generatwiresolution of these low frequency
waves near shore is especially crucial, as thiégcathe sediment transpoiRéniers et al[2004
2007, MacMahan et al[20044ah)).

The problem of the interaction between long and short waviiom® has been discussed exten-
sively in the literature bysarrett and Smith197q, Elgar et al[1995, Herbers and BurtofiL997,
Aranha and Marting200]], Reniers et al[2003, Uchiyama and McWilliamg200§ and others.
All these works clearly show that in near shore calculatidims long-short wave interactions are es-
sential in sediment transport, therefore, wave-curreetractions should be resolved as accurately

as possible within the model to avoid misleading calcutetio

4.4 Reynolds Averaged Equations irr-Coordinates

The calculations presented here and in the subsequenbi@eetill be mostly performed in
the o-stretched vertical coordinate system as has been doheelior [2003 2005. The three-
dimensional continuity and momentum equations xiny(c) coordinates, are obtained from equa-
tionsC.9, C.13andC.14using the expressions shown in equati@hgand TableC.1 The resulting

equations are subsequently written in tensor form as fallow

Continuity.

* *
9 0Pu) Db . 9D a(Du) 9Dd) _

; 0 44.1
ot 0%y oo ot 0%y oo ( )

Momentum
Mgy = Co+ Py + TP (4.4.2)
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9(Du) _ 9(Dals)  3(Dusd) |

o= C, = —e,3313D 4.4.3
M ot 0Xg Jdo €a3p 13U ( )
10 0 oD .
Patm f P ’
P,=-D(— +0 do’ + — do’ + o 4.4.4
(po %, T (fp p)} (4.4.4)

o
The Reynolds turbulent fluxes“”i'b are decomposed in horizontal f(fP) and vertical components

(TWP) such that, P = T 4 TIUD:

turb _ 6_ a(Dua) . turb _ i 8_ a(Dua)
WU axﬂ[ "%, |: W= S5 o[ A =5 (4.4.5)
Scalar
H(DD) H(Du,D) H(HD
(at ) + (611 ) + ((;UO_) = To +So (4.4.6)
0 8(D<D) o(D®D)
TQ:@[ h oxg ] D280'[ Vo b0 ] (4.4.7)

whereDd is the nearly verticab- flow velocity defined by equatioB.26, C, is the Coriolis vor-
tex term, R is the pressure term that includes both the barotropic aadéanoclinic terms and
= (1, 2), summation oves. As it has been shown iellor [2003, in the presence of the wind
generated surface waves, equatof.2is modified by the inclusion of additional terms to account
for the wave inducedfiects. In his papeMellor introduced a derivation of the three-dimensional,
phase averaged equations for monochromatic (single fregliand uni-directional (single propa-

gation angle) waves from basic principles, using the lineare theory.
4.5 Waveo-Coordinate Transformations and Auxiliary Functions

For the derivation of the wave transformed equations itssiamd that:

ah}

€ = maxika)] and e = max{@

(4.5.1)

are small quantities where; is related to the wave sloge, ande; is related to the bottom slope

oh/dx,. The following auxiliary functions are defined here:

A D A A
o _9% 9 L,=p. /lt:at—(l 0') (4.5.2a)

/loc:_:_ o= 5= ’
Xy 0%y 8Xa oo 0
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e 91 dA, D Al %1 9, ID ¢
0o 000X, 0%, 0%, do  doot ot ot ot ( )
The waveo coordinates denoted by are defined ilMellor [2003 as:

g o . ~ _sinhkD(1 + o)
Z—S(XQ,O',t)—g'f‘O'D"FS, wcow (453)

Re-arrangement of the first of equatiah$.3gives:

z-¢

2 =0+
D a

Ol »m

(4.5.4)

that is, theo coordinate is slightly perturbed by the quantﬁ/to reflect the wave contributions in
the water elevation. The transformed coordinates are dkéise

. 4. _ 0s | _0s | _ 0s
Xe = (Xy); Xa=X,; t=t"; S“_axi‘,' = 8= (4.5.5a)
. Su oo S oo 1 oo
th: — = =——; = — 4.5.5b
w Sr 0Xy Sr ot S 0z ( )
and from equationd.5.3
~ ~ coshkD(1 + o)
= Ay ; = kDa: - co 4.5.5¢
S +5 & SINKD Sy ( )
~ ~ At
S=4+&; S = S (4.5.5d)
~ ~ Ao -
Se=Ag+ & ; sa:/l—sg (4.5.5€)

When phase averaging (equatiBrb), the “s’ coordinates revert back to the ordinary™ co-

W __n

ordinates ellor [2003) and phase averaged variables, equations, are simplyedfto ordinary
a

coordinates. Using equatios5.5bthrough4.5.5¢ the following phase averaged quantities
can be derived:

<

= A = A (%) =

£

Il
&
g

=V

P |

& &
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Letd(x,,zt) = ®*(X,, 0, t) be a phase averaged general function. The gradierdsaoé trans-
formed in “s’ coordinates as followsMellor [2003):

@_6@*_&8@*_6@*_&6@*
6Xa_6x(’; S, 00 _6X§; Ay 0o

o0 100" 100"

E‘Eaa_ﬂaa

(4.5.7)

o0 9P 00" 00" A 0D

ot ot s, o Ot A, 0o
Using the equationd.5.2aand4.5.2bit can be shown that the transformationodt/dx, (or d®/ot)

is represented using the following two equivalent expessi

D G0 A, 00" 1[0(A,DT) 91D
%, O0X, A, 0o A.| Ox, do

(4.5.8)

where the temporal gradient is obtained from the above emuby simply replacing,, with A; and
X, with t*.
Before proceeding with more equations, it is useful to deditnihis point the following hyper-

bolic functions used iMellor's papers ellor [2003, Mellor et al.[200§):

_ coshk(z+h) coshkD(1+ o) | Fo = coshk(z+h)  coshkD(1 + o)

CS= T SnhkD _  sinhkD ¢~ TcostkD coshkD (4.5.92)

_ sinhk(z+h) _ sinhkD(1 + o) _ sinhk(z+h) _ sinhkD(1 + o) (4.5.95)
SC™ TCoshkD ~  coshkD ' °°T " sinhkD  sinhkD =

to= d(FssFce) _ 2k cosh X(z+ h) . to= d(FssFce) _ 2kD cosh XD(1 + o) (4.5.9¢)
s oz - sinhxD s oo - sinh XD e

The plots of the above functions are given in Figu4e® 4.3 and 4.4 for both deep and shallow
water conditions. The functiorics, Fcc, Fsc, FssandCs approach the limiting functiog® in
deep waterskD — ), while in shallow watersiD — 0) they asymptotically assume the values:
kDFcs —» 1,Fcc —» 1,Fsc —> 0,Fss— 1+ 0 andis — 1.

The wave induced flow parameters (e.qg., fluid particle deptzents, fluid velocities, pressure)

are given by the following relationships:

Ey = Ko = —a%FCS sing; & =7%=38=aFgscosy (4.5.10a)
g, = ao %FCS cosy ; W= a&FSSsinw (4.5.10b)
P = gaFcc cosy (4.5.10c)
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The depthD that appears in the above equations is defined as the sum loditimametric water
depthh and the mean free surface fluctuatiofx, y,t), therefore,D is regarded as a function of

space and time as well. The distribution functigywertically integrates to one (equatidnb.13.
Next, the following wave functions are defined and used tiinout the present work:

=Ky Xy — 0t

®=0+K, 0y &% = gktanhkD

(4.5.11)
69 12 _dé ¢ 2kD
C=1 = (ktanth) Tt (1+ sinth) (4.5.12)
0 0 0
s = [sdor [t =Foered”, -1
-1 -1

(4.5.13)
wherey is the wave phasey is the intrinsic frequencyy is the radial frequency, is the wave

number component,is the wave phase speegj,is the wave group speed ang, represents the so
called Doppler velocity.

From the first of equation4.5.11it is derived that:

2
kazaa—:i; m:—%—lf; %+§—Z: ; %:%zaig&; (4.5.14)
that is, the wave number vector is irrotational. Using thst fof equationt.5.12the following
relationships can be derived:
8‘9—2 = %% + (6‘9—;’&)k : (6‘9—;’&)k = mﬁ%% (4.5.15)
while using the second of equatiofi$.11and the first of equation$.5.15 it is obtained that:
o 3ok o Oy Oy
0%, 0koXx, O0Xy

00
et (@)k (4.5.16)
Substituting equatiod.5.16into the third of equationd.5.14 the following well known equation
for the conservation of the wave crests is derived:

9 ok, 86 dlipg
a0 50 = (50) g,

(4.5.17)
wherec,g is thep-th component of the wave group velocity. For the derivabbequation4.5.17

the following relationship was appliedk/dx, = (Ks/K) (OKz/0X); k2 = kgks, summation oves.
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Figure 4.2 Plots of the exponential functioigc andF¢s for shallow and deep water conditions.
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Figure 4.3 Plots of the exponential functiorss sandFs ¢ for shallow and deep water conditions.
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Figure 4.4 Plots of the exponential functioh® Fcs andis for shallow and deep water conditions.
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4.6 Generalized Lagrangian Mean GLM) Formulation

Andrews and Mclintyrd19783 derived the exact equations for Lagrangian mean flows based
on the definition of their Generalized Lagrangian Me@h.[l) averaging, such that the Lagrangian
mean operatoﬂL corresponds to any given Eulerian mean opergjoiThe resultingGLM equa-
tions of motion are hybrid Eulerian-Lagrangian equatiomkere the independent variables &re
andt, instead of the initial position and time (Lagrangian fotation), thus allowing the use of
Eulerian models in the prediction of Lagrangian flow chagastics Craik[1989).

Let (X t) represent a flow particle position in Eulerian represématWaves introduce particle
displacementg from their Eulerian positions thus defining the position gfaaticle in Lagrangian
representation axX 2’ t). The introduction of the wave particle displacemérsimply maps the
Eulerian domain to the Lagrangian domain by the coordinatesformation:X — >?+§. Mellor’'s
wave induced equations of motion discussed in Seetidnwere derived using a “wave following”
vertical coordinate definition and, as such, fall within @eM formulation.

Averaging all particle positions withig defines aGLM averaging operation, such that for a

function @ the following is true:
- 1 — 5 ~L
O(X, t)L = d(X 1) ; OF(X 1) = O(X+E,1) ; &=0 (4.6.1)

Assuming small amplitude oscillatory motions and a cordusly diferentiable functiond, a
Taylor series expansion of the second of equatlBsl and a subsequent Reynolds averaging of

the resulting equation, yields:

~U
—L — —S — ~ 00
O=D+d= <1>+g,-g—x +0(&) (4.6.2)
]
For the two wave function®(X, t; o) and®(X, t; o) the following two properties are trudfdrews

and Mclintyre[19781):

—a — —_—a —_—a
oD oD oD 00
o T aa T 0; T ® =— T ) (4.6.3)

—S. : : . . .
The termd " in equatiord.6.2is the so called “Stokes correction” to the Eulerian mearate
®. LetU, = U, be the temporally, Reynolds averaged Eulerian flow velcm:i‘tgluc'; = u, be the

Lagrangian averaged flow velocity, then from equadof.2
—

. ~ Ol
Uy = Uy + Usty ; ust(tzé:j_

2
o +0(€) (4.6.4)
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where y, is the Stokes correction tg and i, is of the second order in wave slope by its definition.
Finally, 7 is the Jacobian of the transformation between Eulerian aguldngian spaces is defined
in Andrews and Mcintyr¢1978H as:

0& 0hc 1050 1 & 08 0

]:det(éij+—)—1+ tos ot

= ik €apy T — 4.6.5
ax; Ox 20% 0% 6 K Gx, oxs o, (46

i, .k a,B8,v = (1,2 3), summation over the repeated indexes.
4.7 Wave Transformed Equations of Motion

The equations presented in this Section are the result ofvidrk of Mellor (Mellor [2003
2009, Mellor et al.[2008). The equations were derived using the phase averaged #dables,
but as stated ihane et al[2009, Ardhuin and Jenkin§20064, the mean variables obtained this
way correspond to Generalized Lagrangian Me#&is\{) of these variables as well. In his papers,
Mellor [2003 2003 introduced the coordinate transformation outlined intleect.5to describe the
effects of the higher frequency waves on the mean flow and detineedontinuity and momentum
equations in terms of the Lagrangian flow velocityfequation4.6.4:

Continuity:

D, Q
%+8(w)+8__0 and:

oD  o(Du,) 0Q
- %20 4.7.1
ot " Tox, oo * - (4.7.1)

ot ox, 0o

Momentum

d(Du,)  O(Dugup) 01, Q) _ turb | (1) 2) , Tin
TR = —uapfaD s+ Py + TP 4 S0 4+ S 4 T (4.7.2)

Scalar
o(DD) . o(Du,d) . 0(QD)

=T 473
at % o0 @ +Se (4.7.3)

where the dummy indexeas 8 = (1, 2) represent the horizontal coordinates (summation ower th
repeated indexes).

The various terms and variables in equatidnsl, 4.7.2and4.7.3are defined as follows2 rep-
resents the Stokes adjusted sigma vertical velogity,represents the well known Levy-Civita sym-
bol, f3 is the Coriolis parameter, ,As the pressure term defined by equatioh.4 Turb represents
the usual Reynolds flux terms expressed as the sum of thérohtal ('I}gb), and vertical (T,”(,'b)

components (equatiors4.5, §,}) represents the wave induced radiation stress per unit rﬁ%s,
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represents another wave radiation stress term (vertid'%])represents a kinematic stress term re-
flecting the wavgstokes growth due to wind pressure fluctuationg,r@presents the Reynolds flux
terms for the scalar (equatiah4.7) andSe represents the various sources being modeled for the
scalar®. The/ represents the wave averaged Eulerian mean surface fiootiusuich that the total
water deptlD is defined a$ + £.

In equation4.7.3 it is assumed that the wave and the scalar interactions rarernelated
(ﬁ = 0), therefore, the term Jis not modified by the waves (still calculated from equatdofh.?).
In the case of the momentum equati.2though, the Reynolds fluxes are modified by including
terms that account for the wave induced turbulence. Thigamaliong with the related modifications
of the turbulence closure model will be discussed later.

Using the notation outlined in Secti@n5the terms, é,}), §,f) and 'Ijﬂ are expressed mathe-

matically as follows:

Q=w—AqUy — At = w— AgUy — AgUsy — At = DO — AyUsy (4.7.4)
dS, a(P8)) "
Q) _ B . 2) _ Y ==V . in _ ~
S, = ——a)% ; S‘(D = —ao_a ; SI,B =D Uq Ug +5(,'3 pPS;, ; T:B =Cs- pwn% (4.7.5)
S;s = KDE k"kﬂF F 6o (FcsF FssF (4.7.6)
B = [v csFcc + 0 (FecsFec — Fss cs)] 7.
— 0
3. = (Foc — Fsg) EV2 7 —(EFsg (4.7.7)
The Stokes drift in " coordinates is defined iMellor [2003 as:
==V
10(50,) E ky d(FssFcc)  E Ky
_ = . = — eV oo B = 4.7.8
S =590 0 YT Dk a0 oDk = (4.7.8)
and it is related to the wave action density per unit méssy the following equation:
Usty = Ko A (4.7.9)

The derivation of Mellor's wave induced equations of motisgeneral in the sense the exact
functional forms of the wave terms present in the equati@ve mot been introduced, except for the
radiation stress teri§,s. The vertical coordinate is divided inlayers, or surfaces, accompanied by

wave disturbeds Surfaces. The Surfaces simulate the oscillatory vertical displacemehtke fluid
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particles due to the wind generated surface waves. The vahiom dor wave pseudo-momentum) is
introduced into the core water column through these distigurfaces, thus defining the 3Bexts
of the waves on the currents. Mathematically, this procesescribed by the term,(féin equation
4.7.2 The above perturbations of the free surface need a reasdheio existence. The forcing
function responsible for the generation of the wave indwdistlirbances is the termi{}Tln equation
4.7.2 The same term is responsible for the growth of the wave matiche Stokes driftNlellor
[2003) and it is also a forcing function in the wave models desnghkihe interactions between the

wind and the free surfacéellor [2003, Mellor et al.[200§).

The 3D radiation stresses vanish in deep watdis$ 3), except in the vicinity of the free sur-
face, but they do reveal their full 3D status in shallow wat@D < 1) making them an extremely
important factor for the calculations of the wave set-up tedsediment transportMcWilliams
et al.[2004, have derived a similar set of the wave induced equatiomsaifon where the concept
of the wave radiation stresses has been replaced by the watioli of additional Stokes vorticity
terms and a Stokes Bernoulli head. As noted.ame et al[2009, these equations are applicable
from the surf zone and beyoni} > 1), while Mellor's equations can be applied all the way to the
shoreline (though their exact accuracy and missing physiesstill under investigation). Further-
more, the equations dficWilliams et al.[2004 represent a complicated construct to model within
the framework of the existing hydrodynamic models and treegat include turbulence in a realistic

way (Ardhuin and Jenkin§20063).

Thus far, the physics of the wave induceteets on the mean flow are very well described by
equation4.7.2 The problems arise when the termg)ss(f) and 'Ijﬂ are finally determined using
linear wave theory, making the direct inclusion of equagidrv.l 4.7.2and4.7.3in the existing
hydrodynamic models problematic and prone to errors. Thaifng Section provides a discussion

of the problem.

(a) The modeling of the equations in terms of the Lagrangiancigias instead of the Eulerian
velocity u, requires higher resolution (temporal and spatial) atoregiwhere the Stokes driftuis
of the same order (or larger) as the Eulerian velouaityrhe reasoning for that is the possibility of

CFL violations in those regions {attains its higher values at the free surface).

(b) In shoaling waters the terml(fé is asymptotically of orde|O(e§) instead ofO(e%ez), as

are the rest of the wave terms in equatbi.2 ¢; is defined as a maximum wave slopeg,is
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defined as a maximum bottom slope (equatidris]) and both are considered small quantities in
the present derivation. This problematic behavior of thlmtéf) has been recently explored by
Ardhuin et al.[2008ab] and has also been acknowledgedMgllor [200§. Furthermore Mellor
[2009 discovered that in deep wateld) > 3) the use of the proposed analytical expressions for the
combined wave radiation stress terms (equatibisoand4.7.7) possibly introduces mean currents
in the case of unforced waves over bottom variations, whigarly is physically incorrect.

(c) Regarding the horizontal radiation stress t&pp, there are many ffierent expressions de-
rived by various researchers according to the point of vieedu(e.g.Mellor [2003, Xia et al.
[2004, Groeneweg and Klopmdi999, Lin and Zhand 2003, to just name a few)Mellor [2009,
introduces yet another expression §j to correct the problems described in iteb). (Therefore,
it is clear that the exact form of the 3D radiation stressestilisnot fully established and further
research on this subject is required. All tg; proposed expressions vertically integrate to the
2D radiation stresseR,z derived byl onguet-Higgins and Stewa1964, Phillips [1977(equation
4.1.2 a condition referenced by all developers as the minimaikkfas the correctness of the de-
rived 3D expressions fdg,s. In that respect, any wave function that vertically intégsaoR,z can
be claimed to be the three-dimensional counterpaR,gfwhether correct or not.

(d) The analytical form of the term L'jl‘is not well established, pending further research de-
velopments Mellor [2003). As it has been shown iMellor [2005 and in Mellor et al.[2009,

TL’] |G:0 is a wind input term $;,) of a wave model and, furthermore, it is the term respondinie
the growth of the pseudo-momentumidéllior [2003). In any case *;]j‘|020 is being modeled us-
ing empirical parametrizations in the wave model and shbeld wave input to the hydrodynamic
model and then be distributed vertically in the water coluifmaccount for spectral wave distribu-
tion 1*;[} has to be evaluated first by using ditient number of frequencies and wave directions,
to accurately resolve the wave spectrum, and then to phasage/the resulting term so it can be
used by a hydrodynamic model. Assuming that an analytigadr@ximate or exact) expression for
TI" does exist and that it is well established, the evaluatiof!pfat each grid point (horizontal
and vertical) at each time step, imposes significant contipate burdens on the model, which is
not a desiredfect. The same reasoning is true for all the wave terms in &ouét7.2 except the
vertically integrated radiation stress that is an outpuapeeter of the wave model. In any case, the
calculation of all the wave related parameters is a job thatilsl be performed by the wave model

and not by the hydrodynamic model.
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It is believed that the reasons described above give a serplgnation why the direct use of
equationst.7.], 4.7.2and4.7.3in a hydrodynamic model is impractical, while at the sameetiih
possibly introduces errors and uncertainties in the catimrs of the hydrodynamic model. Itis the
intention here to derive the wave induced equations of matiderms of the Eulerian velocity
only and to account for the wave induceffieets by the introduction of additional wave dependent
forcing terms. The reformulation of the momentum and caiityjnequations in terms afi, will
eliminate the vertical radiation stress gradierﬁf) and the 'Ijj terms from equatior.7.2 thus
eliminating all the problems discussed so far.

In the next Sections, the equations of motion that accourth®wave current interactions are
derived using monochromatic waves and later the resultexended to spectral waves (Chapter
5). After all the equations are derived, the equations areicatimensional and non-dimensional

form, and their representationsdnand curvilinear coordinates is given in Appendix

4.8 Stokes Drift Separation and Conservation of Mass

The objective of this and the subsequent Sections is to aeptire Stokes drift from the L.h.s
of equations4.7.1, 4.7.2and4.7.3 such that the I.h.s of the resulting equations assumesikisim
format as the original equations in tB&F (equations4.4.1, 4.4.2and4.4.6, while the additional
forcing terms that account for the wave-current interaxtiare gathered in the r.h.s of the equations.

The reasons for doing this aréa) to write the equations in such a way that they can be easily
incorporated into the existing hydrodynamic modétg,to simplify the equations so that they can
easily be extended to the spectral waye}to relate the wave terms with the vertically averaged
parameters of the wave modé€d) to derive the appropriatéVCBBL equations,(e) to maintain
numerical stability, an) to better understand the physics involved. The issues ssielilén Section
4.7impose additional reasoning for the necessity of the Stdkifisseparation approach discussed
here.

The Stokes drift separation involves the derivation of trevevpseudo-momentum equation
(Section4.9), which afterwards will be subtracted from the momentumagign 4.7.2 To achieve
this, the momentum equation needs first to be re-formulatldding the expressions fam, =
Uy + Usy, (the first of equationg.6.4 andQ = D& — A,Us, (the last of equationd.7.4), equation

4.7.2is re-written as follows:
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Du,) &(Duyu Do, ,
8(83 ) + (6xﬂ b) + ut (;;u ) = —€,33 f3D (Ug + Uspg) + Pa+Tt”rb+S(,ul)+S,(02)+T§ﬂ

@

o(Du 0(DUsiUsg)  (Us, 0 0
_{ ( atsta) 4 ;sz; S8l (asf(;t_ )}_ @[D(uausw + uﬁusm)]+ %(/lﬁuausw) (4.8.1)
@ 3 ®)

The next step is to derive a suitable conservation of masstiequ Using the expression fox
(equatiord4.7.4 and the inverse equations for theransformation (AppendiB), equatiord.7.1is
transformed from &” coordinates into 2’ coordinates as follows:

aua ausn aw .

— — =(1,2 4.8.2
. "o T oz a=(12) ( )

which is the conservation of mass equation. From equatiBrRit is clear that up to this point in
the presence of the Stokes drift velocity, the velocity figld, w) is divergent. The re-arrangement

of the terms in equatiod.8.2gives:

% ow _aush

= 4.8.3
O0Xy * 0z 0%y ( )
Defining a Stokes vertical pseudo-velocitywuch that:
OUsty ~ OWst
= 4.8.4
0%y - 0z ( )
equation4.8.3is written as:

Oy 0w =Ws) _ (4.8.5)

00X, 0z
which now represents the continuity equation written in\gejent free form. The surface and
bottom kinematic boundary conditions (equati@s.14and2.1.18 in the presence of the Stokes

drift are modified as follows:

_ - _19¢ e e : _
surface¢=1¢): wl, = [at + u“ax(, + uwaxa]z:g ; a=(12) (4.8.6a)
oh oh
bottom ¢ = -h) : nh=—|Up=— + Usty — : a=(1,2 4.8.6b
e=): b= -fug s 1.2) (4.8.6b)



The definition of equatiod.8.5implies that equationd.8.6aand4.8.6bcan be written in the

following alternative forms:

_ %€ 9 : _

(w - Wst)Lv - [a + UQE]Z:é‘ y a = (1, 2) (487a)
oh
—_ = — o — , = l, 2 487b
(w = ws)| [u m]z:_h a=(12) (4.8.7b)
where:
0 oh
Wei; = [um—(9 - ]{ C Welp=- [”s"’_axa]z:_h . a=(@L2  (488)
Integrating equatiod.8.4over the vertical direction gives:
g 0
Usty

= dz 4.8.9
Wst = Wsil, + f % ( )

z

Using the Leibniz’s rule for the elierentiation of the integrals (equati@46) and the first of

equationst.8.8 equatiord.8.9is written as:

¢
0
= — dZz 4.8.10
Wit axafusta ( )
z

and this is the formal definition of the Stokes vertical pseudlocity wy. From the definition of
Usi, (the second of equations7.8 the Stokes drift can be written as a function of the verlycal
averaged Stokes drift in Cartesian coordinates as follows:

d(FssFce) - DU thCOSh X(z+ h)
- s

= DU -
Ustx STz sinh XD

= DUgp,Cs (4.8.11)

Evaluation of equatiod.8.11at the free surface and the bottom gives the following exgioes for

qua:
2kD 2kD
=Uspy————; =Usy—0—ms—= 4.8.12
Usto|; S D Usto|-h ) ( )
The vertical integration of equatioch8.4and the use of Leibnitz’s rule gives:
g 0 0
Usty Wty

f[a)(a + 52 ]dz:0:>
-h
0(DUgy,) o oh 0(DUgy,)
W + ( Wst|§ - Usta|§ E) — ( WStl—h + Usta|—h E) =0= W =0 (4813)

=0 (equatior4.8.8 =0 (equatior4.8.8
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Substituting the second of equatioch8.11into equatiord.8.10and performing the integration,

the following analytical expression forgin “Z’ coordinates is obtained:

d(FssFce)

Wst = —DUgy, ox

(4.8.14a)

where for the derivation 04.8.14a the continuity equation for the vertically averaged Sto##ft

(equatior4.8.13 has been applied. The expression gfiw“o” coordinates is:
+ Ay Usie (4.8.14b)

while the continuity equatiod.8.5becomes in " coordinates:

or , o) | a(DQ) _ . oD oDu) | o(DQ) _

0 4.8.15
ot O0Xy oo ot 0%y oo ( )

with: Df*z =w— Wst— AU, — At (4.8.16)

where ., At are given by equationd.5.2a Comparing equation4.8.15and4.7.4it is seen that
Mellor’s definition of wg; = A,Usy, IS slightly different from the present definition given by equation
4.8.14b In both cases though, the surface and bottom kinematicdasyrconditions (equations
4.8.6aand4.8.6h remain the same.

Equationst.8.14aand4.8.14bare in a form that can be used in a hydrodynamic model. To avoid
calculations of the spatial gradients of the teffimisFcc an equation is derived that approximates

equationst.8.14aand4.8.14b

dFssFcc _ [6(2k2) . 6(2kh)] FcsFec + FscFss ) d(kD) FecFss

= 4.8.17
00Xy O0Xy 00Xy 2 0%, tanhXD ( )

The above equation is valid in both the Cartesian andrtbeordinate systems. EquatidrB8.17

can be simplified assuming a slowly spatially varying wawehar (followingLeBlond and Mysak
[1979, Mei [1983 and others), so that:

0(2kz)  9(2kh) oh d(kD) o oh
— - x2k— 2— ~2k(=—= + — 4.8.18
OXy * Xy 0Xy OXy (axa - 8x(,) ( )
Substituting equation4.8.18into equatiord.8.17we obtain:
Wst oc oh
=Fsg— + (Fsg— Fsa)— 4.8.19
Uo SBaXa"'( SsB SA)axa ( )
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Wt oc oD
- F Fer— Faa)— 4.8.20
U~ sS4 +(FsB SA)a ( )
. 2kD (FcsF FscF 2kD FccF
with: Fsa= (Fcs CZC + FscFs9 : SB= —tanhCCDSS (4.8.21)

The plots of the vertical distribution functioriss o and Fsg are given in Figurel.7 and their

difference in Figurd.8.
4.9 Wave Pseudo-Momentum

Let A = A(x y, zt) (m’s™1) be the wave action density per unit mass ane (u, v, w) be the
Lagrangian averaged flow velocityAndrews and Mcintyrd19781 have derived the following

equation for the conservation of the wave action (their 8qu&.15):
D98y + L[t + ) JA] + Z(wIA) = IF = 1(Gu - D) (4.9.1
ot axglt PP 0z o TSP "
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whereg = (1, 2), summation oves, (u1, u2) = (u, V), Cy is thes-th component of the wave group
velocity andf is the Jacobian of the transformation between the Eulenahthe Lagrangian

spaces (equatiod.6.3. In the above equation, the incompressibility conditia@s bbeen applied,

while A represents a wave phased averaged quantity. The Lagraregianal velocity is defined as
wW=w +M0z w.

The variableF represents the soursenk terms for the wave evolution, wheg, is the collec-
tive representation of the source terms responsible fogiteth and evolution of the wave action
andD,, is the dissipation term representing the losses of the wasrmyg due to viscous dissipation
(at the free surface), the wave breaking, the productiomriuiience in the water column, and the
interaction with the bottom sediments. The variableandF appearing in equatiof.9.1are both
of order O(€2) (Andrews and Mcintyrg1978H).

From equationt.6.3it is seen that/ = 1+ O(ey) + - - - sinceé is a quantity of the first order in
the wave slopes, and its phase averaged counterpart is:

YT

j— —_ - 2 “ e
9 _1+2 % e + 1+ 0(e)) + (4.9.2)

The calculations here, as in Sectiéry, are O(ei) accurate, therefore, terms of order higher than

O(ef) are neglected. In equatieh9.1the terms/ A are evaluated as follows:
JA=[1+0(€)+ - ]A=A+A-O(er)+---=A+ O(ei’)+m ~ A (4.9.3)

Similarly, JF ~ F = G, — D,,, therefore, equatiod.9.1becomes:

oA 8 dwA)
E + @[(‘L{ﬁ + Cglg) .A] + 9z F=G,—-Dy (4.9.4)

which is second order accurate in the wave slgpe

The objective here is to derive the Stokes pseudo-momenigpeuation to be subtracted from
equation4.7.2to produce the momentum equation for the current velocityhat includes the net
effects of the waves on the current. First, equatidh4is transformed in & coordinates (Section
4.5) and thenA is expressed in terms of(equatiord.7.9 to produce the final pseudo-momentum

equation. Equatiod.9.4is written in (X, S, t*) coordinates as follows:

OA* 5 OA* 0 « %0 10 R
{6t* o a(T}+{a—xﬁ*[((uﬁ+cgﬁ)A] —gg[(wwcgﬁm] }+§%(wﬂ) =F* (4.9.5)
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The phase averaging of equatiér®.5in combination with equationd.5.6produces the following

equation:

0AsA") O A” 0 « 0 x
{ (at* ) _ (ata- )} + {8Xﬁ* [(ﬂﬂ + Cgﬁ)/lo-ﬂ] - %[(ﬂﬁ + Cgﬁ)/lﬁf[] }

+a—(w/l)* = A,F" (4.9.6)
oo

Dropping the asterisks, replacinig by D and re-arranging the resulting terms, equaddh6

can be written as follows:

d(DA)

— [( U + Cyp)DA| +

A(QA)

d
= DF + = (43cpA) (4.9.7)

where,Q = w — A4gup — At is the almost vertical flow velocity ind” coordinates and it is the same

velocity as that defined by equatidn7.4 Now, let us multiply equatiod.9.7by the wavenumber

componenk,:
d(DA QA
(at ! a | (W5 + Cop)DA] + ko == ( ) DiF + ka —(ACy5A) (4.9.8)
‘/—/ ‘/—/
1) ®) 3) @

Using the definition g, = k,.A, the irrotationality condition for the wavenumbeand introduc-
ing the Doppler velocityag into the calculations, and after substantial mathematzadipulations

based on the chain rule offterentiation, the terms (1), (2), (3) and (4) in equatdo®.8are written

as follows:
d(DA) (D us 3
OF Kk, (8t ) _ A a‘: ) —DAa—kt" (4.9.9)
0(D Usty Usig) . 0 on
) : [(wﬁ +Cyp)DA| = # DA| (g5 + cgﬁ)£ + kﬁa—ng]+
A(ks0ing) 2

3): kaa(gf) = a(%:f‘”) (4.9.11)
4) 0 (sed) = 4.9.12
4): ka%( pCypA) = g( $CyBUste) (4.9.12)
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Substituting the derived expressions for the four terms @guatior4.9.8in combination with
equationd4.5.17and neglecting the terms of order higher tt(a(ff), the following equation for the

Stokes drift 4t (pseudo momentum) is derived:

(9(D usta') 8(D Usfauslg) 6(9 uSTa') _ (98
TR R DkyGu — Dk D,y — DA( ax(,)kJr
9 A(Ks0ing) ok, 9
5 UpCoptisn) - DA—-"== + DAUB@ - @[(uﬁ + Cy)DUsu | (4.9.13)

Equation4.9.13is the O(ef) pseudo-momentum equation that describes the growth aridtievo
of the Stokes drift under the action of the forcikg= G, — D,,. The above equation assumes an

inhomogeneous current interacting with the waves over dlabbottom.

4.9.1 Conservation of the Non-Advective Wave Action

The 3D wave action equatioh9.1used for the derivation of the wave pseudo-momentum in

the previous Section, is written in a more general foAmdrews and Mcintyr¢19784) as follows:

ZUA) Y- (B = IF (4.9.12)

whereB is the total wave action flux per unit mass written as the suia mean flow advective

term and a non-advective flux per unit mass term as follows:
Btot =uA+B (4915)

Two equivalent expressions for the tefnin equation4.9.15are given inAndrews and Mclntyre

[1978H:

=
Bi-cid=-ph i =3 (4.9.16)

whereé is the wave induced displacement of the fluid particjeis thei-th component of the wave
group velocity,y is the wave phase and = p — p is the Eulerian disturbance of the kinematic
pressure. Separating the background turbulence, as ijpestryy equatiorB.3, the pressur@ s re-
defined such thgd — p = p + p’, where now the wave contributions to the pressure are repied

by the termp; therefore, equatiod.9.16becomes:

~ =~
o0& 0 .
Bizcgifl:—p’a—i —pa—i ; i =(1,3) (4.9.17)
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The first term on the r.h.s of the second of equatib®s17is zero because of the definition of the

phase averaging operation and the equation reduces to:

. i=(L3) (4.9.18)

Equation4.9.18states that the pressure disturbapds responsible for the introduction of the wave
action into the main flow through disturbed surfaces, whidbsequently is transported by the wave

group velocity. Using the second alternative expressioBfecequatiord.9.14is transformed as:

8A 6 5§z
AL

]+_[A P ] F (4.9.19)

In the derivation of the above equation, the expressibAsy A and JF ~ F were applied, while
the termdé; /oy has been split into its horizontalds/dy) and its vertical component8d,/dy) with
the dummy inde)3 taking the values 1, 2.

Equating the I.h.s sides of equatioh9.4and4.9.19and deleting the common terms:

v v
_Z_Xﬁ (ﬁfgﬁ) i ( f;é;z) - g_xﬂ(cgﬁﬂ) (4.9.20)
Using the fact that the odd powers of gircosy as well as their products when they are phase
averaged produce terms that are nil, it can be easily shoamttie second term in the I.h.s of
equation4.9.20is zero, but it is kept in place for later use.

Equation4.9.20states that non-advective wave action flux is produced bytéassure distur-
bances associated with the corresponding wave inducedlpatisplacementst} and that the wave
action is transported by the wave group velocity. In otherdgpwave action penetrates into the
water column only through disturbed surfaces. The term em.ths of equatiod.9.20describes the
horizontal transport of the wave action ty, while it is introduced in an elemental control volume
CV bounded by disturbed surfaces, by a vertical flux of horizbmtomentum not present at the
moment on the r.h.s of the equation. Using equatich18and the expressions,d/dy = d/0%,

andy = k, X, — wt, equatiord.9.20is transformed as follows:

—~w
g .0 AN
%(p 6 )= 55l % )=@(cgﬁust(,) (4.9.21)
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and ino- coordinates:

0 0
+ @(chﬁusta) - %(ﬂﬁcgﬁusra) =

£

@) (©)

P 56_5‘*.,)—10{( ﬁa_g};‘”)]_a_ ﬂﬁ(f’(@w)‘ﬂa_f(@qﬁ_[ﬁ(ﬂ)] )

0Xg 0Xy oo oo 0X, A oo oo | A,
3 s\ D 3, "o
~Ysp ~USpB o ==
—(Dp=2L ) - —(1g =L )+ — (= 4.9.22
axﬁ( Bax, )~ 0% Pax. ) (B PY) (4.9.22)
@) (5) ()

Equations4.9.21and4.9.22describe the conservation of the non-advective wave aftane
pseudo-momentum) inx(y,z) and in &, y, o) coordinates, respectively, using the two alternate
definitions of the wave action fluB, as described iAndrews and Mcintyrd1978H. For the
derivation of the second of equatioh®.22 the expressionmw: 0 has been applied. Term
(1) represents the vertical flux of the horizontal pseudoa@istum entering the elemental control
volume CV bounded by material wave surfaces. This momentum flux isesjtently transported
by the wave group velocity, as represented by the terms 2§3n Furthermore, term (1) is exactly
Mellor's vertical radiation stress term,(fé(the second of equations7.5. The terms (4), (5) and
(6) describe the fact that the wave action is introduced tiosystem through the interactions of
the pressure and the surface disturbances.

The conservation of non-advective pseudo-momentum isemiad with invariance to a transla-
tion of the disturbance pattern, while mean particle posgiare kept fixedAndrews and Mclintyre
[1978K). The non-advective wave action fli penetrates through the wave disturbed ssmur-
faces and, thus is introduced into the water column (Figu8 Upon its introduction into the
water column, the non-advective action flux is transportedzbntally by the group velocity,

(a fast motion compared to the slow Eulerian motions). Itnigpkasized here that this process
takes place only through disturbed surfac&sdrews and Mcintyr¢1978H). Figure4.9shows an
elemental control volumeQ¥) bounded by an un-disturbed control surfa@S(that defines the
regions where the various processes take place.

Using the linear wave theory and assuming nearly planesviaves (waves with small ampli-

tude),Andrews and Mclintyr¢1978l have shown that over undisturbed surfaces the non-agreecti
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Figure 4.9 Schematic representation of the conservation of the nenetide wave action.

wave action flux is conserved (their equation 3.3), thatfis:A = 0, wheref is the unit vector

normal to the undisturbed surface. This statement aloriy tivé divergence theorem gives:
fa.ﬁdv =fﬁ-ﬁdA=o (4.9.23)
ov Cs

where the control volume€Y is bounded by the control surfa@S which is defined by undisturbed
surfaces. LettingCV — 0, it can be seen from equatigh9.23that the divergence of the non-
advective wave action flux is zero. The above arguments irfatedg imply that the I.h.s of the first

of equationst.9.22vanishes. Using the above arguments, equadd@f2are written as follows:

==
o(ps,) 9 9
P + @(chﬁusm) - %(/lﬁcg,_;usm) =0 (4.9.24a)
— ~
0 L 0&p 0 _0&p 0 Ay == B

The above conclusions are possible because thessofaces are material surfaces for the wave
motion, therefore, there is no wave induced vertical v&o@i or it is negligible. Equatio.9.24a
along with equatior4.9.13will be used in the derivation of the final wave induced moment

equation for the Eulerian flow velocity.
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4.9.2 Dissipation of the Wave Energy by the Mean Flow

The wave energy dissipation terf,, in equation4.9.13is now regarded as an input (source
term) in the wave induced momentum equation, such that aegggrioss by the waves will be

gained by the mean flow. This term is further decomposed as:
D, = TUse Threak  qturb  phiric (4.9.25)

to represent the various wave energy dissipation procdssiag modeled ifVI2COPS where:
@) T”wiSC represents the viscous dissipation of the wave energywéaatithe surface thin viscous
sublayer) (b) T2"®3 represents the wave energy dissipation due to the waveibgaakitecapping,
(© Tf;”b represents the wave energy losses due to the interactighstivei mean flow, andd)
TB,“‘C represents the wave energy losses due to bottom frictione(\mderactions with the bottom
sediments and topography).

From the above terms, 3 is modeled as a modification of the surface boundary comdlitio
the turbulence model (Sectiah4.]). Wave breaking is a source of turbulent kinetic eneffigE)
that is introduced at the free surface and distributed inntiean field via the turbulence model.
Tff,f”c represents the wave energy losses due to the interactitmsheisediments at the vicinity of
the bottom and it is modeled within the bottom boundary ldsgnework (Chaptes) by re-defining
the bottom shear stresses.

The viscous term Zj‘” is written (Mellor [2003, Ardhuin et al.[20084) as:

OUsty
0z

TUSC =y

(4.9.26)

where,v is the viscosity of the water. Since this term is generalhalbirompared to its turbulent
counterpart, it is lumped together with the turbulent Régastresses. The vertical profile of the
term TY™® is generally unknown, but as noted Ardhuin et al.[2008F and Mellor [2004, its

vertical profile is assumed to be similar to that in equatich26 therefore, this term can be written

as:
ou
TP = A, —2 4.9.27
W = A (4.9.27)
and the vertical Reynolds flux term is modified according to:
ou, OUsgy 0U,
T = To +The’ = Ay + Ay — > = A~ (4.9.28)
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where, equatiod.9.28accounts for the wave energy dissipation in the water col(aamy from

the boundaries), due to the interactions of the Reynoléss#s with the waves.

4.10 Wave Induced Momentum

* *
Using the expressiorDd = DQ + Ug; the momentum equatioh8.1is written in terms of2 as:

9(DW) 6(Duauﬁ)+6(Dﬁua) . 9(DUsw) | 9(DUsi, Usps) L OUsu)
ot axg do ot axg dor

Stokes terms

—e433 13D (Ug + Usg) + Py + TUP 4 &P 1 g2 4 7in

8(uaWSI)

0 0
——— [D (UsUispp + UgUisir) | + 7= (Aplalisp) = ———

T (4.10.1)

Subtracting equation.9.13from equatiord.10.1we have:

*
d(Du,) a(Duau,B) d0(DQu,) turb (1)
0 + % + = = —¢€,33 13D (Ug + Usg) + P(,+(T +DkaZ)w)+Sw
(@h)

in 0 0
+ ( Ty _Dkagw) + [31(1)2) +@(D Cyp Usta) — %(/1[3 Cop usta)]
(2

(©)

0 O(UyW. 0 0
+ {_@[D(UQUSIB + UﬁUsn)] - % + %(ﬂﬁUaUsn) + @(Duﬂusm)}

4)

; B(ks
+DA(@) soa 269) g (4.10.2)
0X, 'k 0X, Xg

Term (2) in equatior.10.2is identically zero, sinc®k,G,, represents the source terms for the
growth and evolution of the wave action and subsequenthhefStokes pseudo-momentum and
therefore cancels out the wave growth terri\. Term (3) is also zero because of equatiod.24a
Using the equation for the Stokes vertical pseudo velo@tyuétion4.8.4 transformed in &

coordinates as:

aWst 6Usn 8qua/
= - Ag—— 4.10.3
b % oo ( )
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the term (4) in equatiod.10.2is written as follows:

d(Dug)  4(Du,) 6(/1(1Uﬁ) 6(/1[5Ua) ou, a(DUﬁ) 6(/lau,_;)
- - + - Ws[ - uStB + uStB
00X, 0Xg do oo oo 0X, Jdo

(4): (4.10.4)

Substituting the expressighalues of the terms (2), (3) and (4) into equatibt0.2we obtain:

*
d(Dy,) 0(Du,ug)  4(DQuU,
BT T < a0 )+ P (T DI o
@

" {a(Duﬁ) _ 9(DUy)  Idal) | a(ﬂsua)} e e

0Xq 0% oo oo | oo
6(Du,g) 6(/1(1Uﬁ) 68 a(KgﬂAg) ak(,
~Usp =g s DA(a—)k +DA— == - DAuﬂz (4.10.5)
@
Setting:
0
e = Ug — GAﬂ ; ffﬂ (sdo=0 (4.10.6)

-1
the termd(ksug)/ 0%, can be expressed in Cartesian and €oordinates as follows:

o) _ dlling) | Hlie)

e o o (4.10.7a)
) _ olkslig)  Olksep) [6(kﬂuﬁ) _ 6(Keeﬁ)] (4.10.7b)
‘L oo oo o

0X, 0X, 00X,
Using the fourth of equation$.5.14 which indicates that the wavenumber vector is irrotationa

and equatiod.7.9 which relates the Stokes velocity to the wave action depst unit massi, the

terms in equatiod.10.7bare arranged as follows:

8(kﬁ0A3) ok, a(DUﬂ) a(/laUﬁ) a(DkﬁEﬂ) 8(/1akﬁ€ﬂ)
DA - DAU— - =-A A 4.10.8
9% PR P VR . T 4109
Based on equatiof.10.8 term (2) of equatiod.10.5reduces to:
A0 0(Deg)  0(Aq€)
2): DA(—) - - 4.10.9
@ Al -t { T - T (4.109)

In the derivation of the above equation the assumption tiatwavenumbek is a spatially
slow varying variable has been applied. The first term in the of equatior®.10.9represents the

effects of the sloping bottom on the waves and the second temesespis theféects of the vertically
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inhomogeneous current on the waves. Substituting the ssiprefor term (2) and using the second

of equations1.5.15 the momentum equation in coordinates becomes:

a(Du,) A(DUUs)  H(DOW,)
+ +
ot 0%g oo

= — €33 f3D (Ug + Usp) + Py + ( TV +Dk, D, ) + s

B
@ @

d(Dug) A(Du,) A(AaUs)  I(ApUa) au,
+ Usis — — + — Wgt
0%y Xz Jdo oo Jdo
(39)

D&lus 9D _ | oID(Us ~ )] _ 0[5 - tag)| (4.10.10)
sinh XD dx, X oo o
e
4)
(30)
and in Cartesian coordinates:
o(u,u o (W —
%+ (axﬂﬁ) G (L;z sl _ — €333 (Us + Usgg) + Py + (TP +Dk, D,,) + S
) (1)
s du, e Glusd 9D 3(Us — Onp)
T _ Ol _\y e 9= 4.10.11
IB{ax(, axﬁ} Yoz TSinhAD ax, ¥ ax, ( )

(3a) 4 (3b)
Term (1) in equationg.10.10and4.10.11is evaluated using equatioAs4.5and the results of
Section4.9.2

8(Du[,) d(Duy)
Tl -

THUrb = (T L D D,) = Tﬁgb+T3ﬂ{b = ] (4.10.12)

] D2 50—[ v
that is, the vertical Reynolds flux term is adjusted by thduision of the Lagrangian velocity.

The corresponding term inz* coordinates is adjusted accordingly. The radiation stitesm in

Cartesian coordinates is written as follows:

L% 1(9 220005y
D\dx; © D oxg

Comparing equatiod.10.13with the first of equationg.7.5 it is seen that the radiation stress

(4.10.13)

term 3,}) is simpler in ‘o” than in Cartesian coordinates, but still is a very comp&daconstruct.
The remaining wave terms are simpler in Cartesian coorelndEquatior#}.10.11is directly com-

parable with the results dficWilliams et al.[2004, Lane et al[2005. Their Stokes vorticity term

112



appears in the present results as well (term (3a) of equdtitihi1). The gradient of the Stokes
Bernoulli head that appears in the equation#eiilliams et al, Craik and LeibovicH1974 and

others is part of term (3b) as shown below:

6 Ustg

6(uﬁ - OAB) _ 6(U[3U513) +(9(0A3U5t3)
%,

e X X

— . —
Bernoulli head

+ (Ulg — ﬂAg)

Usgs (4.10.14)

4.10.1 Wave Induced Scalar Transport

In the case of a scalar, e.g., temperature, salinity ananssdj it is assumed that there is no
interaction between the scalar and the waves, that is, tie\Stokes advection term appears in
the equation. Separating and moving the Stokes relatedstemthe r.h.s of the scalar transport

equationd.7.3 the equation is written as:

9(D®)  I(Du,®) d(D&P) _ H(Dusu®)
ot % do %

+ Z_O' Usto( 7= + U—Z)] + To+Se  (4.10.15)

The equations of continuity, momentum and scalar are altevriin such a way that the Stokes
terms are on the r.h.s acting as forcing terms. Equatit@.15represents the transport of the scalar
quantity @ under the action of currents and waves. The extension tdrapeaves is easier this
way and the procedure is common for all equations. Using ¢diméirtuity equation for the Stokes
drift velocity (equatiord.8.4 and the results in the previous Sections, equatid®.15is written in

“Z" coordinates as follows:

(D) A(U®) I[(w—we)®] oD, § . oD oD oD
_9 (g 9P, 0 1, 0P 4.10.16
ot ox. | oz axa[Bhaxa]Jraz v a7 Usta 772~ = Wst g + S )
and in ‘o” coordinates:
6(DCD)+<9(DU(,CD)+6(D§*2®):6_ [ 6(Dd>)]+ i 6(DCD)]
ot %, oo %, " Tax, 1 D2aolY

(4.10.17)

— Usty

[6(DCD) (e CD)] a

4.10.2 External Equations of Motion

The vertical integration of equatiof.8.5 and the incorporation of the boundary conditions

(equations4.8.6aand4.8.60 produce the vertically integrated continuity equationtfee Eulerian
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velocity U,, which is identical to equatiof.1.25 The corresponding equation for the vertically
integrated Stokes drift is given by equatiér®8.13

For the derivation of the vertically integrated momentunuagipn the calculations are per-
formed on equatiod.10.11 which is the momentum equation in Cartesian coordinatagdy the
wave terms represented by the ternﬂg,$2), (3), (3b) and (4) of the equation, are being vertically
integrated below, while the remaining portion of the vetflic integrated momentum is given by
equation2.1.29aand2.1.30a As noted earlier some terms in the equations are simplerirco-

ordinates (e.g., radiation stresses) and other termsrapgesiin Cartesian coordinates. The vertical
¢
integration: f however, does not distinguish between Cartesiansaodordinates since:

“h
I 0 0

f(-)dz: %f(-) Ddo :f(-)d(r (4.10.18)
h -1 ]

The advantage of this fact is that the integration(s) aneechout using the simpler forms of the
terms. Consequently, the temﬁﬂl)Shas been evaluated i coordinates and the rest of the terms

in Cartesian coordinates e.g.,:

0
s fs‘,}) do = R (4.10.19)

whereR,; represents Phillips’ 2D radiation stress definition (etued.1.2).

{
): f €a3 3 (U + Usis) dZ = €3 T3D (Up + Ugp) (4.10.20)
-h

{ o o
f 0 |Ugt| aDd _ 0D|Ug| oD

SiNh XD 3%, 2~ Sinh XD 9x,
-h

Before the original terms € and (3) in equation4.10.11can be integrated they are mathe-

(4): (4.10.21)

matically manipulated to yield the following expression:

(4.10.22)

dus  du, au, d(us — Opg) O(UaUsg) Uy W) 9las
7o~ a0 ( ~ Wst—z — Us == - * Usp
0z 0%y OXg 0z 0%,

®3)
For the derivation of the above expression, the chain rdteréintiation has been applied and

the continuity equation for the Stokes drift (equat#8.4 has been employed. Equatidril0.22
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in combination with the boundary conditiods3.8is vertically integrated:

Ie
_ 3(Uq Usp) A(UyWsy) dlas  0lp,
(3): —f 5% dzf o dz qu‘Ba dz= DUSW(%‘E) (4.10.23)
-h -h

Using the previously derived expressions for the terrﬁ%, &), (3) and (4) the vertically inte-

grated momentum equations are written as follows:

a(DU,) 8(DU,Up)
= —¢€33f3D(Ug+U
ot + a)gg €333 ( Bt StB)
2 —
N [_E OPatm _ap %% oc 9 D_ op ]+ 0 [ﬂ a(DUa)] TbX(y
Po 0%, Xy Po 2 0% | 0%
P, Tturb
AR Alps  90p,\ OD|Ug 0D
-———+DUs - — 4.10.24
% (3Xa 0%g ) sinh KD 9x, ( )

@ @

Equation4.10.24is the final vertically integrated momentum equation thakstie wave #ects
to the original external momentum equatidh%.29aand2.1.30apresented in Chaptéx It is inter-
esting to note that term (3) (equatidtil0.23, has been collapsed into term (1) in equation0.24
The terms (&) and (D) in equatior4.10.11 show the full 3D behavior of the waves represented by
the two vertical Stokes vorticity terms. In equatiéri0.24the Stokes vorticity term is represented
by term (1) and all other 3Dffects have been filtered out. In shallow waters, = U,.This comes
as a result of the analysis Kirby and Chen[1989, which states thatug, = U, + O((kD)?) and
consequently, alsD — 0 = O, = U,.

As itis shown in Figurel.5, the Stokes drift, 4, in shallow waters exhibits a rather uniform ver-
tical distribution, while in deep waters it$fects are limited in the upper part of the water column.
The results presented here (equatidri).10 4.10.11and4.10.24, once more signify the impor-
tance of the Stokes drift in the near-shore hydrodynamidstlaa transport of the sediments found
in suspension and at the bottom. Furthermore, term (2) iatezpu4.10.24and its counterpart term
(4) in equatiord.10.11denote the significance of the bottom slope variations ésibed shallow

waters.
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4.10.3 The Non-Dimensional Form of the Equations

The non-dimensional form of the 3D and the 2D equations ofaonand scalar transport are
derived in this Section using the definitions in AppenBixThe definitions of the non-dimensional
variables are expanded to include the wave variables as ®ally the non-dimensional represen-
tations of the wave terms are derived here, since the rengaierms have been derived in Section
2.15
Continuity.

The non-dimensional equation for the 3D continuity equat@sumes a similar form as in
equation2.1.32 where the non-dimensional vertical velocityis simply replaced bw — ws. For
the two-dimensional case, the equations assume exactsathe form as in equatior&s1.36aand
2.1.36b(Section2.1.5.

Momentum

The procedure for deriving the non-dimensional wave temrmiath the 3D and the 2D mo-
mentum equations is the same for all terms, therefore, amkxample of their derivation will be
presented here that is, the derivation for the terfﬂﬁ i§ equatiord.10.11 The dimensional form of
this term is defined by equatioh10.13and the analytical expression f8s is given by equation
4.7.6 All variables inS,z are dimensionless, except for the wave endfgy

Using the expressiok = k/Z, and the definition foE (the last of equationB.38), §,4 is trans-
formed as follows:

2112y 2
Sy = f Uéxr Sis (4.10.25)

The derivation proceeds by first substituting all the dineme variables in equatiod.10.13by

their non-dimensional representations (Sect.4) and then, by dividing the resulting expres-
sions byfUy, for the 3D equation, and bfJ,Z; for the 2D equation, as was done earlier during the
derivation for the of the rest non-dimensional terms of ¢igna2.1.33 2.1.34 2.1.37band2.1.38b
in Section2.1.5

The term $1) is split into four sub-terms, so that the derivation procasswell as the compar-
ison of the magnitude among the sub-terms and the rest okthestin the momentum equation,

becomes easier.
s _ 10Sp 10,0Sp z dDISy ¢ 9D Sy

_ 102 10093 2z IDO=s, ¢ D03y 4.10.26
Dox; Dox; 9z D2oxs dz @ D2oxs oz ( )
—_———

& @ @ @
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The four terms in equatiof.10.26are transformed in non-dimensional form as follows:

0 f2U2X,2 1 9 2 168
1): _10Sp _ _il_rl S _ _Fr 105y (4.10.27)

10c0 1 1 fUX, f2U2X,2 1 o7 0 F2.21 97 0
@) : —ﬂﬁ?——#—rva—{ Sfﬁ (—)Ta—é—fg (4.10.28)
D oxg 0z fUr Z, oX, 9Zr D 0% 0z D 0Xg 0z

z 0D 0Ss T2 7 0D 39Sy
3): _ 20D 0 Fr 20D 03 4.10.29
®) D2 9xs 9z  Ro D OX; 02 ( )

. ¢ D 0Sy F2\27 9D 85
4): D2 a7 - ( ) 5% % (4.10.30)

Working on the remaining wave terms as described abovetisiulg the resulting expressions
in the momentum equatiof.10.11and dropping the check accents, the final form of the 3D non-

dimensional momentum equation is given by:

ou, +Re {8(uauﬂ) O[Uy (w — Wsy)]

f
} = —E(,gﬁT3 (Ulg + Ustg)

ot g 0z
OPatm 0L fap 9 ETR a1 du,
_Zram 5 dZ + Eyn— +E Rl
%, ox 2 2 %, khaxﬁ[ﬂhaxﬁ ]kva [ﬂv 07
————
1)
oz Ou, ou, Olus 0D A(ug — Opg)
R ) gt b Ry —£
- ‘D{usw(ax(, axﬁ) st az} “sinh XD ax, o Usp X%,
Ro
2 2 —Z-¢
F1 @ _ (&) 8{ ob 0Su (4.10.31)
Ro D 9%z ‘Ro 8xﬁ D Oxg| 0z o
(2)
and the final form of the 2D non-dimensional momentum equodto
a(DU,) _ 9(DU,Up) fa OPam 9 D?Ry dp
Ro———22 = _,25—2 (Ug + Ugg) — D D= - — 2P
x0T ox wxy U+ Us) =D D " T R o
a(DUa) F? Ry
+E1kh—[ h ]_RT(D % T Tsx ~ Thxy
ol ol D|Ug oD
+Ro D Ugg( -2 ~ Do) 6D 1Us (4.10.32)

0%y 0% ? sinh D axa
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Scalar

In equatiord.10.16 only the non-dimensional representation of the Stokessereed to be de-
termined, since all the other terms have already been dealirmSectior2.1.5 Following the same
procedure as in the derivation of the momentum equationgubie scalings previously defined for
the scalar (SectioB.2.4), dividing the resulting terms by (O, — ®,) and dropping the check ac-

cents, the non-dimensional equation for the scalar trahsipoler the action of currents and waves

becomes:
0o 0(U,®)  I[(w — W) D] Exh O aq>] Ekv 6[ aq>]
— +R =2 " |lg |+ |lg, —
at % o, oz Sen 0%l 0%, | Soy 021" 02
oD oD
“Re [usb% - wstg] (4.10.33)

The complete set of dimensional and the non-dimensionahtems in &y, 2), (X, y,o) and

curvilinear coordinates is given in Appendix
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CHAPTER 5

INCORPORATION OF THE WAVE-CURRENT INTERACTIONS INTO THE
HYDRODYNAMIC MODEL

5.1 Introduction

The equations derived in Chapterequire the use of a 3D wave model, such that all the relevant
wave terms appearing in the equations of motion are evaluatghe absence of a functional, fully
tested 3D wave model, common sense dictates the use ofhgxll wave prediction models to
accompany the wave enhanced hydrodynamic calculatioqmged in the present research.

Modern wave models, predict the wave fields based on speepatsentations of their gov-
erning equations. The wave induced equations of motionepted in Chapted, were derived
assuming monochromatic surface waves, therefore, disecoiithe wave model output parameters
in the hydrodynamic calculations is not possible unlessathee terms appearing in the equations
of motion are extended to use the spectral representatiotie oequired wave parameters. This
issue is the focal point of the discussion presented in @ebtR.

Furthermore, the wave models do not utilize the full spewntia their calculations, but rather
the portion of the wave spectrum centered about its spgotia@, which is usually a user defined
input parameter. The common practice is to assume thatthlentave energy is well approximated
by only using the higher frequency portion of the spectrunerghmost, but not all, of the energy of
the wind generated waves is contained. Mathematicallytdta spectral wave energy calculated

by a wave model given by the following equation:

(o) 271' fmaxzﬂ'
ffS(f,e)dfdezffS(f,H)dde (5.1.1)
0 0 fmin O

119



whereS(f, ) represents the spectrum and the lower and upper frequesrgesormally taken as
fmin ~ 0.04 Hz andfmax ~ 1.0 Hz, respectively.

To account for the unresolved portions of the wave spectrurthd wave models and subse-
guently to more accurately calculate the total wave enefge surface waves required in the
hydrodynamic calculations, a formulation is proposed intia 5.3 to estimate the total spectral
wave energy using the wave model output parameters.

Evaluation of the remaining wave terms in the equations diionaequires calculation of all
wave parameters at each vertical level, at each hydrodyneaigulation step and for the full spec-
ified spectrum range, imposing a significant computationatién on the overall calculations. In
addition, wave model output parameters like the Stokesainifl the wave radiation stresses are 2D
(vertically averaged) variables that need to be utilizadhsthat the full 3D wave féects can be
incorporated into the hydrodynamic model calculationsSégtionss.4, 5.5and5.6, it is proposed
a detailed methodology developed during the present reisdar the incorporation of the full 3D
wave dfects into hydrodynamic models using the output of the exgsBD spectral wave models

that does not require extensive computational resources.

5.2 Extension to the Spectral Waves

Since the development and evolution of the wave spectruraratpupon factors including the
variable wind field, bottom bathymetric variability, movent of the bottom sediments, and non
linear wave interactions (triad, quadratic, pedantic),.it.is clear that neither a standard equilib-
rium spectrum likeJONSWAPand its variations, nor an approximation such as the one ula-eq
tion 5.1.1are sifficient to accurately describe the wave-current interastidklave models§WAN
WAVEWATCHWAM) make no assumptions on the shape of the wave spectrum, nefiied near
shore wave models like SWAN also include descriptions ofribie linear wave interactions. This
Chapter presents a method to re-modulate the wave enerdyasalt the filtered waves can be
included in the hydrodynamic calculations by using the nhodkeulated spectral parameters (func-
tions ofx, y, z f, 9).

All the equations up to this point have been derived assumiagochromatic waves. Coupling
with a spectral wave model requires that these equationstbeded to include theffect of spectral

waves. To this end, the vertical coordinatdefined in Sectiod.5, equatiord.5.3 using the linear
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wave theory, is redefined here for random waves by letitigoe the sum of the contributions from

each wave train as done lkomen et al][1994:
5= Z an(x,t)é" + higher order terms (5.2.1)

Equation5.2.1simply expandss into a series of the small parametgr= koag, Wherekoag is
the maximum wave slope and the higher order terms are nedle®e-writing equatio®.2.1to

conform withMellor’s equations gives:
5= ) Fss(kAze™ (5.2.2)
k

whereA; is the complex amplitude, which is a slow functionkaindy is the wave phase function

defined as:

U =K- X+ ot + O(e) (5.2.3)

€ is yet another small parameter describing the horizontdhtians of the medium the waves
traverse (e.g., bottom slope). Any other first order guamiitassociated witls andk is simply the
sum of two complex componenig andg¢, . The change of the vertical coordinate performed by
Mellor allows the first order wave quantities énpand zeroth order ia, and consequentlyg, To be
written as superpositions of linear wave components (émuét2.2). To the lowest order, the wave

spectrum is written asAtdhuin and Jenking20063):

(k) = lim 2 Ay (5.2.4)
Ak—0 Ak

Herbers and Burto1997 using higher order spectral statistics, evaluated theewaxms of
higher order ire; ande,, thus allowing the calculation of the longer waveets (triad interactions)
in the near-shore region, that might improve wave calcutetiby the wave models. It is so noted
here, that the higher order termsdnand, are related to the wind forcing, the wave dissipation

near the surface, the bottom friction, the wave spreadidgla®non linear wave-wave interactions.
5.3 Re-modulation of the Wave Energy

The total wave energk is given by Komen et al[1994, LeBlond and Mysak1979):
1 = H2
E= Epgé’2 X pg%J (5.3.1)
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where? is the free surface variance aHd,, is the spectral significant wave height. In terms of the

wave spectrunt is written as:
0 21
EszffE(w,@)dwd@ (5.3.2)
0 0

The usual practice here is to spli{w, §) into two components, that is a 1D frequency (or
wavenumber) spectrum and a 1D directional spectrum. Usiogel2an’s theory Donelan et al.
[1989, Donelan and Pierson, Jd987), equation5.3.2is written as:

21

E= png((n)dwfscosz 0 -06)do (5.3.3)
0

0
whered is the mean angle of wave propagation that is independertieofrequency. From the
above equation it is seen that whén- 6] > n/2, the energy is nullified. Therefore, equatior.3

becomes:

E= ZprS((D)d(D (5.3.4)
0

whereS(w) is the one sided frequency spectrum of the waves. Companisequationss.3.4and

5.3.1yields that:

fS(oo)doo = l—rgo (5.3.5)
0
For later use the moments of the variance spectrum are ddfgredas Doering and Donelan
[1993):

My = Ofw S(m)dw:off S(f)df (5.3.6)

wherew = 2xf andmy is the n-th moment of the spectrum. Another spectral pammndetined here

for later use is the spectral width parametgr

MoMp 1/2
Vs = - (537)
(o)
A slightly different definition ofv5 is used iINSWAN
| [ S(u))ei"”du)|
_ o . _ _ o Moy1/2

andé&q is the total spectral energy.
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It was mentioned earlier that the evolution of the wave spettdepends upon a variety of
physical parameters and it is greatlfexrted by non linear wave-wave interactions. The common
practice is to use the fetch limitefDNSWARpectrum Komen et al[1996), which is a deep water
wave spectrum, to describe the spectral characteristiteafaves in both shallow and deep waters.
Application of JONSWARN shallow waters becomes possible by adjusting its peakrer@ment
parametery). Additional adjustments to the peak enhancement paramate suggested Bouws
et al.[1985 1987 and Lavrenov[2003 to account for the #ects of the long period waves on the
shape and evolution of the spectrum.

In the analysis that follows, a generalized version AFGNSWAPype spectrum is used as

follows:
1 p(e)"
S(w)=a-g°—e Pa) T
_(@-wp)® (-2
I'=e 20'2‘”;) = e_ 2072 (539)

wherew, is the peak frequency of the spectrum, that is the frequeherevhe spectrum assumes its
maximum value anch, n, 3, a, y are the spectral parameters allowed to take any value oessipn,
depending upon the wave characteristics at a locatipn)(and at a time t” as calculated by the
wave model.

At wp = o, the following should be true:

dS(w)
dw

W=wp

-0 (5.3.10)

To transformS(w) to wavenumberk) or frequency {) space, the following expressions are used:
S(K) = S(0) 2 = S(f) - (5.3.11)
a 2k 2k e
together with the deep water dispersion equation:
0? = (2xf)? = gk (5.3.12)

which describes how the spectrum developed by the windrfgrdisperses according to linear wave
theory Hanson and Phillip$2001). Use of equation®$.3.11and5.3.12is currently a common

practice. Using equatiob.3.11 the wave spectrum (equatiobs3.9 in wavenumber space are
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written as:

m—5

S(k) = S(k)—8(¢) m+1 f(¢) (5.3.13)
2k, 2

f(¢)=¢ 2 f@ (5.3.14)
(V- l)2

g(¢) = P2 + (Iny)e 272 (5.3.15)

wherek, is the peak wavenumber.

The objective is to find a simplified expression f&fk) and subsequently f&(f), so that the
spectral energy for fierent bands of the spectrum can be easily evaluated. Anagpsimilar to
the one described i@norato et al[2003) is used. FirstS(k) or f(¢) is expanded in a Taylor series
up to the second order about the spectral geakk, or ¢ = 1. To use the Taylor series expansion,

the functionsf (¢), g(¢) and their first and second derivatives are evaluatgd=al as follows:

g(1)=-+Iny; I = s (5.3.16)

g (1= %n (5.3.17)

An(n+ 2)a? +Iny

g’ (1) =- = (5.3.18)
and the corresponding expressions f¢t), f’(1) and f”” (1) are evaluated as:
f(1) =9 = e (5.3.19)
ray=[-" m+1 ﬁ”] o (5.3.20)
pon  JBE B(m+1)  (m+1)M+3) An(n+2)0?+Iny) 4
(1) = { ) > + ) = y€e (5.3.21)
Since equatiord.3.10gives f’(1) = 0, theng is evaluated from equatidh 3.20as:
B = m: 1 (5.3.22)
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Therefore:
n(m+ 1)o? +In
( ) Y e P

f7(1) = - 202 (5.3.23)
The Taylor series expansion 6{¢) is:
_ ’ (¢ - 1)2 123
f(p)=f(1)+(¢—-1)F(1)+ Tf Q) (5.3.24)
(with (1) = 0). Using equations.3.19and5.3.23 equations.3.24becomes:
1 802 1/2
e Bl - = (h— 1)) - _
f(g) =ye”{1 p2(¢ 1 b [n(m+ e Iny] (5.3.25)
Now, f(¢) is placed in the following form:
1
f(9) (5.3.26)

Tag-1Z+bg-1)+c
Expanding equatios.3.26in a Taylor series and comparing the resulting equation tméon

5.3.24 it is obtained that:

C= 'ye_ﬂ ; b = 0 ; a= F (5327)
Therefore, equatioh.3.26becomes:
prye?
fl¢p) = ——— 5.3.28
@O = (5.3.28)

and the spectrurB(¢) (equation5.3.13 becomes:
m-5

ag 2 2ye P
S(¢) - : m+1 L

Ml (5 _1)2 2
A 0-1P+p

(5.3.29)

The total wave energy is given by equatibr3.4 therefore, the integration of equatiér3.29

yields:

_m-5
fS(k)dk: kpf3(¢)d¢ _rPg 2 f(¢_ 1?2 -1

208K, 2
gl
% arctain (5.3.30)
268k, 2

p
where the integral in equatidh3.30is evaluated according to equation 3.3.1@&kramowitz and

Stegun[1973:
p -1
————d¢ = arctan—— 5.3.31
Jo=rwee : (5331
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Using equation®.3.30and5.3.4the wave energy equation can be written as:

E=2pg S(k)dk:Zme/pgrTFl arctan "p =

2ePk, 2

1
= arctan-? (5.3.32)
T p

with:

1/2

whereg and p are given by equatiors.3.22and5.3.25 respectively.
Next equation$.3.32and5.3.33are written in frequencyf space using (@)? = gk

2 HZorl f,
e[, = pg—e[~ arctanc(f)| (5.3.34)
with: -
(L7 -1 o |
G(f) = — ; Hmo=4 7—] 5.3.35
) p mo ﬂ2eﬁ(27r)ng1 ( )

Equation5.3.34gives the spectral energy contained between frequeficesdf,. To ensure
2

mo
8
5.3.34is slightly modified as:

that E is equal topg

when the integration is performed over the whole spectruuaton

2 H2 f
E| :B*pg_mo[l arctarG(f)] ? (5.3.36)
1 8 ln f1

whereg, is a constant to be determined.

The limits of arctar(f) for f — 0 andf — o are:

]!ir%{ arctanG(f)} = —arctan %) and fIim {arctanG(f)} = g (5.3.37)
Performing the integration from zero to infinity, equat®s3.36gives:
Er = pghimo _ E| y H—’%“Ol[f + arctan(i)] (5.3.38)
T=P97g" = Hy =AP9g7 115 p e
From equatiorb.3.38the codficientg, is calculated as:
fo=—F (5.3.39)

1
g + arctar(B )
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and equatiorb.3.36can be written as:

P - ng,%o arctanG(f,) — arctanG(f;) (5.3.40)

' 8 g + arctan %)

and this is the final equation that calculates the wave enargtained between frequencigsand
fo with (f1 < f2).

Now, as mentioned earlier the wave model assumes that ati@st) of the energy is contained
between dmnax and afnin frequency. fax and fmin are both user inputs and are usually defined
according to the problem being solved and the expected ¢gdgfrequency range. The total wave

energy that the model calculates is then:

fmax
Er~E (5.3.41)

Because all the wave terms are functions of the total enefrgjyeonvave spectrum, the above,
model calculated, wave energy needs to be re-modulatedtodim the portion of the wave energy
of the Reynolds filtered waves that is not accounted for. Theenenergy of the Reynolds fil-
tered waves, according to the Nyquist sampling theoi®ed{ord[1994 page 68] andtull [1988

page 306]), is contained between the frequencies:

(fmins fmax) = (fr = ) (5.3.42)

1
_,c)o
2At
By applying equatiorb.3.41twice: the first time for the model frequenciesif, fmay); and

the second time for the frequencies defined by equdiBi2 the following two expressions are

obtained:
Ey - E :mfz\x _ gHg'o arctarG ,(TfmaX) — arctanG (fmin) (5.3.43)
" = +arctan %)
2
and: x
o H2,5 ~ arctanG(fr)
ER =E = pg mo (5344)
fr 8 T
— + arctan %)
2
Dividing equation5.3.44by equations.3.43the factorf¢ becomes:
Er g — arctanG(fr)
Pe = (5.3.45)

whereG(fr) as defined by equation 3.35
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Now, in the wave induced equations of motion all the wave $eare functions of the wave
energy and specifically the wave energy of the resolved ware3 he wave model output gives the
wave energ\Ey between the specified frequenciésid, fmax), therefore, théeg is estimated using
5.3.45as follows:

Er

ER = E—EM - ER = [SgEM (5.3.46)
M

and equatiorb.3.46is the re-modulation of the wave energy.

All the required parameters for the calculationf}efare computed by the wave model (these
are standard calculations). Thatfig(wp) and p are spectral parameters that are computed in the
wave model. The parametep”, as stated irDnorato et al[2003, corresponds to the half-width at

half-maximum of the spectrum and can be estimaRatestley[1994, page 514) as:

p=5vs (5.3.47)

where the spectrum width is calculated either by equdii@n7or 5.3.8 Note thatp andv are di-
mensionless. The practical application of equatds46and5.3.45implies that the re-modulation
of the wave energy is performed at every point of the solutiomain at every time step and can be
either incorporated into the wave model or in the hydrodyicamodel.

The variation of3¢ for various values of, and p, and forAt = 0sto 1200 s is shown in Figure
5.1 From the plots, it is clear thdg > 1 for fr = 1/2At < fiin, While for fr > fmax Pe gradually
goes to zero (aat — 0). Asf, is pushed towards the two enfig, or fmax ¢ increases drastically,
that isfe is controlled byf,. The development of longer waves from the interaction ofgitaity
waves pushef, towards the lower frequencies thus increasing the valiig .ofin any casg¢ is not
identically 1 and the re-modulation of the wave energy sthdnél considered in the hydrodynamic

calculations.
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Figure 5.1 Variation of the wave energy re-modulation figent as a function of the Reynolds
averaging interval. (Continued)
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Figure 5.1 Continued.
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5.4 \fertical Structure of the Radiation Stress

Let S;5(X o; k, ) be the symmetric stress tensor defining the 3D represemtatite radiation
stress for uni-directional monochromatic wavesrinoordinatesR,z(X; k, 6) be its vertically aver-
aged counterpart arfilz (%, o; k, 6), R,s(X: k, 6) be their corresponding spectral representations.

According toLonguet-Higgins and Stewdit964, Phillips[1977, LeBlond and Mysaf197§

andMei [1983, R, is calculated by the following expression:

0 for: a#p
Ry =E [kakﬁ <+ B(% - E)] ;. Oap = (5.4.1)
c 2 1 foria=p

where the dummy indexes 8 = (1, 2) are used to represent the horizontal coordinatesx{) =
(%, y) and a repeated dummy index denotes summation over that. it /m) is the total wave
energy per unit area afilz is the Kronecker delta. The remaining variables in equéidnl are
as defined in Sectio#4.5.

The vertically averaged radiation stress is defined as:

I4 0
R = %fswdz:fsyﬁda; D=h+¢ (5.4.2)
-h -1

with the verticalo- transformation defined as: = (z— ¢)/D. Mellor [2003 2003, Xia et al.[2004
and others give expressions for the 3D radiation st&gsslerived from the conventional equations
of motion by considering linear wave theory. The formulatjgresented iMellor [2003 2005,
relatesS,g to the total wave energlf and to the mean depth of the water coluBby the following

expression:

Ky
Sy = kDE[k—l;ﬂ FcsFec + dap (FecsFee = Fs chs)] (5.4.3)

whereS,g has units of force per unit width. For a detailed derivatiérequation5.4.3from the
phase averaged 3D equations of motion, the reader is réferiMellor [2003 2003.
Equations.4.1and5.4.3are considered as implicitly multiplied Ipy to conform with equation
5.4.4 In this sense their present definitions are slightlffedent from the definitions given by
equationst.1.2and4.7.6 respectively.
The vertically averaged radiation stress is a wave outp@irpeter of the spectral wave models.

However, the calculateﬁq,g by the spectral wave models, takes into consideration tr@eniange
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of the wave frequencies and directiorﬁyﬁ is related toR,3 by the following relationship §ooij

et al.[2004):
Ke ¢ 1 an R,
Rus = pod f&( 0)[ 5 & z“’ (Eg - 5)]d8d0 = pogffé(é,e) ?ﬁdf’;de (5.4.4)
00

where the symboﬁ(&, 6) (m?s) represents the wave energy density spectrum. Utilizirgiefini-
tion of the total wave energk in terms of the total spectral energy (Komen et al[1994, Mei

[1983, LeBlond and Mysak197§):
E=poglr = pogffé(é, 6)dsde (5.4.5)

it can be seen theﬁqﬁ in equation5.4.4is simply the weighted average Bfz over the complete

spectral space rangé, @), and thus:

21 oo
1 5 o o —(,0)
R = o= [ [E@.0)R 500 = Ryp(x .k 0) (5.4.6)
00

Extension to the three-dimensional case follows after th@/@ arguments. Using equation

5.4.3 the expression for the 3D spectral wave radiation s@@@is derived as follows:

2 oo
P S o k(l o
Sy = Pogffe(ﬁ, 0) kD[k—l;ﬁ FcsFec + 0o (FesFec — Fschs)]d0d9 =

21 o0 21 o
S o S}’,B [ l S o o —((;50)
pod| | €(0,0) = dodo = = £(0,0) §pdodl = S(X y, 0, K, 6) (5.4.7)
T
00 00

At this point, it is convenient to introduce a tensor notatigsing upper case letters as in-
dexes, to denote that no summation over the repeated indekes place for the tensor product
Ang Bag. This tensor notation will be followed whenever situatioaguiring the use of upper case
indices arise. LeAaﬁ(RD, o) be an arbitrary vertical distribution function, such thae £xpression

Sas — Aag (KD, o) Rag can be expanded in a Taylor series about the péith

Sie—Ang Rag = Sap (k. 6, ) — Anp (kD, o) Rag (k. 6)+

0 ~ ~ o -~ -
%(SAB — Aag Rag)| A0+ a((SAB — Ang Rap)| - Ak + O(AF?, AK?) (5.4.8)
6=0 k=k
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As seen from the above equation, it is possible to find a fandixg such that all the terms
m+n

of the form: %(QB — Aag Rag) either vanish or become very small. Assuming that such a
function has been found, then all the terms on the r.h.s dditému’5.4.8can be neglected as long
as the function satisfies the equatid®g (k, 6, ) = Aag (kD, o) Rag (k. §). For such a case, the

spectral averaging of equati@.8in combination with equations.4.6and5.4.7gives:

. ——(0.0)  =(0.0)

(Sa8 —Aag RaB) = SaB —Aas RAB = S (k. 6, 07) = Aag (KD, o) Rag (k. 8) = (5.4.9)
Using the expressions f@g (k, 6, ) and Rag (k, ) from equationss.4.3and5.4.1, respec-
tively, the last of equations.4.9determinesfAag (RD, o), while the second equation determines the

spectrally averaged radiation stré&xg . The spectrally averaged wavenumkemnd wave direction

6 are defined asBooij et al.[2004, The WAMDI Group[1989):

00

21 o -2 [ [&(5.6)sin6d&de
eif L e, H)dodel . 9 =arctan 22
.

Following the arguments presented in this Section, equdtib.4 written in terms of the radia-

(5.4.10)

W

€ (5, 6) cospd&de

tion stress for monochromatic and uni-directional waves, lte extended to the spectral waves by

simply replacingR,s with R,s.
5.5 \Vertical Shape Function of the 3D Radiation Stress

The objective of this Section is to determine a verticalrtbstion functionA(RD, o), such that
the 3D radiation stress&; can be estimated from the wave model calculd®ggl This function
should have a simple representation, possibly some kindlghpmial expansion that can be easily

integrable or dierentiable, and should satisfy the following two condition
0
Sp =AKkD, )Ry ;  with fA(RD, oydo =1 (5.5.1)
-1

The choice forA to be a function of the spectrally averaged wavenunkbesmes as a result
of the arguments presented in Sectmd. For the case of the monochromatic waves considered
here, it can be shown from the first of equati@é.lOthatR is equal tok. Close inspection of the

functionsFcs, Fcc andFss (equations4.5.9a 4.5.9b) reveals that akD — 0 then,kDFcs — 1,
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Fcc — 1 andFss — 1+ o while askD — oo all three functions asymptotically approaefP”
(Mellor [2003). The asymptotic behavior of these functions merely saggthe following repre-

sentation forA(kD, o):

M
AKD, o) = A(x o) = () fm(x) ™) € (5.5.2)

where,x = kD and fy(x) are polynomials ok defined as:

N
f(X) = Z M = al + af'’x + &% + -+ + al'x" (5.5.3)

n=0
The constants])' as well as the degredd andN of the o- and x polynomials, respectively, still
need to be determined. Exactly the same results can be ebtaging power series expansions for
all the terms involved in the first of equatiof.1 Sincelo| < 1, the higher ordes terms (M > 2)
in equation5.5.2can be truncated anfj(x) is determined using the vertical averaging property of
A
A more precise and elegant approach is presented here fhadrssi the previous discussion.

The wavenumber tensor appearing in equatdsland5.4.3is defined as:

K ka ko . |
k, k2 k2 sin“ 6 sing cosd
kzkﬁ - = (5.5.4)
Ky ko K2 sind cosh cos 6§
k2 k2

where,f is the direction of the propagating waves measured cloekiisn the true North.

Casedyp =0 (a # p):
The combination of equatiors4.], 5.4.3 4.5.9a 4.5.9h 5.5.2and the first of equations.5.1

yields:

M
XchFCC = (Z fm(X)O'm)ezxo—C—g =

m=0

cosh&(1+0) + 1= me(x) m eZXU[S'”h” 1] (5.5.5)
2 forx—0 E’_’
2 forx—0

As now x — oo, the terme®“ (o < 0) vanishes (except at the free surface) along with the whole

equation. To determine the d@eientsay, the limits of both sides of equatidh5.5are taken as
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x — 0, yielding the following equations:
lim fo(x) =1 ; lim fn(x) =0 (m=1,M) (5.5.6)
x—0 x—0
Equating the cd@cients of the same powers of x in both sides of equatibsHgives:
=1 and a=0 (m=1M) (5.5.7)

The second of equations.5.7 suggests that the polynomialg,(x) can be represented as:
fm(X) = x(@'+a) x+- - - +af x"1) (m > 1). From the definition oA (equation5.5.2 it is seen that
A attains its maximum value at the free surfage=(0), while at the bottomd = —1) approaches
Zero asx — oo, Rearranging equatidi5.5and taking the limits of both sides as— « it is found

that:
lim A(x.o) = lim 2x(cosh (1 + o) + 1)

lim lim v =1+2x (o=0) (5.5.8)

Equation5.5.8suggests that the polynomialg(x) are at most of the first order. Combining the

results from equations.5.7and5.5.8 the distribution function assumes the form:
A% @) = (fo(X) + by Xo + bp Xo? + -+ + by x0™) €2 (5.5.9)

The functionfy(x) was intentionally kept in equatiof5.9so it can serve as the placeholder of all
the truncated terms from the original expressionAand will eventually be determined using the

vertical averaging property &. After using equatiors.5.9 equations.5.5is written as:

sinh 2
2X

cosh (1 + o) + 1= (fo(x) + by o + b o + - + by ™) €| +1]  (55.10)

Differentiation of equatio.5.10with respect tar and after the division of both sides by 2

gives:
sinh (1 + o) = (b_21 +hpo+ 3—t2330-2+---+ %le)ezm[sgfl& +1]+
(fo(x) + by X +bp X2 + - + by XO'm) ez)«,[sir;r:(& + 1] (5.5.11)
Taking the limits of both sides as— 0 of equatiorb.5.11gives:
%+b2cr+37b302+m+%cr’”15—1 (5.5.12)

135



and by equating the céiicients of the same powers ofin both sides of equatiob.5.12the values
the codficientsb,, are:

by =-2 and by=bg=---=bp1=byp=0 (5.5.13)
Substitution of the values of the d@ieientsby, into equatiorb.5.9yields:

AX o) = [fo(X) + f1(X) o] €7 ; f1(X) = —2x (5.5.14)

and integration of equatiah.5.14by using the vertical averaging propertyAfx, o) (the second of
equations.5.]), gives that:

2X (2x+1)e>* -1
Cf ()
=~ 0 S a e

From equatiorb.5.15 it can be shown using L'Hospital’s rule thatolim(x) = 1, which satisfies the
X—>

fo(x) = 1 (5.5.15)

first of equations$.5.6as it should.

Casedp =1 (@ =p):

Again, the objective here is to find the distribution funaoti&(x, o) with the same properties
as before. Using equatios4.], 5.4.3and the first of equations.5.1and after substituting all the

variables involved with their mathematical definitions tbllowing equation is derived:

sinh 2x(1 + o) coshx
sinh B
2 (1+0) forx—0

[ + 1] cosh a1+ ) + 1] -

Z fn(X) ™ eZX"[ {S'nh = 1) + 1 (5.5.16)

2X

Since the polynomial$y,(x) cannot be functions of the wave directiérequations.5.16needs
first to be averaged over the interval J&] (range of the wave directions). Using the equations

5.5.4 the resulting integrals of the wavenumber terms are eteduas follows:

1 ki k% 1
27r @ do = 27r 7 do = > (5.5.17)
0
and equatiorb.5.16becomes:
2sinh X(1 + o) coshx
3| cosha(1+ ) +1] - <o =
Z fn(X) ™ eZXU[S'”h G +3 (5.5.18)
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Taking the limits of both sides of equati@nb.18asx — 0 yields:

M
. 1 _ m
lim fo(x) = 3 ; LuLn()n; fn(X) o™ = —0 (5.5.19)

and equating the cdigcients of the same powers gfando- in both sides of equations.5.19the

codficientsay, are evaluated as follows:

==z, a5 =-1, and a'=0 (m=2M) (5.5.20)

NI =

The last of equationS.5.20suggests that the polynomialg(x) can be represented af;(x) =
x@'+aj x+---+ay x"1) (m > 2). Rearranging equatidn5.18and taking the limits of both sides

asx — oo gives that:

im A(x o) =2+2x (o =0) (5.5.21)

X—00

Equation5.5.21suggests that the polynomiafg(x) are again at most first order. Combining the

results from equations.5.20and5.5.2], the distribution function assumes the form:
A(x.0) = (fo(X) + byo + by o2 + - - + by xo™) €2 (5.5.22)

Substitution of equatioB.5.22into equatiorb.5.18the diterentiation of the resulting equation with

respect tar gives:

. 4x cosh X(1 + o) sinh 2
6xsinh (1 - - =
#2 sinh 2x

0 forx—0

4 forx—0

(b1+2bZXO-+3b3XO-2+-~+mhﬂXcr"F1)e2X‘7[¥(+3]+

sinh 2
2X

2X(fo(X) + by + bp Xo? + -+ + b x™) €| +3] (5.5.23)

The codficientb; is determined by taking the limits of both sides of equadh23asx — O:
-4 = 4b, = by = -1, thus recovering the second of equati@s.20as expected. ierentiating
equation5.5.23with respect tar, dividing the resulting equation byx2and taking the limits as

x — 0, determines the céiicientshby, bs, - - - , by, as previously outlined:

bp=2 and bg=by=-=Dbpi=bn=0 (5.5.24)



Substitution of the values of the d@ieientsby, into equatiorb.5.22yields:
A(X, ) = [fo(X) + f1(X) o + fo(X) 07%] €7, fi(x) = -1, fo(X) = 2 (5.5.25)

Vertically integrating the first of equatiorts5.25the following expression is derived fdg(X):

2X (2x+ e -1

22 +2x+ 1) -1
fo(X) = T_e2 f1(%) ( )

ez PN T Ha e

(5.5.26)

From equatiorb.5.26 it can be shown using L'Hospital’s rule that(!ifa(x) = 1/2, which satisfies
X—

the first of equation$.5.19 Summarizing the results, first the vertical distributiamdtion is
Al Az

), such that;

represented as the 2D symmetric ten&gy(x, o) = (A A
21 A22

A=A = A=[AgX) + A o+ AN 2| €7, A = -1 A =2x  (55.27)

2X (2x+ e -1 (2% + 2x+ 1)e > -1
X) = — A(X) ———— + Ay(X
Aol = T~ Aal¥) 2x(1 - e ) 2% 22(1 - e 2)

(5.5.28)

Az = Ao = B=[Bo(X) + Bi(¥) o + Bo(¥) 0| €7, By(}) =-2x By()=0  (55.29)

2X (2x+ e -1 (2% +2x+ 1)e > -1
Bo(X) = - Bi(X) ———————— + By(X
o0 = e B S g ez T BN T oea e

(5.5.30)

Next, the radiation stress tensor is representeBas= Aag Rag with A,B = (1,2). The expres-

sions for the normal and cross components of the wave radistiesses subsequently can be written

in terms of the distribution function& andB given by the equations.5.27and5.5.29 respectively.
The important limiting cases for the stresses are given next

normal radiation stresses Sag = Aas Rag =ARag ; A=B=(12)

1
>R (=0) 2XRag (o =0)

!(imOSAB = and Xﬂm S = (5.5.31)
% Rag  (0=-1) 0 (#0)

cross radiation stresses Sag = Aas Rag =BRag ; A#B=(12)

Rag (00=0) 2XRap (0 =0)

lim Sag = and lim Sag = (5.5.32)

07 R (=) S UG
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The significance of the first of the limiting cases in equaiérb.31is that for shallow waters
the normal radiation stresses increase with depth, whileetiiresponding shear radiation stresses
(equationss.5.329 approach to a constant value. This behavior of the strésseen more clearly
in Figure5.2 In deeper waters, both the normal and the shear radiatiesssts attain a maxi-
mum value at the free surface (asymptotically equalkiD)2vhile they rapidly approach zero with
increasing depth (Figurés?2), establishing the minimalfgect that they have on the bottom physics.
The equations for the 3D stresses given here have a simplesentation than those given by
Mellor [2003, and are more suitable for modeling purposes (for exangieaccuracy improve-
ment will probably only require the adjustment of the fuang A;j(x) andB;(x) in equationss.5.27
and5.5.29. The results in this Section are consistent with the valrstructure of the wave radia-
tion stresses reported in the literature (eXda et al.[2004, Mellor [2003). Sincee?P” — 1 for
kD — 0, in shallow waters the waves exhibit their full 3D nature. deeper waters dD — oo,
Do _;, 0 everywhere in the vertical direction, except at the freéase wheree?P — 1. There-
fore, in deep waters the 3D velocity structure is only sliglffected by the waves and only by

association with the 2D currents and the surface 3D ve#siti
5.6 Implementation of the Radiation Stress in the Hydrodynanic Model

The results presented in Sectf®are valid for uni-directional and monochromatic waves. The
extension to a spectrum of waves follows the arguments predeén Sections.2and5.4 by simply
replacingR,z with ﬁaﬁ, therefore, the relation between the 3D and the verticalyraged radiation

stress is written as:
S =Awx(Xxo)Ras, x=kD; AB=(12) (5.6.1)

Since all the wave variables introduced in this Chapter ametfons of both the spatial and the
spectral spaces, the notatibiio, 6) for a wave variable= is used here with the understanding that

F(0,60) — F(x,y,0,6). The spectral averaging of equatiéri.4gives:

5 (0.0) 50.6) =
0 0 0
Ma:—i ORop 1Ry 1Ry (5.6.2)

Po O%s Po % Po 9%
M, is the momentum per unit mass of the water that collectivepresents all the non-wave
terms of the external momentum equation. SiMdg has no wave components attached to it, the

spectral averaging of this term is simpM,. The wave radiation stress term in equattof.2was
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derived by invoking equatiob.4.6 The other wave terms present in the equations (e.g., egsati
4.10.104.10.24 etc.), are treated exactly the same way producing sinekults.

The derivation of the complete, spectrally averaged, egusbf motion and scalar transport is
a straight forward process and follows the same procedutesasibed in the derivation of equation
5.4.6 therefore, there is no need for it to be presented here.

Section5.3 presented a methodology to account for the un-resolvedbpsrof the wave spec-
trum by the spectral wave models. In the same Section theodskation of the wave energy appear-
ing in the wave terms of the equations of motion is suggesyedudtiplying the total spectral wave
energy calculated in the wave model by the fa@@(equation5.3.45. Let F = F(0,6) = F(k, 6)

be a wave variable arfd its integral representation over the wave spectrum:
21 o
F =ff§(&, 9) Fd&de (5.6.3)
00
Application of the first mean value theorem for integralsu@tpnB.47) for & = (g, 6) gives:
21 o0 21 o0
F =ffé(6,e)Fd6de ~ F(E,é)ffé(&,@)d&de ~ EmF(&,0) = %F(E,é) (5.6.4)
00 00

where in the above equatiofiy, is the wave model calculated total spectral wave endtgys the
total energy contained in the wave spectrum Brid the wave variable as incorporated into the hy-
drodynamic equations of motion. To account for the compeextral wave energy, equatibré.4
suggests that all the wave variables in the hydrodynamiateans need to simply be multiplied by

Be. This option is available iIM2COPS(user choice).
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CHAPTER 6

WAVE-CURRENT BOTTOM BOUNDARY LAYER MODEL

6.1 Introduction

Bottom boundary layer®BLs) are thin fluid regions next to the “solid” bottom boundaviich
are very important in coastal engineering practice. Thd fbhiysics in these regionffacts the fluid
motions away from the bottom, as well as the entrainment eargport of the bottom sediments.
The presence of wind-driven surface waves additionallgipeces a thin oscillatory wave boundary
layer WBL), where the flow is rotational and the bottom friction is sfigantly enhanced by the
oscillatory nature of the wave motion. TMéBLis nested within the current boundary lay€B(L).
The region resulting from the interaction of the waves awrdctirrents is known as the wave-current
bottom boundary layeM{CBBL). Figure6.lillustrates a conceptual representation of the two layers
along with the corresponding vertical profiles for the flovloegty and the sediment concentration
(source:Glenn[1987).

Typically the thickness of th&®VCBBLranges from 2cm to 20 crélenn[1987. The small
scale of theNCBBLcauses the bottom shear stresses associated with the wadesiuch greater
than the shear stresses associated with the currents. Gileased bottom friction by the waves
is a function of both the wave and the current induced flow aiiss, and expresses the highly
non-linear interaction between the waves and the curr&itse, the flow motions away from the
bottom and the entrainment of the sediments depend uporottmbshear stresses, the accurate
description of the flow field and the sediment transport neguihe accurate description of the near-
bottom flow field and its impact on the water column dynamics.

Various bottom boundary layer modeBELMs) have been proposed byfférent researchers
to be used either as stand-alone modeling tools or as moduolgded with general hydrody-

namigsediment models. The®BL models assume logarithmic near-bottom velocity profiled an
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Figure 6.1 Definition of a wave-current bottom boundary layer.

are usually distinguished by the turbulence closure mdu®} aire using. The more advanced or
second generatioBBLM formulations use higher order, time dependent turbulefa®ice models
(e.g.,k-€ two equation model), while others use eddy viscosity mo(ts., linear, parabolic) that
are less computationally demanding.

Mellor [2003, made the interesting argument that the inclusion of antiaddl turbulence
production term in the turbulence closure model céeatively simulate the féects of a wave-
current boundary layer model. The possibility of replacihg complete VCBBLformulation by
an elegant, simple and computationalfi@ent formulation, is very challenging and needs to be
explored.

Puleo et al.[2004 compared sixBBLM formulations (eddy viscosity: laminar, linear and
parabolic, and turbulence closure:one equationg-e two equation and-w two equation), and
concluded that the linear eddy viscosity models performatyguvell to the higher order turbulence
closure models.

Supported by the above arguments, the linear eddy visc®B8byM by Glenn[1987 and Glenn
and Gran{1987 (henceforth:GG87) is used as a basis for the development oNFEOP Sbottom
boundary layer modelM2BBL) that approximates the near-bottom flow field under the coetbi
action of the waves and the currents. Th&87model determines the vertical distribution of the ve-
locity and sediment concentration and it is an enhancedoveos the previous models bgrant and
Madsen[1979 1987 (henceforth;GM79 and GM82, respectively) andsrant and Madsefil984

(henceforth,GM86), which include the fiects of the sediment stratification due to the presence of
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the near-bottom concentration gradients. Two drawbackhedGG87 model are the assumption
that the stratificationféects inside th&VCBBLare negligible and the discontinuity of the eddy dif-
fusivities at the top of th&®WCBBL These drawbacks possibly compromise an accurate piadicti
of suspended sediment loads and add considerable computidgns.

More recent researcHferts rectify these deficiencies of the model by accountimgfispended
sediment induced stratification and by separating/tt@BBLin an upper and a lower portion, and
requiring continuity of the eddy ffusivities at the top of the boundary layer. Such an approash w
adopted byStyles and Gleni200Q 2007 that separated the over&BL into a 3-layer region (the
current portion of théBBL layer plus an upper and a lower portion in {WCBBL).

Although theStyles and Glenmodel represents better the physical processes in thenbotto
layer, it is still computationally more expensive than thigimal GG87 model. Another point that
is somewhat troubling is the sensitivity of tityles and Glenmodel to the height; = aku,/w
of the lower layer in theNVCBBL(see Figure 6 irBtyles and Glenfi2004), wherew is the wave
angular frequency and is a constant to be determined. The sensitivity of the manéie values
of the constantr makes calibration necessary to ensure that a proper valugifoparameter is
being used. Due t€PU time considerations, especially whenever the implemiemiaequires an
increased number of sediment classes, as well as to umtgriaithe estimation of the constadmf
the Styles and Glenmodel is not used iM2COPS

The modification®&nhancements and corrections to the origie@87model during the course

of the present study are addressed in the Sections thawfollo

6.2 Model Physics and Dynamics

The WCBBLmodel describes theffects of the wind driven surface wave oscillations on the
bottom boundary layer. The presence of the surface waveslirtes an oscillatory wave bound-
ary layer at the bottom nested within the current boundaygrl¢CBL), with a length scale much
smaller than the length scale of tiBL that has a thickness limited by either the water depth or the
Ekman layer heighég = ku,/f. The near-bottom flow field is resolved in tiéCBBLmodel by
approximating the vertical structure of the wgterent velocities and the sediment concentration
over a movable sediment bed under the non-linear interacticghe currents and waves. Further-

more, the model enhances the previdi€BBLmModels GM79, GM82andGM86) by considering
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the dtects of the ripple formatigdegradation and the sediment induced stratification. These
crucial parametersfizecting the bottom shear stresses and the resulting vestiaaitures of the

predicted variables.

The model equations are derived assuming slow varying, tegquency currents interacting
with short-period high frequency surface waves. The ctnemathematically described by the
temporally averaged flow velocities, having time scales imgieater than the time scales of the
waves. The wave velocities are derived from the phase aséraguations of motion, assuming that
the flow variables can be partitioned in three componentsavenage, a periodic and a turbulent

component.

The near-bottom velocity profile is assumed to be logarithamd associated with the turbu-
lent diffusion of the momentum. Above tM#CBBL, the turbulent dtusion is associated with the
enhanced by the waves currents while in WWE€BBLthe turbulent diusion is associated with the
combined €fects of the currents and the waves. The increased turbulememum difusion in
the WCBBLreduces the current velocities, resulting in wave velesithat dominate in this region.
Therefore, the observed significant increase of the botturarsstresses is attributed to the waves.
The dfect of the increased bottom stresses is also felt in the megfiove theVCBBL where the

shear stresses due to the current are also enhanced.

The shear stresses in the rough turbulent flow oMHeBBLdepend upon the bottom physical
roughness, while the enhanced currents abovéM@8BLare related to an enhanced bottom rough-
ness (apparent roughness), which is a function of the battoysical roughness and characteristics
of the WCBBL The issue that two ffierent physical processes (currents and waves) are using a
common physical bottom roughness was addressed in a sépapers byMathisen and Madsen
[1996ab, 1999. The authors, during an experimental study at the Ralph &sdéhs Laboratory
at the Massachusetts Institute of Technology, concludat arsingle bottom physical roughness
height can be used to characterize pure currents, pure \aadesventually both currents and waves
in combined wave-current induced flows. Since the singlesjglay roughness assumption is con-

sidered as being verified, the resultdWdithisen and Madseare adopted here as well.

In the present study, th& CBBLmodel is coupled with and driven by the spectral wave models,
thus invalidating the assumption of monochromatic wavesl irs theGG87maodel. This issue was

addressed in the third of the previously mentioned serigmpérs lathisen and Madsei999)
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that presented the results of experiments designed to/weefuse of a common bottom physical
roughness for waves (spectral and monochromatic) andrtaroger a rough sediment bottom. The
spectral waves in the experiment were simulated using aadéseave spectrum of five components,
while the currents were generated in a 20 m long wave flume avifilred rippled bottom. The
authors matched th@ M86 predicted velocity profiles with the measured velocity pesfifor both
spectral waves and currents, provided that the modifieddmmyrnayer thickness, is used instead
of thed,, defined inGG87. The analytical expression fég, is taken fromMadsen and Sall§4999
and will be discussed in the following Sections. The resuiithe above work have been adopted in
the M2COPSversion of theAV\CBBLmodel that implements this modified boundary layer thicknes
in place of the definition given iG6G87.

The traveling surface waves introduce additional momerdarthe water column that is trans-
ported by the currents as an added radiation stress terne méimentum equations. As seen from
Figuresb.2 and5.3for shallow waters, these radiation stress terms are noteait the bottom but
can be rather large thuffacting both the near-bottom currents and the sedimentg h@insported.
As it will be shown shortly, theféect of the radiation stresses is felt through an increaskeeolbot-
tom shear stresses that enhances both the near-bottomtsiwang the entrained bottom sediments.
In deeper waters (Figurés2 and5.3) the bottom radiation stresses are almost nil, as they Isapid
decay with water depth and have a minimfiket in the near-bottom region.

Most of the entrainment of the bottom sediments takes plateei near-shore zone, where they
are picked up by the currents to be transportgesbore. It is, therefore, apparent that the radiation
stress terms need to be included in WEBBLmModel as well, thus completing the full implemen-
tation of the radiation stresses iM@?COPS To be consistent with the rest of the hydrodynamic
model, the atmospheric pressure forcing is not neglectederpreseniWCBBLformulation, but

rather the bottom pressure gradients are retained iWiGBBLmMomentum equations.

6.3 Boundary Layer Equations

The equations governing the near bottom flow and sedimemgicat are derived in this Section
using the 3D Reynolds averaged continuity, momentum anldrstansport equations. The sedi-
ment volumetric concentration is assumed to be small, hess ©.003 ¢ 8 kg/m3 = 8000 mgL),
such that there is no interaction among the sediment pestlclimley[1976). In anticipation of so-

lutions for rough turbulent flows, the second order molecuiscous and dfusion terms appearing
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in the momentum and scalar transport equations, respigci@re neglected. The equations derived
in this Section for the bottom shear stresses include beatlgthcts due to wave growth (radiation
stresses) and to wave interactions with the bottom sedsnériiey also include the contributions

of surface barotropic variations during the passage ofrstaver the calculation domain.

Definition of the coordinate systems used in the derivatiotih® bottom boundary layer equa-

tions and their relation to each other is shown in Fighi2Zand in equation$.3.1

= WCBBL Ser
z*=() o=—1 | ol

Figure 6.2 Definition of the coordinate system for the bottom boundayet.

7-¢ z=¢! — Z=D; oc0=0
D=h+¢; o=—; Z=@0+0)D=z+h: (6.3.1)
D z=-h - Z=0; c=-1

The boundary layer equations are derived from the full égnat4.10.31and 4.10.33us-
ing the following scaling argumentsfa) the average variables are slow varying, quasi-steady
(0/0t ~ 0duringAt) and horizontally homogeneouf) the convective acceleration terms are ne-
glected, assuming that the current and the wave velociteesnach smaller than the wave phase
speed, andc) the horizontal gradients of the Reynolds stresses can Heated compared to the
vertical gradients. The last assumption is based on thenaismn that the length scalg,, of the
boundary layer is much less than the horizontal length scsetethat,d/ox; 8%/0x*> ~ O(1) and
810z~ O(65Y); 921022 ~ O(552).

Regarding the sediment transport equation, the horizaet@diment particle velocities are as-

sumed equal to the flow velocities, while the vertical vellp@s replaced byw — wg, where,wg, is
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the settling velocity corresponding to the “n-th” sedimpatticle size. For the derivation of the sed-
iment transport equation, it is also assumed that there iatamaction between the scalar quantity
C, and the waves\ellor [2003).

Applying the boundary layer approximation £ X,, for R, < 1 equatiord.10.31gives:

OUy f3 OPatm OC 0 0(Uy + Usty)
Y = eyap— - 2 b Rpg— |,y T S
at €3 (Us + Usgp) %, ox, Wz A=
R
2 2 (=)z-¢
_F10Sp (&)2 1198 + Fr 9D | 95 (6.3.2)
RoD dxg ‘Ro/ |D[dxg D Ixg| 0z o

The calculations that follow assume that not only the cuivelocity is quasi-steady but the Coriolis

effects are minimal within the boundary layer as well. Therfeguatiors.3.2is reduced to:

— 8patm g_i_]Elkva_[ﬂ
V

(U, + Usfa)]

Oy O 0z 0z
(1) (2
2 2 (£)z-¢
_ P2 10Sy (&)2 119 4 Fr @]534; (6.3.3)
Ry D dxg  ‘Ro/ | Dlaxg D dx! oz A
3) 4

where terms (1) are the barotropic terms that are retaineduation6.3.3to account for the sig-
nificant variations in the atmospheric pressure duringnstevents, as done in the hydrodynamic
model.

Term (2) represents the vertical gradient of the Reynoldsutant fluxes that have been en-
hanced to account for the dissipation of the wave energyauistous wave energy losses near the
free surface and the energy losses in the water column céysbeé interactions of the waves with
the mean flow. The energy lost by the waves in the water colsngained by the mean flow field

as a wave induced turbulent kinetic energy and it is parareetias in term (2) of equatiof3.3
2

. . . . . B
A close inspection of equatiod.3.3shows thafEyy is of order O(Z;?), while TN ozh
O

2
Fr\2 . . . _—
and(RTr) ~ O(Z7?). Itis, therefore, clear that the main wave induced momergontributions to

O
the Reynolds fluxes come from term (4), while term (3) is a farster O(Z;) contributor to term

(2). Term (4) represents the vertical momentum flux du§,tothrough the horizontalZ’ planes.
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This portion of the wave induced momentum flux becomes appavben the equation is written
in “Z’ coordinates, while in ¢” coordinates this vertical flux is lumped into the corresgiog term
(3). In the subsequent calculations all terms in equadi@i3are retained. The dimensional form
of equation6.3.3is:

9 [ Uy +Use)| _ 10Pam 9 10Sy 07 2-{ 0D\ 9Sy
iz {ﬂv 9z }_ Po 0%  Jd%, D oxs D D % D ox (6.3.4)

and the corresponding form of the equation érf toordinates is

0 d(Uy + Usty) _ D? 0Patm 2 8§ 0y
o {ﬂv o = o % +gD"—= % +D— F (6.3.5)

which has a much simpler form than equati®3.4 Consequently, calculations that follow are
performed in & coordinates using equatidh3.5

Using the non-dimensional equation for the scalar transgerved in equatiort.10.33and
replacing® by C,, which represents the mean sediment concentration for sediolass size n,
andw — wgt by w — Wst — wen Wherews, represents the particle settling velocity ang the Stokes

vertical pseudo velocity, the following is obtained:

dCn +R 9(u,Cn) + Ol(w—ws)Cn] | R (wsnCn) _
ot ax, 9z P oz
By O [ acn] Ey a[ acn] oCh aCy,
% 2 R n 6.3.6
Sen %l " ox, | T Sew 0217 0z o st ax, Va2 | (6.3.6)

Assuming a smalR,, a quasi-steady variation of the mean sediment concemmi@} and applying

the boundary layer approximation, equat@B.6reduces to:

~Rop

O(wsnCn) _ Exv 8 [D 3Cn] (6.3.7)

0z " Swv 02 0z

HereRep is the particle Rossby number defined &s;p = qu?sn Equation6.3.7in dimensional
r

form is written as:

a(wann) 6[ 6Cn]
0z 0z D 0z (6.38)
and in ‘c” coordinates:
— 6.3.9
dr  Doo Dy (90'] ( )
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6.4 Parametrization of the Reynolds Stresses

The Reynolds stresses and turbulent sediment fluxes thabapp equation$.3.2and6.3.6
are related to the mean flow variables via the eddy viscosibcept (Chapter). The usual eddy
viscosity formulations are enhanced, as describe@l@ann[1987, Glenn and Granf1987 to in-
clude the &ects of sediment stratification. By analogy to the stablentla stratification approach
in the atmospheric boundary layekBL), the vertical Reynolds turbulent stresses and mass fluxes

are parametrized using the following equations:
I ou . ST v . I~ _ aCl’l
—wu —ﬂvaz, wov —ﬂvaz, an—.Z)V az (641)
hereA, (m?/s) is the eddy viscosity and, (m?/s) is the eddy massfliiisivity, which are related to
their neutral counterpartd,, andD,,, respectively, by the following expressiorGlénn and Grant

[1987):

ﬂnv D nv

Ay = 1+ﬂ§ and Dy = +ﬂ§
L YEPL

where the coéicientss andy, given inBusinger et al[1971], are equal toB = 4.7 andy = 0.74.

(6.4.2)

The parameteL is the well known Monin-Obukhov length, which is a functiohtbe verti-
cal coordinate and the termi/L is the so called stability parameter. The neutral eddy isco
tiegdiffusivities are assumed to be a linear functions of the delptis; t

Any = Dy = KULZ with: w2=22 (6.4.3)

Po
The symbolsr, andu, represent the shear stress and the shear velocity at tleerblottundary and

k = 0.4 is the von Karman’s constant.
6.5 Solution for the Current

Because of the élierent definitions used faA, outside and inside thé&/CBBL, at the top of
the WCBBLequation6.3.5has two solutions. The continuity of the solutioncat —1 + 6,,/D

requires that the following conditions hold:

o ot + ug _o(u; + ug,)
Ut +ul, = U Uy, s AY e X = A, e Sl (6.5.1)

where:u}, uf, and Ay are the Eulerian velocity, the Stokes drift and the turbiutifiusion codi-

cient, respectively, outside thgCBBL The corresponding variables inside i€ BBLare denoted

asuy,, Uy, andAy .
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Inside theWCBBL(o < -1 + ,/D) the integration of equatiof.3.5gives:

ﬂva(ua + Usia) _ Crt(L+o-— _){D OPatm gD? (94’} fasfﬂ do (6.5.2)

oo Po 8x(Z 0Xg
%
D

-1+

whereC; is the constant of integration of the term in the I.h.s of digue6.5.2andz, is the bottom

roughness. Integration of equati6r8.5for the region outside th&/CBBL(o > —1 + 6,/D) gives:

ﬂva(ua(;f Us) _ o, 4 (140 D) {E 6ap)a(:tlm g2 2L 8 } f By, (653
(0]

_1+_
The constant of integratio@, can be determined as a function ©f by using the condition

expressed by the second of equatiérislato = -1 + d¢,/D:

Sow
1+
D
Sew = Zo\  D? OPamm 2 0 faSY,B
C,=C — D D| —d 6.5.4
2 1+( D ){poax(, w9 0%y " 0% 7 ( )
—l+%

Considering the slight variations &fg within the WCBBL(Figure5.3), the last term in equation

6.5.4can be approximated as follows:

-1+ D
0 0
Df ﬁdaz(dcw— ﬁ (6.5.5)
8)(5 aXﬂ o=-1
_1+B
and, finally, equatiol6.5.4takes the form:
0Patm ¢ 651,8 }
Co,=C1+(0 +gD— + — 6.5.6
2= Cy + (S - zo){oaxa e o (6.5.6)

@ 2
Term (1) in equatio®.5.6represents the barotropiffects on the bottom shear stress, while term
(2) represents the enhancement of the bottom shear stohsses the wave growth. Furthermore,
term (2) has no relation to wave induced turbulence inM@&BBLby the interactions of waves with
the bottom sediments.

It is noted that:

o
o'——l_ oo

a(ua + Usta)

Ci= A do

since ﬂva;w =0 (6.5.7)

o=-1 0 lo=-1
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with the definition:
ou,

Ao

wherery, is thea-th component of the bottom shear stress due to currentsBabause of equation

- pix (6.5.8)
o=-1 Po

6.5.8 equation6.5.6is written as:

Tba+5uu—zo(Dapatm+ D£+ 0y

C,=D¢{— —
’ {po D \po 90X e OXg

. )} (6.5.9)

with a conceptual representation:

Cz = Doy = D(Tbea + Top + Tbsf,) (o coordinates) (6.5.10)
such that:
|‘?bc|2 = (Tbm + pra + Tbgy) (Tbm + pra, + TbSﬂ/) (65118.)
Thay = 22 (6.5.11b)
Po

Ocw — 2o/ D OPam o
= — D— 6.5.11
T TD (po % T P5) (6.5.110)
_ Ocw — 2o 651,8
Thsy = D % |, (6.5.11d)

Heretpq, is the kinematic stress term describing the portion of thgobo shear stress due to
currents onlyryp, is the kinematic stress term describing the portion of theboshear stress due
to the surface barotropic variations angl, is the kinematic stress term describing the portion of
the bottom shear stress due to the wave induced momentune lwirtld generated surface waves.

Again, this last term represents only thiéeets due to the wave growth that introduce an extra
momentum flux into the system and it is not related to the ferime production by the interactions
between the waves and the bottom sediments that take plaice WWCBBL With the information

supplied so far, the two equations that describe the védistibution of the Lagrangian velocity

U, + Usy, are:
0(Uy + Ust) Ocw DZapatm > 00 j{aS)fﬁ
— - =C 1 - =) —— D-—=}+D | ——do;
Ay o 2+ (1+0 D) 00 0%, +g % + P o
_1+% (6.5.12)
Ocw
<-14+-%
(c<-1+2)
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and:

o

0(Uy + Ust) Ocw D? 0Patm > 00 faSIﬁ
— - =C 1 - =) —— D-—=}+D | ——do;
Ay o 2+ (1+0 D) 00 0%, +g % + P o

_1+% (6513)
Scu
> -1+ =
(c>-1+ 5 )

From equation$.5.12and6.5.13it is clear that the formulation of the two equations is ideailt
Differences arise inf@) the range otr, and(b) the A,, which is defined slightly dierently in the
two regions of theWCBBL C, in equation6.5.13is the shear stress that the Lagrangian current
above theWCBBLfeels. It is also the current shear stress that is enhancedebgroduction of

turbulence due to wave-sediment interactions withinhHeBBL

6.5.1 Velocity Distribution

Assuming that the diusion codicient. Ay varies linearly with respect to the vertical coordinate,
a close inspection of equati@5.12shows that the terms to the right of te@p can be lumped into
Ay by slightly redefiningA,. This approach reduces equatieb.12to:

8(”(2 + usfa) _

Ocw
; < - — Lo,
= Coi (r=-1+7) (6.5.14)

Ay

and recast$VCBBLregion as a constant stress region. This re-formulatiodié®m@ modification
in the value ofz, (as it is done irGlenn and Grantl987), as well as the re-definition of the bottom
shear stresses. Another approach is to usdfaetie or displacement height, as it is done for
the wave induced surface stresses. From equétioid

=C, (6.5.15)

oo oo oo =1

Ocw
o+l— D

lim [?{V

a(ua + Usta)] »
0'+1—>%

im [ﬂv (U, + ust(,)] _ A, d(Uy + Usty)
The second of equatior.5.15satisfies the condition described by the second of equations
6.5.1, while the first and the last equations 6rb.15define the bottom shear stresses as they are
affected by the barometric and wave growtiieets. As has been shown (equatid5.12and
6.5.13 the same vertical distribution faA, d(u, + Usy)/do is valid for the regions inside and
outside theWCBBL, as long as the logarithmic layer assumption holds (uswahfined by the
extent of the bottom Ekman layég ~ 0.4(u./f), or in the case of shallow-water flows by the

water depth).
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The logarithmic portion of th&BL is defined ag, = 0.16g, while the thickness of the constant
stress layer for current only induced flowsg)(is defined in equatiof.6.15and the thickness of the
wave-currenWCBBL(d¢,) is defined in equatiol.7.14 Recasting equatiof.5.13such that the
second of equation®.5.15holds everywhere outside tNeCBBLwe have:

8(”(2 + usfa) _ C2 :
oo

The diferences between equatioch®.12and6.5.14and6.5.13and6.5.16have been absorbed

Ay (c>-1+ %‘“’“’) (6.5.16)

in the definition ofA, for the regions inside and outside M&CBBL Finally, assuming that the bot-
tom kinematic shear stre€% and the Lagrangian velocity are co-directional, the two equations

for « inside and outside th&/CBBLare:

oo D
oo D

where A, is defined diferently inside and outside th&@CBBL, u, is the horizontal vector of the
Lagrangian velocity defined asnl® = 42 + v2 and|C,| is the total bottom kinematic shear stress
defined ino- coordinates as:

ICo? = D Fpa Toar (6.5.19)

with:

(6.5.20)

Thor = Thar +

Ocw — 2o Eapatm+ o7 Scw — Zo 0up
D [po 0% e D dx

o=-1

6.6 Bottom Roughness

The roughness height introduced in equatiof.5.9is actually an integration constant, defining
the height where the current velocity appears to be equatitn. zThe roughness height as a
function of the physical bottom roughnéssis given by equatior2.8.1 SinceC, is the kinematic

total bottom shear stress, it can be written using the cdrafdhe bottom friction velocity as:
IC,| = DU? (o coordinates) (6.6.1)

Assuming thatA, varies linearly in the vertical direction, the following timexpressions are

considered here ior coordinates:

155



The second of equatiors 6.2 considers the concept of thé&ective roughnessz{) as intro-
duced byJansse2004 to account for the wave inducedfects in the surface shear stressesz In

coordinates the above two equations are written as:
Ay = ku.(z+h); Ay = ku.(z+h+ 2z —z7) (6.6.3)

Modifications toz,

Introduction of equatio.6.1and the first of equatior& 6.2into equatior6.5.17and integration

of the resulting equation produces:

U
Y (1+0)D
k
wherek = 0.4 is the von Karman’s constant. Retaining the Stokes driftiarthe absence of the

uan| = (6.6.4)

barotropic and wave induced stress terms:

U, 1+0)D 4 1+0)D
|uh|=—ln%; jap] = L 1n T

k k z
where the first of equation8.6.5implies thatu(z,) = 0 and the second that(z)) = 0. Matching

(6.6.5)

the velocityus at the top of the constant stress layer= —1 + §,,/D) yields:

Z, = Zo(%”)l_é1 L s 3— (6.6.6)

From equatior6.6.6whene; > 1 = 7’ < Z, and whene, < 1 = z)” > Z,. As is the usual prac-
tice, z, is expressed in terms of the physical bottom roughikgstherefore z, can be expressed as
a function of a modified physical bottom roughnégs In this formulation and in the presence of
pressurgadiation stress terms, all equations shouldzsestead ofz,.

Effective roughnesz

The difusion codicient in this case is assumed to follow the second of equadh2 where
Z is the dfective roughness height accordingJanssen The Lagrangian velocitys still goes to
zero aiz = z, above the bottom instead gjf. Introducing equatioB.6.1and the second of equations

6.6.2into equatior6.5.17we obtain:

Olun| U, 1
—_— = 6.6.7
oo K 1+0+0e—09 ( )
In equation6.6.7u, has been replaced ly to reflect the wave enhanced bottom shear stresses.

Now, the integration of equatia®.6.7gives:

 olu| u f dor W (1+0)D+2—2
Mnlge - [ 97 =2 6.6.8
f oo 7 k 1+0'+0'e—a'0=|(uh| k Ze ( )
1% 1%
D D
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wherez, z, are distances above the bottom and,) = 0. Rearranging gives:
QL+0)D+2z -2

In
U, (1+o0)D+z2-2 u., (1+0)D Z Ze U,
= =—Ih—" = 2% =— = 6.6.9
kK Ze K" Z In(1+o-)D v (6.6.9)
Z
Near the bottom, equatigh 6.9reduces to:

L _ D
Ze = o —(Tbc)1/2 (6.6.10)

%bc

andz, has a form similar to what the displacement heiglessumes at the free surface (see equation
2.5.2 to account for the féects of the surface waves on the winkhiisseri2004). Through the
calculation of the auxiliaryféective roughnesz (usually an iterative process singg, is not known

a priori), the additional wave terms are introduced in thiéedoo shear stresses (equatid@§.8and
6.6.9.

Relationship betweer, andz.

For the velocity at the top of the boundary layer the secorefoftionss.6.5gives:

UL O
'Ll|_1+% = ? In Z (6611)
while equatior6.6.8gives:
u -
ﬂ| 5o = —In S +Z— 2 (6.6.12)
-+ k Ze
Equating the above two expressions:
ZeOcw Ocw — 2o
=—— 2 7 Z= 6.6.13
% Sew +2Ze—2 46% -7 ( )

and 6.6.13 establishes the relationship betwegnand z.. It should be noted that; < z since
Z > Z,. If atmospheric pressure variations are included, but wave not considered in the model
calculations, equatiof.5.20assumes the form:

0c — Zo1 D 0pam o
+agD—= ; a = 1,2 6.6.14
D [po 0Xqy 9 ax(,] (1.2 ( )

whereé. in this case is defined as the thickness of the bottom constasds layerBedford and

Abdelrhman[1987):

Thor = Thar +

5 = 0.2 CH? UT (6.6.15)

and (G is calculated in reference to a heightabove the bottom where the flow velocity is known
(usually at the half grid spacing above the bottom). #fi€defined as a function @ andu, = U,

then an iterative approach should be used to determine thleséifue ofs..
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6.7 WCBBL Induced Turbulence

Thus far, only the ffects due to the wave growth and the surface barometric chamaee
been included in the formulations. To facilitate tHeeets of the wave interactions with the bottom
sediments within th&/CBBL, as well as the sediment stratificatiofieets, the turbulent fusion

codficient A, is formulated, by considering théfective roughness approach, as follows:

k u*cw[(l +0)D+ 2z - zo]

. Sew
Ay = T+oD+%-2 (c<-1+ F) (6.7.1)
B L
ku*c[(1+o-)D+zeC—zo] . Scw
v = IB(1+O')D+ZeC_Zo ; (0-2_1+F) (6.7.2)

Lc
where the wave enhanced bottom friction velocityis replaced by, the current enhanced bottom

friction velocity, that in the absence of tNéCBBLeffects is the friction velocity the “current” feels
throughout the water column.

Furthermore, in anticipation that will be modified by the wave induced turbulenceAtfCBBL,
the displacement lengtlzg, is introduced in equatiof.7.2and replaceg.. The friction velocity
U.c, reflects the maximum of the instantaneous bottom shearsstggs experienced within the
WCBBLandL., L, are the Monin-Obukhov lengths for the two regions. Outsice//CBBL ug,
is nil. This formulation modifies. to reflect the additionalféects within theVCBBL Substitution

of the expression§.7.1and6.7.2into equations.5.17and6.5.18with [C,| = DuZ, gives:

dlun|  DuZ, 1 B Sew
= —, <-1+4— 6.7.3
00 KUy \(l+0)D+20-2 Loy (c=<-1+7) (6.7.3)
dlup| DU 1 B Scw
= —; > -1+ — 6.7.4
90 Kux |1+ D +Ze-2 @ L (c2-1+3) (6.7.4)
and the integration of the above equations yields:
2 o
us; l+0)D+z -7 f 1 Ocw
= I D| —d ; <-1+-— 6.7.5
funl = o= n Ze +6D | —dor (@<-1+F)  (675)
Z
_1+B
| (@+0)D r L,
] = 22 ( i (r) Tt %, f — (c>-1+ 5—‘”’) (6.7.6)
K L¢ D
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The parametez is the enhanced value af due to the waveféects within theWCBBL It reflects
the bottom shear stresses that the current abové&/tbBBLactually feels. The above formulations
for ze andzy; are consistent in the sense thag-,, = 0.

Following the conclusions iGlenn and Granf1987 that the sediment stratificationffects
within the WCBBLare negligible (1L, ~ 0), and then matching the velocityato = =1 + d¢,,/D
(top of theWCBBL) given by equation$.7.5and6.7.6 equation6.7.7is obtained:

— (5 _ )i
Zec = Ocw — Lo 1-A
(6.7.7)
60w + Ze— Zp\—€ U.c
A=—— ; € =
(== 2= o
The relationship between: andz, in the Glenn and Grarg approach is given by:
Ocw + Ze — Zo\—€ Ocw + Ze — Zp\ 1€
o = (R gl ey
(6.7.8)
€ = U*C
27 U*Cw

The maximum bottom friction velocity in th&/CBBLdue to waves is given byStyles and
Glenn[2000 and Mellor [2002) as:

1
u, = > fonUZ, (6.7.9)
where fg, is the friction codficient andU,, is the maximum (within a wave cycle) bottom orbital
velocity. For monochromatic waves, linear wave theory gitlee following expression for the

maximum bottom wave orbital velocity,,, as related to the bottom wave excursion amplitude

Anb:
a

sinhkD

Uwb = Awbw with Awp = (6.7.10)

here,w is the wave radian frequency ands the surface wave amplitude. The wave bottom orbital
velocity and the excursion amplitude of the spectral waveg&en by equation3.4.8 Comparison

of equations.7.10and3.4.8yields the expression:
Uub = Awbo (6.7.11)

which is the same expression as the one suggeststadsen et al[1988, Mathisen and Madsen

[1999 and used irStyles and Glenif2007 in their calculation of the bottom roughness. Equation
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6.7.11slightly modifies the expression fBG87 by replacing the wave angular frequency with the
spectrally averaged Doppler shifted frequency (equadidig. In the wave models used hetéy,
represents the root mean square of the maximum values oé#redottom orbital velocity.

To avoid the unnecessary iterations of tA&87 model and to account for the spectral waves

(Mathisen and Madse1999), the following expressions fof,, are usedilellor [2002):

Ayby-0.62 Anb
fe, = 0.23 — ; — <125 6.7.12

Aypy—-0.40 Awp
fo, = 0.13 — ; — > 125 6.7.13

The WCBBLthickness is defined in th@G87model as:
Sew = A k‘i")cw (6.7.14)

where the value of the constafit= 2. Grant and Madse[i1979 state that the value of the constant
Aranges between 1 and 2, but it can be taken equal to 2 as itesnltimeGG87model. Madsen and
Salles[1999 in an dfort to calculate th&V/CBBLthickness more precisely, derived the following

alternative analytical expression fAr

A= exp[Z.QG(%)_O'OH

Using equatior6.7.15 the valueA = 2 is obtained forA,p/ky = 100. Mathisen and Madsen

— 1.45| (6.7.15)

[1996K showed that using the analytical expressionAanstead of a constant value into equation
6.7.14 improved the results of the M86 model for monochromatic waves significantMathisen
and Madser[1999 considered the same formulation for the constanin considering spectral
waves and showed equally good comparisons between the meditted and the measured data.
ConsequentlyMathisen and Madsérecommendation is that equati6éry.15be used for the deter-
mination ofdg, in both monochromatic and spectral waves. Adopting the @lbegommendation,
M2COPSuses equatioB.7.15in its calculations as well.

The friction velocity due to the wave-current interacti@ighe bottom of th&VCBBLis com-

puted by:
u?,, = CrU,m (6.7.16)
1/2
Cr= {1 #2(25 Y cosg + (1) } (6.7.17)
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where¢ (0 < ¢ < 90°) is the angle between the current and the wave, withxthgis aligned to

the wave direction at the bottom. Substituting equaton.16 into equation6.7.17 and using

U*C

€& =€= the following expression foCr is derived:

U*Cw

(e*~1)C3+2Cre’cosp+1=0 (6.7.18)

Equation6.7.18has the solution:

€2CoSp + |1 - e*sirt ¢ _ €2cosp + /(1 - €*) + (2 cosg)?

R~ 1-¢& 1-¢€

e<1l  (6.7.19)

where only the root 06.7.18that gives a positiviCg value is used. IMM2COPSthe angleg is

calculated using:

|Uwhy Thex —~wabeq/| ; 0<¢< E (6.7.20)
Uwbl Thel 2

sing =

whereticx andpg, are given by equatiof.5.20and|7ud = [(Toex)? + (Fbey)?]-

The two components of the bottom wave orbital velocity arenee as:
Uwbe = wa% (6.7.21)

where inM2COPSthe spectrally averaged wavenumber componients k, (a wave model output)

are used.
6.8 Hfects on Bottom Sediment Concentration Distributions

The solution of equatioB.3.9requires the specification of two boundary conditions. Tis# fi
is applied at the top of thBBL, where the sediment concentration flux is specified, andéhbe s
ond at the bottom of thBBL, where the sediment concentration at a reference heigpesfied.

Integration of equatio®.3.9gives:

C
D\,h +DwsnCh=Cy (c>-1+ 5—Cw) (6.8.1a)
oo D

where the constant of integrati@ is evaluated at the top of the overBIBL (Figure6.1).
The continuity of the sediment concentration flux at the tbthe BBL gives Boudreau and
Jorgense2007):
C, aCy

0 o
Cl:Dva_;"'Dwann =Dy .

+DwiC} (6.8.1b)
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The variablesvg,, C,, andDy, represent the settling velocity, the concentration anartass difusiv-

ity, respectively, just below the top of tiRBL for the sediment particle class The corresponding
variables for the region just above the top of BBL are denoted byy,, C/ and D}, respec-
tively. In shallow waters the heiglat of the bottom boundary layer is usually limited by the water
depth, therefore, in the case that the atmospheric sedinpaits are nil, the last of equatiofs3.1b

reduces toDy dC} /oo + Dwg, C;; = 0, that isC; = 0, and equatio.8.1abecomes:

Z)\,% + DwsiCrh=0; (c>-1+ 5—Cw) (6.8.2)
oo D

In deep waters the height of th&BL is less than the water depth (limited though by the Ek-
man layer heightg), but significantly exceeds the height of ti¢CBBL Because the sediment
concentrations are low at the top of tB8L, the zero sediment flux boundary condition used for
the derivation of equatiof.8.2can be adopted in this case as well, without degrading theelisod
accuracy significantlyBoudreau and Jargensg2z007).

With the appropriate expression for the magsudivity, equatiort.8.2is valid both inside and
outside theVCBBL(Glenn and Granftl987), that is:

C
@VQ +DweCh=0; c<-1+ 5—°“’) (6.8.3)
oo D

The turbulent mass fiusivity D, in terms ofz,, z is defined in the two regions of t¢CBBL

as:
5 ku*cw[z+ze—zo] kU*Cw[(1+CT)D+Ze—Zo] 1 Sew 6.8.4
= = ; <= Y

v Z+ 2 - 2o AQ+0)D+2z-2 (c=<-1+ D) (0.84)
7+,3L— y+B 3
Cw Cw

” KUi|2+ 2 = %] KU1+ 0)D+ 20— 7] G .

v = Z+Zc—20 1+0)D+2c-2 ' (== +F) (6.8.5)
7+/3’|_—C Y+B 3
C

Substituting the appropriate expressionsfrinto equation$.8.2and6.8.3yields:

0Cp wsn Chy Y B Scu
" __D . i O <-1+— 6.8.6
oo K Uroy {(l+cr)D+ze—zo+Lcw (c=-1+3) (6.8.6)
0Cp wsn Ch Y B Scuw

--D ) L. > -1+ = 6.8.7
oo KU {(1+cr)D+zec—zo+Lc o =l (6:8.7)
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where the concentration is knownzat z,, that isC,, = Cn(z,) = reference concentration. Integra-

tion of equation$.8.6and6.8.7gives:

Y Wsn o
A+0)D+2 -2y Kt DBws [ do Ocw
_ . - il <-1+-2=2 8.
Cn Cno{ Z exp Ko, Lo ; (O'_ 1+ D) (688)
_1+B
(1+0)D “Kiier DBuwe [ d 5
- T O)Dt Z — 2o | Kl _Phws [0, L)
Cn_Cn(écw){ = } exp[ ku*cf ~| (c>-1+ D) (6.8.9)
—1+é
D

whereCp, = Cn(2,) is the sediment concentrationat —1 + z,/D andC,(d¢,) is the concentration
at the top of theNNCBBL (0 = -1 + 6.,/D). To determine the relationship betwe€n(s,,) and
Cn(%), equation6.8.8is applied ato- = -1 + d¢,/D and taking into consideration thafll, ~ 0
(Glenn and Grani1987), then:

Y Wsn

- _k 1 Cl)
Cn(a) = cno{m} ) (6.8.10)
Z
For a particular sediment class, the suspended load is defgie
Sen = |Un| Cn (6.8.11)

whereluy| is the total flow velocity at level (or z2) andC,, = Cy (o) is the corresponding sediment
concentration. Equatio6.8.11is evaluated at each vertical level (as defined in the hydraatyc
model) and it can be a source term in the sediment transpadtieg representing the shoreline
erosion. Whemr < -1 + 6,/D, equations.7.5and6.8.8are used in the calculation 8f,. When

o > -1+ 6¢,/D, equations.7.6and6.8.9are used instead.

6.8.1 Definition of the Stability Parameter

The stratification correction terms appearing in equat@&idssand6.8.9do not have a known
analytical representation and they are usually evalustedtively. However, a simplification of the
equations is possible, if it can be shown that the sedimeatifgtation or strong vertical gradients
within the WCBBLare negligible. Th&V/CBBLis a highly energetic region of the near-bottom flow
field where mixing is strong relative to the background dtcattion, especially at its lower portion.
The almost uniform vertical concentration gradients lithi¢ stratification fects in this region.

Glenn and Granf1987, using scaling arguments and typical values for the végldetermined
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that the stratification correction teyga*/L is small (less thai® (1)) relative to the vertical turbulent
momentum fluxes in th&/ CBBL It is noted here that this statement is more likely to be trear
the bottom and invalid near the top of tiCBBL

The system of equations described so far is not considetedée” until an expression for the
stratification correction factor is determined. Followi@enn and Grantthe stability parameter
1/L¢, within theWCBBLIs set equal to zero and stratification is assumed negligisldeWCBBL
Following Glenn and Grantl987 and Styles and Glenf2000Q, the stability parameter outside the

WCBBLIs related to the sediment concentration as follows:

- C
L2 Do 1D, %" (6.8.12)
Lc e
Us n=1
-1 6.8.13
> ) Dg(Sp 1D (6.8.13)

where the neutral massfliisivity (Dny), defined in equatio®.4.3 is modified here to include the
effective roughness conce, = K U.c (Z+ Zec — Zo) = K Uy [(1 + 07)D + Zec — 25]. Using equation

6.8.2and equatior.8.13 the expression for/L, valid in both coordinate systems, is:

1

Z(Spn 1w Cn (6.8.14)

Le *Cnl

Equation6.8.14defines the required vertical profile of the stability partené/L for sediment

stratification and it must be determined iteratively.
6.9 Solution Procedure
Calculation of theBBL variables is complex and the following pseudo-code is apple to each

case:

Case (1): Currents only
The bottom shear stresses are readily calculated fromiege&.1.19and 2.1.20where the
reference elevation is taken to be at the first grid point above the bottom wherdltive velocity

is known (for the staggered grid usedNt?COPS this is the half grid point above the bottom).

Case (2): Currents plus barotropifexts

(a) Calculaterpg,, @ = (1, 2) using equation.1.19and2.1.20
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(b) Calculateu, = /% 72 = Thor Than, @ = (1, 2) Using equatio.5.11b

(c) Calculate the thickness of the boundary layer&s:= d, using equatior.6.15
(d) Calculaterhe, = Ther + Thpe, @ = (1, 2) Using equation6.5.11band6.5.11c

(e) Calculatez, from equatior6.6.1Q 72, = Tpe Toar, @ = (1, 2)

() Calculate the new value ofgusing: G = k?[In (z + ze — ) /2] 2

(g) Calculate the updated valuewf = 7;/*. Repeat step&) through(g) until u?®” ~ u? (within

some tolerance)

(h) The bottom boundary conditions becomgsx = Cp |[Up|U,

Case (3): Currents and waves, no sediment stratification

(a) Calculate or obtain from the wave model output all relevaatevparameters:

(1) Obtain the wave bottom orbital velocityyy
(2) Obtain the spectrally averaged variablask, k,, @ = (1, 2)
(3) CalculateA,, = wa/g
(4) Calculate the bottom radiation stress gradi€iit§,z/dxg)l---1 from the wave model
supplied radiation stredg,z
(b) Calculatefg, using equation$.7.12and6.7.13
(c) Calculate the maximum bottom wave friction veloadity,, from equation6.7.9
(d) Determine the initial value ai.. from equation.1.19and2.1.20
(e) Calculate the angle using equatiort.7.20
() CalculateCg using equatior6.7.17
(g) Calculateu?,, using equatior6.7.16
(h) Calculatese,, = 8¢, Using equatior.7.14
(i) Calculatezs as in cas€2) andz, from equatior.7.7

() Calculate the updated value of; from equation6.5.20 Repeat step&) through(j) until:
u’e ~ uld (within some tolerance). The result gives the wave induagtbm shear stresses

which is exported to hydrodynamic model.
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Case (4): Currents and waves with sediment stratification

This case is only used when the calculation of the verticstriution of the suspended load
source terms$g, is desired. First perform the calculations for the undigatifield (complete case

(3)) to determine all relevant parameters and then:

(a) From equatior6.8.9and WIthL— ~ 0 calculate the initial unstratified concentration profile
C

(b) Use equatiort.8.14to calculate the vertical profile fol‘_%

(c) CalculateC,, for each sediment class using equatto@.9

(d) Repeat stepgh) and(c) until L1 ~ .94 at each vertical level (within some tolerance)
(e) Use the calculated profile f({flz and calculate the velocity profile using equattii.6
() CalculateSq, for each sediment class at each vertical level using equété 1l

(g) Export the results to sediment model.
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CHAPTER 7

TURBULENCE CLOSURE

The solution of the derived turbulent Navier-Stokes andiasdeansport equations requires the
determination of the horizontal and vertical viscosftig$usivities so that the system of the equa-
tions can be closed. One way to approach this problem is yngpthese equations in the length
scale of the large eddies and by resolving the subgrid tenwel using appropriate turbulence clo-
sure models. The higher order correlations of the turbuleituating terms are simulated in the
turbulence closure models by using mean flow propertiesogedhe time averaged transport equa-
tions.

M2COPSfollows the above approach and uses a two equatieturbulence closure model that
solves the two dierential equations af (turbulent kinetic energy per unit mass) antissipation
rate of the turbulent kinetic energy) to determine the tlatiuviscosities and €lusivities. Thex-e
model, parametrized via empirical constants and equati@ssbeen widely used for more than two
decades in successfully predicting the turbulent flowsénctmise of(a) 2D and 3D weakly swirling
and recirculating flowgb) conduit and channel flows, aiid) boundary layer flows near plain wall.
It is known though that the-e model has not been equally successful in predictif@@j:strongly
swirling and buoyant flows(b) boundary layer flows near curved walls, afo) low R. number

flows.

7.1 Governing Equations of the Turbulence Transport

The transport of the turbulent kinetic energy per unit mass0.5 u/u; and its viscous dissipa-

tion ratee = v (Ou;/0X; + au]/axi)(au;/ax,-) (summation over the repeated indigceg= (1, 3)) are
modeled using the eddy viscogitijffusivity concept ASCE Task Committee on Turbulence Mod-
els in Hydraulic Computatiofil988ab], Rodi[1994). The turbulent transport terms resulting from
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the temporal averaging of the Navier-Stokes and scalasp@ih equations are related to the eddy

viscositiegdiffusivities and the mean flow variables as follohéng and Smithi199Q):

v AUy ouw 9 dul 9 oul o du
- a2 - LAl - L]a X 7.1.1
ox oy | oz ax[ hax] ay[ﬂ“ay] az[ﬂvaz] (7.1.1)
oY v avw Ay dv| D[ v H[. dv
- a2 - L] - LA,z 7.1.2
ox oy | oz ax[ﬂ“ax] 6y[ﬂh6y] az[ﬂvaz] (7.12)
WY VG _3[ a_qn]_g[ ag]_g[ ag] 713
ax | ay oz oxlm"ax| oyl "oy | 9217V oz "

In the case of homogeneous turbulence the verticaficants A, andB, are defined in terms

of k ande, by the following empirical equation&0di[1994):

K2 _ ﬂ\/

Ay = cﬂ? and By, = P (7.1.4)

wherelP is the turbulent Prandtl number. For completely unstratiflews the vertical eddy vis-
cosities and dfusivities are equal. The one dimensional transport equafmrx ande as presented

in Burchard and Baumefi.995, Chapman et a[.199q are:

. ok 0 [A, ok
- tion: —=—|——|+P+G- 7.1.5
k-equation 3 = 92| oy 22 +P+ € ( )
. de 0 [ A,y O€] € €2
_equation: o L ey S (P+CaG) - Co — 7.1.6
e-equation o az»O_Eaz_+c1K( + C3G) Cez — ( )

where P represents the production of turbulence due to the inferacif the turbulent stresses
with the vertical gradients of the horizontal mean flow véles andG represents the buoyancy
production of turbulence. These two terms are define@aschard and Baumef1995, Chapman

et al.[199€):

_ ——0Ug  ——0u —0v ou\2  0v\2q | _ Ay g dp
P_—uawE_—UwE—vwa—z—ﬂv[(a—z)+(a—z)], G=2VYZ X (7.1.7)
The values of the constantg, c.1, C2, and cc are not model tunable and have been deter-
mined from numerous experimental applicatioR®di[1994). The constant.z, which multiplies

the buoyancy production term, does not have a universaeyéalut rather depends upon the flow

conditions. For unstable-stratified conditiois ¥ 0) is taken close to 1, while for stable-stratified
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flows (G < 0) is taken close to 0. IM2COPSthese constants are used as defineBlrchard and

Baumer{1995:
or=10, o0¢=13, ¢ =009, c1=144, c,=192 and c3=0 (7.1.8)

Writing the equation of th& KE using the triple decomposition of the variables (SecBoh.2),
as it is done irReynolds and Hussaif197 and Finnigan and Einaudil981], the term for the
shear production of th€KE can be approximated as:

Ol )

—— U o, ow

— —du —
P=Pc+P,=-UU — - UU— = -UWuw — —Uuw (— + — 7.1.9
ot lax; 1o " oz w(az+6xa) (7.1.9)
It has been shown iArdhuin and Jenkin§20061, that
S —
00, o 1 0usy,
-2 _ = 7.1.10
0z X, 2 0z ( )
therefore, equatioi.1.9becomes:
_ 7 7 8Ua 7 7 8U5h _ 7 671[,
P=-uuw 52 U, w 5 u,w 52 (7.1.112)

The wave enhanced production teRgiven by the above equation is now used in place of the
first of equations.1.7in thek-e model equationg.1.5and7.1.6 The inclusion of the Stokes shear
production terms in the turbulence model accounts for thitiadal production of th& KE by the
Langmuir cells Kantha and Clayso[2004, Carniel et al[2003). The complete form oP is:

50Uy ou, 0U,,
P=-u,w 52 = Ay 57 5z (7.1.12)

7.1.1 Boundary Conditions

The boundary conditions for equatioiisl.5and7.1.6are parametrized using the surface and
bottom shear stresses (Secti.3. Assuming local equilibrium for the turbulence (that iset
turbulence production equals the dissipation of turbwdgnihe boundary conditions farande are

Dirichlet type conditions defined by the following equasa@hapman et al.1994):

u? 2|
o= T _TlPo gy g 2 Yl To/Po (7.1.13)
Ve VG V& VG
Wl (rs/po)*? Wln  (to/po)®?
€ = K(022) - k(72 and €l-n (7.1.14)

~ k(Az/2) T k(Az/2)
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7.2 Turbulent Prandtl Number

The turbulent Prandtl numbék; is crucial in the calculations performed by tkes model,
since an incorrect definition of this number can easily yjghysically unacceptable results from
the turbulence model and, subsequently, erroneous rdsuitsthe hydrodynamic model. Matters
become even more complicated when multiple constituestsnaideled.

The original CH3D model code uses the following definition of the turbulentriéithknumber,
as described iBloss et al[1989:

Pot = (1+3Rig) (7.2.1)

therefore, the combination of equation®.1and the second of equatioiisl.4yields:

A

By = ———— (7.2.2)

(1+ 3Rig)

whereR;g is the gradient Richardson’s number defined as:

o

__ 9 0z
Rig = o, —(@)2 ) (@)2 (7.2.3)

0z 0z

The Richardson’s number accounts for tlieets of stratification due to resulting vertical den-
sity gradients influenced by the temperature and salinigngbs in the flow field. From equation
7.2.2 itis clear that a®;q increasesp, rapidly goes to zero, therefore, implicitly this definitioh
P, introduces an artificial laminarization of the flow field. Amaonon modeling practice is to define
the critical gradient Richardson numbg&;§c ~ 0.2 — 0.25) beyond which the turbulentfélisivities
are set equal to zero (f@:g > Ric). Thus, only the molecularfiects become active for thiBig
range.

Oceanic measurements Bfg (Large et al[1994 and Large and Genf1999) show that the
Rig values are usually within the range:4& R;g < 1.0 rarely falling as low as .@ - 0.25. If
this is the case, then equati@rR.2gives very low values fofs, (8, = 0.16 Ay for R;g = 0.5 and
By = 0.06 A, for R;g = 1.0), that is, the flow is treated as laminar (turbulence is segged by strat-
ification). Close to zeraK;q < 0.1) equation’.2.2asymptotically reaches its full active turbulence
status, assuming a well mixed flow field witk8, ~ A,. Furthermore, this formulation predicts
unrealistically low values for the flux Richardson numidgf as well, implying that a well mixed

flow regime always exists in the calculations (Figudr&b).
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The expected values @;s in oceanic environments are less than 0.R% € 0.2), (Thorpe
[2009), a finding that is also reported Bhih et al[2005, Pardyjak et al[2003 and implicitly in
Large et al[1994. The above values fdR;s imply thatRR;g > 0.4 (Thorpe[2005). Therefore, as
stated inZilitinkevich et al.[200§, the concept of a criticdk;c number beyond which turbulence is
completely suppressed is not valid, an argument that hasbalsn verified by recent observations
(Zilitinkevich and Esau2007, Grachev et al[2007, Peters and Baumej2007).

Due to its erratic behavior, the formulation Bfoss et al. was criticized inAbraham[199(
as being applicable only in well mixed environments, whére locally produced turbulence is
dissipated at the rate at which it is produced, thus limitisgapplicability in more general flow
fields. IndeedBloss et al.applied their propose#,+ formulation only in estuaries with low density
gradients Bloss et al[1988 199(, Lang et al[1989).

Nunes Vaz and Simpsdii994 evaluated seven fierent parametrizations for the vertical mix-
ing codficients for momentum and mass, among others the formulatibMunk and Anderson
[1948, Pacanowski and Philandgt981], Bloss et al[1988 and Mellor and Yamad41983. The
authors found that in stably stratified estuarine flows alghrametrizations produced poor results
by under-predicting stratification, although the schemgsléllor and YamadandPacanowski and
Philandemroduced the best quantitative fits to the measured data.

The latest researciterts and analyses of observational data reveal that turbeland mixing
do exist atR;g > R;c = 0.2 — 0.25 and well beyond;q > 1 (Ivey et al.[200§, Shih et al.[2009,
Pardyjak et al[2003, van Haren and Howartfi2004, Esau and Grachef2007 and possibly
others). Consequently, the standard understanding thmtiémce is suppressed beyond the critical
Richardson number (0.2-0.25) is not a valid argumeatitinkevich et al. [2009 suggests that
to separate the stratified flow regime it is better to repléeeteérms “turbulent high energetic”
and “laminar” based on the definition of titg: number by the terms “strong mixing” and “weak
mixing” (the latest being the region where molecul&eets become the controlling factor), based
on the definition of an intermediate regime, as propose8Hif et al[2005 whereRis ~ 0.2.

The above discussion shows théidulties in the parametrization @+, which is not a function
of theR;g only, but asR;q increases, it becomes a function of the Reynolds number kg Sheh
et al.[2005). The objective of this Section is to define an appropriaemetrization foiP;: to be
used inM2COPS To this end the following empirical, semi-empirical or thetical schemes have

been investigated:
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(a) Munk and Anderson1948 (henceforthMA):
10 3/2
. (1+ 3 Rig)
rt =

(1+10Rig)"

(b) Pacanowski and Philandgr981 (henceforthPP):

- (1+5Rig) + 10°%(1 + 51{&1-19)3

1+102(1+5Rig) +10°%(1+5Ryg)
(c) Bloss et al[1989 (henceforthBL):
2
Pyt = (1+ 31Rig)
(d) Mellor and Yamad#1983 (henceforthMY):

1 R;
IP)II‘t =

- 172
07254 + 0.186— (K% - 0.316Rig + 00346
(e) Nakanishi[200]] (henceforthNK):

1 R;
IP)II‘t =

- 172
077414+ 0,220 (R% - 0.328Rig + 0.0484)

(f) Schumann and Gefi995 (henceforthSG:

Rﬁg ) Rﬂg

Pry = Pan- exp( - 0257,/ T 025

(g) Zilitinkevich and Esad2007 (henceforthZL):

1 (1+ 191&11-1@,)2'7
- 125(

Prt 17
1+ 36Rig)

(h) Linear Zilitinkevich et al.[200§ (henceforthZLL):

Prt =08+ SIE{]'I

' __g plwl
Rat = Po—0U ——du
w — VW —
0z 0z
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(7.2.4)

(7.2.5)

(7.2.6)

(7.2.7)

(7.2.8)

(7.2.9)

(7.2.10)

(7.2.11)

wherePy = Ay /By = Rig/Rit, Ay is the vertical eddy viscosity, is the vertical eddy diusivity,

Rig is the gradient Richardson number dRg is the flux Richardson number defined as:

(7.2.12)



All the above parametrizations were obtained by assumicgjliostationary and homogeneous
turbulence or an asymptotic approximation of the thecaktarjuations for steady homogeneous
turbulence (e.gZilitinkevich and Esay Equations7.2.1to 7.2.11are plotted in7.1and7.2

From Figure7.1h it can be seen that boBL andPP equations give unrealistic results. TRE
solution predicts infinitéR;s for largeR;g and thus contradicts the assumption of local equilibrium
of the turbulencelR;s < 1). TheBL parametrization predicts very loR; numbers at any range of
Rig values. Therefore, both parametrizations have not beesidened as good candidates for use
in M2COPS

The MA equation also predicts unreasonably high valuesRier(IR;g — 0.52 for large values
of R;) and in combination with the conclusions tines Vaz and Simpsoit has been abandoned
as well. The equation dflakanishi[2007]] is actually a modified version of tHdY equation where
the values of the cdicients were improved usirige Scalculations, therefore, bothiK andMY are
viewed as a unified approach. Both predict reason&kbl@aluesR;g — 0.25 (MY) andR;g — 0.3
(NK) for largeR;g values, generally within the acceptable rangeskgr

As seen from Figure§.laand 7.1h SG gives results identical to the ones produced by the
MY type equations, except for the slightférences that appear in the regiorrd@ R;q < 0.293.
The valueR;c = 0.293 is a critical value for the gradient Richardson numbedjated by theMY
parametrization. All three parametrizations are possialedidates for thé12COPSparametriza-
tion of thek-e model, bearing in mind the conclusionsNéines Vaz and Simpsdi994 that MY
performs rather poorly in stably stratified flow environngent

From Figure7.23a it is clear that all equations agree in the region wherg< 0.1. The dif-
ferences are pronounced in the regioh € R;g < 1, which is considered as the crucial range for
Rig In oceanographic modeling.&rge et al[1994). In this region theZL type equations seem to
give more reasonable results and not so sharp gradients prdfile (Figure7.2g for Rz¢, while for
large values oR;q theZL type equations are bounded I#;g < 0.2. The linear approximatioALL
equation gives almost the same results aZthequation, except the very slightfidirences shown
for the region where @ < R;g < 1.0 (Figure7.2b).

As R;g — 0, all the equations predict a neutral Prandtl number of ey~ 0.8. MY gives
Prn = 0.75,NK givesPrn = 0.74 ~ 0.75 theZL and theZLL equations givé;» = 0.8. These values

for IP;n contradict the common assumption tifas ~ 1.0. However, experimental values for thign
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Turbulent Prandtl Number vs. Gradient Richardson Number
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Figure 7.1 Plots of the turbulent Prandtl and the gradient Richardsaombers using the equa-
tions of (a) Munk and Anderson (1948)pb) Pacanowski and Philander (19813)
Bloss and Lehfeldt (1988)d) Mellor and Yamada (1982)e) Nakanishi (2001) and
(f) Schumann and Gertz (1995).
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reported in the literature are: 0.7-1.8dhumann and Gef4993), Pt = 0.7 — 0.9 asR;g — 0 and
Prn ~ 0.85 (Shih et al.[2005), 0.5-1.0 Burchard[2003), 0.6-1.0 Grachev et al[2007), and
Prn ~ 0.85 (Churchill [2003). In view of the above findings the value adopted for the redut
Prandtl number itM2COPSis PP;n = 0.8.

The theory ofZilitinkevich et al.[2007 predicts a value aPn = 0.8, while it predictsR;; ~ 0.2
as R;jg — oo, both values fully consistent with the observational figdirdiscussed above. The
results of this theory were compared against a significaouatof observational arldeESproduced
datasets from independent sources, and exhibited very agregment between the theoretical and
observational result€6au and Grachg2007, Zilitinkevich et al.[2008 2007). Since the theory
of Zilitinkevich and Esaipredicts results very close to the experimental findingsasd satisfies
the conditions foiRi;; andPrn, it is the one adopted blyIZCOPSfor the P, parametrization in the
k-€ turbulence model.

The novel theory oFilitinkevich and Esad2007 and Zilitinkevich et al.[200§ uses a stress
/flux approachASCE Task Committee on Turbulence Models in Hydraulic Cotaipon[1988ab])
that examines the budget of the turbulent kinetic enefig$H) and the turbulent potential energy
(TPE). Their equations are written in terms of the total turbtilemergy TTE, main energy budget)
and theTPE (function of the potential temperature) instead of thesitzd approach that uses the
TKE budget only. The expression for tligr, for the case of steady homogeneous turbulence, based
on their theory is equatioid.2.10and an approximation to this expression is the linear egoati
7.2.11 Since the dterences between the two equations are small (Figiu2sand 7.2b), the
linear approximatiorZLL has been chosen over the initil to be used ifM2COPSto reduce the

extensive computational load.

7.3 Stratification

Density stratification fiects are incorporated M2COPSby: (a) the calculation of the density
as a function of the temperaturg)( the salinity §), the pressuref) and the sediment concentration
(©), and(b) the use of an augmented version of the standa¢anodel in which certain terms and
codficients are defined in terms of the gradient Richardson number

In the absence of sediment calculations, the water dersitalculated apy = pw(T, S, p)

using the equation of state. In the presence of sedimenteiwtier, the mixture densityy, is
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calculated using equatich7.3(Zhou and McCorquodalfl997). The form of equatior2.7.3is
valid for non-adhesive, quartz type sediments, that iseiment classes assume the same specific
gravity. If sediments are modeled as havinffatent properties, then equati@i7.3 should be

re-cast as:

Pm = pw + Z_S];Ci (1- ﬁ) (7.3.1)

whereng is the total number of sediment class€s,is the sediment concentration of the “i-th”
sediment class with a specific gravity of &ndp,, is the water density calculated by the equation

of state.

Thex-e turbulence model used M2COPSis an augmented version of the standard version of
the model, such that the buoyancy production or destru¢donG, is calculated using the second
of equations7.1.7and the turbulent Prandtl number is a function of the locatigmt Richardson

number defined as:

dp
.9 (E)
Rjg = oo BT B0 DY (7.3.2)

0z 0z * 9z 0z

In the absence of waves, equati®r3.2 is the same as equatiah2.3however, in view of the
results of the present work, shear production of turbuldPell be adjusted to also include the
wave dfects. The eddy diusivities B,) are calculated from the eddy viscositied,) using a
Richardson number type expression, as described by thagetthe equationg.1.4 In M2COPS
equation7.1.4is used only for the temperature and salinity calculatioimsthe case of sediment
calculations, the massftlisivities (D) are calculated using the empirical formulationyah Rijn
(van Rijn[1984ab, 2007hc]), as discussed in Sectidh8.4

The formulation of thex-e model inM2COPSuses thee equation7.1.6with its codficients
defined as in equatior.1.8 While the cofficientsc,.s, c.o ando are well established empirical
constants, the.s codficient, as mentioned in Sectignl, does not have a universally accepted con-
stant value. Furthermore,s is not a constant, but rather a function of the local condgiefected
by the shear production, the buoyancy produg¢testruction and the mean flow characteristics. The
Cc3 term and other issues related to ocean turbulence modeknguarently being addressed within
the framework of the Global Ocean Turbulence ModeOT M, http//www.gotm.nef). GOTMis

in active development and testing, but specifics likedhaessue are still remain unresolved.
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Burchard and Baumefi995, Burchard[2003, Baumert et al[200Q and Peters and Baumert
[2007, using the usual assumption of the local equilibrium obtuence (stationarity and homo-
geneity), derived a value far;3 = —1.4. In Burchard and Baume[i999, the authors derived this
value from the condition that for the.e model to reach steady state, the conditipsn< O be sat-
isfied. Using the best fit approach, between modeled and mezhdata, it was concluded that the
valuec.z = —1.4 should be used in the standarg& model. This result contradicts the accepted
values 0< ¢ < —1.4 (Rodi [1994, ASCE Task Committee on Turbulence Models in Hydraulic

Computation1988ab]) used routinely in the-e turbulence models today.

Following the suggestions &urchard[2007, Peters and Baumdi2007 andBurchard[2001],
van Rijn[20078 examined the #ects of sediment stratification using a valuecgf = —1.4. He
found that by using this value fay; in the e equation, the calculated results for the flow velocity
and concentration profiles exhibit better agreement withrtreasured dataVan Rijn suggests
the use oft.3 = —1.4 in thek-e turbulence model to account for the sediment stratificagftects.
Setting aside the limited data set used for the comparisogsres 13a and 13b wvan Rijn[20074
show a good agreement for the concentration profile witherithits of the bottom boundary layer
(~ 10cm) and a fair to poor agreement in the region above therdibundary layer. The velocity
profile in Figure 13b shows a fair to poor agreement with th@sneed data throughout the water

column (with the best agreement reported at locations aveay the bottom).

To further complicate matterBaumert et al[200] states that standawte models augmented
to account for stratificationfiects and using a value of; < 0, perform reasonably well only in the
case ofR;g <« 0.25 (weak stable stratification). As tlifgg increases, the-e model results (with
Ce3 < 0) exhibit strong deviations from the measured data. In #meespaper, they suggest the use

of yet another value fot.z, that is:C.3 ~ 1/Cc1.

The work ofBurchard and Baumef{tl995, Baumert and Petef200( presents an advanced
version of thex-e model that uses streflsix algebraic formulations (see al&&CE Task Committee
on Turbulence Models in Hydraulic Computatift®88ab]) to derive an expression faxrz. This
latest défort is the one actually implemented@OTMand it is fully documented iBurchard 2003,
but although it sounds promising, it is still in the develagmhstage. In this advanced version of
the k- model, theG term is basically defined as the product of a functional fofne.@ with the

buoyancy gradient. The functians is related to the local conditions ViRyg representations, similar
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to the representations that define the turbulent PrandtbeunThe essence of all the abovoes
in definingc.3 (and also the turbulent Prandtl number) is the concept dfiaalrR;c above of which
turbulence is completely suppressed by buoyancy.

Large et al[1994 and Large and Genf1999 in their analysis of the mixing processes at the
boundaries and the interior of the ocean state that acaptdinceanic field measurements, kg
values rarely fall as low as the critic®lc value; most often being in the range of 0.4-1.0. Itis also
shown inlvey et al.[200§ that mixing in the ocean is still present beyond ke value, as turbulent
fluxes sustained by winds, waves and the local topography.

The brief analysjgliscussion presented so far is not directed towards thepocation of a
new turbulence model iM2COPS but it is rather intended for the identification of possibteor
sources due to problematic turbulence formulations incteenodel used. The inconclusive results
about thec.s issue presented in the literature prohibits the use of aggestedc.s formulations,
until universally accepted values are in place MACOPSonly stably stratified flows are modeled
as usually done in marine hydrodynamic calculations, thualae ofc.z = 0 is used. For stably
stratified calculation$s < 0 it is assumed thalp/dz < 0, that is the fluid density increases with
depth. There will be limited regions whe@> 0, especially in the presence of sediments. In those
regions the flow is treated as neutrally stratified and tHaulent Prandtl number assumes its neutral

value.

7.3.1 Relative Hects of Stratification

As described in the previous Section, the calculations irsity stratified flow field areffected
by the same scalars, temperaturg, salinity (S), pressure[f) and sediment concentratio@)that
contribute to the evolution of the density field. The reléveontribution of each scalar to the
stratification can be determined by using the equation & stacombination with equatioB.7.3

Equation2.7.3gives:
(Lo Lip 1 1)

Po 9 podZ po 9z

S-1

where in the absence of sedimengg; = p. The termdp/0z (< 0) is calculated from the equation

(7.3.3)

of state, whem = p(T, S, p):

Ldp_ 10pdT 10p3S_1pop 734
Po 0Z  po 0T 9z po S 9z po Op 02 -
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with:
1 ,0p 1 ,0p 1 ,0p
=—— (= ; =— (== ; =—— (= 7.35
Po (aT )S,p ’ Po (8S)T,p ’ Po (ap)T,S ( )
whereq is the thermal expansion cdeient, 8 is the salinity contraction cdigcient andK is the
isothermal compressibility cdigcient (bulk modulus). Defining the scalab) related buoyancy

frequency as:
N2 = g dp 00

=-= 7.3.6
®7 o D 9z ( )
The combination of equations3.3and7.3.4gives:
NZ = NZ + N3 + N3 + N& (7.3.7)
where:
g dp . \2 o 2 S | 2 ip. 2__29 1 ,0C

N2=—= 2 :N2=ag—; N2=-Bg— ; N2=-Kg—; N2 =-2(1- ——)= (7.3.8
b=, Bz T a0y, NS =Reg s Ny = —Kag s e po( sp—l)az (7.38)

and in terms of the gradient Richardson’s number:
Rigp = Rigr + Rigs + Rigp + Rigc (7.3.9)

Equationsr.3.70r 7.3.9 break the vertical buoyancy profile in its four contribgticomponents,
thus helping in the identification of regions where stragdificn is controlled by one or another

component or from a combination of individual contribuson
7.4 Oscillatory Surface Boundary Layer

The surface boundary layer is a thin (compared to the wafghyieegion below the free surface
with a similar vertical structure as the bottom boundaryetayin the presence of surface waves,
three regions comprise the wavéezted surface regiorBénilov and Ly[2002, Craig and Banner
[1994): (a) a wave-turbulent viscous layer where the production ofulett energy due to the
wave breaking exceeds the mean shear producfijra wave-turbulent diusion layer where the
wave motion &ects are small, but still the turbulentfiision exceeds the mean shear production,
and(c) a logarithmic turbulent layer where the laws of wall turtmde are valid and the turbulent
characteristics are controlled by the wave breaking andythamics in the overlying wave-turbulent
layers. The above three layers comprise the upper part cliti@ce Ekman layer, a region defined

as the constant stress layer. In this region, it is assunsdib mean current exhibits quasi-steady
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characteristics that complement the constant stresshaw dllowing an analysis similar to the one
for the wave-current bottom boundary layer.

The boundary layer equatidh3.5is valid for the area immediately below the free surface and
strictly speaking is evaluated at the bottom of the viscautase layer Ardhuin et al.[2008K).
To determine the constant surface stress that the mean fidsy éguatior6.3.5is integrated in the
interval (s, 9s), Wherezys is the roughness height for the water side at the free sudiadé is the
distance from the free surface to approximately the beggoi the surface turbulent logarithmic
sublayer. Both parametezss andss do not have established analytical expressions and ardyusua
determined empirically, thus introducing additional uhamty in the model calculations. Later in
this Section a method of determiniag is presented, but the calculation &fis not well defined.
Scaling argumentsBenilov and Ly[2002, Shen et al[200(, Soloviev and Luka$2003, Craig
and Bannef1994, Wilest and Lork¢2003) classifyds as a length 0D (10 cm). In the subsequent
derivationsds is regarded as the thickness of the surface thin layer whisoews and turbulent
diffusion dfects are important.

Integrating equatio®.3.50ver the vertical distancé; we obtain:

p p b2 o s
U, Uy Patm 2 f o
Ay—— = Ay— - — +gD*—=)do-D do 7.4.1
Y oo Y 00 |y=—z,/D~0 f(po OXy g 5Xa) 0%g ( )
-9s/D -ds/D
[ —
(1) (2 (3) 4)

where term (1) is evaluated at the distadgdelow the free surface, term (2) is evaluated almost
at the free surface, while the remaining terms represenintbgral d@fects in the intervalzs, 6s),

of their respective parameters. The individual terms inrthes of equatiory.4.1are evaluated as

follows:
ou ou ou
2): A= = A= + A (7.4.23)
Jo 1o~0 00 |or=—206/D~0 00 |=-2,/D~0
Eulerian part Stokes part

The Stokes part in equatiah4.2ais actually the ternv,, dusy, /(90'|(mo (vy is the water viscosity)
that represents the viscous wave energy dissipation artstblerdumped into the Reynolds flux term

Ay 0u, /do. Therefore:

OUsty
Ay Jdo

8U5t(,
=~ V
o~0 v oo

v, (2kD)2Usta sinh XD(1 + o)

=0 sinh D =V (kD) Ug, ~ (7.4.2b)

o~0
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The Eulerian part in equation4.2ais:

ou,
S

- Dp_ = DU, (7.4.2c)
ox [0}

whereu, represents the friction velocity at the water side of the fsarface interface. Putting all

these together, term (2) is written as:

ou,

(2): Ao

- D%‘ + v, (2kD)? Ugyy (7.4.2d)
(o]

o~0

~Zos/D ~Zos/D

D2apatm > 0 Dzapatm > 00
3): f——+D—do-:——+D—fdcr
) 6/D(p0 0Xqy 9 6X01) (po 0%y g 6Xa1/o

D 9Patm Dﬁ)

= (65 — =
(0s Zos)(po %, %

(7.4.3)

and term (4) is evaluated as:

~Zys/D

0S.p 0Syp
4): D do ~ (65—
(4) f a)% o = (0s — Zos) a)%
—64/D
The combination of equation&4.1, 7.4.2d 7.4.3and7.4.4gives:
0Sqp

9%

(7.4.4)

o~0

0U,
a, Me _ pTea, { (KDY Ut - (85 - 209)

80— po
N——
(1) 2)

"

D OPam Dﬂ)} (7.4.5)

(5 - =
{( s Zos)(po % %
(3)

where the r.h.s of equation4.5represents the wave induced constant total shear stresaldbha

accounts for the possible variations of the atmospherisspire. In equatioi.4.5 term (1) rep-

resents the direct wind input into the mean current that lisutated using the drag law, term (2)
represents the wind input to the waves for the maintenanteeofgrowth, and term (3) represents
the contributions of the surface barometric terms. Assgrthat near the surface, winds, currents
and waves are co-linear and co-directional, sharing trection of the generating winds, equation

7.4.5can be written in terms of the total Lagrangian velocity as:

ou T
Ay = D=+ {v,) (2KD)” Ust — (65 — Zos) S — (05 — 205)Ps (7.4.6)
(on po
N——

1) 2 ©)
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where U is the vertically averaged Stokes drift velocity and:

8Sxx  0Sw\2 S,k 8S,,\2]Y?
Sk = SRly~o = Y (=2 7.4.7
0= Seveo =| (G + 22+ (Gt 4 ) (7.472
b (Bapatm+ D%)er(Bapathr D%)z 12 (7.4.7b)
B~ Po OX Ox o Oy dy o

Assuming small spatial variations By and/ and taking into consideration the smallness of the
term s — Zys), the term §s — z,s)Pg in equation7.4.6can be neglected. Consistency requires that
the similar terms in the bottom boundary layer formulatiofé neglected as well. It is noted here
that the atmospheric pressure gradients are still retamie momentum equations. Using the def-
inition of the kinematic stress (stress divided by the flughsity), equatiorY.4.6can conceptually

be written as:

Ttot = Tc + Tw (7.4.8)

whereryy is the total shear stress at the free surfagegepresents term (1) in equatid4.6and

Ty represents term (2). The stresgg; is the shear stress that the mean flow feels near the free
surface (a similar situation as with the bottom stressed)itan the stress used for the definition of
the boundary conditions in the momentum equations for a \iwalteced mean flow field. The wave
induced stress,, is a complicated construct (equatiér.6, but it is evaluated using the expression

derived byJansseif2004 (see alsalanssei200g):

2n o N

2 = Pw f f B @(C%)Z max[0, cos(d — 6w)]* &5, 6) &2 Ed&dew (7.4.9)
0 0 Pw Ep
wherep,r and py, are the densities of the air and the water, respectiyely, the Miles constant
(Miles [1957), uy is the friction velocity at the air side of the free surfacel apis the wave phase

speed.

7.4.1 Wave Breaking

Waves break and they more often do so in shallow waters dueetbdttom topography varia-
tions. In deep waters waves also break, a phenomenon knowhigscapping, and in both cases
the breaking waves inject turbulent kinetic energy into itiean flow. As noted irCraig [2009,

breaking waves act as a source of turbulent kinetic enerthedtee surface and the phenomenon is
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modeled by modifying of the turbulence closure mod&iaig[2005, Mellor and Blumberd2004,
Craig and Bann€r1994, Craig[1994, Benilov and Ly[2003, Jones and Monismitf2008§).

The modifications of thex-e turbulence model, used IM2COPS to account for the féects
of wave breaking follow the work o€raig and Banne[1994 and Craig [199€, as outlined in
Burchard[2001. In M2COPS the x-e model uses surface boundary conditions #oand € as
defined by the first of equations1.13and the first of equations.1.14respectively. The friction
velocity u, already accounts for thefects due to the wave growth and it is calculated from the total
surface shear stress (equatiad.g. Burchard[200] used the results dfraig and Bannej1994

andCraig[1994 to calculate the steady state solutions#@nde as follows:

u? 30c\1/2,Z “m|??

o=~ |1 vaadt (35 () (7.4.10)
VCu 2 Zos

Uf 1/4 30—/( 1/2 Z' +ZOS -m
-+ 1 7.4.11
TRz | (Z) Zos ) (7.4.11)

1/2
3C,/ 0ok

=52 (7.4.12)

wherek = 0.41 is the von Karman constant ang, o, are the usuak-e model parameters. The
codficienty in equations.4.10and7.4.11is assigned a value of 0, if wave breaking is not modeled
and a value of 1 otherwise. The elevatign+ z,s below the free surface is assigned the value:
Z + 2os = Az/2, as in equatiof.1.14 while the roughness heighis is calculated by the Charnock
type equationNlellor and Blumberd2004):

0.14 u2
V, Qch —#) i Qch = 0-45% (7.4.13)
g Cp

Zos = max(

whereus = (r/pair)/? andcy, is the wave phase speed. The foient acp, in equations?.4.10and
7.4.11is calculated ellor and Blumberg2004) as a curve fit of the observation dataTarray
et al.[1994:
oo = 152 exp| - (0.04-2)'| (7.4.14)
Uy Uy

In Burchard[2001], is stated that in addition to the above modifications, #rentc.z needs to
be modified as well, otherwise thee model will produce inaccurate results related to the wave
breaking. The analytical expression Qg is difficult to be derived in the presence of both wave

breaking and shear production and the suggesti@dunchard[200]] is to use the linear fit foc.3
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shown in his Figure 1. Fd?P/e = 0,0 = 1.111, and foiP/e = 1 itis o = 2.4, therefore, the linear
fit gives:

P
oe = 1289— +1111 (7.4.15)

where:

€ _ 1+’)/achl/4(3O—K)1/2(Z,+ZOS)_m

5 d (5 - (7.4.16)

7.5 Alternative Representation of theWCBBL

As discussed in Chaptérthe dfects of the waves near the bed can be divided i(@peffects
due to the wave growth expressed in the form of the bottom wedi@ation stresses, aifd) effects
due to the interaction of the waves with the bottom sedimientse region within the wave-current
bottom boundary layer. If thesdtects are not resolved within the hydrodynamic model, then a
wave-current bottom boundary layer model should be useesoribe them. Th®/CBBLmodel
calculates,, z. andzs and exports these parameters in the hydrodynamic modéidaraiculation
of the wave enhanced bottom shear stresses. This apprapgiesethe calculation of the thickness
of theWCBBLand the matching of the flow velocities above and insideM@&BBLatz = §¢,.

Mellor [2003 proposed an alternative approach that actually resolveset &ects within the
hydrodynamic model by introducing an additional produttierm in the turbulence model that
possibly eliminates a significant overhead in the calontetiperformed by th&®VCBBLmodel.

It should be noted here that this approach takes care of belglects due to the wave-bottom
interaction in theVCBBLand not the fects due to the wave growth (radiation stresses).

The dfects due to the wave growth are easily included, as they camiyged into the bottom
shear stresses, as longdas is known and subsequently introduced into the hydrodynamdttur-
bulence model through their respective bottom boundargitions. The thicknesé, is calculated
using equation$.7.14and6.7.15as before, and the wave induced shear stresses at the boedom a
calculated using equatios7.16and6.7.17

The bottom physical roughness is still calculated using the methods presented in Section

2.8.1, while the current induced bottom shear stress is calallagang the drag law:

U, = |Unl 7 r = reference location (7.5.1)
In (Z)
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Finally, the angle between the “current” and the “wave” ifcakated using equatio6.7.20
Therefore, all the parameters required for the calculatfdhe enhanced bottom shear stresses due
to the wave growth are known and the calculation steps atmedtn Chapte®.

The remaining part includes thé&ects due to the wave-bottom interactions that introducé add
tional turbulence into the main flow. Here is used the apgratescribed irMellor [2003, which

is based upon a turbulence production té?yg defined as:

Pub\1/3 =
(F2) = §F, Py (7.5.23)
Ao
Pub = §AZ, F3FS (7.5.2b)
Fy = 1.22+0.22 coS 2 (7.5.3)
7 7
F,>0; Fy=ap+ain(—)+azln?(— 7.5.4
7 7 =a@o+ a1 (Awb) 2 (Awb) ( )
o = —0.0488— 0.0102A,, (7.5.5a)
a1 = 0.02917— 0.00253A,, (7.5.5b)
@, = 0.01703+ 0.00273A,, (7.5.5¢)
Z Z 4
A, = 1.125[ log;o (-2 + 5| + 0.125[ log; o (-2-) + 5 7.5.5d
Z [ glo(Awb) ] [ glo(Awb) ] ( )

whereZ represents the verticalcoordinate referenced relative to the bottan< 0 at the bottom),
Aup is the bottom wave excursion amplitude (a wave model outprdrpeter) and, is the bottom
roughness height determined by the methods describeéredtdi be consistent with tHd2COPS
coordinate systenz(= 0 at the mean water level, = O is replaced in equationg.5.2athrough
7.5.6by Z — z+ hwhile, in o coordinates is replaced byZ — (1 + o)D.

It is noted that the expressiofss.2a 7.5.3and7.5.4were derived under “wave” only condi-

tions. The overall goal is to replace tNéCBBLmodel in the hydrodynamic model by a simple
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modification of the turbulence model. The suggestion istti@shear production term in the turbu-
lence model be modified as:
ou, 0u,,

P= ﬂvgg + wa (756)

Representind®,,, as: A, (0U,/02)(0u,/0Z), the terms in the r.h.s in equatidnb.6can be com-
bined together through the modified eddy viscostty = A, + A;, whereA, is used to model the
wave-bottom interactions in th& CBBLand the final modified eddy viscositf,, is used to rep-

resent all the shear turbulence production in the watemaoluUsing equatiorr.5.2bP,, can be

written as:
8Ua/ (971[, 53,2 3~3
ﬂvg 5 = ° AwFsFz (7.5.7)
and assuming that near the bottom the direction of the cuisemdependent of the depth, equation
7.5.7qgives:
LOlup|dlun| _ 53
oy oz =0 ApFaF2 (7.5.8)

Evaluation of7.5.8near the bottom, Wlth Ilm?lf, (0lunl/02) = U, equation7.5.8gives:

5 Olup| 3

83 n2
Uy —— 5 =0 Ay F (7.5.9a)
and integration o¥.5.9agives:
z Z Z
53 53
dlun| = 6 AL, Fj;ngdz; [Unlpegy =0 = W, lunl =0 A2, Fj;fF;dz (7.5.9b)
Zy Zy Zy

As in WCBBLmodel, near the bottom, we apply equat@d.5 (without stratification), there-

fore:
z u? z
Up| = IN(=) = Uw=—In(= 7.5.9¢c
= g ™(3) = i " (25) (7:5:99)
Combination of equations.5.9band7.5.9cyields:

K ||/ 5372 3 f

2 /2 3
o= thzim AwF 2| | F dz (7.5.10)

whereg, Awp are wave model output parameters= z is defined as the location where the flow
velocity is matched angl is the flow velocity atZ = z.. Usually z is taken as the half grid point
above the bottom. Equation5.10defines a modified bottom friction velocity enhanced by the

wave-bottom interactions within tA@CBBL Combination of equations.5.9cand7.5.10produces:

z

53/2 1/2
Unew = || Y2 & Awa;;’/Z[ngdz] (7.5.11)
V4
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and this equation gives the contribution of MECBBLproduced turbulence in the bottom friction
velocity. Equation7.5.10is used as a boundary condition in both the turbulence moukirathe
hydrodynamic model. To include théfects due to the wave growth gondbarometric variations,
equation7.5.10should be modified such that /z, — (Z + Z — Z)/Z, Wherez is calculated as
in Chapter6. In principle, the integral in equations5.10and7.5.11should be evaluated in the
interval @, dcy), Wheredg, is the thickness of th&/CBBL The flow velocity is still matched at the
top of theWCBBLand it is approximated as the velocityzAt z.

Now, let 1, represent the integral term in equati@rb.11 First, I, should be evaluated nu-
merically, since the exact integration produces a very dmaed term. Secondjg, should be
determined by an iterative process aftgris evaluated at’ = .,. This process is very compli-
cated however, an approximate value lipz = é,) can be calculated from the equation given in

(Mellor [2003) for the wave energy dissipatiaP, due to the bottom sediments in tidéCBBL

Sew
Dp=G5U2, f F3dz~ 0.0292/°010 (Z/Auw) (7.5.12)
Z

Using the valud, (Z = é¢,) from equation7.5.12 u,. andu.g, can be easily computed from
equations7.5.10and 7.5.1], respectively. The thicknes,, of the WCBBLIis still determined
iteratively, as described in Sectiém® using equatior6.7.14

While Mellor’s approach introduces a degree of complexity in the calicuia similar to the
WCBBLmodel described in Chapt®; it has the advantage of not requiring the exact matching
of the flow velocities at the top of th&/CBBL This is a very important consequence since the
commonly used practice in the application of WE&BBLformulation is to match the flow velocities
at the half grid point above the bottom. Depending upon tte tiepth of the flow field, the vertical
grid size and the vertical coordinate transformation usieelhalf grid point might be further away
from the top of theWCBBL(in deeper waters), or it might be within tAWCBBL (in shallower
water). Despite the fact that the functioRg andF; still do not have a universally accepted form,
Mellor's WCBBLapproach is implemented M2COPSas an option so that this alternatiMéCBBL
formulation can be closer investigated. Upon successfaluation, it is expected to replace the

currently usedvVCBBLmodel.
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CHAPTER 8

FIELD DATA

The development of the newly enhanced prediction systemelss the analysis of the model
results requires that three levels of data need to be cassid@) input data for the model forcing
and the free surface boundary conditio(is) data to be used for the internal model calculations
during the initial and intermediate computational stageg.( initialization of the wave field pa-
rameters, suspended and bottom sediment calculationstlireaalculations), andc) data for the

validation of the model results during specified skill tests
8.1 Meteorological Data

The principal source of the meteorological data is the Mafbservation SystenMAROBS
httpy/coastwatch.glerl.noaa.gowarobg). The dataset used here was obtained from the Great Lakes
Forecasting SysteMAROBSJatabase and consists of more than a decade of archived=tiatan
years (1991 to 2001) of meteorological records were usexktimime long term or recurring patterns
in the weather data and to extract long term mean values afhnters such as the barometric
pressure.

The MAROBSdata contain values for(a) the wind (speed and direction)p) the ambient air
and dew point temperatures and cloud cover (used for thelesitn of the surface heat fluxes),
and(c) the barometric pressure (directly incorporated into thelehgalculations). Details for the
format of the data and the location of the various weathdiosiscan be found dtttp;//coastwatch.
glerl.noaa.goimarobg, while the more specific technical information can be foumthie Federal
Meteorological Handbook No. FMH 1 [2009).

The MAROBSdata are reported at stations scattered all over the GrdagsL@s shown in
Figure8.1for Lake Michigan), with a reporting frequency up to five tisnger hour. The data can
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be acquired every hour, as hourly averaged values, andqudrsity be decoded to produce the field
of the meteorological parameters. During this stage, thee al@ adjusted (where applicable) a)
include the &ects of the stability of th&BL and account for the transition from land to water, and

(b) a common reference height of 10 m above the mean water level.

Data gaps, due to the fact that not all the weather statigg@trelata continuously, are filled
using a simple linear interpolation in time with a variabiéerpolation window width of up to three
days. The next step requires the production of model colvpatgridded meteorological fields
therefore, the data are spatially interpolated on tkizkin Lake Michigan grid to produce these
fields. Here the natural neighbor interpolation technidtyatéon[1992), as implemented in the
natural neighbor algorithms Bgambridge et al[1995 (see Sectiorl0.5.]), is used to create the

spatial interpolation.

MAROBS / Water Level and Bottom Sediment Data Stations
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Figure 8.1 MAROBSNOAA-COOPStations and bottom sediment sampling locations.
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8.1.1 Wind Field

TheMAROBSwind observations are reported as wind speed and direcéiog where the wind
speed is in knots (1 ke 0.514444 njs) and the wind direction is defined as the direction (measure
clockwise from the true North) the wind is blowing from. Thénd speeds considered here range
from calm (0— 1 m/s) to violent storms (30 its), according to the Beaufort scale shown in Table

8.1 (WMO-No. 702[1999), although a minimum wind speed of0d /s is imposed to the data.

Beaufort Descriptive Equivalent Intervals
number term wind speed
m/s m/s kn
0 Calm 08 0-1 0-2
1 Light air 20 2 35
2 Light breeze K>) 34 6-8
3 Gentle breeze .6 5-6 9-12
4 Moderate breeze g 7-9 13-16
5 Fresh breeze 1» 9-11 1721
6 Strong breeze 1@ 12-14 22-26
7 Near gale 13 14-16 2731
8 Gale 178 17-19 32-37
9 Strong gale 2@ 19-22 38-43
10 Storm 2L 23-26 44-50
11 Violent storm 28 26-30 51-57
12 Hurricane 31 58-

Table 8.1 Beaufort wind scale.

The wind observations are modified to account for the landatemtransition (wind speeds are
generally lower over land), as referencedSochwab and Mortofi1984, Liu and Schwal{1987

andCEM II [2004, using the following equationsSchwal{1979):

~ 1.85 AT (IATI\®
A6 = (1.25- L5AT) - Uy-(0.38 - 0.03AT) (8.1.2)

whereU_ andUy represent the over-land and over-water wind speeds)(mespectivelyAT =
Tair — T, is the air-water temperaturefiirence C) andAd is the angle between the over-land and

the over-water winds (deg, measured clockwise).
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The measurements are further adjusted to a common refeheigi® of 10 m above the mean
water level, according to the profile methods described ati@®2.5.1, equatior2.5.18(ABL stabil-
ity effects are included). The corrected wind observations aregpatially interpolated to produce

the 22 km Lake Michigan hourly wind fields.
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Figure 8.2 Time series of the hourly averaged wind speed and direc1ia8g).

The plots in FigureB.2, show time series of lake-wide averaged hourly wind speadsdi
rections. From these plots, based on the meteorologicalitiefi for the seasons of the year, one
can identify for analysis(a) two Winter storm events (¢Q7-0%10 and 1222-1225, 1998)(b) two
Spring storm events (33-0311 and 0408-0409), (c) two Summer storm events ((BE.-0603 and
07/03-0706), and(d) two Autumn storm events (104-1007, and 1108-1711).
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Figure 8.3 Mean daily wind speed distribution during the March 8-1198 8torm event in Lake
Michigan.
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The storm chosen to be examined in the present study is theSgaing storm ((0208-0311),
which is associated with the appearance of the Spring pldrhe.wind distribution maps (Figure
8.3 show the direction the intensity of the wind and their clemguring the storm event. On
March 8th and 9th the wind direction as indicated by the wiatbb is southwestward due to the
Northeastern blowing winds. The direction changes soutthwa March 10th and 11th and the
winds become Northerly. The storm initially covers the seuh area of the lake and gradually
advances to cover the whole lake, while the intensity of timdg increases from around 12
to around 17 s (that is, from Strong Breeze to Gale in the Beaufort scafdfected from the
storm areas in the Lake are all those confined between thetdau and Lake counties, that is
the South-Western shores. Most heaviffeated is Sheboygan County where the wind intensity on

March 9th reaches 2021 nmy/s (Storm in the Beaufort scale).

8.1.2 Air and Dew Point Temperatures

The importance of the air-water temperaturffatences in the calculation of the surface drag
codficients and the heat fluxes has been demonstrated in Se2tlmtsand2.6, respectively. The
temperatures are reported in tM&ROBSdataset ifPC and they are filtered to include temperature
values betweer40°C and 4¢°C.

Since, the dew point temperature observations are onlyaiaifrom land stations, the tem-
peratures are corrected according to the methods desdnilitdlips and Irbe [1978] as referenced
in Beletsky and Schwaf200]. The over-water dew point temperatures are estimated fham

over-land values (assuming neutfdBL stability) by the following empirical equation:
Taw = -1.31+0.7Tg + 0.35T, (8.1.3)

whereTg, andTq are the dew point temperatures over water and over landataggyg (°C) and
T, is the lake-wide averaged water surface temperaf@3. (The air temperatures reported from
the land stations are similarly adjusted using the follgvempirical formula Beletsky and Schwab
[2001):

Tair = 0.4Tain +0.6T, (8.1.4)

The results of the interpolated, lake-wide averaged, alrdiaw point temperatures are given in
Figure8.4. The yearly averaged air and dew point temperatures for,J@@8bout 18C and 6°C

respectively with the highest values observed during thetmof July.
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Figures8.5and8.6, present the air and dew point temperature maps for Lakeilyaahfor the
March 8-11 storm event. In these maps, tife@ of the storm is clearly shown as colder air masses

are being transported by the wind over the lake, resultinlgggradual drop of the air temperatures.
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Figure 8.4 Time series of the hourly averaged air and dew point tempersif(1998).

During Winter, ice is formed in Lake Michigan, and the firsttera to be fected are Green Bay
and Bay de Noc, followed by the Straits of Mackinac and thdl@avaters North of the Beaver
Island. The hydrodynamic model can be run only under ice-f@nditions and since there is no
ice model currently implemented M2COPSspecial attention needs to be given in the definition

of the ice-free simulation period.
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Figure 8.5 Mean daily temperature distribution during the March 8-1998 storm event in Lake
Michigan.
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Figure 8.6 Mean daily dew point temperature distribution during thertfa8-11, 1998 storm



Ice maps for Lake Michigan were obtained fra@LERL/NOAA (http;//www.glerl.noaa.gov
datgpggice.htm). From these ice maps, it was clear that year 1998 was an ticeefsee year for
Lake Michigan, therefore, the ice-free model simulatioreyratart as early as January 1, 1998 in

contrast to other years that simulations have to be postpbont the end of Winter.
8.1.3 Barometric Pressure

The barometric pressure is reported in kh&ROBSata in tenths of enbar, transformed in kPa
to meet the model’s requirements (1 mk).1 kPa). Over-land to over-water transition corrections

are not applied to the pressure observations and only thstaggnt to the common height over the

mean water level is considered.

‘Barometric Pressure Time Series (hourly data) Lake Michigan (01/01/1998 -- 12/31/1998 ) ‘
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Figure 8.7 Time series of the hourly averaged barometric pressure8j199

The time series of the lake-wide averaged barometric pregeu 1998 (Figured.7) show sig-
nificant fluctuations, as high as 2 kPa, from the mean valukes.March 8-11 storm event pressure
maps (Figure3.8) show the drop in the barometric pressure before the stodhitsgradual increase
afterwards.

More careful examination of the pressure data revealedéhgboral pressure deviations from
the yearly mean ( 1020 kPa) are as high as8 kPa for specific regions within the lake (e.g., at the
Mackinaw City, NOAA-COOPSvater elevation station, FiguB14). Spatial atmospheric pressure
differences of about 6 9 kPa are not uncommon over the water, especially duringhstéents.

Converting a pressureftitrence of 1 kPa to an equivalent height of water, yields aivalgnt

water level fluctuation of about 10cm. It is apparent thatdiesence of horizontal atmospheric
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in Lake Michigan.
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pressure gradients mighffact the model calculations if they are significant. In theaeuoir imple-
mentation ofMI2COPSit was decided, due to the above reasoning, that the atmiaspressure
forcing is to be included by appropriately modifying the gaving equations (see Sectiari.?.

In order to be consistent with the local Lake Michigan envinent, the local standard baromet-
ric pressure was recalculated from the pressure obsamgatising the available data from eleven
years (1991-2001). The standard barometric pressure rsededis the mean of the observations (in
our case the lake-wide mean of the observations) and it weslated to be equal to 10854 kPa.
This value of the atmospheric pressure is the standard vskee here in all the model related cal-

culations.
8.1.4 Cloud Cover

The cloud covergEMH 1 [2009) is reported as the percent of the sky covered by the clouds.
A value of 0 defines a clear sky, while a value of 1 corresponds gky that is 100 % covered by
the clouds. The principal use of the cloud cover data is feretstimation of the shortwave (Section
2.6.]) and the longwave (Sectioh 6.4 radiation terms in the surface heat balance equation. As
seen from Figure8.9, the winter sky coverage by the clouds almost reaches 100 lé alearer
skies are observed during Spring and Summer, so that thativedheating of the deeper waters is
more pronounced during the sprisgmmer months. The calculated yearly mean cloud cover for
1998 is~ 56 %. In the cloud cover maps for the March 8-11, 1998 stornmteffeigure 8.10), it
can be seen that during 08/1998 the lake is almost covered by clouds and after that thedsl

gradually clear.
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Figure 8.9 Time series of the hourly averaged cloud cover (1998).
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8.2 Water Elevation Data

The water levels in the lakes ariected by factors like precipitation, rufidrom the lake basin,
riverine inflows, diversions of water into the lake, evapiara outflows at the lake outlets and losses
to groundwater. Most of these factors, exhibit highly Vialéetemporal behaviors, since they depend
upon the local weather patterns and the nature of the vaneesof the surrounding land. The result
of the above factors is that the water levels in the lake$natténima (usually during Winter) and
maxima (usually during Summer) with fluctuations aboutrthe@an values.

The water elevation status of the Lake at the time of the plum®e examined using tfeOAA
gage elevation data set for the year 1998, as well as hiatatata that covered the ten year pe-
riod from 1990 to 2001. Comparison of calculated lake-wideraged water elevations for 1998
(Figure 8.12 to yearly averaged historical water elevation data fore_&kchigan obtained from
GLERINOAAat httpy//www.glerl.noaa.goidatanow/wlevelg indicates that the year 1998 with a
mean water elevation of 178 m, approximately 23 cm above the long term mean elevagen r
ported in FigureB8.11, can be regarded as a year of high water. During high watesydgher
waves are created and they cause higher erosion activity.

The oscillatory motion behavior of the Lake and iffeet on the water elevation was also exam-
ined through inspection of the water elevation time sermsgy spectra. The 1998 power spectra
are given in Figure3.13 Distinct spectral peaks are identified at periods a#i2®, 120 h, 88 h,
~5.2h and~ 3.2h. The spectral peaks at.42 h, 120 h and 8 h were found to be consistently
present in all the power spectra that were were examinedqy&96-2001). Spectral peaks with
periods of 1242 h and 12 h are associated with semidiurnal (lunar and solar) tideke lake, a
fact also exploited irfAs-Salek and Schwal2004 and Sawicki[1999. Furthermore Sawickies-
tablishes the claim that the semidiurnal tides in the Gra#ek have amplitudes in the order of 5 cm.
Spectral peaks with periods of 9 h or less are associatedhatbresence of seiches (free oscillation
modes) in Lake Michigan, generated by the blowing windis-Salek and Schwal2004).

Examination of the power spectra of the water elevationbairtdividuaINOAA-COOPSjage
stations confirmed the 142 h, 120 h and 83 h peaks in all cases, except at the Ludington, Ml gage
station. The- 5.2 hand~ 3.2 h spectral peaks were observed at the spectral plots aigd sfations

and every year in the period 1996-2001.
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Figure 8.11 Historical water levels for Lake Michigan (sourckttpy//www.glerl.noaa.goidatd
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storm event in Lake Michigan.
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Finally, the GLERI/NOAAgage elevation data set for 1998 was used to produce water- ele
tion data on the 2 km Lake Michigan grid by interpolation. Figu&14 presents selected water
elevation maps for the storm event March 8-11, 1998 creayeithd interpolated water elevation
data. The surge generated by the Northerly winds blowing bake Michigan during the storm,
is clearly indicated in the maps by the initial water accuatioh at the Southern part of the lake

(03/09/1998) and its release towards the end of the storrfiL(¢B998).
8.3 Suspended Particle Data

Suspended particles in Lake Michigan can be organic or arocgn nature, the result of shore-
line erosion, bottom sediment resuspension or biologic@ity and calcite formation in the water
body. The present study is interested only in the fate ofsuded particles that originate from
the entrainment of the bottom sediments. To this end, tharagpn of the particles into inorganic
and organic is not consider necessary, but the separatompamticles originating from the bottom
and particles added in the water column due to biologicahentcal activities is important for the
comparisons between the model calculated fractions, flaresconcentrations of the suspended

solids and the available measured ones.

8.3.1 Total Suspended Particulate Matter

A considerable amount of suspended particle data werectetiehe years 1997 to 2001 during
the EEGLE program for the Southern part of Lake Michigan. The suspémdeticle data can be
separated into the total suspended mass, the phytoplanikiss expressed as chlorophyll-a, and
the zooplankton mass. Measurements of suspended partéds imclude:(a) collection of water
samples at various locations and depths that were furtheyzed to give total suspended mass,
chlorophyll-a concentrations and particle size fractigh¥collection of data on light scattering and
fluorescence by various instruments moored W@#D (conductivity, temperature, depth) profilers
that were further related to total mass and chlorophyll+aceatrations(c) collection of continuous
data on zooplankton concentrations, &djcollection of settling suspended particles onto sediment
traps.

Data from 1998, the year selected for the preliminary moelgl, &are being used in the present
study. The focus of the suspended particle data collectgerations during 1998 is the Spring

plume and the pre-plume and the post-plume periods. Reégneasalysis was used to examine
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Figure 8.15 EEGLEsurvey January 28 to February 5, 1998 (soultdép//www.glerl.noaa.gov
eeglgcruisegcruises1998.htm).

the statistical significance betweefa) the total suspended maseSM) and chlorophyll-a(b) the
total suspended mass and the particulate organic caPO®)( and(c) the chlorophyll-a and the
particulate organic carbon. Water samples were collectehgl the January 28th to 31st and the
May 20th to 23rd deployments (pre-plume and post-plumeogdsjiat various stations along the
four transects shown in FiguB15 The samples were analyzed fo6M POC, and chlorophyll-a
among other parameters. Only data at stations with depstiie®m 15 m have been considered for
the regression analysis and the results are shown in FiguedsandD.22 (appendixD).

During the pre-plume winter period the regression oftBMversus the phytoplankton biomass
expressed as chlorophyll-a, shows a weak negative relatitnR? = 0.23. TheTSM versus the
POC regression shows no relation between the two parame®érs 0.0002). ThePOC with the
phytoplankton biomass shows a weak positive relation ®ftk: 0.23.

During the post-plume period the regression of &M versus the phytoplankton biomass,
expressed as chlorophyll-a, shows an improved relatipnskiweenT SMand chlorophyll-a with
R? = 0.34. TheTSMregression versus tfeROC shows an also improved relation between the two

parameters witlR? = 0.34. ThePOCregression with the phytoplankton biomass shows a significa
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positive relationship betweelROC and phytoplankton biomass, expressed as chlorophyll-da, wi
R? = 0.73.

The behavior of these three parameters during the pre-pperied can be explained by the
dominance of suspended material of terrestrial origin @ysitoplankton. This behavior changed
during the post-plume period pointing to a larger contidouiof the phytoplankton biomass to the
total suspended mass.

Calcite formation and precipitation in the lake, a procasswn as whiting, happens from mid
to late summer. Since suspended particle mass concengralmnot include this constituent during

the study period, the phenomenon will not be examined artigduin the present study.

Description of the Particle Size Fractions, Solids Concerdtions and Water Samples

Water samples were collected from January 28 to Februar998 &n the four transects at the
Southern part of Lake Michigan. The transects start neacitiess of Racine (R), Gary (G), St.
Joseph (J) and Saugatuck (S), and are directedhore (Figure8.15. Stations were made at the
intersections of the transects with the 15m, 30 m and 45 nmybwadiry contours. Water samples
were collected from three depths at the 15 m depth locatioos) four depths at the 30 m depth
locations and from five depths at the 45 m depth locationsll Atations there is always one sample
1 m below the water surface and another sample 1 m above ttwerbof the lake.

The concentrations of the total suspended solids werelasclfrom the volume of the samples
and the weight of the solids remaining on Whatman 44 mm GFRg$iltThe weight was determined
gravimetrically with a 01 mg precision. The particle sizes of the suspended sokds gdetermined
by a Spectrex Laser Particle Counter. The operation, thialions of the instruments and the
analysis process are describedWinkelman et al[1999 and in theSpectrex Corporatiof2003
manual. Sediment data at each station are the result ofsheeming trials per water sample.

A total of 48 samples were collected in 8 L Niskin bottles ¢fiti= 50 cm, diametee 14 cm),
they were analyzed and the results were reported as thegaverass fraction of the three trials
for each particle size bin. The particle bin size consistéwaf 16 size range groups. The first
group includes bin ranges-116um (bin size= 1um), and the second group includes bin ranges
17 - 100um (bin size= 5um). This particle size range includes clay size particléssige par-
ticles and partially very fine sand size particlegifi< clay < 4um, 4um < silt < 625um and

625um < very fine sand< 125um) according to the Wentworth sediment classification scale
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The suspended sediment solids data are presented in plajgioé mass fractions versus the 32
(16 + 16) particle sizes for each location and defh),the mass fractions of the clay, silt and very
fine sand particle size ranges versus the water depth at eardectt andc) the suspended solids
concentration profiles.

The graphs show a clear dominance of the silt size particlesy@here in the Southern part of
the lake and an increased total suspended solids condenteoat the Southwestern part of the lake

(Racine transect).
Total Suspended Particle and Phytoplankton ConcentratiorProfiles

CTDattenuation and fluorescence data as 1 m depth incremerepnoére collected at various
transects around the Southern part of Lake Michigan. Thenitajof the data were collected at
depths less than 45 m (shallower waters). The collectiogstaie January 28 to February 5, March 9
to March 19 and April 24 to April 28. The attenuation éidgent was measured by transmissometers
moored with theCTD profilers. The equipment measures the loss of light of a mmmomeatic light
beam as it travels through a water column due to both absorply the water and scattering by
the suspended solids and reports an attenuatiofficieat (corrected for absorption) that is related
to the suspended solid concentrations. Regression egadtietween the attenuation €oaent
(A) and the suspended solids concentraticdBS@ have been developed by Andrew Winkelman

(GLERINNOAA, which for the year 1998 the regression equation is writgn
SSQmg/L) = 1.58A(m™1) - 0.24, R? = 0.84 (8.3.1)

while, for other years the equations are reported inRRSLight Attenuanceg TSM metadata file
(httpy//www.glerl.noaa.gojeeglé¢dataobjectgobj_17. TSM.2.htm).

Fluorescence emitted by chloroplyll-a, which is one of pipj@nkton pigments, was measured
by fluorometers also moored with tl&TD profilers. Regression equations between the fluores-
cence (F) and chlorophyll-a (Chl-a) for Lake Michigan, hdeen developed by James Liebig
(GLERINNOAA. The regression equations for the year 1998 are:

JariFeb: Chl - a(ug/L) = 0.030[ 107 “°) — 10°456] + 0,137, R =0.698 (8.3.2)

March: Chl - a(ug/L) = 0.077|107 ¢°'9) — 1¢P486| — 0,772, R?=0.753 (8.3.3)
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while regressions for other years and seasons are repdrtée areviously mentione@&EGLE

website PPSfluorescencé chlorophyll metadata file).

Chlorophyll-a mass concentrations can be expressed aspdagkton mass concentrations
whenever the mass fraction of chlorophyll-a to the total sra<ghe living phytoplankton organism
is known. The chlorophyll-a content of a phytoplankton delpends on the phytoplankton species
(Tolstoy [1979), the nutritional status (chlorophyll-a content is highmder nutrient abundance),
and the season of the year (chlorophyll-a content is higleing the winter monthsNicholls
[1974)). For Lake Michigan a relationship between chloropteylnd phytoplankton biomass has
not been developed (Brian J. Eadi#&l,ERI/NOAA personal communication).

An estimate of the phytoplankton biomass for the presemtyshas consequently been based
upon previous studies and specifically on the researdlstoy[1979 on the chlorophyll-a con-
tent of various phytoplankton species in four Swedish Lakethe period 1965 to 1974. The
chlorophyll-a to phytoplankton volume ratio reported rasgary from 3 — 0.6 % for Bacillar-
iophyceaeand Cyanophycaaeto 05— 0.7 % for Cryprophyceae Other researchers referenced
by Tolstoy also report similar ratio values, ranging fronB6 2.0 % on samples of single phyto-
plankton species and on samples of mixed species takeniatisdakes around the world. The
percentage of chlorophyll-a to phytoplankton volume ratio also be expresseduyg of Chl-a per
mm® of phytoplankton biovolume or by assuming a specific gravityl (o = 1000 kgm?3) for
the phytoplanktonNlakarewicz et al[1994), which can be expressed jrg of Chl-a per mg of

phytoplankton biomass.

In Lake Michigan the Sub-PhyluBacillariophyceag Diatomaceagorevails in the phytoplank-
ton population (44 — 85.6 % of the total phytoplankton biomass), especially during $pring
bloom (Makarewicz et al[1994, Scavia and Fahnenstigl987). Table8.2(a) has been prepared
by converting the measured chlorophyll-a concentratiomsnd the Spring and the Summer of
the years 1998-2000 to phytoplankton volume using the rafigialorophyll-a to phytoplankton
volume ratios reported byolstoy [1979 for the Bacillariophyceae Table 8.2 (b) lists the mea-
sured average biomass for the Spring and Summer period gétre 1983-1992 in Lake Michigan
(Makarewicz et al[1994). By comparison, the chlorophyll-a to phytoplankton vole ratio that
gives phytoplankton biomass values closer to the ten yeardasr = 0.3 % or 3ug of Chl-a per

mg of phytoplankton biomass, and this is the value to be us#uki present study.
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(@) (b)

r=03% r=04% r=05% r=06%

Year Biomass (mf) Year Biomass (my)

1998 0.330 0.247 0.198 0.165 || 1983 0.391

1999 0.358 0.268 0.215 0.179|| 1984 0.610

2000 0.530 0.397 0.318 0.265|| 1985 0.530
1986 1.190
1987 0.267
1988 0.391
1989 0.410
1990 0.470
1991 0.427
1992 0.633

Table 8.2 Estimated and measured averaged phytoplankton biomasyy dhe
Spring and the Summer.

Zooplankton Concentration Profiles

Zooplankton measurements during the period of interest wellected from January 29 to
February 3 and from March 16 to March 18 at transects thaestarear the cities of Racine (R),
Gary (G), St. Joseph (J), Saugatuck (S), and Muskegon (Mjreowid df-shore. The size and the
number of zooplankton particles were measured with a Foaethiologies Mini-Optical Plankton
Counter mounted on an End¢¥&l Type 493 V-fin. The instrument works by sending a laser
beam and transmits the cross-sectional area of each paptislsing through the beam. The wet
zooplankton biomass is decided from the particle geomeirlyita specific gravityflerman[200Q).
The system with the instrument moved both horizontally (8n2's speed) and vertically (surface
to bottom and back again) collecting data in a wavy mode. Taemdepth was decided by a depth
sounder and the location by afdirentialGPS During the period of model simulations, however,
zooplankton biomass measurements are not available, qossity, total suspended mass cannot

be corrected for the zooplankton biomass in the lake.

8.4 Sediment Trap Data and Mass Fluxes

Sediment traps are instruments that intercept settlinticfes and collect time integrated sed-
iment samples. They come in a variety of shapes; cylindexspfates, domed cylinders, funnels,

and they are manufactured from a variety of materials, glalexiglass,PVC, polyethylene. In
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guantitative studies the use of the material collected bysttdiment trap to calculate the total mass
fluxes and the various constituents mass fluxes presentssainas problems.

One issue arises from the definition of the flux. Mass fluxexansidered to be the product of
the concentration of the particles and their settling vigfpas this is decided by the local turbulent
field and the settling velocities of the particles. Sincefthr is a vector quantity, at some instance
the flux may have a downward direction and at some other iostan upward one. Such temporal
changes of the fluxes cannot be captured by the sediment ffaps the total masii; collected
in the trap, the trap collection are® and the duration of the sampling peritg the “settling
flux” is calculated as-s = M;/(A:-ts) (Eadie et al[1984, Ittekkot et al.[1994). Sample collection
intervals range from a couple of days to many months progidsettling fluxes” that should be
better characterized as collection rates.

Another issue associated with the sediment traps is thé&ation dficiency. Laboratory tests
on the dficiency of the sediment traps shows that the paramefigstiag the collection ficiency
are the geometric shape of the traps, the density and thalisizébution of the suspended sedi-
ments, known as the snowfencéeet, and the current velocity and flow direction. Best caitet
efficiencies were shown by axially symmetric traps especiallydylindrical ones. Even with such
trap designs the snowfencffext remains a problem causing smaller particles to be damkier and
away from the trap while larger particles to be carried upat@ithe edge of the trap and drop inside
it, thus leading to an under- or an over-estimation of theal/eollection rate and of the collection
rates of the individual sediment grain siz€afdner{198(, Hung and Chung1999).

Field experiments with sediment traps have shown thatdsital traps have good performance
in environments with current velocities less than 10srfcadie[1997, Bale [1999), especially
when their aspect ratio (length to diameter ratio) is gretitan two. In higher magnitude cur-
rent environments, the possibility for loss of collectedtenial from resuspension requires taller
sediment traps. Studies within the region of the nepheljed of Lake Michigan that employed
plexiglass cylindrical sediment traps with aspect ratios:b and 8:1 showed about 90 %ieiency
(Eadie et al[1984 2000ab]). Further studies in Grand Traverse Bay, Lake Michigan aassn
fluxes collected by duplicate cylindrical traps with 10 crd&@® cm diameters and an aspect ratio
5:1 showed smaller capturdfieiencies by the 20 cm diameter traps. Tligceency of the higher
diameter traps was improved and inter-calibration of thetiap sizes that were used was achieved

when the aspect ratio of the 20 cm traps was increased t&@di€ et al[20003).
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The sediment trap design used during BtEeGLE project was based on the results of the above
experiments and studies with sediment traps. The prograd tisee sizes of cylindrical traps
with diameters 5, 10 and 20 cm. The length to width ratios wete used are 5:1 for the smaller
diameter traps and 8:1 for the 20 cm traps. The traps arerdbiguch that the bottom of them
leads to a funnel that directs the particles into a polyethglbottle where they are collectdebdie
et al.[1991). Both simple traps with variable range of exposure (frofeva days to many months)
and sequencing traps that have the ability to rotate andyetimgiparticles in a new bottle in defined
pre-programmed time intervals were used. The usual expatisue interval for the sequencing traps
was 9 days, they carried 23 bottles and they had the abiliépliect settling particles for a total of

six months uninterrupted.

After collection, the trap samples were screened to sepdaager particles (in some cases
greater than 500m and in others greater than 33%), dried, and the weight of the particles that
passed the sieves and of the particles retained on thenmrdesetr with a precision of less than 1 %
(Moored Arrays Workgroug1997). Some of the samples were further screened to separate the
finer particles (less than @4n) that were then examined for carbon, nitrogen and othemitz
ingredients. The composition of the trap samples consistddorganic particles, diatoms and
other phytoplankton species, zooplankton, zooplanktagnfrents and fecal pellets, fish eggs and
unidentified organic debrisEfjans et al[1998). Zooplankton usually is screened out with the

350um screens since most species are greater tizamm.

Phytoplankton content may be estimated from the organteocein the screened samples and
the phytoplankton flux may be subtracted from the total m@ks.ratio of carbon to chlorophyll-a
in phytoplankton cells depends on the growth stage of thégptgnkton and the nutrient availability
in the water. Antia et al. 1963 (as referencedRarsons et a[1984) studied an algal bloom event
of phytoplankton of the Sub-PhyluBacillariophyceag Diatomaceador 12 days. The carbon to
chlorophyll-a ratios ranged between 23 to 79 with the sraaliatios representing the fast growing
initial phase and the highest ratios the final nutrientdiing stage. The average ratio over the
duration of the bloom event is 47.5 and the median ratio iss@ilar average C:Chl-a ratios have
been reported bffaugeras et aj2003, who used a C:Chl-& 55 for their phytoplankton modeling
and Bernal et al., 1989, as referenced3drpco et al[2004, who used a C:Chl-& 42.5 to transform

Chl-a fluxes in carbon fluxes. Using the chlorophyll-a to pipd@nkton ratio from above and a ratio
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of wet biomass to dry biomass equal to 5, it has been calcuthtg 075 mg of carbon correspond
to 1 mg of dry phytoplankton. The trap locations, their diten® and their deployment schedules
for the year 1998 are presented in TaBla

All the available trap data for 1998 are presented as bas fjleiguresD.23 through D.26,
appendixD) of mass fluxes at each station and depth versus the colidotie interval. The graphs
show a sudden increase in the mass flux of about 888 4l in the time period between March 4
and March 13 for traps T-15 and T-20 that are located at théh8@stern and the Southern part of
Lake Michigan correspondingly. An increase in the mass ffitkig size is not evident either in the
deep water area represented by trap T-12 nor in the Southeasirt of the lake represented by traps
T-24, T-27 and T-28 at any time. A small gradual increase &f 6n- 8 g/m?/d is noted at stations
T-24, T-27 and T-28 that started on the March 4 and March 18 period but it reached its highest
value during the March 22 and March 31 time period with a dele§ days. Immediately after the
plume, the graphs show a reduction of the mass flux to aboug/A6¢yd for the Southwestern traps

and to 25 g/m?/d for the Southeastern traps.

Duplicate traps were set at the stations T-12 (deep waterJ&#% (South region near Gary) to
examine the performance of the 20cm (8:1 aspect ratio) am® dm (5:1 aspect ratio) diameter.
From the available data for 1998 the following comparis@mtktplace in the present studya)
between the 20cm (8:1 aspect ratio) and the 5cm (5:1 aspsu)} diameter duplicate traps at
T-12 that gave a slope 06f0.5423 with R? = 0.0366 (1 = 5); (b) between the 20 cm (8:1 aspect
ratio) and the 5cm (5:1 aspect ratio) diameter duplicatestat T-24 that gave a slope of 0.8986
with R? = 0.1445 g = 11); (c) between the 20 cm (8:1 aspect ratio) at T-24 and its dupl@atam
(8:1 aspect ratio) diameter at T-24A that gave a slope ofi0v@ith R? = 0.4259 f = 11); and(d)
between the 20 cm (8:1 aspect ratio) at T-24A and its dugliaim (5:1 aspect ratio) diameter at
T-24 that gave a slope of 1.047 wif = 0.408 ( = 11).

The 5cm diameter and the 20 cm diameter traps give quiterdint sediment fluxes and the
guestion that arises here is which one of the sediment tregd during theeEGLE project gives
more reliable sediment fluxes estimates. Literature regigggests examination of the trap aspect
ratio and Reynolds number. Traps with smaller Reynolds rumkhat is with smaller diameters
under similar environmental conditions, have a higheremibn dficiency and traps with smaller

aspect ratios, other factors kept constant, have a smalliection eficiency. In four out of five
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cases at station T-12 (deep water) the 5cm diameter trapsag¢pect ratio) presented higher sed-
iment fluxes, but this was true only in half of the cases atmtal-24. The above investigation is
obviously inconclusive and an independent means of cdingléhe sediment flux is not available.
Based on the reported performance issues of the sedimest treeasured data by this method
cannot be used for the evaluation of the sediment model, Vvewihey can be used in a qualitative
initial understanding of the Michigan plume behavior. listbase it is better to rely on data from
the 20 cm diameter traps that exhibit a better overall perémce (personal communication with B.
J. Eadie GLERLINOAA), especially during periods of high sediment concerdregiwhen the 5cm

diameter traps performance is questionabMedred Arrays Workgroupl997).

8.5 Bottom Sediments

The second important source for the suspended sedimeniddhd bottom of the lake. The
bottom has been designed, in modeling terms, to act as anoont pool of sediments that under
critical local flow conditions may entrain to become part leé sediments already in suspension.
The amount of the sediments that actually entrain, diretgjyends upon their particle sizes and the
corresponding mass fractions.

Bottom sediment grain size distribution data were colléfoe the Lake Michigan Mass Balance
(LMMB) and the Environmental Mapping and AssessmEMAP) studies conducted by tHePA
During the LMMB study two cruises were deployed, the first in August to Sepeml995 and
the second in May, 1996. Samples were taken at 74 locatiotisthhé methods of box coring,
ponar, and gravity coring. During tHEMAP study samples were collected in July and October,
1994 at 35 locations with the ponar method. In both casegrdie size analysis was performed on
sub-samples taken from the upper 1 cm of the coring samigbdi€ and Lozan{i1999).

TheLMMB dataset reports the measured mass fraction distributoyrggdin sizes ranging from
2um to sizes greater than 1006. TheEMAP data set contains the measured mass fraction distri-
butions for grain sizes ranging from abou®d®um to sizes greater than 200M. The data collected
from the two studies were further combined and linearlyrpiéated as necessary, to produce a final
dataset. In the combined dataset, the data are reportedaiargizes< 4um (cumulative), 4m to
60um (in 4um increments), ang 60um (cumulative).

To meet the requirements of the present study, the repoatedrmthe above three datasets were

further: (a) linearly interpolated to produce four clay size ranges @um) of 1um increments,
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14 silt size ranges (4 60um) of 4um increments and six sand size range$Qum): 60— 70um,
75— 100um, 150- 300um, 300- 500um, 1000- 2000um, and(b) spatially interpolated using
Watsors natural neighbor interpolation method to produce the sistributions for any missing
station data. The results of the interpolation are givenahld8.5 at the end of this Chapter and
represent the complete data set of the Lake Michigan bottiments to be used in the present
study. The data were prepared in accordance to the Wentwathle CEM 11l [2004), which
classifies the sediments as clay—«(@um), silt (4— 60um), and sand (66 2000um). For each
sediment size range an equivalent particle diameter wagnaskto be equal to the diameter corre-

sponding to the midpoint of each size range.
8.5.1 Spatial Distribution of the Sediment Classes

The initialization of the bottom sediment model requirest tthe mass fractions and the corre-
sponding grain sizes to be known a priori at every grid poiithe calculation domain. The gridded
bottom sediment data, therefore, are obtained from theidafable 8.5 using again the natural
neighbor interpolation approach. After the completionhaf $patial interpolation, the size distribu-
tion (24 grain sizes) at each grid point is known and the sutiemaf the mass fractions of all grain
size ranges within each sediment class will give the spdisttibution of the clay, silt and sand
sediment classes on theZkm Lake Michigan grid. The results of this interpolatior ahown as
2D maps in Figure8.16(a,b,c)

Figures8.16 (a-c) show a clear dominance of the sandy material, covering dlhadkthe bot-
tom of Lake Michigan with mass fractions above 50 %. The hsghmttom sand mass fractions
(> 99 %) are noticed at the Southern part of the lake near the @odbkhe Lake counties, and at the
Northern part near the Marinette, Menominee and Delta éesinfAnother area with high bottom
sand mass fractions-(95 %) starts at Milwaukee County and extends to about 40fahmre.

Figure8.16(c) shows that the contribution of the clay sediment is limited maximum of 2 %,
mostly deposited on the Eastern and Central areas of bofatlthern and the Northern parts of the
lake. FigureB.16(b) indicates the Eastern and Central areas of both the Southérthe Northern
part of the lake as the deposition areas of the silt size sadims well. In the case of the silt size
sediment the highest bottom mass fractions can be obsetvld deeper water areas of the South
Chippewa Basin in the Central part of the lake and of the Lgtdin Basin in the Eastern part of the
lake. In these areas the bottom silt mass fractions reach @p %, with sand mass fractions not

exceeding 6 %.
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8.5.2 Spatial Distribution of the Sediment Sizes

Four typical diameters were chosen to represent the sphsi@ibution of the sediment sizes
in Lake Michigan, that is, thelg, dgo, dsgp and the mass fraction weighted diametgr. The dig
and thedgg diameters are defined as the particle diameters for which a0d®0 %, by weight, of
the sediments have smaller diameters, respectively.dddis defined as the median diameter and
the dy is the grain diameter used as an input to the sediment maakklit & reported here to be
compared to the other sediment sizes.

As described irCEM Il [2006, plotting the cumulative percent coarse valkg gersus the
sediment diameted], produces a nearly Gaussian distribution for well soredirments, that will
appear as a nearly straight line on a log-log plot, descrilyetthe equation:

_logF -B

logF = Alogd + B; d=10"; A X

(8.5.1)

Since at each grid point the sediment size distribution ®Akm the coéicientsA and B are
determined by fitting a straight line to the data as descriyethe first of the equation8.5.1 The
dio, dgg and dsp diameters are determined from the second of equaBdnd by settingF to be
equal to 10%, 90 % and 50 %, respectively. The mass fractioghtesl, average diametély is

calculated using the following expression:

N
2 Bidi N
dw =" > B =100% (8.5.2)
b "

whereg; is the mass fraction of the “i-th” diametdy.

The spatial distributions of the four sediment sizes arevshia Figures8.17,and show that the
coarser material is found in the Northern and Southern edfj®e lake, while the finer material
is mainly found in the lower, middle and the upper basins efldke. FigureB.17 (d) represents
the nearly actual state of the bottom sediments as oppodeduce8.17 (c), which represents the

central tendency of the size distribution.
8.6 Salinity

The interest on salinity in the present study is a more atewalculation of the water density.

The measurements of salinity in Lake Michigan, duringE&&GLEproject, took place from March
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11 to March 10 in 1999, at the Racine, Chicago and Saint Jasapsects and again from March
22 to March 30, April 25 to May 5 and May 17 to May 20 in 2000, a tilwaukee transects.
Stations were made at the intersections of the Racine, @hiaad Saint Joseph transects with the
20m, 30 m, 45 m and 80 m bathymetry contours and at the intees®f the Milwaukee transect
with the 10 m, 20 m, and 30 m bathymetry contours. Condugtivietasurements were taken at 1 m

vertical intervals from the water surface to the lake bottmd salinities were calculated.

Year Deployment Salinity (psu)
period max. mean min. std. dev.
1999 03/10-0312 0.17190 0.13711 0.13240 0.00618
Average: 0.17190 0.13711 0.13240 0.00618
03/22-0330 0.13390 0.13272 0.13210 0.00032
2000 04/25-0505 0.14920 0.13303 0.13150 0.00217
0517-0526 0.18170 0.13403 0.13170 0.00451
Average: 0.15493 0.13326 0.13177 0.00233
1999-2000 Average: 0.16342 0.13519 0.13209 0.004243

Table 8.4 Lake Michigan salinity levels measured during tBEGLEproject.

Vertical profiles of the salinity show a uniform distributidrom top to bottom in all cases.
The one exception is the salinity profile at the station of $laént Joseph transect with the 20m
bathymetry contour, where the salinity increases with #atlldl and presents higher values than the
ones at other stations. This behavior might be explainedhéyrixing of higher temperature and
halogen content municip@dustrial éfluents into the near-shore waters at this location. The mean
salinity of the data reported for each individual year andtf® two year period along with the

observed maximum and minimum salinity values during eagiogenent are shown in Tabi4.

From the reported salinity data an overall mean value equal 8519 psu was calculated (Table
8.4). Since, theEEGLEdata salinity profiles exhibit almost constant and uniforistributions in
Lake Michigan, no additional salinity related calculagaare required and a constant value for the
salinity equal to the calculated mean salinity value isgrssil inM2COPS Use of this value for the
salinity instead of a commonly used for fresh waters sglimétlue of zero is expected to increase

the water density by 0.1 kg/m® (~ 0.01 %).
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8.7 Data for Model Evaluations

Extensive wave, current and temperature datasets aralaieaibr year 1998. Most of the data
were collected during thEEGLEproject, while the rest of the data were collected on a redndais
from theNOAAmeteorological stations. Only a selected sub-set of thateislused here for model
evaluations during specified time periods.

Wave data are available at the National Data Buoy CeNBBC) buoys 45002 (at the Northern
basin of Lake Michigan, lat: 430°, lon: 8640°) and 45007 (at the Southern basin of Lake Michi-
gan, lat: 42679, lon: 8702°). These data are presented in the form of hourly averagedfisant
wave heights and periods.

Additional wave data for 1998 collected during tBEGLE project consisted of tripod deploy-
ment data collected towards the end of the year. Three tdpptbyments are availablé) Benton
Harbor (lat: 42135°, lon: 864930, starting day: 14/1998); (b) Michigan City (lat: 41735°,
lon: 869079, starting day: 14/1998); and(c) Milwaukee (lat: 429589, lon: 87.813°, starting
day: 1026/1998). The data are reported as “instantaneous” wave lsedgiak periods.

The current data were obtained during EEEGLEproject from Acoustic Doppler Current Pro-
filer (ADCP) moorings (1102/97 to 0612/98), Smart Acoustic Current MeteBACM moorings
(06/15/98 to 0426/99) and from Vector Averaging Current MetarACM) moorings (1006/97 to
06/02/99). Both theSACMand theVACM data report the values of the horizontal currents as East-
ward and Northward components at various locations in Lalahigan.

The temperature data accompanying both the wave and the élogity data can be used in the
model evaluations as well, for depth averaged temperatumparisons. The additional temperature
data taken at the transects shown in Fig8uEs asCTD (Conductivity-Temperature-Depth) casts
are used for direct comparisons between the model resudtthardata for the vertical temperature

distributions at these locations.
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CHAPTER 9

SHORELINE EROSION

Sediments enter Lake Michigan via river and rfioading and shoreline erosion by the wind
and the waves. A study on the US Great Lakes Shoreline Erasiadings Monteith and Sonzogni
[1974) shows that the sediment contribution from the rivers igwth5 % while the sediment con-
tribution from rundf and aeolian erosion is much less, even with the increaseibarof the dunes
by the wind on the east side and the upper peninsula of Lakailyfin (Monteith and Sonzogni
[1976). This points to material eroded from the shoreline due &awevaction as the major external
sediment loading source for Lake Michigan. The shorelinéake Michigan is about 2160 km
and the amount of sediments that are being eroded from itrandgdorted under water has been

estimated to be, on average385- 10° m® annually (Monteith and Sonzogril976).

9.1 Lake Michigan Beach Classification

In 1986 the U.S. Army Corps of Engineers, Detroit DistriStdwart[1994 1997) started an
effort to re-classify the various reaches within each courdyp@ithe Lake Michigan shoreline ac-
cording to their erodibility characteristics and to congtite measured recession rates data for the
lake. It may be worth mentioning here that this new clasgifioais based on an improved and more
detailed version of the 1975 US Army Corps of Engineers simarelassification that initially in-
cluded only ten shoreline typellonteith and Sonzoghil976). Recession and erosion rates, based
on the new shoreline classification, although expected tmdwe accurate are not available at the
present time. The 17 new shoreline types from the above salolyg with the calculated percent-
ages of each shoreline type for Lake Michigan during thegmestudy, are presented in TalBld
and graphically presented in Figudel
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SL* SL*
Classification # Classification Type Total (%) Total (%) Rees(%)
1 High BIuff (> 15m) 285 6.08 9229
2 High BIuff (> 15 m) with Beach 130 2583 8590
3 Low Bluff (< 15m) 415 201 2105
4 Low Bluff (< 15 m) with Beach o 4.40 10000
5 SandySilt Banks 063 148 10000
6 Clay Banks @m0 000 Q00
7 Sandy BeagiDunes 485 3425 3000
8 Coarse Beaches .88 018 1367
9 Baymouth-Barrier Beaches ® 1177 5844
10 Bedrock (Resistant) .24 000 Q00
11 Bedrock (Non-Resistant) i 000 Q00
12 Low Rivering¢Coastal Plain ()]0} 000 Q00
13 Open Shoreline Wetlands AT 000 000
14 Semi-Protected Wetlands .00 000 (010]0]
15 Composites 00 000 Q00
16 Artificial 6.32 1370 9375
17 Unclassified 34 030 356

(*) Southern Lake

Table 9.1 Lake Michigan shoreline classification.

From the above new classification scheme (T&blg a file with Lake Michigan shoreline type
data was prepared during tEEGLENOAA project (ttpy//www.glerl.noaa.goieegléresourcest
reg.mel by assigning the number that corresponds to the shorslpeedf each shoreline segment
to the first grid point nearest to the shoreline as based u@aeA lem grid. Analysis of the shoreline
data show that Sheboygan County (location shown on Fi§Weto give an example), consists
of 8% high bldts, 16 % high bléfs with beach, 4 % low bliiis, 4 % low bldts with beach, 12 %
sandysilty banks, 48 % sandy beachdisnes and 8 % baymouth barrier beaches. Distribution of the
shoreline types within each of the other counties can beldddn a similar way.

Table 9.1 shows the distributions of the various shore types alongvtinge lake shoreline and
along the Southern part (SL) of the lake shoreline. The lalsinen indicates the percent of reaches
of a specific soil type that exist at the Southern part of tke.l&or example, 553 km of the whole
lake shoreline is classified as high titiand 5125 km of the Southern part of the lake is classified
as high bldifs. This shows that 929 % of the total high blfi reaches are positioned in the Southern
part of the lake.
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Lake Michigan Shoreline Classification
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Figure 9.1 Lake Michigan shoreline classification.
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9.2 Lake Michigan Shoreline Erosion

The work of Armstrong et al. [1976], as cited Monteith and Sonzogril974, is the main
source of all the available information that exists on thesim rates of the Great Lakes to date,
and is used in the present study. The erosion rates in theeadiody were calculated for each
reach within a county from measured or estimated recessi®s and then summed to reflect the
total erosion rate for the county. Erosion rates from measuecession rates consisted 77 % of the
cases, while the rest were estimated by analysis of recessies from areas with similar erosion

characteristics, soil consistency, and exposure to waves.

The measured recession rates were derived from field measnote or aerial photos and they
are included in a report by the University of Michigan (Arnastg et al. [1976]). The report incor-
porated most of the known studies on the shoreline erositimeoGreat Lakes that took place until
the mid 1970’s. Taking into account the estimated recegssitas, the calculated overall quality of
the potential erosion rates have been characterized asfairii Maximum confidence is placed on
the erosion rates of the Berrien, Van Buren, Allegan andv@tt@ounties where 96 %, were calcu-
lated from measured recession ratdeteith and Sonzognil974). According toStewart1994,
the recession rates presented by Armstrong et al. [1976ptimdicate the actual time period over
which the recession rates were calculated. Most curreritsvan the shoreline erosion of the Great
Lakes accept the data collected by Armstrong et al. [1976]aaid information on recession rates
from more recent studies at regions where recession rategyagied $tewart 1994).

The average, maximum and minimum annualffbrosion rates are calculated using the fol-

lowing rectangular prism method:

Ec=B-L-R (9.2.1)

whereE; (m3/yr) is the erosion rate for a given shoreline reach (avenagejmum or minimum),

B (m) is the bldf height for the reacH, (m) is the shoreline length arRi(m/yr) is the recession rate
(average, maximum or minimum). In other words, the voluméhefsediment removed from the
bluff is equated to the volume of an equivalent rectangular prigimhveight equal the bl height,
length equal to the length of the Ifiioe along the shoreline and width equal to the distance of the
bluff recession within the observed time period, that is, thessoa rate. Reaches characterized as

non-erodible and beach fills are assigned a zero recess@n ra
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Since the recession rate is a parameter that varies conslyuwith the ever changing charac-
teristics of each reach, the water levels and the weath&grpat the above authors reported their
results as an average, a maximum and a minimum erosion xaressed as the volume of material
eroded from each county along the shoreline of the lake dign¥aherever measured maximum,
average and minimum recession rates were available, theyused for the calculation of the corre-
sponding erosion rates. For reaches lacking measuredsieceates, the maximum recession rates
were estimated as being equal to 1.8 the value of the estineaterage value and the minimum
recession rates were estimated as being equal to 0.4 timestimated average value. The average,
maximum and minimum erosion rates per county per year anddlwellated average, maximum
and minimum erosion rates per km of shoreline per year aelisn Table9.2 and their graphical
representation is given in Figuée2

From Table9.2, Leelanau with #44- 10° m3/yr, is the county that contributes the highest sedi-
ment load annually, followed by Allegan with® - 10° m3/yr and Ozaukee with.80- 10° m3/yr.
However, the contribution of eroded material per kilometeshoreline is highest at Allegan County
with 2.11- 10* m®/yr - km, followed by Ozaukee with.43- 10* m3/yr - km and Porter with B5-

10* m3/yr - km. The Southern part of the lake with 823 km shoreline, defimethe border of Ke-

waunee County with Door County on the Western lake side anthéyorder of Benzie County
with Leelanau County on the Eastern side, contribut€@d% 10° m® of eroded soil annually on
average, or 74 % of the total lake erosion loadings, whilé\beghern part of the lake with 1336 km

shoreline contributes.259- 10° m® of eroded soil annually on average or 26 % of the total loagling

9.3 The Soil Types of Lake Michigan

Clay, silt and sand mass fractions per county, measuredtionaed, are given in Tabl8.3
Measured data (Tab®3, table footnote 1) exist for only 11 counties, mostly at tloeitBwestern
part of the lake, and were obtained fraBLERL/NOAA The data are expressed in/kg- km of
eroded clayey, loamy and sandy soils. The fractions of thg, silt and sand particle size classes
are inferred from the soil texture using t&DASOIl textural triangle.

The soil types for counties without measured data were dddidm the geological map and the
soil descriptions inveach[1953 (Table 9.3, table footnote 2), and the Web Soil Survey maps and
soil descriptions (Tabl8.3, table footnote 3). From the soil types present at each sabhrof the

shoreline, the fractions of the clay, silt and sand partde classes are inferred using th®DAsoIl
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County Name  Source Clay (%) Silt (%) Sand (%)
Marinette 1) 28 36 36
Oconto 3) 7 9 84
Brown (2) 18 17 65
Kewaunee (1) 10 45 45
Door 3) 10 35 55
Manitowoc (1) 10 25 65
Sheboygan (1) 14 43 43
Ozaukee D) 10 41 49
Milwaukee (1) 30 35 35
Racine Q) 7 25 68
Kenosha 3) 8 19 73
Lake 111 (1) 9 42 49
Cook (2) 6 15 79
Lake Ind. 3) 6 9 85
Porter 3) 5 5 920
LaPorte 3) 5 5 90
Berrien (2) 9 13 78
Van Buren (2) 6 6 88
Allegan (2) 16 27 57
Ottawa (2) 7 10 83
Muskegon (2) 7 9 84
Oceana Q) 5 7 78
Mason (2) 15 8 77
Manistee (2) 15 14 70
Benzie (2) 10 14 76
Leelanau (2) 14 14 72
Grand Traverse (2) 16 27 57
Antrim (2 6 6 88
Charlevoix (2) 6 11 84
Emmet (2) 10 15 75
Mackinac (2) 17 15 68
Schoolcraft (2) 5 5 90
Delta (1) 7 19 74
Menominee (2) 20 10 70

(1) D. SchwabGLERINOAApersonal communication

(2) Inferred from the geological map and soil descriptian¥éach
[1953

(3) Inferred from Web Soil Survey maps and soil descriptjoiis;/
websoilsurvey.nrcs.usda.gaeypp

Table 9.3 Particle size fractions of the eroded material along theslMichigan shoreline.

textural triangle. The fractions of each size class areutatied as the sum of the weighted fractions
of all the reaches, with the weight for each reach set equhaktoatio between the shoreline length
of the reach and the total erodible shoreline length of thentyo Rocky non-erodible shoreline

types have not been considered in the calculations.
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From Table9.3it is evident that the majority of the eroded material frore ttake Michigan
shoreline is sand, followed by silt and clay. It can be calted that 18- 10° m? of the material
that enters the lake on a year with average erosion actwisand, 591- 10°m?3 is silt and only
7.65-10° miis clay. These percentage amounts of eroded material p@leaize class correspond
to 72 % sand, 19 % silt, and 9 % claMonteith and Sonzogralso reported that Lake Michigan has

the highest percentage of sandy soils among the Great Lakes.

9.4 Beach Erosion Models

Most of the developed beach erosion models are empiricarar-empirical models that focus
on the changes of the beach profilEsx and Davis, J[1973, Wright et al.[1985, Masselink and
Short[1993, Leont’'ev[199€, Larson and KraugL994, Ostrowski[2003). Modeling of the beach
profile changes usually deal with the underwater erosiohetandy surf zone (FiguB3) caused
by monochromatic waves and the transport and re-distobuif the sand longshore or crossshore
under the #ect of the wave enhanced currents. The beaches under examiaie treated as closed
systems with lengths determined by the beach extent (s€aleedto a few kilometers) and widths
equal to the distance between a moving berm and an also miwshbar (Figure9.3).

Beach profile changes as a result of random wave action hare diadied bySato and Mit-
sunobuy 1997 and have been modeled liarson[1999 by superimposing the action of the individ-
ual waves within a wave spectrurbgrson[19949). Fewer models have been developed that focus
on establishing relationships between the intensity ofwhee generated forces and the erosion
rates of various shoreline typed/(ight [1970, Sunamurdg1977, Trenhaile[2000Q).

The existing beach models work reasonably well when theppéied to small spatial scales
and focus on specific problems, such as the longshore trarsfmediments and the displacement
of the shoreline positionRosati et al[199]], Hanson[1989) or the fate of the beach filldarson
and Krauq1991) or the dfect of various coastal structures on beach erosion and thesponding
profile evolution Leont’'ev[1996 1999, Gonzalez et al[1999). Use of any of these models to
predict the shoreline erosion in Lake Michigan, howeverds practical. The shoreline types of
Lake Michigan vary from high blfis to silty banks and from barrier beaches to beaches withsdune
Prediction of short term shoreline erosion (a few days, arfemths or a year) for the whole of

Lake Michigan under thefiect of the incident waves and the local shoreline charatitesi must
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Figure 9.3 Conceptual diagram of a beach profile (soulC&M 111 [2004).

rely heavily on empirical formulations with various dbeients requiring calibrations. To avoid the
complexity and the uncertainties of such a modeling unélerga it was decided to introduce the
eroded from the shoreline sediments into the water columougih an appropriate formulation of
the lateral erosion teri8y (equatior2.7.4, based on concepts and parameters readily available from
the sediment and the wave models. The suggested formubidiesnot have predictive capabilities
of either the shoreline erosion or the beach evolution.rktiser an &ort of reasonably describing in
lumped fashion the spatial and temporal variations in tlénsent mass entering the water column
by relating the observed yearly erosion rates to the acfitireovaves, as explained in the following

Section.

9.5 Correlation between Beach Erosion and Incoming Waves

Table 9.2 reports the shoreline erosion as an estimated averagemmaxand minimum rate.
Monteith and Sonzogril974, suggest that during years of high water level, the maxineuosion
rates should be used. Indeed, a study of the recession natekeé Michigan during high water

elevation (years 1970 and 1980) showed an increased eradiwity on the lake shorelineSfewart
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[1997). Based on the above studies the maximum erosion rateshegreselected in the formula-
tion of the shoreline erosion for the dissertation simolatear 1998; a year recognized from gage
data analysis as a year of high water elevation.

Erosion rates from the shoreline of each county around Laiohilyan are reported as the vol-
ume of eroded material per year. To be expressed in mass aécmaterial entering the water
column per year and per kilometer of shoreline, the erosadesrare first multiplied by the density
of the sedimentsp, same as the sediment density used by the sediment modehemthey are
divided by the total shoreline length of each county, to pomithe erosion loadings for that county.

The county shoreline lengths were determined using thepg¢ias data file ESRIshapefile) for
the continental U.S political boundaries (freely downialalé, upon registration, frornttpy/data.
geocomm.cortataloguS/group21.htm). The shoreline length consists of a number of segments
(identifiable by their midpoints), each of which is assigmeagniform erosion loading such that the
sum of all these loadings multiplied by their correspondihgreline segment length is equal to the
total erosion rate for that county.

Since the model requires that the erosion loadings shousétat a grid point of the calculation
domain, the natural neighbor interpolation method was tsé@termine the erosion loadings at all
the “wet” grid points adjacent to the shoreline. The intdéaion helps to smooth out overlapping
effects at the borders of the counties, as well as flfeets from shoreline irregularities, and existing
structures.

The number of the “wet” grid points corresponding to eachntpin general is not equal to the
number of the shoreline segments. Since both representaithe shoreline length, the grid point

loadings need to be multiplied by the factor:

_ Number of segments
~ Number of grid points

(9.5.1)

to produce the adjusted grid point erosion loadings. Rintde loadings are further slightly adjusted
by evenly distributing the very small residual introduceahfi the interpolation smoothing, such that
the sum of all grid point loadings is exactly equal to the sdrallsshoreline erosion loadings.

For all practical purposes, the above approach simply ass$ige erosion rates at the grid points
where they can be picked up by the model calculations suglifitbahoreline sediments are either
transported as suspended load or become part of the botdimesds depending upon the local

flow conditions.
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The shoreline erosion by the mechanical action of the neanmesbreaking waves has long been
recognized as the chief mechanism of beach evolution arfiigpchanges. Various researchers have
correlated the beach erosion to the action of the waves Teanhaile[200q, Larson[1994, Dally
[199Q, Wright[1987 and others). The same approach is followed here, e.qg. rtelate the waves
to the spatial erosion loadings and to produce temporailisions of these loadings.

The point shoreline erosion loadirg(Xx, y,t) in kg/m- s, is linearly related to the total wave
energy flux per unit wavelength, also called the wave pd(eg y, t) in N/s, through a cd@&cient
m(x, y) in /m?, that expresses the soil removed from the shoreline wheraitted upon by a unit

wave power as follows:

N

i At

_ _ 1 1

E. = Zé@tAt : &t m.pét; p@t: fSDdt =— fﬂDdt (9.5.2)
et th—11 : At J

1

where,Es(X, y) is the total mass of the eroded sediments/ g At (s) is the time step used in the
model calculationse2! is the temporal average of the point erosion loadifg. is the temporal
average of the total wave powenis the average value of the dteientm for the total length of
records considered ard is the total number of records. For a time period equal to @we,\the

codficientmis calculated as:

Es - _lyr
— with: N = Ay

m= N
2 Po
n=1

(9.5.3)

whereE; is already known from the previous spatial calculationshef point shoreline erosion
loadings. The two horizontal components of the wave pa®eand#, are calculated from the
wave model at each model time step, with the wave pa®er /P2 +P,§ calculated using the

following equations:

21 oo 21
Px:pogffcxé(é,e)déde; Py:pogfnyé(é,e)déde (9.5.4)
00 00

From equatiorD.5.3a codficientm at each grid point adjacent to the shoreline can be decided
by running the wave model for the simulation period (year8)@hd subsequently incorporating the
calculatedmn values intoM2COPS so that the erosion loadings at each time step can be detdmi

from the wave power.
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At this point, the concept of the “virtual bedload rate” isroduced, which is equal to the above
calculated grid point erosion loading. The sediments of‘#irtual bedload” at the location were
they are introduced, do not physically interact at all witl bottom sediments, but rather, depending
upon the local flow conditions and the wave characteristios,possibly entrained to become part
of the suspended load. At each model time step the fractidheofvirtual bedload” that is not
entrained becomes part of the bedload to complete the misxbdor the “virtual bedload rate”.

In practice some or all of the “virtual bedload” sedimentg&ns when the local shear stresses
exceed their critical limits and remains at the bottom as @iathe local bedload in any other case.
Physically, this is the same behavior that a shoreline éshiimder the action of the weather patterns
and the wave conditions. The details of how much of the seulisrere eroded at each time step are

explained in the next Section.

9.6 Incorporation of the Shoreline Erosion intoM2COPS

The suggested method for the inclusion of the shorelineihgadnto the model is to vertically
distribute the sediments as point sources (equai@nd) at the shoreline grid nodes instead of
imposing concentration profiles that prescribe a fixed goiubf the transport equation at all the
neighboring to the shoreline “wet” grid points. This apprioallows the model to transport the
shoreline sediments the same way it treats the suspendeatie@hdttom sediments.

The shoreline sediments are divided in three particle dasses (clay, silt and sand), and their
mass fractions are estimated as reported in TaldeTherefore, the “virtual” bedload flux can be

written as:

3 3
&'=) pahs Y pi=1 (9.6.1)
i=1 i=1

where,s; represents the mass fraction of the “i-th” particle size e@ﬁpis the bedload flux corre-
sponding to that particle size.

Starting with the suspended sediment concentration mdasdeaequation in a finite volume
and assuming a streamline type, steady state and uniformtAevdiferential equation of Rouse’s

distribution of the suspended sediments in the verticalatiion takes the formManoni[1977):

dC T dU]—l (962)

Z)\,E+wSC:O, C < 0.001,; Z)\,zﬂvzgd—z
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whereC is the volumetric sediment concentration. The second o&taus 9.6.2 assumes that
the vertical mass fliusivity is approximately equal to the turbulent momentuiiudivity, which
exhibits the vertical distribution shown. It is also assdri@at, the shear stress is a linear function

of the vertical coordinate according to:
z+h 5 z+h . du u 1
T= Tb( - T) = Po U* (1— T) W|th d_Z = — (963)

where, equation8.6.3conform to the model’s coordinate system (Fig@r#). Integration of the
first of equation®.6.2and of the second of equatiofs.3in the interval Fh + «, /] and substitu-

tion of all the relevant terms, yields:

B U, z+h, 3 @ (-2 ws/K U,
U(D) = Uo + 7 n(—); C@-=C, [D—a D—(g—z)] (9.6.4)
and ino-coordinates:
U, D ] a o ws/Ku.
@)=+ In[=@+0);  ce)=c, [—D_a 1”] (9.6.5)

where all the variables in equatiofis.2through9.6.5are defined in Chapt&. All the parameters
in equatior.6.5 except the-coordinate, are invariant under any vertical coordinatedformation,
since a steady, uniform flow is assumed for this derivatiothefconcentration profile.

Combining equationg.8.17aand2.8.27 the near bottom dimensionless concentration for the
“i-th” particle size sediment class is calculated as fobow

— At
Esbi Ti 06

psa /(S —1)9 0

Equations9.6.6define the concentration and velocity at the reference heigtibove the mean

Cq; = 0.283 with:  &h'= psCu;j Uy @ (9.6.6)

bed surface. Therefore, the vertical distribution of theree termsSy is calculated using equations

9.6.40r 9.6.5as follows:

Sy =U@Ci@=u(@Ci(o), =13 (9.6.7)

Using actual data from Lake Michiga®gsy'= 0.00404 kgm - s (maximum shoreline erosion

loading), wherals = 2um, 26um, 106um (average particle diameters of the three sediment classes
Equation9.6.7is plotted for various water depths, shear velocities afeteace heights as shown

in Figures9.4, (a) through(f).
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From these plots, itis apparent that a value &f 0.10 m gives the most reasonable results since,
the profiles seem to converge around this value.odmaller values off seem to overestimate the
source termss . Similar conclusions have been obtainedvay Rijn[19844, who suggests that
the use of reference heights very close to the bed shoulddideal/because they introduce large
errors.

The amount of the “virtual bedload” subject to entrainmengiven byegh T %6 consequently
the amount that remains at the bottom is given &g): = &b (1 — T %6). To complete the mass
balance for the “virtual bedload” at each model time stepaéiqn2.7.9is written as follows:

d(Bi Em) N 90 x N 9y (EhR

1-—
ps(1-p) ot ox By

=S + Sy + Sy, + (9.6.8)
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Figure 9.4 Suggested vertical distribution of the shoreline erosaatings.
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CHAPTER 10

MODEL APPLICATION AND IMPLEMENTATION TECHNOLOGY

This Chapter summarizes the grid technology, particlekina; model coupling strategy, and

computational constructs fé12COPS

10.1 The Lake Michigan Computational Domain

The implementation of the model in Lake Michigan and the bygginamic model calculations
take place on a rectilinear horizontatZkm Cartesian coordinate grid and ooratretched vertical
coordinate grid. The horizontgtaxis is aligned with the greater axis of the lake (orientedtB to
North) and thex-axis is aligned with the smaller axis (oriented West to Eabhe above grid for
Lake Michigan has been derived from a 9 arc-second grid de&famea Lambert conformal conic
map projection and has been created by the cooperation ddtienal Geophysical Data Center
(NGDC) with the GLERL/NOAALaboratory.

The basic wave computational domain is defined as an irreguthogonal Cartesian mesh
derived from an irregular orthogonal mesh in geographioatdinates. The wave grid in geograph-
ical coordinates considers twoflidirent grid point spacings, one for the longitudinal and are f
the latitudinal direction, respectively. The geographid gpacings have been derived such that the

resulting Cartesian grid cells are close in size and aligrirtiethe hydrodynamic grid cells.

10.1.1 Details of the Horizontal Hydrodynamic Model Grid

The Lambert conformal conic map projection used in Lake Njah is based on the “two
standard parallels” method, as describe8&myder]1987, to minimize distortions introduced by its

large latitudinal extent. The equations for the transfdroms from geographic to Cartesian space
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and the corresponding inverse equations are giveSmager[1987):

X=p sing (10.1.1)
Yy =po—p COSH (10.1.2)
n(® ﬂ)
p=RF tan (2 " (10.1.3)
—n ¢0
0o =R F tan ( ; 4) (10.1.4)
Foz cos¢1 tad“(¢1 ) (10.1.5)
4
6=n(1- ) (10.1.6)
_ In(cosg1/ cosgy)
"~ In[tan(y/2 + 7/4)/ tan@y/2 + n/4)] (10.1.7)
while, the inverse equations for the sphere are written lksAfs:
¢ = 2arctanR F/p)Y/" — > (10.1.8)
A= % + Ao (10.1.9)
. 1/2
p = sign) [x* + (oo - y)?] (10.1.10)
6 = arctanx/(oo — y)] (10.1.11)

where {1, ¢) are the longitude and latitude, respectivelig, (¢o) are the longitude and latitude for
the origin of the Cartesian coordinate, is the central meridian,gf, ¢») are the two standard
parallels andR is the radius of the earth which, is taken equal to 636648¥m. Using chain rule

differentiation equation$0.1.1and10.1.2give:

dx = (npocosH)da — Lmeﬂdzﬁ (10.1.12)
sm(¢ + 5)
dy = (npsin@)d + Losi deb (10.1.13)
sin(q’) + )
and the inverse equations are:
da= 0y, SN0y, (10.1.14)
np np
do = -3 ings + Dydx+ LY sin@ + Dydy (10.1.15)
np 2 np 2
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The two standard parallels have been chosen at latitudesl 4&id 4% N, while the central
meridian is at longitude 86° W. The origin of the grid has been set at latitude5976372 N and
longitude 87989807 W. Derivation of the projected coordinates §) from the known geograph-

ical coordinateslét, lon) has been made using the two standard parallels formula.

The horizontal grid yields 131 grid points on tRelirection and 251 points on thedirection.
The total number of surface grid points is 32881, 14459 oftliaire the “wet” or water points and

18422 are the land points.

10.1.2 Details of the Vertical Hydrodynamic Model Grid

The vertical grid is based on the so called Stretching” that transforms the vertical physical
domain into a rectangular computational domain with an uppendarys = 0 at the free surface
and a lower boundary- = —1 at the lake bottom. The vertical-coordinates allow for a better
resolution of the bottom boundary layer with fewer numbelagérs compared to the ones needed

by a Cartesian vertical grid to achieve a similar resolution

The vertical coordinate system used for the model impleatemt in Lake Michigan consists
of 20 o levels or 19 layers. Starting from the free surface the topag6érs use a uniform vertical
spacing withAo- = 0.0227. From the 11th layer until the 15th layer, spacingsciase linearly and
from the 16th layer till the bottom they decrease again lilydfar a better resolution near the lake
bottom (Tablel0.1). The maximum physical spacing is.283 m and it is found at the central part

of the lake while the minimum physical spacing 968 m.

10.1.3 Details of the Wave Computational Domain

The two wave models used in the prediction system can be ewafigo run either using spher-
ical or Cartesian coordinates. Furthermdv@,SWANaccepts curvilinear coordinates, a feature that
makes this model more compatible wittPHYD. The Cartesian coordinates M2WAM are de-
scribed by the definition of a uniform rectangular grid in gephical coordinates where the grid
spacingAx = Ay = 2000 m is defined at the equator such thiat:= A¢ = (360x2000y40000000=
0.018°.
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Physical spacing (based on model depths)

Level o Layer Ao max. depth min. depth  aver. depth
number number 278 m 30m 8444 m
1 00000 4 o227  6.197 0.068 1.017
2 -0022r 5 50207 6197 0.068 1.017
3 00454 5 50227 6.197 0.068 1.017
4 00681, 50207  6.197 0.068 1.017
5 00908 5 50207  6.197 0.068 1.917
6 01135 ¢ (0227  6.197 0.068 1.017
7701362 o 50227 6.197 0.068 1.017
8 01589 g 0227  6.197 0.068 1.017
9 01816 4 0227  6.197 0.068 1.017
10 02043 44 0227 6197 0.068 1.917
1102270 411 goa54 12304 0.136 3.834
12 -02724 15 (o081 18591 0.204 5.750
13 -03405 13 (0008 24788 0.272 7.667
14 -04313 1, (1135 30.986 0.341 9.584
15 05448 .5 1362  37.183 0.409 11.501
16 06810 .5 1135 30.986 0.341 9.584
1r-07945 12 (0008 24788 0.272 7.667
18 ‘83222 18 0.0681 18.591 0.204 5.750
b0 Tyt 19 00466 12722 0.140 3.935

Table 10.1 Definition of theo layers used in Lake Michigan.

The above definition introduces significant distortion itiite resulting rectangular grid because
of the latitudinal extent of Lake Michigan. TherefoM2WAM has been modified to accept a non-
uniform Cartesian mesh, such that # A¢. The value ofAA is calculated from the longitudes of

the hydrodynamic grid points and an average valug.b& 0.0259° is used.

The origin of the wave computational mesh is sefi@t 88.0940°W and ¢o = 41.6044°N.
Starting from this point, each grid point location is caéted as:j = ;-1 + A1 (i = 1,131) and
¢j = ¢j-1 + A¢ (j = 1,251). While the resulting grid is orthogonal with constaell sizes in geo-
graphical space, the transformation of the coordinatesanieSian space produces a slightly curvi-
linear grid, as shown by the equatioh®.1.1and10.1.2 In other words, the wave and the hydrody-

namic computational domains do not coincide.

Though both grids are aligned together, the slightljedent cell sizes introducefirences in
the longitudinal direction with a maximum value ©f200 m (in the Southernmost part of the lake).

To remedy this problem, two approaches can be u@dedefine the hydrodynamic computational

251



domain to be the same as the wave computational domain(bdstmply interpolate the required
parameters that are being exchanged between the modetsy thisi first approach, botd2HYD
and M2SWANshould be run using curvilinear coordinates, Whi@WAM uses the above defined
Cartesian mesh. This approach is elegant, however, itdates significant computational load
by calculating the metrics of the transformations during tlourse of the various interpolations
performed within the models.

The second approach requires interpolation of the fieldsgbexchanged between the models.
All the models have been adapted to output the data in useredefjrids, where the required in-
terpolations are performed in all the models using the N&fNeighbor interpolation described in
10.5.1 This interpolation method is an improvement to the simpikniear interpolation scheme

used in the wave models.

10.2 Grid Refinement and Nesting

The accurate description of the near-shore sediment wandynamics requires, if possible, the
accurate forecasting of the near-shore wave field. Thesteae region is defined as the area where
the bathymetric £ects on both the wave and the current fields become dominamtthE case
at hand, that is, the prediction of the evolution of the Lakiehan Spring plume, the accurate
prediction of the near-shore wave parameters ensuresea beth more accurate representation of
the magnitudes of the shoreline and the bottom erosion, ritesefore, a better representation of
the plume. Both erosion rates are input to the sediment memttlare defined at locations (grid
points) where they can be picked up by the model for theiresgiosnt transport under the action of
the currents and the waves.

The accuracy of the near-shore wave calculations dependg)ahe quality of the input of the
boundary and the initial conditioné)) the existence of shallow water related physics in the wave
model (e.g., depth induced wave breaking), é)dhe resolution of the computational grid. Usually
finer grid calculations are used as a means to obtain betiloshwvater wave predictions.

M2SWAN:is specifically designed for coastal wave predictions, & MRWAM is more of a
global model extensively used for deep water or ocean waleellaions. Both models use the
same basic physicga) wave propagation in both space and tir(t®), depth induced shoaling and

refraction,(c) current induced shoaling and refracti¢d) whitecapping{e) bottom friction, and(f)
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quadruplet wave-wave interactions. In addition to the abmM2SWANincorporates depth induced
wave breaking and triad wave-wave interactions, making itihbdel to be more suitable for near-

shore wave calculations.

. M2SWAN
S calculations

Fine M?WAM
calculations

Hydrodynamic and
coarse MEWAM

Control Volume calculations

boundary

Figure 10.1 Suggested near-shore 3-level nested computational grid.

The description of the characteristics and limitationshef two wave models and the required
accuracy of the prediction of the near-shore wave field intipdy a more refined computational grid
is needed near the shore. The region of interB8I) in the near-shore computations is defined
by the near-shore control volumes and it is the region wM#8WANis applied. To avoid errors
caused by numerical filision (see SectioB.5) M2SWANshould be run with a grid resolution of
~ 1000 m or less. The transition from the2000 m resolution of the coarse wave computational
grid to the~ 1000 m resolution is achieved by incorporating an inter@ed?WAM nest. As
described inWornom et al[2001], this approach gives superior results than runfgSWANiIn
the ~ 1000 m resolution and coupling it directly to the2000 mM2WAM domain. After the fine
M2WAM nest,M2SWANassumes the computations using a resolutior 600 m. The proposed

double nesting is shown in Figuid®.1and is implemented here.
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10.3 Definition of the Eulerian Particle Tracking (M2EPT)

Eulerian particle tracking is the modeling method that didi@s the distribution pathways of
any scalar quantity that can be treated as a particulatematie method shares the same Eulerian
framework as the underlying computational models and caappéed to a variety of substances
that can be identified by principal characteristics sucheaisitly and particle size. Examples of such
substances are sediments, phytoplankton, zooplanktespits and even water. This technique has
been fully explained iBedford et al[1999 and Velissariou et al[1999 and is only summarized

here.

The particle tracking framework requires the complete fifieation of the source or sources
of origin (location and area of extent) of the modeled scglaantity. The sources of origin can
extend to occupy areas as large as the whole computationsdid@r as small as the neighborhood
of a single point. Within each source area, multiple sulzgtarcan be identified based on their
principal characteristics. With more than one source ofiorand more than one substance or
component identified within the domain, a multi-source, imedmponent Eulerian particle tracking
framework is established. Figuld®.2shows the definition of various sources of origin for a single

scalar quantity within the computational domain.

Let us assume that for the multi-source, single componemidtation shown in Figurd 0.2
the modeled substance is sediment. We further assume ¢hextitnded sourcds; andE, supply
sediments found both at the bottom and in suspension. The goiircesP; and P, only supply
sediments found at the bottom. The boundary point so@g¢sspply the sediments eroded from the
boundary (shoreline) under the action of various physitEhents on the boundary. The sediment
model calculates the sediment distribution in the domaireéeh sediment particle size, therefore,

to identify the origin of the sediments we just need to asdifierent particle sizes for each source.

For all practical purposes, the sources should be locatatkat or points where the sediment
supply can be picked up by the sediment model (e.g., at giid jmzations). SourceBy, P, andCy
are exactly located at model grid points, while the exterstrdcesE; andE, contain a number of
grid point locations that supply the sediments. If the sexdinparticle size distribution is known or
can be determined at all these grid points (one for the bo#iodnone for the suspended sediments)

it is simply supplied to the sediment model. The sedimenthdigrs (model input) are set equal to
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Figure 10.2 Representation of an Eulerian particle tracking systenoofces.

the diameters corresponding to the midpoint of each sedinamge found within the particle size

distribution.

The sediment model is initialized with a zero sediment catregion everywhere in the domain.
After the initialization period is over, the sediments freach source are tracked by looking up their
diameter and their corresponding concentrati@n-(0) everywhere in the domain. For the method
to be successful, all the assigned sediment diameterstsheulitferent from each other. In case that
two sediment diameters are indistinguishable, one cahtbfipe perturbed such that the settling

velocity of the particular sediment size remains virtudiig same.

In the case of limited availability of sediment data, it Wik necessary to slightly perturb the
sediment diameters as discussed above to apply the metlbodsstully. The final question is:
“What is the limit in the number of particle diameters that t& used?” The answer is that depends
upon the available computer resources and the amount dablastorage. Considering only the
three main sediment size classes, that is, sand, silt agdtbanumber of the particle diameters
decreases drastically, while the number of the sourcesdamesl can at the same time be increased

to achieve a better resolution.
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10.3.1 Particle Tracking Formulation

As explained previously the spring plume is directly redate the general near-shore advective
and difusive transport mechanisms that control the long-shorecaosk-shore transport of the
suspended mass. To study the transport processes at thghoearegions, the entrainment and
settling of the sediments from the lake bottom at near-sloik df-shore locations and the re-
distribution of the entrained sediments must be resolveddérmodel of Lake Michigan.

According to this modeling system, the lake shoreline isddigt in a number of segments with
each one identified as a separate source of sediments. froottee the lake bottom is divided in
areas of various sizes that consist of additional sedimamnices (Sectior10.3.3. Each source is
represented using three sediment size classes (sandnsiltlay), but the sediment particle diam-
eters for these classes vary among the sources. This issaegés be able to “track” the fierent
particle sizes in their journey from a sediment source tgmsiéional area, to examine the sediment
transport patterns, to identify deposition areas and totifyathe sediment load transported from

each source and sediment size to each deposition area.
10.3.2 Definition of the Control Volumes

For a closer study of the sediment transport during the gginme event, the lake is divided
into a number of control volumes (Figut@.4) the bottom area of which corresponds to the sediment
sources described in Secti@f.3.3 Due to computational considerations, only a limited nundfe
such control volumes can be established. In the presenemgaitation, the lake and the lake shore
are divided into 17 control volumes, which are considered lasavy computational load.

Six of the control volumes@v8-Cv13) have been established at the near-shore area of the
Southern part of the lake to study the along-shore and ctosse movement of the sediments, as
well as the entrainment and the deposition rates of the ssdsmwithin these control volumes.
Three of the near-shore control volumes are set on the Weptat of the lake and three on the
Eastern part of the lake.

Figure 10.3shows a near-shore control volume segment and the defmitibthe various net
sediment fluxes in that control volume, wheyegis the sediment flux due to the net shoreline ero-
sion rate,qy, g, are the net bedload fluxes in thxeand y directions, respectivelyS; is the net
sediment entrainment flux ar®),, S, are the net horizontal suspended sediment fluxes i &l
y directions, respectively.
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Figure 10.3 Conceptual diagram of a beach profile.

The width of the near-shore control volumest{shore distance from the shoreline) shown in
Figure10.4(b) is between 15 and 25 km (depending on the shoreline irragesgrto capture the
plume, the width of which has been estimated to be betweemlt®kl6 km. The length of the
shoreline included in each control volume varies from.5@4n to 1678 km (average shoreline
length 137 km). In the definition of the control volumes besidhe size, some consideration was
also given to the erosion loadings, the soil texture, theestypes and the shoreline exposure to the
waves. Since erosion loadings and soil texture informagiengiven for counties rather than sub
regions within each county, the control volumes have beéss¢hat they include the undivided
shoreline of each county.

Three control volumes have been set at tifeshore part of the lake, two of which cover the
Southernmost area of the lake16-Cv17) and one the area between the Two Rivers Ridge and
the Door-Leelanau Ridgé&¥/15), to study the entrainment and deposition rates of thienseds at
the df-shore regions, as well as to identify sediment depositieasawithin these control volumes.
The Northern part of the lake does ndiezt the evolution and transport of the Spring plume and in
the present study it has been set as one control vol@vig4) that includes both the near-shore and
the df-shore regions.

Finally, seven more control volume&€Y{1-Cv7) have been named at the shoreline (foreshore
and backshore regions), where sediments from the beabledslLff's and the lake banks are eroded
and enter the near-shore region or sediments from the heas-segion are accreted under the
action of the waves. The bottom area of the control volumethenake shore are defined by the

grid points immediately neighboring to the shoreline dé&tni
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10.3.3 Computational Definition of the Control Volumes

Starting with the shoreline definition obtained fré@hERL(David Schwab, personal communi-
cation) a region of interesRQOI) can be defined by setting all the points that lie inside tledme
definition as foreground points and all the points that liesole the shoreline definition as back-
ground points. Shrinking thBOI gradually by one grid point each time a n&@lI is constructed.
The ditference between the new and the BIAI gives a segment parallel to the shoreline definition.
This process is repeated until the required width of thisreag is obtained. The whole procedure
was performed using thiDL (Interactive Data Language) scripting languagép(//www.ittvis.
cory).

The core procedures (subroutines) for the code that c#dctiaROI boundary are part of the
publicly available Coyote’s library of the Fanning Congut (http;//www.dfanning.cory). This
code was substantially modified and enriched by personaigldpedIDL code to produce the
required results. Irregularities of the domain (e.g.,ridig and of the shoreline (e.g., sharp edges),
limits the ability of the code to be run automatically, tHere, the user intervention to remove
unwanted points so that a smod@I outline can be obtained is necessary.

After the completion of the procedure two files are generdteglfirst containing the grid points
(i, j) of the outline of each control volume going countercloc®vistarting from the top), and
the other contains all the grid points (including the bougdhat defines the area of the control
volume). The first file is used to outline the control volumas,shown in Figurd.0.4g and to
calculate property fluxes through the faces of the contriimes. The second file is used to define
the average bottom sediment properties for each contrahwelusing the bottom sediment particle
size distribution. The grid points defined in the later file aiso used by the sediment model to

differentiate sediment sources wittitdrent properties.

10.3.4 Definition of the Sediment Sizes and Fractions

The particle tracking method described in Sectl@3.1requires tagging of the sediment par-
ticles in such a way that the various sediment soufcamtrol volumes can be safely identified.
Tagging of the sediments is done here by assigning threensetlidiameters (one for the clay, one
for the silt and one for the sand size classes) to each cordhaine. Since 17 control volumes are

defined in Sectiorl0.3.2the total number of sediment diameters required is 51.
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In Sections8.5and8.5.1the procedure followed to create the gridded sediment dakescribed.
The gridded sediment data give the distribution of 24 graass(4 from the clay, 14 from the silt
and 6 from the sand size class) at each grid point. To cakalaepresentative diameter for each
size class and for each control volume, using the griddedrsed data, the following approach
is used: (a) calculate the average mass fraction for each grain sizenadgttcontrol volume as:
,B_J- = %i%ﬁi (j = 1,24) where,N is the total number of the grid points in the control volurfge,
is the mass fraction of the particular grain size at the *ighd point andg; is the control volume
averaged mass fraction of the particular grain size (refoeat! 24 grain sizes)(b) slightly adjust
(if necessary) the averaged mass fractions suchzﬁlﬁ; = 1 and(c) calculate an average diameter

j
for each size class using the following expression:

Ns —
2 BsDs

s=1

Ns —
2 Bs
s=1

—Cv

dsz

(10.3.1)

The process is repeated for all the control volumes. Thetssladiameters per control volume

and sediment size class are shown in Tdi9le2

Control Volume Clay (m) Silt (m) Sand (m)
cvl 0.0000019115 0.0000309215 0.0002295079
Cv2 0.0000019132 0.0000285939 0.0001875699
Ccv3 0.0000018872 0.0000284318 0.0002488595
cv4 0.0000017533 0.0000257123 0.0003167730
cv5 0.0000018267 0.0000206898 0.0002531482
Ccv6 0.0000019877 0.0000206072 0.0003212457
cv7 0.0000020642 0.0000234938 0.0002644130
Ccv8 0.000001911% 0.0000279773 0.0002511235
cv9 0.0000019000 0.0000247554 0.0002217254
cv10 0.0000018687 0.0000264239 0.0002946005
cvll 0.0000016793 0.0000249549 0.0003385879
cv12 0.0000017400 0.0000209555 0.0002447994
Cv13 0.0000019670 0.0000205854 0.0003430683
cv1l4 0.0000020885 0.0000234153 0.0003052565
cv15 0.0000019292 0.0000225324 0.0002931433
cv1e6 0.0000018574 0.0000231655 0.0002962815
cv17 0.000001766Q 0.0000222718 0.0002712074
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The final mass fraction for the sediment represented by eashge diameter at the near-shore
and df-shore volume is the one calculated in step (b) above. Tha fnastions for the on-shore

control volumes are assigned according to the mass fragtiensize class that have been estimated
for each county around the lake, and are shown in Talle

10.4 Model Coupling
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Figure 10.5 Schematic representation of the model coupling.

Figure10.5shows the exchange of the variables defined as follows tkes fg@lace among the
various coupled model components) hydrodynamic variablesW is the wind speedT 4 is the
air temperatureD is the total water deptH,) is the vertically averaged mean flow velocity is
the Doppler velocityuns andupy, are the velocity vectors representing the horizontal floleaity
components at the free surface and the bottom, respectivalythe friction velocity at the bottom

andfg, is the combined wave-current bottom friction factgr)} wave variablesk and¢ are the total
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and spectral wave energy, respectivéjyindg are the spectrally averaged radial and intrinsic wave
frequencies, respectivelﬁl,andé are the spectrally averaged wave number and diredtgiis the
significant wave heightJ, is the maximum near bottom wave orbital velocity,y, is the bottom
wave excursion amplitude, is the surface wave induced shear stré&sg, is the wave radiation
stress tensor andis the Stokes drift; an¢t) sediment variable<C is the volumetric concentration
of the suspended sedimengg,andp are the sediment and mixture densities respectieklis the
sediment particle diameteaizg is the median diametegy is the depositional flux of the suspended
sediments near the bottoi; is the entrainment flux of the bottom sediments &yas the erosion

flux of the shore sediments.

The various models and sub-models used &COP Sare coupled either directly within the main
hydrodynamic code or indirectly using the parallel MessBgsesing InterfaceMPl) described in
Section10.5.2 The hydrodynamic, sediment and bottom boundary layer faaate coupled di-
rectly so that the parameter exchange mechanisms are dedlauto the main hydrodynamic and
sediment models. The default exchange frequency amongirbetlg coupled models is every
time step. The user, however, has the options to start theneat calculations at a time fiier-
ent than the hydrodynamic start time or to control the exgkainequency. Since all calculations
performed intM2COPSare highly tied together when the full spectrum of physiassisd (hydrody-
namic, sediment), use of the default exchange frequeneay i§revery time step) is preferable and

computationally more correct.

The wave models are considered external to the hydrodynarmdtel and to each other and as
such are coupled using the Message Passing InterfdB¢).( The requirement here is that all the
codes implement all the necessary calls to exchange theedetsta and that the resulting code
is executed in computer platforms with parallel capabiiti{cluster or multi-processor systems).
Simplifications to the above procedure can be achieved mgusrailable coupling software that
is already extensively tested and adoptable ifiedént computer environments (e.g., 1BASIS
software athttps//prismtrac.cerfacs,fwiki/ and the Model Coupling Toolkit atittp;//www-unix.

mcs.anl.goymct/).

The M2COPSframework is constructed with the use of thePI, which is highly tied with
MPICH (httpy/www-unix.mcs.anl.goimpi/) and OpenMPI (http;//www.open-mpi.org) projects.

OpenMPlhas the additional capability to allow coupled models to sequentially. The latter is
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important in the case that coupled model components need swliched & and on or when the

models need to be run in sequential mode.
10.5 Implementation Technology

Solving large scale problems requires the use of complexefimggdsystems that generate ex-
traordinary amounts of output data the analysis of whichuireg special handling. Therefore, an
important objective is to identify the necessary technglogethodology and resources required to
execute the model, to store and retrieve the usually hugealaputs produced by the model com-
putations, to manipulate and analyze the data sets andyftoalisualize the results. The various
aspects of the technological requirements as implementeldCOP Sare outlined in the following
Sections. Their use though is not strictly limited to thereat modeling system but can rather be

incorporated in any modeling framework.

10.5.1 Natural Neighbor Interpolation

In M2COPSand its application to the Lake Michigan turbidity plume,ti¥al Neighbor inter-
polation is used as the basic interpolation technique. fdhtleighbor is employed to create the
gridded meteorological and sediment input files and to coenftee model output data to measured
water elevation, velocity, wave and sediment data. Thiotehas been successfully used for the
interpolation of scattered or arbitrarily distributed e@tlogical and geophysical data for many
years. Some properties of the Natural Neighbor interpmtadire thati(a) the original observed or
measured variable valuek;} are recovered exactly at the sampling points; dr)dhe interpolated
function has continuous derivatives, except at the samploints Sambridge et a[.19935).

The method is applied here by constructing Delaunay trengind their dual Voronoi cells
(known in 2D spaces as Thiesen polygons) for the given ddtasseg theWatsontriangulation
algorithm. The Natural Neighbor code usedMi¥COPSwas obtained from Dr. M. Sambridge
(personal communication) and his contribution is gratgfatknowledged. Natural neighbors of
any sampling point are considerg@d) the sampling points in the neighboring Voronoi cells, dnd
the sampling points to which it is connected by the sides ®Dklaunay triangles. Each sampling
point has only one Voronoi cell (known as first order Voroneli)cassociated with it.

The two dimensional horizontal domain of Lake Michigan istitianed by assigning each grid

point (X, y) to the nearest sampling point or observation stat®)s(ich that:
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Voronoi Cell= {(x,y) : ISi = (X, »)l <IS; — (x,y)| forall j # i} (10.5.1)

Each grid point also has only one Voronoi cell (known as séaoder Voronoi cell) associated
with it. The Natural Neighbor interpolation on the givendyis local and influenced only by its
natural neighbor Voronoi cells. The interpolated val&€s, y) are calculated from the observed

valuesF; using the following equation:
N

F(xy) = ) wi(xy)F; (10.5.2)

i=1
wherei = (1, N) represents the index of the neighboring sampling pointsbservation stations,

wi (X, y) represents the weight functions aRds the observed value at the neighboring Voronoi cell
“i”. Full details of the method can be found Bibson[1981]], Watson[199 and Sambridge et al.
[1995.

(x,y): grid point
(1-5): neighboring sampling points
ABCDE: second order Voronoi cell for grid point ( x,y)
AHGFE: overlapping area between first order Voronoi cell
for neighboring sampling point 5 and second order
Voronoi cell for grid point (X, y ).

Figure 10.6 Definition of the Natural Neighbor interpolation weight fitions.

The weight functions are defined as the area of overlap betéeesecond and the first order

Voronoi cells (see Figur&0.6. Mathematically, the weight functions are defined as:

_ _AXy)
wi(X, y) = A1) (10.5.3)

Using the above definition of the weight functions equafiOrb.2is written as:
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A%, y)
whereA; (X, y) is the overlapped area of the first order Voronoi cell “i” ahd second order Voronoi

N
F(xy) =), Ay (10.5.4)
i=1

cell for the grid point &, y) andA(X, y) is the total area of the second order Voronoi cell for the grid
point (X, y). The definition of the weights implies thgt wi(Xy) = 1.

The Natural Neighbor interpolation method prolalljces smivaénpolated fields. Physically, the
smoothness of the interpolated data set is necessary w stvaip gradients, however, the accuracy
of the final gridded surfaces is not related to the degree obsimmess of the interpolated field, but

rather to the correct determination of the weight functions
10.5.2 MPI Implementation

As previously described, the model components are paratelsing the Message Passing In-
terface MPI) where information exchanged among the model componeatspliag) is achieved
throughMPI calls. Initially M2COPSused theMPICH libraries @ttp//www-unix.mcs.anl.goy
mpi/, that have currently been replaced by tBeenMPl libraries (ttp;//www.open-mpi.org).
OpenMPlis a continual &ort on MPI development, which is fully compatible with thdPICH
and theMPI standards, and it is actively supported. Specific portidriee®M2COPSparallel code
were adopted from th6LFSdeveloped codeWelsh et al[2000). The parallelM2COPScode is
currently run on quad-core Intel Systems with the possilke of up to 16 processor cores. The
code can be also used also in sequential mode by running ezadl component individually.

The parallelM2COPSis still under development and a future objective is the tse @upler
toolkit for the model couplings, such that additional modemponents can be easily added. One
such solution for model couplings and communication ambegdiferent processes that needs to
be further investigated is the use of the Model Coupling KibdMCT at http;//www-unix.mcs.anl.
gov/mct). MCT allows both parallel and sequential model runs by usity and emulatedPI

interfaces, respectively.
10.5.3 Programming Language Interfacing

The availability of the high performance compilers and @deation techniques requires the use
of modern programming languages as well. TéHYD , M2SED, M2BBL andM2WAM sub-

models usdortran 77 as their core programming language, but certain portiorta@M2COPS
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system have been extended to Uetran 90. The M2SWAN model is completely written in
Fortran 9095. While it is not the principal objective of the current woik translate and test the
Fortran 77 code toFortran 90 code, it is suggested that all new model components be wiiite
Fortran 90 towards a full implementation of the latesbrtran standards. Furthermore, the needs
of the CPU speed utilization and the “on demand loading” of resourseachieved by the use of
modern computing languages.

ThelDL (Interactive Data Language) software used for the anafysisvisualization needs of
M2COPShas implemented facilities for callinprtran andC functions and subroutines, while the
Fortran andC programs can call needéDL proceduresIDL has a sophisticated Advanced Pro-
gramming InterfaceAPl) in C that can be used to develop specialized calls from otheukyes.

Various model components M2COPSare written inC programming language (e.g., natural
neighbor interpolation and various utilities) which neet¢ accessed frofortran as well. Consis-
tency requires that specifiortran andC utilities of M2COPSshould be accessible by the graphics
and analysis packages as welortran 77 and evernFortran 9095 have very limited capabilities
for the development of a re-usable interface among the wadi@nguages and it usually requires
extensive programmingfert. In M2COPSthe interfacing amongortran, C andIDL is achieved
by the use of a package call&Fortran (http//www-zeus.desy.deburow/cfortrar). CFortranis
not a regular software package, but rather just a headehéitecontains directives compatible with
the majority of the computer platforms, and can be used tatooct the necessary calls for the
various computing languages. The resulting code is cohjila library subsequently used in the
final linking of the model executable code with the tBd., Fortran, andC libraries of the system.
IDL uses the dynamic counterpart of the above created librainys grocedure, as implemented
in M2COPS produces facilities that are common to all modeling congmis, thus ensuring the

consistency in the data analysis and manipulation.

10.6 Visualization and Computer Resources

A multi-component modeling system that utilizes additissaftware packages and is designed
to perform scheduled runs (either continuous or discretglires use of some sort of automation
software, since continuous user intervention is imprattid 2COP Sextensively uses “glue” scripts

to automate the various aspects of its runs. Model runs,glatage and extraction, data analysis
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and visualization are all controlled I&yshell scripts UNIX) that have been developed side by side

with the M2COPSdevelopment gorts.

The data analysis and visualization need$/8iCOPSare fulfilled using the Interactive Data
Language IDL at httpy//www.ittvis.com/ProductServicgtDL.aspX¥) which has numerous facili-
ties for data analysis and visualization. Individual fiigis have also been developed as part of
M2COPS Other tools required for the production of the final produ@t.g., image manipulation,
animations, data format handling) are either part of a stahdNIX/LINUX operating system or
are usually available as an open-source software packdgeddcuments related M2COPS(in-

cluding the present document) are generated UsKiEXin both PostscriptandPDF formats.

The memory and storage requirements for the MAICOPSsimulations are mainly controlled
from the presence of the 4-dimensional arrays in the sedimet wave models. A reasonable
estimate, based on personal experience with these modeteefmemory requirementss2 GB.
The most computationally expensive model is the sedimemien®epending upon the number of
the sediment particle sizes used, the memory requiremasity eeach~ 2 GB and use of refined

requirements can easily reach even higher levels.

M2COPScurrently runs on four computers with 8 GBAM each. This is sficient for a full
Lake Michigan simulation. Considering the Lake Michigax2 Rm computational grid as a basis
of a large scale simulation, the output requirements forlla3iD model simulation per week is
estimated to be 1.5 GB to~ 2 GB. Therefore, a full Lake Michigan simulation for one yeaing
51 sediment classes, 3D velocity and temperature fields tisestorage requirements to7 TB.
Data analysis and visualization will introduce an addisiion 1 TB to ~ 2 TB storage requirement

that brings the storage requirements to a totat 40 TB.

If the data are to be archived, a compresgiastompression scheme should be used. Depending
upon the data type the usual compression rates are betwééno/95 %. An alternative and more
efficient approach is to write and read the model dat&@¥ (httpy//cdf.gsfc.nasa.ggy or HDF5
(httpy/www.hdfgroup.org) format that compress the data on the fly. However, usingeittethod

the storage requirements and data handling at the end laexp@nsive.

Modern computers are very fast and subsequently the nuaheniocdels are executed fast as
well. The time for a weekly model run depends upon the modeipmments used and the detail in

the computations and can take as little as-2ZD min and as high as-23 days per simulation week.
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A compressiofdecompression approach of&2 GB stored file can take as long as1Q5 min at

a time and needs to be further multiplied by the number of thgables being retrieved. This
makes the whole approach a very time consuming processe 8iast numerical models, including
M2COPS are equipped with restart facilities to facilitate longneruns, the model restart files can
be utilized to overcome the requirements related to stoaaglecompression of the data. Personal
experience shows that the long term model simulation datdbealiscarded after the generation of
the final products and only the model restart files at specifegs (e.g., once per week) need to be
retained. This approach, in combination with the use of@b#-/HDF format reduces the storage
requirements to a bare minimum without losing the capabditretrievingregenerating the data
for any specified date within the simulation period. The &bapproach has been tested in many

previous model simulations and is certainly adopteMA#COPS
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CHAPTER 11

M2COPS PRELIMINARY TEST RESULTS AND CONCLUSIONS

11.1 Initial Model Application and Testing

The developed prediction system and its associated codpamnts need to be applied and
tested under dlierent conditions and varying flow domains so that code bugseaisolated and
model behavior can be tested. The model output may inclugléottowing physical variables(a)
currents(b) temperatureqc) sediment concentration&]) free surface elevationég) surface wave
parameters (height, period, energy and directig¢f))yertically integrated currentgg) vertically
integrated sediment concentrations, @mdottom characteristics (bedload fluxes, bottom evolution
and sediment grain size distributions). Derived physieahmeters may includé€a) horizontal and
vertical momentum and mass fluxes at selected locat{hsontrol volume fluxes(c) numerical
collection rates at selected locatiolid) total suspended sediment mass (local and global) (end
temporal histories of the above parameters.

Although the individual model components of tB&F have been thoroughly tested and evalu-
ated, the improvements and additions to individual modetimanents as well as the new compre-
hensive model approach still need evaluation and verifinatSwitching on and fb the diferent
model components shows the relative importance of each Incodgponent with respect to each
other and to the problem being modeled.

In the present initial model evaluation its behavior witldavithout the &ect of the waves is
examined in the physical domain of Lake Michigan and speificduring the Spring plume event

of 1998.
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11.2 Boundary and Initial Conditions and Model Forcing for the Preliminary Tests.

The lake domain in the present application is consideresedavithout inflows from the basin
rivers or outflow to Huron Lake. Daily lake stage elevationuatinents are determined as the
average of the hourly water elevation data at 6 gage statiomend the Lake shoreline (stations
numbers: 9087023 at Ludington, MI, 9087044 at Calumet Hathp9087057 at Milwaukee, WI,
9075080 at Mackinow, MI, 9087079 Green Bay, WI, 9087096 at intand, Ml).

The boundary conditions for the hydrodynamic and sedimentais mathematically are defined

as:
free surface: A, @@ - ||k, ﬁ‘ _ I and §:0 (11.2.1)
0z 0z Po Po 0zl pPoCp 0z
ou o] [tox Toy] OT 0S
bottom: — —|=|—,—|, —=—=0 and =0 11.2.2
m ﬂv[az az] Po po] 9z~ oz na w ( )

The wave boundary conditions are setXNgx, y, 6, 6, t)|Land = 0, that is, the land boundary absorbs
all incoming waves.

For the “cold” model start all the fields in the water columelfcities, temperature, sediments)
are initialized by setting them equal to zero. The initiahditions for the bottom sediments of
Lake Michigan are set according to the data presented inr&3@.16 (a-c) and details of how the
bottom sediment data were obtained are given in Se&ibnThe wave models may assume one
of the following two initial conditions:(a) no waves at all; andb) some very young sea state.
Here, the wave field is set to zero (that is, no waves existdd). The above set up for the initial
conditions of the hydrodynamic and wave model requiresttietodel run for some time to allow
the initial conditions to propagate through the computatialomain and the model to reach a state
of statistical equilibrium. This procedure in modeling gree is known as spin up. In the present
wind driven 3D model application, one week spin up perioddecuate for the model to reach
equilibrium and the results to become realistic.

Forcing of the model during the spin up (February 22nd to &atyr28th, 1998 ) and the actual
simulation period (March 1st to March 31st, 1998 ) requiretearological data (air temperature,
cloud cover and dew point), wind speed and direction, anghé&aiure data. Details of how these

data where obtained and processed are found in Segtlon
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11.3 Statistical Tests

Only parametric statistical tests are used in the initial@ation of the developed model predic-
tion ability that include the meanm) of the diferences between the calculated and the measured
or observed data sets, thenge of variability, the standard deviatiow-] and the root mean square
error RMSBH.

The mean of the dierences between the modeled and measured data providessaogevall
measure of the model performance and is calculated as:

n
2 (Oi - Mi)

i=1
== 11.3.1
m - (11.3.2)

wheren is the total number of observation or modeled poihts,are the modeled an@; are the
observed values of each evaluated variable. The smallen¢he diference the better the agreement
between the model and the observed values, with a value @fdesoting absolute agreement.

The standard deviatiors)is a measure of the distance of th&elience between the calculated
and observed data from the meaffelience. Small standard deviations indicate that tiferéinces

are closer to the mean. The standard deviation is calcuéested

3 [(0- M) - mf
s= |2 - (11.3.2)

The root mean square errdRISB is another test of the overall model performance that mea-
sures how close the modeled value of a variable is to the vbdenalue. Mathematically, the test is

defined as:

RMSE= (11.3.3)

The diterences between the modeled and observed data are squatext swre weight is
given to larger errors. All the above tests give informationthe size, but not of the nature of the
error, which make them adequate measures for the prelignmadel evaluation. However, deeper
analysis may require specific tests that can reveal theaafiuthe errors and help with in future

model improvements.
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11.4 Preliminary Test Results and Discussion

Water Level Simulations Without Waves

A comparison between observed and modeled without fileeteof the waves water elevation
data take place here. Modeled water elevations have bempafated to the location of the water
elevation gage stations using the Natural Neighbor metiibd.mean of each data set is calculated
and subtracted from the water elevation data in this datéogetoduce two new data sets one for
the observed and another for the modeled water level fluotsaabout their corresponding means.
Then, time series of hourly modeled water fluctuations arepared to hourly water fluctuations
observed at six gage stations around the lake. A summaneahluation statistics and the maxi-
mum positive and negative deviations from the zero mean ter@ted as max and min are shown

in Table11.1 Graphical representation of the time series is shown inregll1.1to 11.6

Location max (cm) | min (cm) | s (cm) | RMSE (cm)
Mackinaw, Ml 2118 -3266 6.75 8.28
Ludington, Ml 14.83 -14.35 3.69 381

Calumet, IL 3921 -1891 5.84 6.26

Milwaukee, WI 24.20 -1863 3.96 4.87
Green Bay, WI| 2957 -4892 1302 1337
Port Inland, Ml 15.60 -35.18 551 6.56

Table 11.1 Evaluation of water level fluctuationsftfect of waves not included

From Figuresl1.1to 11.6it is apparent that the model predicts well for all the sigaifit set-
up and draw-downs of the water surfaces. Although spedificisigned tests need to be applied
to accurately decide whether the modeled and observed fliatarations are in phase, the visual
agreement seems encouraging. The magnitude of fferetices expressed by the standard devi-
ation and theRMSEis variable around the Lake. The best agreement is found @ington and
the worst at Green Bay with standard deviatiom892m and 132 cm andRMSE3.81cm and
1337 cm, respectively. Actual waterftkrences range from 8B cm to 4892 cm. Because the
differences are calculated by subtracting the model from theredd fluctuations, the model shows

a general tendency to underestimate the observed watetieles.
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Lake Michigan Water Level Comparison (hourly) Lat: 45.7800° N max: 0.2118 m std: 0.0675m

Year: 1998, Station: Mackinaw City, Ml Lon: 84.7200°E min: -0.3266 m rms: 0.0828 m
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Figure 11.1 Water fluctuation time series at the Mackinaw, M| gage statio

Lake Michigan Water Level Comparison (hourly) Lat: 43.9500°N max: 0.1483m std: 0.0369 m
Year: 1998, Station: Ludington, Ml Lon: 86.4400°E min: -0.1435m rms: 0.0381 m
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Figure 11.2 Water fluctuation time series at the Ludington, Ml gage stati

Lake Michigan Water Level Comparison (hourly) Lat: 41.7300°N max: 0.3921m std: 0.0584 m
Year: 1998, Station: Calumet Harbor, IL Lon: 87.5400°E min: -0.1891 m rms: 0.0626 m
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Figure 11.3 Water fluctuation time series at the Calumet, IL gage station
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Lake Michigan Water Level Comparison (hourly) Lat: 43.0000° N max: 0.2420m std: 0.0396 m

Year: 1998, Station: Milwaukee, WI Lon: 87.8900°E min: -0.1863 m rms: 0.0487 m
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Figure 11.4 Water fluctuation time series at the Milwaukee, WI gage @tati

Lake Michigan Water Level Comparison (hourly) Lat: 44.5400° N max: 0.2957m std: 0.1302 m

Year: 1998, Station: Green Bay, WI Lon: 88.0100°E min: -0.4892m rms: 0.1337 m
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Figure 11.5 Water fluctuation time series at the Green Bay, WI gage statio

Lake Michigan Water Level Comparison (hourly) Lat: 45.9700° N max: 0.1560 m std: 0.0551 m

Year: 1998, Station: Port Inland, Ml Lon: 85.8700°E min: -0.3518 m rms: 0.0656 m

0.6F T T T T T T T T T T

g 04

3 02F E

= E |

3 0.0 E

g 02F E

] C |

= .04f i ) =

E Gage Elevation Data (G) ____ Model Elevation Data (M) E

06 B 1

30 60 90

Day of the year (d)
Figure 11.6 Water fluctuation time series at the Port Inland, MI gage®tat
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Water Level Simulations; Wavetects included

The comparison between modeled and observed water eledstia is repeated to examine this
time the barotropic response of the model when the wéeeteis included. Time series of hourly
modeled water fluctuations are compared to hourly waterddiitins at the same 6 gage stations
around the lake. A summary of the evaluation statistics aedntaximum positive and negative
deviations from the zero mean level, denoted as max and m@rsheown in Tabld1.2 Graphical

representation of the time series is shown in Figie§to 11.12

Location max (cm) | min (cm) | s (cm) | RMSE (cm)
Mackinaw, Ml 20.26 -3497 6.85 8.44
Ludington, M 1392 -14.33 371 3.82

Calumet, IL 39.33 -17.49 5.79 6.28

Milwaukee, WI 2491 -1809 3.97 491
Green Bay, WI 3298 -36.80 1107 1118
Port Inland, Ml 14.10 -34.24 5.49 6.57

Table 11.2 Evaluation of water level fluctuationsffect of waves included.

From Figuresll.7to 11.12and Tablell.2it is obvious that water level simulations with the
wave dtects included improved the magnitudéteiences at all the stations around the lake. The
biggest improvement is noticed at the Green Bay area whexenmen water fluctuation dierence

dropped from 482 cm to 368 cm. Overall improvements are approximately betweerBm.

11.5 Conclusions

The main objective of this dissertation has been the dewstop of a coastal prediction system
that includes the 3DfEect of the waves on water circulation and sediment transpbg momentum
and scalar equations have been re-derived to incorporatextia momentum produced by the
waves, known as radiation stress, not only on 2D fields but@rfi@ds as well. The need to
consider the 3D radiation stresses when studying the ttters between waves and currents has
been recognized and a feWats have been made towards this direction in the recensyddnis
dissertation has taken into consideration all the knowwipus studies on this subject and has
developed a full theoretical background for the incordorapf the 3D radiation stresses. The
developed theoretical background has become part of treatqaediction system presented as a

whole for the first time here.
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Lake Michigan Water Level Comparison (hourly) Lat: 45.7800°N max: 0.2026 m std: 0.0685 m
Year: 1998 Stat|on Macklnaw Clty, MI Lon: 84.7200°E min: -0.3497 m rms 0 0844 m

0.6F T
o4k Wave effects |ncI uded

0.2
0.0
-0.2
-0.4
-0.6

M

L YT |

e Wwwwww ;

Water Level (m)

B b b b b

AN AR RN AN R

Gage Elevation Data (G) - Model EIevatlon Data (M)

30 60 90
Day of the year (d)

Figure 11.7 Water fluctuation time series at the Mackinaw, M| gage statieaves included.

Lake Michigan Water Level Comparison (hourly) Lat: 43.9500°N max: 0.1392m std: 0.0371m
Year: 1998 Statlon Ludlngton MI Lon: 86.4400°E min: -0.1433 m rms 0 0382 m
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Figure 11.8 Water fluctuation time series at the Ludington, MI gage stativaves included.

Lake Michigan Water Level Comparison (hourly) Lat: 41.7300°N max: 0.3933m std: 0.0579 m
Year: 1998 Statlon Calumet Harbor IL Lon: 87.5400°E min: -0.1749 m rms 0 0628 m
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Figure 11.9 Water fluctuation time series at the Calumet, IL gage stati@ves included.
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Lake Michigan Water Level Comparison (hourly) Lat: 43.0000° N max: 0.2491m std: 0.0397 m
Year: 1998 Statlon Mllwaukee WI Lon: 87.8900°E min: -0.1809 m rms 0 0491 m
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Figure 11.10 Water fluctuation time series at the Milwaukee, WI gage atativaves included.

Lake Michigan Water Level Comparison (hourly) Lat: 44.5400°N max: 0.3298 m std: 0.1107 m
Year: 1998 Statlon Green Bay WI Lon: 88.0100°E min: -0.3680 m rms 0 1118 m
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Figure 11.11 Water fluctuation time series at the Green Bay, WI gage statiaves included.

Lake Michigan Water Level Comparison (hourly) Lat: 45.9700° N max: 0.1410 m std: 0.0549 m
Year: 1998 Statlon Port Inland MI Lon: 85.8700°E min: -0.3424 m rms 0 0657 m
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Figure 11.12 Water fluctuation time series at the Port Inland, Ml gage®tatvaves included.
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In addition to the incorporation of the 3D radiation stresseany features of the models that
consist the basis for tHd2COPScoastal prediction system have been replaced or modifiedlest
the latest advancements in the hydrodynamic and sediméts. fieuch modifications include use of
the UNESCQequation of state; re-formulation of the surface dragfocients for heat and momen-
tum to account for thefect of the Atmospheric Boundary Layer stability in both tlyelfodynamic
and wave models; use of variable barometric pressure alengaiution domain; re-formulation of
the bottom roughness height, the Shields critical stredgfanskin friction co#ficients in the sedi-
ment models; and re-formulation of the bottom boundaryrayel turbulence model to account for
the radiation stresses.

TheM2COPScoupled wave, current and sediment transport coastalqti@alisystem is appli-
cable in lake and coastal ocean environments and it is exghéataid specifically in the modeling
and analysis of flood surges, near-shore current systerastatand rip currents and surf zone
waves. Techniques required to make modelifigres usingl2COPSeasily adaptable to future ap-
plications and identification of programming and code oizgtional issues required for théieient
incorporation of the new research advancements into theehinadre also been discussed.

The system has been applied in the Lake Michigan domain gltihi@ Spring plume of 1998.
A detailed analysis of measurements taken duringgB&LE project has been presented, accom-
panied by a methodology capable of examining the genesuten and disappearance of the
Spring sediment plume. The proposed methodology includdsuéerian Particle Tracking formu-
lation and a conceptual and computational set up of contioives at the shore and the bottom of
the lake. A complete database for the texture of the erodddrralafrom each shoreline segment
and lake county has been developed by collecting existite aled by inferring data from various
sources. A relationship between the chlorophyll-a coraetthe phytoplankton biomass has been
established for Lake Michigan to allow the exclusion of ®rgfed mass due to biological activity
from the total suspended particulate matter measurememsdeveloped methodology is based on
the ability of the sediment model to accept an unlimited neirdd sediment particle sizes.

The present preliminary evaluation of the system, althdirghied to water elevations, shows
the improvement from the inclusion of th&ect of the waves. Future work is needed to evaluate
the performance of the other system components and to egdheréfect of the added features and

modifications on the prediction ability of the system.
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APPENDIX A

NOTATION

Symbol Units Definition

A A

An, Ay m?-s71 Horizontal and vertical eddy viscosities (turbulent eddy
diffusion codicients)

a dimensionless Water surface albedo

B, B

B dimensionless Fraction of the sediment size class cuyranthe active
layer

Bs dimensionless Fraction of the sediment size class cuyramnthe active
stratum

C,¥

C,C, C dimensionless Dimensionless sediment concentrationegbdinticular
sediment size class and its reference definitions

Cb dimensionless Drag cfiecient

Cwm, Cnm dimensionless Wind surface, drag and neutral drag¢ficoents

Cp Jkg-°C Specific heat of the water

c Jkg-°C Specific heat of the air

CH dimensionless Aerodynamic bulk heat transferfiioent

D, A

Dh, Dy m2.s 1 Horizontal and vertical massftlisivities (turbulent mass
diffusion codicients)

ds m Diameter of a sediment size class

0 radians Sun’s declination angle (angular postion of theagwolar

noon with respect to the plane of equator)
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Symbol Units Definition

E,E

Em m Active layer thickness

n Horizontal coordinate in the Curvilinear coordinate sgste
(mapping of they direction)

€ m?.s3 Dissipation rate of the turbulent kinetic energy

& dimensionless Emittance of the water surface: 0.98

Ex, Exn, Exy  dimensionless Ekman number and the horizontal and veEkalan
numbers respectively

F, ®

D, Oy, Oy General modeled scalar quantity and its reference
definitions

Fr, Frqg dimensionless Froude number and densimetric Froude number
respectively

G, T

g m-st Gravitational acceleration

Vs N-m~3 Specific weight of the sediments

Vs N-m~3 Specific weight of the water (also represents the specific
weight of the mixture of the water and the suspended
sediments (all size classes)

Vair N-m~3 Specific gravity of the air

Yor Vr N-m~3 Reference water specific gravities

YV N-m~3 Specific gravity of the pure water

H, H

h m Mean water depth (from bathymetry)

D m Total water depthld = h + ¢)

H W-m~2 Heat flux at the water surface

Hy W-m~2 Net heat flux

Hs W-m—2 Sensible heat flux

H, W-m—2 Latent heat flux

H r W-m—2 Longwave radiation heat flux

Hsr W-m—2 Shortwave radiation heat flux

Hesr W-m—2 Clear sky shortwave radiation heat flux

hq dimensionless Specific humidity of the air
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Units

Definition

L, A

M, M

Wair
Wo, Wr
Uy

N, N

Vair
Vo, Vr

Vw

P, II

dimensionless

dimensionless

W-m—2
W-m—2

m2.s™1

m?2.s2

W-m~2.9C

N-sm=2
N-sm=2
N-sm=2
N-sm=2

dimensionless
m2.s 1
m2.s 1
m2.s 1
m2.s 1

dimensionless

Specific humidity of the air at the instruniesight
(usually 10 m above the surface

Specific humidity of the air at the water sigrfa

Incident shortwave radiation
Average solar constant taken equal to: 1378W/

Horizontal coordinate in the Curvilinear coordinate sgste
(mapping of thex direction)

Horizontal and vertical eddy flusivities (turbulent eddy
diffusion codicients)

Turbulent kinetic energy per unit mass
von Karman'’s constant (equal to 0.4)
Bulk heat transfer cdicient

Surface mixing layer height

Dynamic viscosity of the water

Dynamic viscosity of the air

Reference dynamic viscosities of the water
Dynamic viscosity of the pure water

Total number of the sediment size classes
Kinematic viscosity of the water
Kinematic viscosity of the air
Reference kinematic viscosities of the water
Kinematic viscosity of the pure water

Porosity of the bottom material (constant)
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Symbol Units Definition

p N-m—2 Pressure (gage or absolute) of the water

Patm N-m~—2 Pressure (gage or absolute) of the moist air above the water

Pd N-m2 Pressure of the dry air

Po, Pr N-m=2 Reference Pressures of the water

Ps N-m~2 Saturation vapor pressure of the moist air (absolute)

pv N-m~2 Vapor pressure of the moist air (absolute)

Pr, Prt dimensionless Prandtl and turbulent Prandtl numbers césply

Q

Qb mgm=2 Vertically integrated (in respect ,) sediment mass per
unit horizontal area of the particular size class curreatly
the bottom

Obis Obixs Obiy ~ Mgm~tst Vertically integrated (in respect #y,) sediment mass flux
per unit horizontal area of the particular size class cuilyen
at the bottom, and its two components

o} Jkg? Latent heat of vaporization of the water

0o Jkg? Latent heat of vaporization afdT taken as:
25002978 J/kg

R, P

P mgL~t Density of the water (also represents the density of the
mixture of the water and the suspended sediments (all size
classes)

Ps mgL~1 Density of the sediments

Re, Rep dimensionless Reynolds number and particle Reynolds numbe
respectively

R; dimensionless Richardson’s number

Ro dimensionless Rossby number

Pair kg-m3 Density of the air

Pos Pr kg-m™3 Reference water densities

Pw kg-m3 Density of the pure water

S X

Se, Set dimensionless Schmidt and turbulent Schmidt numbers

Shp dimensionless Particle Sherwood number
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Symbol Units Definition

Se mgm 2.1 Source sediment term representing the entrainment or
resuspension flux of the bottom sediments. This term is
only evaluated near the bottom and it is zero everywhere
else in the water column

Sq mgm 2.1 Sink sediment term representing the settling flux of the
suspended sediments into the bottom. This term is only
evaluated near the bottom and it is zero everywhere else in
the water column

St mgm2.s1 Source sediment term representing the exchange of
particles between the active layer and the active stratum
(specific to a particular size class)

S dimensionless Specific gravity

o Vertical coordinate in the Curvilinear coordinate system
(mapping of thez direction)

So General sourgsink term of a modeled scalar

S psu Salinity (practical salinity) of the water

So, Sy psu Reference salinities of the water

O W-m—2.K~4 Stefan-Boltzmann’s constant that equals to:
5.673- 108 W/m?.K*

T, T

t S Time

T N-m~—2 Shear stress

Ts, Tsx Tsy N-m~2 Surface shear stress and its two components

Th, Thx, Thy N-m~2 Bottom shear stress and its two components

T oc Temperature of the water

Tair oc Temperature of the air

Ty oc Dewpoint temperature

Te oc Equilibrium temperature

To, Tt oc Reference temperatures

Tw oc Temperature at the free surface of the water

U, o

u m-st Flow velocity in the x-direction

U m-st Vertically integrated flow velocity in the x-direction

Upx, Upy m-st Vertically integrated average horizontal velocities ie #3

and y-directions respectively of the moving sediment size
classes currently at the bottom
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Symbol

Units

Definition

U,
Oair
e

00! el'

Oh

V, Q

NS

dimensionless

dimensionless

m-st
oc

oc

oc

oc

oc
radians

m-s 1
m-s 1

m-s1
m-s~1
m-s~1

m
m
radians

Factor to reflect the availability of the ipatar sediment
size class in the active layer control volume (0 or 1)

Stability height (function of the Monin-@hov stability
length)

Shear velocity

Potential temperature of the water

Potential temperature of the air

Equilibrium potential temperature

Reference potential temperatures

Potential Temperature at the free surface of the water

Hour angle (angular displacement of the sun fronots
meridian)

Flow velocity in the y-direction
Vertically integrated flow velocity in the y-direction

Settling velocity for the particular sentiment size class
Flow velocity in the z-direction
Wind speed and its two horizontal components respectively

Horizontal coordinate (x direction) in the Cartesian
coordinate system

Horizontal coordinate (y direction) in the Cartesian
coordinate system

Bed surface elevation

Vertical coordinate (z direction) in the Cartesian cooati
system

Water surface fluctuation
Roughness height
Solar zenith angle
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APPENDIX B

MATHEMATICAL DEFINITIONS

B.1 Averaging Operations

Turbulent flows are defined as unsteady swirling fluid motitvas strongly &ect the distribu-
tion of mass, momentum and scalar quantities in the flow figlie highly random nature of the
turbulent flows, makes the exact calculation of the flow patans nearly impossible, a problem
that is remedied by separating the flow in mean and turbulemiponents. Filtering out the fine
scale turbulencefkects introduces additional terms in the equations of magioth transport that
are usually evaluated using an appropriate turbulenceidasodel. In the presence of the wind
generated higher frequency surface waves, matters beceenengore complicated as the waves
impose additional oscillatory type motions on the flow fidldttneed to be resolved as well. In the
next short Sections are introduced the basic principleb@fieraging procedure in the presence

and in the absence of surface waves.

B.1.1 Reynolds Averaging

The separation of the flow in mean (temporally averaged) aroutent components is per-
formed by considering a decomposition of a flow variablénto a temporally averaged component

a and a turbulent componeat such thatStaniSic[1989:

t+At

_ 1
a=a+a ; =+ |a (B.1)
t

where, the following Reynolds averaging rules are defined:

= (? ’

R

o =0; B =af =0; ap=aB+adp; Z—‘”zg—‘;;fadng&dg (B.2)

=
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B.1.2 Extended Reynolds Averaging

Since the wave dynamics are represented by wave phase edtergqgations and the hydrody-
namics are represented by temporally averaged equattoerg will be a gap in the time domain
when the wave and the turbulence dynamics are coupled. fohereluring the coupling process
either, the hydrodynamic equations need to be phase avkoagbe relevant wave terms used in
the model coupling need to be temporally averaged.

The analysis of the interaction between the waves and theilance is performed by con-
sidering a decomposition of a flow variahle into a temporally averaged componenta wave
componentz"and a turbulent component (Reynolds and Hussaii1977, Finnigan et al[1984,

Thais and Magnaud¢1999) such that:
a=a+a+a (B.3)

In this decomposition, the time and length scales of the veaveponent are assumed to be
smaller than the corresponding scalesaof As also noted irFinnigan et al.[1984, there is a
correspondence between the wave and turbulence time sceédy due to the fact that the wave
frequencies often coincide with the energy containinguesgries of the turbulence. Therefore, the
separation of the wave and the turbulence fields must be dsrsfown in equatioB.3, in time and
not in length scales. To accompany the definition of thiddrdecomposition, they are introduced
here two wave phase averaging operations:

(a) aphase-conditioned averagindenoted by the use of the syml@l that separates the orga-
nized contributions to the variabte (that is,a anda) from the random contributions (background

turbulence) defined by the following equation:

N
d=a+d= Nliinw{%mzzla(umm} (B.4)

where, @ is the phase averaged component of the variablavith the wave phase defined as:
¥ = ko X, — ot (summation over, a=1,2) andT,; is a reference wave period. The above men-
tioned triple decomposition and the accompanying phaseitioned averaging operation, is de-
scribed in detail in the series of publications Hyssain and Reynold497Q 19773 and Reynolds
and Hussaif1973, and it has been used to separate the background turbutemeehe organized
flow motions from field and laboratory wave data ($tessain and Reynold4973, Finnigan and

Einaudi[1981]], Finnigan et al[1984, Einaudi and Finnigafl1993).
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This phase-conditioned averaging procedure, defines #rage of all realizations of the values
of the variablex at a particular phas¢ and its application on the Navier-Stokes equations, allows
the derivation of the equations of the wave velocities. lndbsence of waves & 0), the rules for
the averaging of any flow variable are described by the Relgnaleraging procedure presented in
SectionB.1.1 To account for the wave-turbulence interactibtussain and Reynold497QJ and
Finnigan et al[1984 presented an extension to the usual Reynolds averagingtrogucing a set

of additional rules summarized as follows:

-0; &B=aB; aB=ab: a=a=a; af =af =0 (B.5)

Q

Y
a =

where, the last of the above equations implies that the lvaokd turbulence and the mean wave
motions are uncorrelated.

(b) aphase averagingdenoted by the symeT)w, that is used for the separation of the interac-
tions between the waves and the mean flbel{or [2003 and Ardhuin and Jenkin§20064), and

it is defined as follows: o

@’ = % ady (B.6)
0
where, the phase averages of the odd powers of,stosy and the products of sinand cos/ are

zero (e.g.ﬁw =0).
B.2 Boundary Fitted Transformations

Most modern three-dimensional hydrodynamic numerical eteotbr free surface flows (lakes,
estuaries, coastal areas, etc.) are designed to bettérer¢dlse complex geometries in the horizon-
tal directions and to adequately follow the bottom topobyaprhis is accomplished by usingg)
general boundary-fitted coordinate systems horizontaliyvflinear coordinate systems with coor-
dinate lines coinciding with all boundary segments), @)d--coordinate transformations (stretched

o-grids) vertically.
B.2.1 Horizontal Curvilinear Transformation

The transformation of the horizontal solution domain reggiithe transformation of both the
coordinates and the equations being solved where, thefdraretion of the Cartesian physical

domain with the curvilinear coordinates as independeritlblas, maps the boundary segments in
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the physical domain to vertical or horizontal lines in thensformed domain. In the subsequent

analysis it is defined the symbglto reflect the Cartesian coordinates, z), and the symbaf; to
reflect the curvilinear coordinateg, 7, 2), therefore:

X = %i(£1,62,£3); &i = &i(X1, X2, X3)
(B.7)

(X1, X2, X3) = (X, 9. 2); (£1.62,£3) = (£.m.9)

Since the coordinateg andé&; are independent among themselves, the following expmssio

are valid:

: : _ _ 1 if i=]
2] = % = 'J 6'j = (Kronecker's delta) (B.8)
oxj €] 0 if i#]j
The partial derivative of any scalar variabfethat is a function ofx; and therefore of,
f: f(XlaXZa"'5Xn): f(fl;gZa"

-,&n), can be written using the chain rule for theéfdrentiation
of a composite function as:

ot 9 of o0& of o of PYRPY.
— = == 22 2 B.9
%~ o% % 9% o5 9% o9& 3% 3 (B.9)
of  0x; af  9xqg af  Oxp Of Xy Of
A _Pa0l Pt | Padl B.10
o8 = 98 9%~ o8 ox | & 9% 9% 9% (8.10)

Designating the notation that a partial derivative of a fiortis represented by a variable sub-

script (f, = 0f/0a), the application of the above equations for the case of wmedimensional
coordinate transformatiorx(y) — (&, ) yields:

(fsc f,,] B (ngx +yef, Xy fx + yy fy]
fx fy é“xfé:'i'nxf;] é:l/ff-‘rnl/f?]

Since now the coordinateg, (y) and €, n) are related byThompson et a[1985):
Yp —X% ny -1

{gx f”} _1 [ ! n} and [X§ yf] =1 [ ’ XJ (B.12)
Nx Ty J —Ye X X Yn &y &x

where J is the Jacobian of the transformatiodf. = x: y,, — X, yz. For the functionf, using the

(B.11)

equationB.10andB.12 it can be easily derived that the following equations aue:tr

1 1
=7 [(Fume=(Tuedy ] and = 5 [(x)e + () (B.13)
where the metric tensor of the transformation is defined kks/fe:
X‘? + y? X§X77 + YeYn Jdi1 912
g = = (B.14)
X Xe + Ynlle X+ Y g21 922
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and its inverse is:

i _
g 21 22

2 2
Xp+ Yy —XeXp + YeYn gt g'?
_ (B.15)
9 g

—XXe + Yyl X2+

with det (gj;) = det ¢ = 2. In addition to the coordinate and equation transformatiba flow
velocities are also transformed so that their componepts@rtravariant that is, normal to ther)

coordinate lines. This transformation follows the rule= a_x. u! and therefore, the two horizontal

j
physical velocitiesy, v) are given in terms of their contravariant counterpauts) by the following

equations Chapman et a[.199q):
U = XU+ X0 and v =yl+y, (B.16)

B.2.2 \Vertical Stretched Transformation

The transformation of the vertical coordina® theo coordinate (Figure.l) is defined as:

— Z_g(x9y’t) — Z_g(x9y’t)
h(x.y) +{(xy.t)  D(Xu.1)

(B.17)

h is the still water depth{ is the free water surface fluctuation abBdis the total water depth.
According to equatiorB.17, the coordinater takes the value O at the free surfaze=() and
assumes the value -1 at the bottars=(-h). The partial derivatives af in respect toX, y, z t) are

easily obtained from equatid.17 as follows:

dr 10, odD 1.9 oD

X~ D Dox Dlaxt ol (8.18)
o0 106/ ooD 1.0 oD

go _ 19 o ob__Lpoc, 9P B.19
oy Doy D oy [6y+0—6y] (8.19)
oo 1

g _ 1 B.20
oz D ( )
90 19l oD _ 1+0dD  1+09f (B.21)

ot Dot D ot D ot D ot

The operation of the partial fierentiation of any field variablé in respect to the independent
variables &1, X2, X3, Xa) = (X, y, z, t) is redefined using the chain rule forff@égirentiation (equation

B.9) for (¢1, &2, &3, €4) = (X, y, 0, 1), and the corresponding partial derivatives are replageithd
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following expressions:

of _ ot oot _of* 1ior 9D of

ox _ox " 9x 9o ox Dlax " ax] do (8.22)

of _ ot oo ot _of 9Dy ot

9 7o - [ ] (B.23)
dy  Oy* 8y oo 6y*

of o af* 1 of

92" 9290 "D oo (B.24)
f of* f*  af* 1 D of*

of _of* oo oft _of* 1+0 0D of° (B.25)

ot~ ot ot o o D ot 80’
dy
Under theo transformation the two horizontal Ve|OCItIGS:€ —, 0= —) are invariant but in

the vertical direction a new veloci®y is introduced:
do  do oo oo oo

*

R R TR L

. oD 8¢ oD, (9 oD
Dw—w—(1+0')ﬁ—u[a—x+a'ax] U[ay 8_y (826)

B.2.3 Curvilinear Transformation of Symmetric Tensors

Let Fi; be a contravariant symmetric tensor in Cartesian cooretinand pq be its contravariant
components in curvilinear coordinates. These two tendoey the following transformation law:

L Ox 0x) e
|J 6é'_- 6é'_- pq !

where, x; represent the Cartesian afdhe curvilinear coordinates defined ag,(x2) = (x,y) and

ihLj,pP,g=12 (B.27)

(&1,82) = (&, ) respectively. The components Bfin terms of the components ®f are derived

using equatiorB.27.

F11= Fog = XFee) + 2XX,Fen) + XgF ) (B.28)
2F = 2F
F22 = Fiy) = yZF @ + 20 + yFam) (B.29)
F12 = Fa1 = Frx) = F = XeUeFee) + (Xetin + X0e)Fien) + XotnF(on) (B.30)

while, using the inverse transformation the components afe written in terms of the components

of F:
2 2

. . Yy XaYn X,
Fi1=Fey = ?F(xx) - 27F(Xy) + FF(W) (B.31)
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2 2
.. v XY X
Fa2 = Fey = ?F(xx) - 27 Foy) + ?F(yy) (B.32)

- = - = Y&Yn XeYn + XnYe XXy
Fi2 = Fa1=F) = Fog = - 72 Fooy + Fou) = 72 Fi) (B.33)

2

The notationF(, in the above equations is used to deﬂote the spatial direofib thus, avoid-
ing the notation conflict whefr, is used to represent the partial derivativeFofn respect tox.
The divergence termdFij/dx; are evaluated in curvilinear coordinates using equatibis after
replacing all occurrences &jj by the corresponding expressions as given by the equaBdt8
B.29andB.30, resulting in the following equations:

al:(XX) 6F(Xy) 1 o . . 5
Ix + —ay = 3 {[,7 (XFee + X,7|:(§;7))]f + [] (X¢F e + X,,F(,m))]n} (B.34)

OFx)  OFw _ 1 - - - -
“ax + oy = 7 {[] (WeF e + yTIF(é’n))L + [] (eFen) + ynF(fm))]n} (B.35)

B.2.4 Non-Dimensional Variables

The governing equations iIM2COPSare modeled using their non-dimensional form mak-
ing it easier to compare the relative importance of one mlaygirocess to another. The non-
dimensionalization of the governing equations is basechupe normalization of all dependent
and independent variables in respect to reference conguds, presumably the largest values
encountered in the problem being solv&iréeter et al[1998), and therefore, the newly created
variables will have values ranging between -1 and 1. Thetemsaare non-dimensionalized using
the following variables: Xand Z that are reference length scales for the horizontal andceaért
directions respectively, Ua reference flow velocityp, a reference water densitp, a reference
value of the modeled scalar quantity, &8¢ and8,, are reference eddy viscositidgfusivities for
the horizontal and vertical directions respective/i$ conveniently replaced byt in the momen-
tum equations and b or K in the scalar equations). The dimensionless variablegitddrby the

carats, are written using the following equations:

o vom 1 Xy .Y /4 . H N — i R
(%9,2) = X (%, y,zzr), (= UX (h,D) = 2 (h,D); = ft (B.36)
N Xy . . 1 1
_1 Kry . _ 2 - - B.37
(0,0, w) U, (v, w Zr) ; (Tx Ty) o (% Ty) 0ofUZ, (% Ty) ( )
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~ - ~ l Xr 3 Zr o ~ g
Ust, Vst, Wst) = — (Ust, Vst, Wst —) ; 0,m) = —(0,m) ; E=———E B.38
(st st st) Ur( St, Vst VVst Zr) ( ) Ur( ) f2Ur2Xr2 ( )
b=t p=tPy g P po P (ga)
Ur ' pr_po ’ pofUrXr ’ pofUrXr
. D- D, . T-To . S-S,
o= ; T= ; S= B.40
(I)r—q)o, TI'—TO, ST_SO ( )
|’]_Brh’ Y Brv’ I’]_~7{rh’ Y Ary
(B.41)
-4 Dh 4 .Z)V g 7(h > 7(V
" Drh Y Dy " th Y 7(rv

Using the equationB.36throughB.41, dimensional analysis yields the following dimensionless
numbers:

U . F: pe/2U,
F, = —1/2 , Frq= — = B 12 (B-42)
(9Zr) Pr—pPo  [d(pr — pPo)Zr]
Po
Uy, Arn Ary
Rp=—; EBxh= —= ; By = — B.43
Arh Ary Arh Ary
Seh= —; Sev=—1: Pih=— Pry = — B.44
o Drh Y z)rv " th Y 7(rv ( )

wherelF; is the Froude numbeRq is the densimetric Froude numb@; is the Rossby number,
[Exh andEyy are the horizontal and vertical Ekman numbefg, and S¢y are the horizontal and
vertical Schmidt numbers, a®l, andP;y are the horizontal and vertical Prandtl numbers. Since

OX/0X = 0iy/0y = 1/X,, 02/0z = 1/Z, andai/ot = f, all the partial derivatives are evaluated using
the following equations:

P @S LS g3
axn \ox) axn T Xnax ' gy \ay) agn XD o
(B.45)
N (@ 1P a0
oz" \oz/ 97 7 9 ath - \at/ o ath
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B.3 Useful Calculus Theorems

(a) Leibnitz’s rule for integralsPacanowski and Gfies[200(, page 49)

b(X)
—ff(x X)dx = faf(xx)dx £(x, b(X ))ab(x) F(x, ())8a(x) (B.46)
ax) ax)

(b) First mean value theorem for integralau(ks[197§, page 161)

The theorem states that, given two continuous and integraipictions f(x) and g(x) on the

b b

interval [a, b] such that:g(X) > 0 and [ g(X)dx >0 org(X) < 0 and [ g(X)dx < 0, the following
a a

expression is true:

ff(x)g(x)dx
ff(x)dx—f(g)——, a<és<b (B.47)
b—a
[ 909 dx

where, f(¢) is the weighted mean of the functidifx) in respect to the weight functiaj(x).

(c) Second mean value theorem for integr&lalks[1979, page 163)

The theorem states that, given two functidig) andg(x) such thatf (x) is monotone and’(X)
is integrable and thaf(x) is continuous on the intervad[b] then, there is & € [a, b] for which the

following expression is true:

b & b
f(x)g(xdx=f@) | gxdx+ f(b) | g(x)dx (B.48)
o o]
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APPENDIX C

COORDINATE TRANSFORMED EQUATIONS

The transformed equations of motion and scalar transpothe ¢, 7, 2) and the £, n, o) coor-
dinate systems are presented here in both their dimensamtahon-dimensional forms. The 3D
equations were derived from equatidhg.], 2.1.10 2.1.11and?2.1.5 using the methods described
in SectionsB.2.1andB.2.2 Following the usual practice, during the derivations fadl higher order
terms involving the gradients d® and/ were neglected. The vertically averaged (external mode)
equations were derived from equatidh4.26h 2.1.29band2.1.30busing a similar approach. The
wave induced #ects on the averaged flow field are introduced in the equahigrike addition of
(a) the various Stokes drift related terms afid the wave radiation terms. The final curvilinear
forms of the equations are written in terms of their respectiontravariant variables, denoted by
the symboKT) while, the notationsis andas) are used to represent thefdrentiation and the spatial
representation of the variab&respectively. The various contravariant variables appgan the

subsequent equations are defined as follows:

Velocities

u= U(X) = U(f) = Xé:f] + X,Il‘j ; V= U(y) = U(,]) = y§U + ynT) (C.la)

. .1
U= —(yyu— %) ; b= 7(—yézu + Xev) (C.1b)
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Doppler velocities

4 0

U—0a = (U-0a)e = X(U—0p) + X, (5 —0p) ; Oa== UCS(Z)dZ=fDCS(o-)do-
-h -1
1 0

v—oa=(U- E’A)(n) =y (U - Oa) + Y0 — 0a); a=—= [vt(@)dz= ﬁ)Cs(O')dff
—h -1

Stokes velocities

Ust = Ust(x) = Uste) = Xelst + X;Vst; Vst = Ust) = Ustgy) = YeUst + Yy Vst
o 1 . 1
Ust = ?(y,,ust— X)Vst) 5 Vst = 3(—ygust+ XeVst)
2 2 2 ~2 >y 2
[Ustl® = Ug; + Vg = g11Ug; + 2g10UstVst + g2V

Wst(z) =

{[900s1 - 219)], + [1DVs1 - 13)] |

al

o o . 1 o o
Wst(0) = A(g)Ust + Ay Vst + 7 { [J DUg(1 - f2 1‘3)]f + [J DVg(1- f2 fs)]n }

o vertical velocities

* *
DQ = Dw — Wgt ;

. . oD
D& =w- AU =gy + (1 + O-)E

Wave radiation stresses

2

2 2 2
e Y Xy X, . Ye Xé-'yé-' X
Set) = 20 — 25 S) + xS 1 S = —5 S — 2= S + zs(,,,,)
J J J J
o o fy + X Y¢ XfX
Sen) = Swe) = US(XX ]2 L Sw) ns(yy)
where:
o= Ev2 I
®=ax " ox W=y " oy
64’ oD ag oD
A — 1 -

1
A = 7(%71(5) - yfﬂ(n)) :
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1
Ay) = 3( — XA + Xfﬂ(m)

(C.2a)

(C.2b)

(C.3a)

(C.3b)

(C.30)

(C.3d)

(C.3¢)

(C.4)

(C.5a)

(C.5b)

(C.6a)

(C.6b)

(C.60)



When the calculations are performed in the Cartesian idsté¢he curvilinear coordinate sys-
tem (user’s choice) the transformation is defined &3j,) — (X, y, o), and the modeled equations

can readily be recovered from the transformed equatiomsguki following expressions:
Xe=yp=1 X=y:=0,  J=Xuyy—Xuys=1
U=u Dv=u U=U; V=V (C.7)
gu=9"r=g2=92=1 gu=¢2=gu=¢"=0
The leading coficientsg;, vi andds; appearing in equations.9throughC.18are used to dier-

entiate between the dimensional and the non-dimensiona@tieqgs and are defined as:

dimensional equations non-dimensional equations
Ro?
Br=1 y1=1 o1=1 Br=g7 n=kK 01=Ro
Ir
Exh
Pa=1 y2="1 62=1 B2=Ro y2=1 2= 5
ch
1 Ex
3= — 03=1 y3=1 o3 = —
Po ch
Y4=49 ya=1
_9 _ R
V5 0o Y5 Foa
ye=1 ¥6 = Exn
yr=1 ¥7 = Exy
Y8 =— ys=1
Po
IF;2
=1 =
Y9 9= R3

Table C.1 Definition of the leading cd#cients in the non-dimensional equations of motion.
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Continuity (curvilinearz coordinates)

1o, o),

o on

Continuity (curvilinearo coordinates)

0z

O(w — Ws) _

o 1 [4(7DU)
Ewl{?[ 5 on

. 9UDy)

a( ]DB)] . a(DOY)

oo

oD 1 [a(JDU)
ot + B2 {j [

Vertically integrated continuity:

0¢ on

] , 9(D%)

do

o,/ 1[a(JbuU) 4(IDV)|
E+ﬁl7[ & o ]_O
oD 1[6(JDU) 8(JD\7)]_0
A an |
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X-momentum (curvilinearz coordinates)

ol yp 10(JUlg)  0(Jolg), %, (0(JUlG))  0(Jolg))q  Ol(w — Wepl]
_+71{_7;[ 2 5,76 ]__];[ ok 5,7” ]+ 9z }:

Y2 “ - Y3 0Patm 0Patm Y4 aév o7
+—(g12U+g22v)—?(g 256 - 912 an )— ?( — —gio— )

q 0¢ on
Coriolis terms Barotropic terms

¢
Vs dp dp
-2 — — g1o—)dZ
jzf(gzzaf glzan)

z

Baroclinic terms

+ye% {[% (922l = g22lTie)) ) 7 " (galbe], - 912[0(6)15)]]7}

+

% (gaaltigy1, - glz[U(n)]g)L}

Horizontal difusion terms

~ve g {[ﬂ} (922lliep ] ~ 912l ) ,

p4! G Ul ( oD aD)

0 au
3’78—Z[ﬂv(9 ] 22 (gaalist + gaoVst) + 25 J2Snh D 9127~

o~ Mon

Vertical diffusion termgW) Stokes-Coriolis terms (W) Stokes terms

g12Ust + g22Vst
R R e

o < o . . ou
7 |[g1201 + g220], — [g2200 + g2ab], | - Wst_}

0z

(W) Stokes vorticity terms

Ust ust(

-7 ](f)

{922 |[@- LZJA)(@-‘)L: — gr2|(0- E’A)(f)]n} - ) { g2z (0 - UA)(n)]

— g12|(@- lXJA)(n)]n }

(W) Stokes terms
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‘%% {[] (%See) + %, Sen)], + [ I (xS + Xné(nn))]n}

0% {[](yfs(ff) + yns(fn))] [](yfé(fn) + yné(rm))]n}

UI‘<

%
D

72
A S(ff) 0Ser)
©) "5z Aw) 0z

(W) Radiation stress terms

Y-momentum (curvilinearz coordinates)

au 3(JUU(n>) 8(750(17)) ye (000 U) ~ 0(Jole)  al(w - Wsd] | _
n{ X% |- o), ), -

on on 0z

Y2 - o, 73 OPatm OPatm\ . Y4 aév a¢

— 22 (gual + + = - + — g1
7 (912U + g210) j2(921 o I o ) ]2( ae ~ 9 )
~—

on
Coriolis terms Barotropic terms

¢
op  Ip
jzf(gﬂ 2% gllan)dz

Baroclinic terms

An (o SRR I LY i, )|
J%EZ {[Th (g22lty ] — g2llip], )| + jh (911[en), = 921l ) }
j i -n

An | o o | [P e )]
—%yiz {[7h (922000 ), = gl 1) | + 7h (9ltg)], - g2nltig ;) }
le L In

J

Horizontal difusion terms
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a0y y2, . -« 71 Olusd 4D oD
A — Ust + Vst) — ————— _— = —_—
az[ Voo |- 7 (g11Ust + g21Vs1) J2sinh Z(D(921 e 91 577)
Vertical diffusion termgW) Stokes-Coriolis terms (W) Stokes terms

{gllﬂst + g21Vst

- . 0D
72 |[ga2l1 + g220], — [g2210 + g21¥], | - Wst }

0z

(W) Stokes vorticity terms

U t o X > s u t ) 0
+71;—§) {gzl [(U - UA)(E)]f -g1 [(U - UA)(,E)]U} thn ;(277) { 921 [(u - UA)(’?)L:

—gu|(@- lXJ)(n)] }

(W) Stokes terms

%j—f {[](XgS(gg) + qu(fn))] + [j(xfs(é-‘n) * an(nn))] }
—%]ﬁ {[J (WeSen + i Sen) |, + | veSeen) + y”é(””))]n}
ETRCE

(W) Radiation stress terms
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X-momentum (curvilinearo- coordinates)

oDy Y [5(J D) , 90 Dm(g))] X% [8(J D)) , o0 Dbn(n))] . (D) _
ot 0& on 2 0& on oo a

+ 729 (912U + g220) — 73R(gzzapatm - glzapatm) 25 0 (92285 912%)
J 92 0¢ on g2\ 0¢ on
Coriolis terms Barotropic terms

0 0
—7’5 = Dof 922— - 912 n)dff + (gzzaa? —glzg)(fpdo" +CTP)

o

Baroclinic terms

+
3

A - : A 3 v
+ye% {[Th (922[Dlig I — 912[DTg ) 7h (921Dl ], - 912[D“(f)]f)] }
n

X, A - 7
SEYETP—
g2 (L7 ¢

+

A y y
7h (922D 1, - ng[D“(n)]f)] }
n

Horizontal difusion terms

(g12Ust + g22Vst) + 71

7 g)’DlUstl ( oD 6D)

10 a(Du)
D2 o ]ﬂlz 72sinhxD\Y%a¢ ~ %oy

Vertical diffusion terms (W) Stokes-Coriolis terms (W) Stokes terms

2Ust + g22V - . 9 y
+71 {ngtJ—zgSt [ [D(g12U + g220)]; — [D(911U + g210)],,
0 g . . ou
- %[(921/1(4:) — g11de)0 + (g22d(e) — g12407))7)] ] ~ Wstz—

(W) Stokes vorticity terms
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Ao - D))

Dst@) v X - X
R {922 [D(- UA)(§)]§ — g12|D(U- UA)(g)]” — 922 .

+9

(U - Ga)g)] }
12
oo

Ust(y) Ao (W - Ta) )

“Y1—p {922 |- lXJA)(n)L — g12|D(U- GA)(n)]n — 922

V& oo

+9

A A0 = Ga) ] }
12
oo

(W) Stokes terms

—79% {[J (%See) + % Sen)], + [T eSen + Xné(nn))]n}

+ 79% {[J WeSen + i Sen) |, + [ 0eSen + y”é(””))]n}

(W) Radiation stress terms
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Y-momentum (curvilinearo- coordinates)

oo [5(JDUU(n)) WD), _ s AUDg) | AIDitkg), o(D%)
ot ]2 on 2 0é on do

- 729 (9210 + g210) + 732(9218patm - gllapatm) +Ya— 0 (92165 911%)
J 92 0¢ on g2\ oE on
Coriolis terms Barotropic terms

o0¢é on

o

0 0
+7’5 = Df 921— - 911 n)dO' + (ngaD —911@)(ﬁd0' +CTP)

Baroclinic terms

A . R M il y i)
+76% {[Th(gzz[Du(n)]g—gzl[DU(n)]n) * 7h(gll[D“(n)]n‘gzl[D“(")]f) }
L A1

A 3 R I il y e )]
- )’ey_i {[_h (922Dt | - 921Dl ],)| +| = (911[DUe)], — 91 Dlg ) }
72l J le 17 7

Horizontal difusion terms

e 1 (°5D|Ust|( oD 6D)

ié‘_[ @] 1 9D _
D230 7V g0 72sinhxD\Y%ag ~ Moy

Vertical diffusion terms (W) Stokes-Coriolis terms (W) Stokes terms

D . o
—r2g (g11Ust + g21Vst) — ¥1

{gllust + g21Vst

7 [ [D(g120 + g220) ], — [D(g112U + g210)],

0 - . . 0D
- %[(921/1(5) — g11de)0 + (g22d(e) — g12407))7)] ] — Wstz— }

(W) Stokes vorticity terms
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Ao - D))

Dst@) v X - X
+y1——- DU-a - DU-a -
" {921[ ( A)(f)]f g11|D( A)(g)]” g21 .

+9

(U - Ga)g)] }
11
oo

Ust(y) Ao (W - Ta) )

+)’1? {921 [D(- UA)(n)L —gn|D(- UA)(n)]n - 921 =

+9

A A0 = Ga) ] }
11
oo

(W) Stokes terms

+79% {[J (%See) + % Sen)], + [T eSen + Xné(nn))]n}

X
2

_ng

{[J (WeSee + unSen)), + [T weSen + yné(nn))]n}

(W) Radiation stress terms
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Vertically integrated x-momentum:

a(DU)+ u 8(]DCJCJ(§))+6(]D\7CJ(§)) X% a(yDOO(,,))+a(jD\”/O(,,) ~
at "t g2 0E an 72 PE an B

D < - D 0 0 D 0 0
tr2g (gle + gsz) —73?(922 S?m - 912 gj;m) - 74?(922(9% - glza—f;)
Coriolis terms Barotropic terms

D? op op
- YSF(gzza—g - glza_n)

Baroclinic terms

ﬂ o ~
+ 7“ (922[DU 9], - ng[DU(f)]g)] }
n

3

A . o

X ﬂh o o
-6 {[— (922[DU )l = 912[DUy 1, )| +
¢

-
72\l 7

ﬂ - -
7h (922[DU 1, - glz[DU(nﬂg)] }
n

Horizontal difusion terms

1 6D|Us

o . D o o oD oD
+78 (Ts(e) — Toie) + 727 (912Ust + 922Vst) + 71? m(gzz )

6_§ - 9126—77

Shear stress terms (W) Stokes-Coriolis terms (W) Stokes terms

D ~ ~ x % x %
+ Yl?(ngUst + g22V's0) {[g120n + g220al; — [9220a + g210al, |

(W) Stokes vorticity terms

_yg% {[J (XeRee) + % Reem)| et |7 06Re + x,,l'?(,,,]))]”}

+ yg% {[J(yfﬁz@a +yRen)|, + [ I eRen + ynﬁmm)]n} (C.15)

(W) Radiation stress terms
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Vertically integrated y-momentum:

a(D\”/)+ X a(jDUU(n))+8(]DVU(n)) Y 8(]DUU(§))+6(]DVU(§) -
at g2 ¢ on 72 ¢ on -

D D OPatm OPatm D ol o
- U+gaV)+ +
sz (911 921 ) 73]2(9 1= 0¢ — 911 on ) 74j2(921 o¢ gllan)
Coriolis terms Barotropic terms

D? op op
7’52 72 ¢ — 911 677)

Baroclinic terms

(921

.\l [« . SN
v {[T(sz[DUw] - ga[DU), )| + 7h(gn[DU(n>]n—921[DU<'7>]§) }
g le 1 n

<\ [#A - N
—Vey—fz {[_ (922[DU g, - 921[DU g1, )| + = (911[DU¢e], - g21[DUg,) }
ge L7 le L7 o

Horizontal difusion terms

i8D|Ust|( 9D _ @)
92 sinh XD Inpe ~ 91

on
Shear stress terms (W) Stokes-Coriolis terms (W) Stokes terms

o . D o o
+v8 (Tst) = Thim)) — )’27 (gllUst + glest) -7

-7 jz(gllust + g21Vs1) {[9220 + g220al, — [g110n + g210], |

(W) Stokes vorticity terms

+79]2 {[j(xé‘R(é-‘f) + XnR(é-‘n))] [](th(fn) + th(nn))]n}

- 79% {[J WeRee) + vnRen) |, + [T weRen + ynhom))],]} (C.16)

(W) Radiation stress terms
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Scalar (curvilinearz coordinates)

a0 (1,0J00) S(IE0), O(w- W]
E+51{j[ 6§ + 677 ]+ 9z } =

L 92 %( o0 ‘9;") +%( 90 5_‘1’)
7 7 92286 912877 ; 7 gllan 91286 )

Horizontal difusion terms

0D 0D GCD} (C.17)

0 0D o . o
83— |By — | = 613 Ust— + Vst— + Ws—
+ 352[ vaz] l{ St8§+ St@n + St

Vertical diffusion terms Stokes driven advection terms

Scalar (curvilinearo- coordinates)

aD®) _ |1,0(7D00) a(IDID), H(DOD)|
ot +5l{7[ 5% on |+=% }‘

5[ D, 60 o0 D, 0d 00
N L e T !

Horizontal difusion terms

030 oD . 0D _ 0D . . . \O0D
+ D %[Bv %] —-01 {D(USta_f + Vsta_n) + (Wst — Ae)Ust — ﬂ(n)Vst)%} (C.18)

Vertical diffusion terms Stokes driven advection terms
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Turbulence model equations(curvilinearz coordinates)

ok 0 [Ay ok]
a—a—Z>O_—Ka—Z_+(P+wa)+G—€

de 0 [Ay de] € €2
9t oz 0'_e (9_2 + Cel[(P + Pub) + CE3G]; - CEZ?

-

au 8%1) glz(au 8ﬂ/ v 8%1) 922(87) aq/)

8z 0z oz 0z 9z oz 9z 9z
dp
K Ay g 0p g 0z
Puw=0: =c,—;, G=z=——=——: Py=08+5R;; Rj=-——
° A =G € Prt po 0z t ’ Po Pu
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where, the symboqf) represents the contravariant velocities, «) are the two horizontal compo-

nents of the Eulerian velocity, and(v) = (U + us, v + Vs) are their Lagrangian counterparts.
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Figure D.1 Size distribution of the suspended solids at the Racine r@isect (15m contour
depth).
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Figure D.2 Size distribution of the suspended solids at the Racine r@isect (30 m contour
depth). (Continued)
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Figure D.3 Size distribution of the suspended solids at the Racine r@isect (45m contour
depth). (Continued)
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Figure D.4 Size distribution of the suspended solids at the Gary (G)stret (20m contour
depth).
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Figure D.5 Size distribution of the suspended solids at the Gary (Gjstet (30 m contour
depth). (Continued)
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Figure D.6 Size distribution of the suspended solids at the Gary (G)stet (45m contour
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Figure D.7 Size distribution of the suspended solids at the St. JosBhafisect (15m contour
depth).
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Figure D.8 Size distribution of the suspended solids at the St. JosBhafisect (30 m contour
depth). (Continued)
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Figure D.9 Size distribution of the suspended solids at the St. JosBphafisect (45 m contour
depth). (Continued)
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Figure D.9 Continued.
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Figure D.10 Size distribution of the suspended solids at the Saugag&jckgnsect (15 m contour
depth).
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Figure D.11 Size distribution of the suspended solids at the Saugaidkgnsect (30 m contour
depth). (Continued)
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Figure D.12 Size distribution of the suspended solids at the Saugagjckgnsect (45 m contour
depth). (Continued)

328



Mass Fractions %

Mass Fractions %

03

Figure D.12

Mich S45, Feb 2, 0015 GMT

0.27 1 Depth 40m
0.24

0.21 4

0.18 4

0.15 4 M

0.12 4

0.09 4

0.06 4

0.03 4

=Y

HHHHHHH ” |-|r|‘|_|‘ I ”H

03

1 23 45 6 7 8 9 10111213 141516 17 22 27 32 37 42 47 52 57 62 67 72 77 82 87 92
Particle sizes (Lm)

Mich S45, Feb 2, 0015 GMT

0.27 4

0.24 4

0.21 4

0.18 4

0.15 4

0.12 4

0.09 4

0.06 4

0.03 4

=3

Depth 44m

mnﬂﬂ””‘ﬂ” ”qn HHHH

123 45 6 7 8 9 10111213 141516 17 22 27 32 37 42 47 52 57 62 67 72 77 82 87 92
Particle sizes (LLm)

329

Continued.



Transect R-15
Transect R-15
100% -
Depth Clay Silt Sand 80% 4
(m) % % % 0 60% 1 O sand
1 5.42 94.85 0.00 2 O silt
S 0,
8 9.68 90.32 0.00 E 40% - B clay
14 1.99 86.36 11.65 20% |
0% e —
8 14
Depth (m)
Transect R-30
Transect R-30
100% -
Depth Clay Silt Sand 80% A
0, 0, 0,
(m) % % % @ 60% O sand
1 7.02 92.95 0.00 0 O s
B silt
0, 4
15 6.16 93.81 0.00 E 40% B clay
25 1.45 78.53 20.06 20%
29 227 8.18 1592 ]
0%
1 15 25 29
Depth (m)
Transect R-45
Transect R-45
100% -
Depth Clay Silt Sand 80% -
(m) % % % @ 60 O sand
1 3.36 96.65 0.00 9 ° O s
B silt
15 3.32 78.72 17.98 © 40% - B
30 531 8202 1266 . -~ cay
40 3.89 82.43 13.69 1
44 3.74 96.29 0.00 0% - —
1 15 30 40 44
Depth (m)

Figure D.13 Class size distribution of the suspended solids at the RdEihtransect.

330




Transect G-15

Depth Clay Silt

(m) % %

1 5.99 94.39
8 3.51 96.52
14 2.56 97.44

Transect G-30

Depth Clay Silt

(m) % %

1 4.96 95.02
15 2.87 97.12
25 3.65 96.35
29 2.94 87.25

Transect G-45

Depth Clay Silt

(m) % %
1 220 64.53
15 465 8043
30 211 8350
40 1.83 7074
44 210 97.89

Sand

%
0.00
0.00
0.00

Sand

%
0.00
0.00
0.00
9.81

Sand
%
33.27
14.92
14.38
27.43
0.00

Transect G-15

100% -
80% -
» [m]
g 60% | sand
g O silt
[} o/ |
= 40% B clay
20% +
0%
8 14
Depth (m)
Transect G-30
100% -
80% -
» [m]
g 60% | sand
B 3 siit
[} o/ |
fra 40% B clay
20% -
0% B T
1 15 25 29
Depth (m)
Transect G-45
100% +
80% -
» o
g 60% | sand
5 O silt
© 0/ |
= 40% B clay
20% -
0% - ——
1 15 30 40 44

Depth (m)

Figure D.14 Class size distribution of the suspended solids at the Gayyransect.
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Figure D.15 Class size distribution of the suspended solids at the Sepbo(J) transect.

332



Transect S-15
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Figure D.16 Class size distribution of the suspended solids at the $aclgéS) transect.
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Suspended Sediment Profiles Station R-15
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Figure D.17 Vertical distribution of the suspended solids at the Ra@iReransect.

334



Suspended Sediment Profiles Station G-15
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Figure D.18 Vertical distribution of the suspended solids at the Garyt(@sect.
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Suspended Sediment Profiles Station J-15
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Figure D.19 Vertical distribution of the suspended solids at the StephgJ) transect.
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Suspended Sediment Profiles Station S-15
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TSM to CHL-a, Deployment Jan 28-31, Depth 1-15m
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Figure D.21 Pre-plume correlations between the suspended solids pteesn
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TSM to CHL-a, Deployment May 20-23, Depth 1-15m
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Figure D.22 Post-plume correlations between the suspended solidsptees.
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Figure D.23 Sediment trap data for the trap location T12.
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Figure D.24 Sediment trap data for the trap locations T15 and T20.
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Mass flux (g/mz/day)
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Figure D.25 Sediment trap data for the trap location T24.
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Figure D.26 Sediment trap data for the trap locations T27 and T28.
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Comparison of trap types at T-12
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Figure D.27 Comparisons of the data between the 5cm and the 20 cm diatregisr(trap loca-
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Comparison of trap types at T-24
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