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ABSTRACT

The present work focuses on the development of a Modular Multi-Component Coastal Ocean

Prediction System (M2COPS) that incorporates the full 3D wave-current interactions for a bet-

ter representation of the entrainment and transport mechanics in complex deep and shallow water

coastal environments. The system incorporates wind, temperature and atmospheric pressure forcing

that drive the circulation, wave, sediment and bottom boundary layer model components.

The effects of the wind generated surface waves on the water column and bottom layer dynamics

are parametrized by the inclusion of the Stokes drift, and the wave radiation stress terms that quan-

tify the excess of mass and momentum flux produced by the waves. Coupled wave-hydrodynamic

models traditionally incorporate the radiation stress terms only into the vertically integrated mo-

mentum. Considering the fact that currents are 3D structures, the vertical variation of the radiation

stress should be also considered. In the present work the 3D momentum equations are re-derived to

include the full 3D impact of the radiation stresses on the currents.

As a preliminary test, the system is applied to Lake Michiganwith a twofold purpose:(a)

to conduct an initial testing of the model prognostic variables with and without the effect of the

waves; and(b) to develop a methodology required to answer whether the annually observed Spring

turbidity nearshore plume in Southern Lake Michigan is transporting material from its origin in one

continuous transport mode or as generated by a series of local deposition, resuspension and transport

activities. To this end data collected during theEEGLEproject are fully analyzed; shoreline erosion

rates and texture of the eroded material were collected fromvarious sources and via various methods

and are presented for 34 shoreline segments in a uniform format; an Eulerian Particle Tracking

formulation that identifies the source and origin of the various particle sizes within the sediment

plume is presented; and a conceptual and computational set up of the control volumes or sediment

plume sources/origins required for a detailed study of the Spring turbidity plume is developed.
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CHAPTER 1

INTRODUCTION

Modern expectations from the application of coastal prediction systems require increased ac-

curacy and detailed information of the field being modeled. Therefore, these prediction systems

are gradually using more enhanced physics and the locationsof interest are more closely moni-

tored. The coastal prediction system developed in this dissertation is a combination of thoroughly

tested and approved approaches in hydrodynamic modeling and of newer developments and trends

towards a better representation of the physical interactions between waves and currents in the mod-

eled coastal domains.

The most prominent feature of the developed system is the inclusion of a complete three dimen-

sional methodology for incorporating wave contributions to momentum, heat and sediment transport

distributions in freshwater lakes and coastal zones. For the better part of 20 years these distribu-

tions have been routinely made using widely available models that have essentially the same physics

components and structure and differ only in the details of some boundary condition formulations,

gridding technology, and minor numerics. Examples of such codes include the venerable Princeton

Ocean ModelPOM (Mellor [1998], Blumberg and Mellor[1987]), the Regional Ocean Modeling

SystemROMS(Warner et al.[2008]), and the models bySheng(Sheng[1990], Sheng et al.[1990]),

which the U.S. Army Corps of Engineers has labeled and used asCH3D (Chapman et al.[1996]).

The structures of these models are all quite similar, so muchthat henceforth they will be labeled

as the Standard Model Formulation (SMF). Shared formulation features include: incompressible

flow, full inertia term resolution, Reynolds averaged governing equations, quasi three dimensional

equations with hydrostatic pressure assumed, full Boussinesq coupling between heat and momen-

tum distributions and sediments if present, long-wave three dimensional free surface predictions

by solution of the continuity equation, a split barotropic/baroclinic formulation for computing time
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efficiency, turbulent momentum and flux closures by higher orderformulations of at least aκ-ǫ

complexity, imposition of sea surface boundary conditionsby wind drag and heat flux time his-

tories at the surface, imposition of bottom boundary conditions by imposition of time histories of

frictional shear stress and heat and/or sediment fluxes, and the ability to use rectangularz-grids or

terrain-following rectangular, curvilinear, orthogonalor nonorthogonal formulations.

The incorporation of surface wave effects cannot be handled by merely imposing a traditional

drag coefficient formulation at the free surface of the model tuned by adhoc coefficient adjustments.

Wave effects penetrate to depths below the free surface and in shallower waters or larger wave

climates they may impact the bottom directly. Therefore, the SMF will not resolve these wave

effects and the governing equations must be re-derived to incorporate them. These derivations and

the subsequent model reformulation is the central core of this dissertation. Rather than reconstruct

a SMF and then re-derive it to incorporate the new derivations, anexisting model is adopted here,

The U.S. Army Corps of EngineersCH3D model originally developed byShengand used by the

Army Corps to perform the first Chesapeake Bay 3D simulations(Johnson et al.[1990]).

Application of the system in coastal areas targets better representation of storm surges, entrain-

ment and resuspension of the bottom sediments in shallow waters, shoreline erosion and longshore

and crossshore sediment transport. The developed system isapplied to the very well monitored

Lake Michigan to examine the resuspension and entrainment of the bottom sediments during the

1998 Spring plume.

1.1 The Modular Multi-Component Ocean Prediction System (M2COPS)

Several numerical model formulations and physics are employed in the development of the new

coastal prediction system that when combined together comprise the Modular Multi-Component

Ocean Prediction SystemMMCOPSor betterM2COPS.

The system consists of a core hydrodynamic model (M2HYD), a sediment erosion/transport

model (M2SED), a deep water wave propagation model (M2WAM), a shallow water wave prediction

model (M2SWAN) and a combined wave-current bottom boundary layer model (M2BBL). The above

models are all coupled together, either directly by sharingcommon variables and calculation blocks,

or indirectly by passing the required information to each other using the Message Passing Interface

(MPI). The implementation ofMPI used here is compatible:(a) with the one developed at the
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Argonne National Laboratory (MPICH: http://www-unix.mcs.anl.gov/mpi/mpich1/ andMPICH2:

http://www.mcs.anl.gov/research/projects/mpich2/), and(b) with OpenMPI(http://www.open-mpi.

org/).

In M2HYD, the surface drag coefficients for heat and momentum have been re-formulated to

account for both the effects of the stability of the Atmospheric Boundary Layer (ABL) and the wind

generated surface gravity waves (Section2.5.1). The heat flux formulation of the originalCH3Dhas

been completely replaced to use the heat energy balance equation as described in Section2.6. The

equation of state used inM2HYD is theUNESCOequation of state (Fofonoff and Millard [1983])

that replaces the original Eckart’s formulation (Eckart[1958]). Special consideration is given in the

spatial and the temporal variation of the barometric pressure, as well as the vertical distribution of

the pressure in the water column, both of which are included into the calculations of theUNESCO

equation of state.

The original governing equations of the “standard” hydrodynamic model have been re-derived

and re-formulated in (M2HYD) to account for the variation of the barometric pressure along the

solution domain, and for the effects of the propagating surface waves in the water column both

near and away from the free surface. The 3D radiation stresses terms have been included into the

baroclinic equations of the model and the 2D radiation stress terms have been included into the

barotropic equations. Additional terms have been introduced in the governing equations to account

for the Stokes drift and the Langmuir circulation patterns.The radiation stress terms are particularly

important in the calculation of the near-shore hydrodynamics and, of course, they are of significance

for the current application to Lake Michigan.

The two spectral wave models used inM2COPS, namelyWAM (The WAMDI Group[1988])

and SWAN(Booij et al. [2004]), are slightly modified to account for the effects of the stability

of the ABL and the enhanced calculation of the bottom friction coefficient as defined inM2BBL.

Both models are renamed asM2WAM andM2SWANto conform with the naming scheme used in

M2COPS. Chapter3 presents the governing equations of the two models, where the equations of

the source terms have been properly modified to include the above effects.

The output of the current spectral wave models,WAMandSWAN, do not allow the direct calcu-

lation of the 3D radiation stress terms, since they only supply the vertically averaged 2D radiation

stresses. To accommodate the above limitation, a vertical distribution or shape function, is derived
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that relates the 3D to the 2D radiation stresses. The derivedradiation stress terms and the accom-

panying vertical shape functions are given in Chapter5. Simplifications of the above equations are

presented that allow both the shallow and the deep water calculations.

The sediment calculations inM2SED have been improved by introducing the effects of the

surface waves on the entrainment and resuspension of the bottom sediments; the calculation of

the bedload transport; and the transport and deposition of the suspended sediments. The radiation

stresses are of great importance for the near-shore hydrodynamics and their effect is directly felt

by the bottom physics. Radiation stress terms exhibit rather increased magnitudes near the bottom

in shallow waters, thus affecting the dynamics of both the bottom boundary layer and thetransport

of the bottom sediments. The full details and the derived equations for the sediment transport

calculations are found in Chapters2 and4.

The original bottom boundary layer model used in previous calculations by this author and

other members of the Great Lakes Forecasting System (GLFS) research group at The Ohio State

University employed the version developed by Glenn and Grant (Glenn[1987], Glenn and Grant

[1987]). In M2BBL, the governing equations have been re-derived to include the radiation stress

terms and to account for the use of spectral wave models. The elaborate numerical calculations

for the determination of the bottom friction coefficient of the original Glenn and Grant’s model

have been completely replaced by the formulations described in Mathisen and Madsen[1996b],

Mathisen and Madsen[1999] and Mellor [2002]. The new approach in calculating the bottom

friction coefficient eliminates the convergence problems encountered in Glenn and Grant’s model;

accounts for the use of spectral waves; and substantially improves theCPU and real computing

time required for the extensive calculations inM2COPS. The details of all the derived equations are

found in Chapter6.

Application of a detailed modeling system likeM2COPSis expected to increaseCPU time and

slow down the calculations. Fortunately, modern computer platforms are very powerful as they use

very fast single or multi-coreCPUs and are equipped with significant amounts of system memory.

Even home-based computers come with multi-coreCPUs and system memory of 8 GB or more.

To accommodate the requirements of the present and future research studies,M2COPSis fully

parallelized such that it can be run on single or multi-core computer cluster systems. In particular,
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for the model application in Lake MichiganM2COPSran on a home-built 32-bit multi-core cluster

system, such that multiple parallel simulations could takeplace at the same time.

M2COPSis a hybrid coded system usingFortran 77, Fortran 90/95 andC. TheC andFortran

parts inM2COPSare linked together via anAPI, which was developed usingCFortran (http://

www-zeus.desy.de/∼burow/cfortran). The production of the graphics and the data analysis were per-

formed usingIDL (http://www.ittvis.com/), not directly linked withM2COPS. An IDL-C-Fortran

interface has been developed based onCFortran, such that certain functionality inM2COPScan be

used withinIDL. Finally, an extensive number of scripts were written to accommodate the require-

ments of the variousM2COPSsimulations.

The complexity of the developed prediction system gives rise to the following question: “How

will the individual model components and the physical processes involved be validated?” Fortu-

nately, the enormous amount of available field data in Lake Michigan collected during theEEGLE

project (http://www.glerl.noaa.gov/eegle/) accompanied by data collected during previous projects

will be used to answer the above question. TheEEGLEproject was a five year collective effort of

40 scientists from a variety of disciplines. Among the measured data collected during this period

are wave, current, temperature, sediment trap, phytoplankton and zooplankton concentration data.

The wave data used for the model validation are a combinationof tripod deployment data at

Benton Harbor (lat: 42.135oN, lon: 86.493oW, Michigan City (lat: 41.735oN, lon: 86.907oW)

and Milwaukee (lat: 42.958oN, lon: 87.813oW) collected during theEEGLE project and data

collected at meteorological stations operated byNOAA(buoys 45002 and 45007) on a regular ba-

sis. The velocity data were obtained from theEEGLEproject. The measurements were provided

by Acoustic Doppler Current Profiler (ADCP), Smart Acoustic Current Meter (SACM) and Vector

Averaging Current Meter (VACM) moorings.

Two sets of temperature data were obtained from theEEGLEproject: the first set is comprised

of temperature data that accompany the wave and velocity data from the same project and have

been used for depth averaged temperature comparisons, the second set are additional temperature

data taken byCTD (Conductivity-Temperature-Depth) profilers, which have been used for compar-

isons of vertical temperature distributions. The water elevation data are available at various water

elevation gage stations around Lake Michigan and were obtained from the Center for Operational

Oceanographic Products and Services (NOAA-COOPS).
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The suspended particle data from theEEGLEproject are categorized into data of total suspended

mass, chlorophyll-a, and zooplankton mass. Measurements of suspended particles mass include:

(a) collection of water samples at various locations and depthsthat were analyzed to give total

suspended mass and chlorophyll-a concentrations,(b) collection of data on light scattering and

fluorescence by various instruments moored withCTD profilers that were related to total mass and

chlorophyll-a concentrations,(c) collection of continuous data on zooplankton concentrations, and

(d) collection of settling suspended particles onto sediment traps.

In addition to data used for the model evaluation a huge amount of data are necessary as model

input. Model input requires meteorological, water elevation and sediment data. Meteorological data

were obtained from the Great Lakes Forecasting SystemMAROBS(Marine Observation System)

database. Bottom sediment grain size distribution data were obtained from the Lake Michigan Mass

Balance (LMMB) and the Environmental Mapping and Assessment (EMAP) projects sponsored by

the EPA. The shoreline types and their distribution around Lake Michigan and clay, silt and sand

mass fractions for 11 counties were obtained from theEEGLE database. Soil types for the rest

of the counties were decided from the geological map and the soil descriptions inVeach[1953],

and from the Web Soil Survey Maps and Soil Descriptions. Erosion rates for Lake Michigan were

decided from the work of Armstrong et al. [1976], as cited byMonteith and Sonzogni[1976]. More

information on the above data sets and how they are used in thepresent study is given in Chapters

8, 9, and10.

1.2 The Lake Michigan System

Lake Michigan is located at the Northern part of the United States and belongs to an intercon-

necting natural system of large lakes and channels shared bythe United States and Canada, known

as the Great Lakes. Great lakes reach the Atlantic ocean through the St. Lawrence River in the East

and the Gulf of Mexico through the Mississippi River in the South. Lake Michigan extends in the

North-South direction from latitude 41.6oN to 46.1oN and in the East-West direction from longi-

tude 85oW to 88oW. With a surface area of 57753 km2 and a volume of 4918 km3, Lake Michigan

is classified as the fourth largest freshwater lake in the world by area and as the fifth largest fresh-

water lake in the world by volume. The lake is connected at itsNorth-Eastern side to Lake Huron

through the straits of Mackinac, the Lake’s only outlet. Theorientation of the lake is North to South
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with a length of 494 km and a maximum width of 190 km at its Northern part (source:http://www.

glerl.noaa.gov/pr/ourlakes/lakes.html#michigan).

Figure 1.1 Lake Michigan bathymetry (source:http://coastal.lic.wisc.edu/bathyexplorer/lmbathy/
lmbathy.html).

Lake Michigan is divided into a Northern basin and a Southernbasin by the Two Rivers ridge

(Figure 1.1). The Northern basin is characterized by two large bays, oneon the West side, the

Green Bay, and one on the East side, the Traverse Bay, 11 largeand small islands and a basin

plain, Chippewa Basin, where the lake depth reaches its maximum at 281 m. The Southern basin

is characterized by the Middle Lake Plateau, a shallow waterarea that is surrounded by four basin

plains, the Ludington and Muskegon basins on the East, the Milwaukee basin on the West and

the South Chippewa Basin at the Central-South part of the lake. The South Chippewa Basin is

the deepest of the four basins with a maxim depth of 164 m (source: http://coastal.lic.wisc.edu/

bathyexplorer/welcome.htm). The average depth of the lake is 84.44 m. All depths given in the

present study are referenced to the Low Water Datum, or ChartDatum, which for Lake Michigan

is 176.022 m above the mean water level at Rimouski, Québec. Benchmark #1250G, located at

Rimouski, Québec is the reference zero for the International Great Lakes Datum 1985 (IGLD85),
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which has been the vertical control reference system used inhydraulic and hydrologic applications

in the Great Lakes Basin since January, 1992.

The lake and its watershed cover an area of 173000 km2 that is shared by 34 counties; 11 of

which are in the State of Wisconsin, 2 in Illinois, 3 in Indiana, and 18 in Michigan. According to

theUSGSdata about 300 rivers, streams and creeks cross the watershed. Among the larger rivers

that drain into the lake are the Fox and the Menominee Rivers in Northeast Wisconsin and the St.

Joseph, the Kalamazoo and the Grand River in Southwest Michigan. The amount of sediments from

the watershed carried by the rivers into the lake is, however, relatively small consisting only of 5.5 %

of its total external sediment loading (Monteith and Sonzogni[1976]). The lake shoreline is about

2670 km. At the Northern part the lake consists mainly of beaches with fine and coarse sand and

secondarily of low bluffs, rocky areas and wetlands. At the Southern part the lake consists mainly of

high bluffs that may be accompanied by beaches and secondarily of low bluffs with beaches, sandy

or silty banks and artificial soils high in silty and clayey material. Lake Michigan is known for the

extensive formation of sandy dunes along its shoreline. Seventy per cent of the dune type shoreline

is found along the shoreline of the Northern part (source:www.glerl.noaa.gov/eegle/resources/#reg

met).

1.3 Lake Michigan Hydrodynamic Processes

The water at the Northern and Northwestern parts of the lake freezes from late December until

early April. During this period the areas around the straitsof Mackinac and the Green Bay are

usually 80 % to 100 % covered by ice. The water at the Southern part of the lake, except in very

cold years like 1994, are usually ice free or covered about 5 %by ice in the deeper waters, but they

may freeze as much as 95 % in the near-shore areas of either or both sides of the lake (source:http://

www.glerl.noaa.gov/data/ice/atlas/ice charts/index.html).

Like most large lakes at the temperate zone, Lake Michigan isa dimictic lake. After the melting

of the ice and the rising of the water temperature, the conditions are appropriate for the first annual

overturn and mixing of the water by the storms and the strong gales of the Spring (wind speeds

of 20− 24 m/s). The Spring overturn is followed by the Summer stratification characterized by

lighter warmer water in the epilimnion and colder heavier water in the hypolimnion and by the

development of the thermocline in the metalimnion, where temperatures change rapidly. The second
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annual overturn of the lake is the combined result of colder air temperatures and strong winds

during Autumn. The resulting heavier colder surface water sinks causing the initial mixing that is

completed by the strong gales and violent storms of the Autumn (wind speeds of 24− 28 m/s).

The orientation of the prevailing winds varies with the season, e.g., in Winter, the prevailing

winds follow the North to North-West directions, in Spring the North-East to East directions, and

in Autumn the South-West to West directions. Winds are the cause for two types of oscillatory

movements over the lake, waves and seiches. The wave height,direction and duration depend

on the intensity, direction and duration of the winds. Observed maximum wave heights in Lake

Michigan are on the order of 3 m to 3.5 m, while monthly average significant wave heights over

the 20 year period 1981- 2001 are on the order of 0.7 m during June, and on the order of 2 m

during November and December (source:http://www.ndbc.noaa.gov/maps/great lakeshist.shtml).

Under certain strong winds, whole basin oscillatory motions known as seiches occur and continue

until all the energy is consumed and equilibrium is achieved. Water elevation power spectra in

Lake Michigan show spectral peaks with a period of 9 h (As-Salek and Schwab[2004] and present

study). This observed period is very close to the 9.53 h period of seiches calculated by the Merian’s

equation (CEM II [2006], pp. II-5-51).

The gravitational attraction of the sun and moon also createtides.As-Salek and Schwab[2004]

andSawicki [1999] claim, the existence of a semi-diurnal tide at the 12.42 h and 12.0 h at the lake.

Their findings are also confirmed in the present study via spectral analysis of gage water elevation

time series for the years 1996-2001 (Section8.2). The amplitude of the tides in Lake Michigan are

in the order of 5 cm, which can equal the often observed seicheamplitudes.

1.4 Lake Michigan Turbidity Plume

The mechanical action of the winds, waves and currents on Lake Michigan is the mechanism

responsible for the erosion of the lake bed and shoreline. The energy of the waves depends on the

speed of the wind, its duration and fetch, and the angle at which the wave reaches the shore. This, in

turn, determines the size and amount of the material that is eroded and the distance traveled before

settling at a new location. Low energy waves move fine sand, silt and clays; high energy waves move

coarser material. The suspended material from the eroded areas is carried by the waves until the

water velocity slows enough to allow deposition. Such deposition may be permanent or temporary
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depending on the size and the nature of the forces that affect the new location. Sediments that move

towards the deeper water middle part of the lake and settle onits bottom can be permanently buried

there, whereas sediments that move along-shore and settle at shallower waters or at the beaches

are more prone to re-suspension during any future storm event that will create the appropriate flow

conditions. Whenever the eroded shore material follows thewater in a net movement along its

shoreline, it becomes part of the lake’s long-shore currentor littoral drift. Whenever the suspended

material follows the water in an on-shore off-shore motion, it becomes part of an erosion accretion

process responsible for the shoreline displacement.

Factors that affect the erosion process in Lake Michigan are its water level fluctuations, the

seasonal change of the wind direction, the slopes of the various shore segments, the ice formation

along the shoreline and the existence of dunes. Low water levels expose new surfaces to erosion,

while high water levels enhance the action of the waves and increase erosion rates. Seasonal changes

in the wind direction expose different segments of the lake shoreline to the destructive action of the

waves and currents. Gently sloping shoreline segments, dunes and ice formation act as natural

protective mechanisms in areas where found. Turbidity plumes originating from the introduction of

eroded material into the water column occur in Lake Michiganthroughout the year. Their intensity

is lower in the Summer, when the wind strength is lower and thelake is stratified, and higher in

late Winter and early Spring, when the winds are stronger andthe lake is unstratified and easily

disturbed.

The interest of the present study is focused in the high turbidity plume that occurs every year

during the late Winter early Spring months, while the lake isstill unstratified. Although various

explanations and assumptions have been made about the nature of the suspended material (algal

blooms versus increased sediment consentrations) and the mechanisms of the plume’s formation,

it was soon concluded that shoreline erosion due to wave action was the main cause of the phe-

nomenon.Eadie et al.[2000b] refers to the two assumptions initially proposed by scientists about

the main mechanism that causes the late Winter early Spring plume. The first assumption was that

the plume event is caused by the first big storm after the ice melted and exposed the lake surface,

and the second assumption was that the plume was driven mostly by the strong Northern winds.

The first assumption was abandoned in favor of the second one in 1998 when the lake experienced

an ice free Winter and a plume bigger than the previous years (source:http://www.glerl.noaa.gov/

pubs/brochures/eegleflyer/eegle2).
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Wind driven waves and currents that erode the bluffs in the South-Western shore of the lake,

especially the area near Milwaukee, Wisconsin, entrain particulate matter from the lake bottom

and are consequently thought to be the principal plume forming mechanism. Furthermore, the

fate of the eroded and resuspended material is controlled bythe physical processes responsible

for the exchange of the material between the near-shore and off-shore regions of the lake, by the

physical processes responsible for its deposition and resuspension, and finally by the processes

responsible for its along-shore movement. The question, however, is whether the nearshore plume

is transporting material from its origin in one continuous transport mode or whether the material in

the plume consists of material generated by a series of localdeposition, resuspension and transport.

The proposal of a cellular transport mode is unique and aftermuch study the question still remains.

The answer to this essential question might be given by applying an Eulerian Particle Tracking

formulationM2EPT, based on a concept first captured and successfully applied during an unrelated

research project in Lake Erie (Bedford et al.[1999], Velissariou et al.[1999]) to identify the paths

followed by the various grain sizes of the sediments dumped at a disposal site in the lake.

Monitoring of the Lake Michigan sediment plume has mainly occurred through visible-band

satellite imagery (Figure1.2). Satellite images of suspended particulate material in Lake Michigan

obtained during the late 1970’s - early 1980’s period were analyzed byMortimer[1988] and revealed

for the first time the formation of the early Spring turbidityplume along the Southern shoreline of

Lake Michigan. In 1992 satellite images became routinely available through theNOAACoast Watch

program and the plume was observed every year around mid-March. The usual Lake Michigan

cloudiness for this time of the year was an obstacle in recognizing the full extent of the plume until

the unusually clear conditions in 1996. The plume formed that year was approximately 10 km wide

and 100 km long and eventually stretched to 350 km along the Southern shoreline of the lake. The

development and the dissipation of the 1996 plume from mid-March to late-April was tracked by the

scientists at the Great Lakes Environmental Research Laboratory (GLERL) using a frame-by-frame

analysis ofNOAAsatellite images. The mass of the suspended particulate matter was estimated to

be one million tons (source:http://www.glerl.noaa.gov/news/1996/plume.html).
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Figure 1.2 Lake Michigan turbidity plume images for the year 1998 (GLERL/NOAA - EEGLE
project).
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CHAPTER 2

THE STANDARD HYDRODYNAMIC AND SEDIMENT MODELS

2.1 Hydrodynamic Model

The equations describing the turbulent motion of water surface flows and transport are well

known. Numerous circulation models presently employ theseessentially identical equations for a

variety of applications that include storm-induced water quality predictions, sediment transport pre-

dictions, studies on plume patterns and regularly scheduled operational water forecasts, to mention

a few. These equations form the basis of what is called here the Standard Model Equations (SME).

The circulation model employed byM2COPSis a free surface, three-dimensional, primitive

equation, shallow water circulation model. The model assumes a hydrostatic pressure distribution

and the turbulence mixing is described by the Boussinesq approximation and the eddy viscosity

approach. The model solves the time dependent three-dimensional equations of motion for water

elevation, the three-dimensional flow velocities and the three-dimensional temperature and salinity

fields, while it performs its calculations either on a rectangular Cartesian or on a curvilinear, bound-

ary fitted, orthogonal or non-orthogonal horizontal grid (user’s choice). In the vertical direction,

the model can accommodate both regularz-coordinates andσ-coordinates (user’s choice). For the

current research, a rectangular orthogonal horizontal grid and aσ vertical grid have been chosen.

The algorithm for the solution of the governing equations employs a standard mode splitting

technique, according to which the vertically averaged equations of motion and continuity equation

provide a solution for the free water surface displacement.The vertically averaged flow velocities

(external mode) and the three-dimensional equations provide a solution for the three-dimensional

velocity and scalar fields (internal mode). During theinternal modecalculations, the fluctuations

of the 3D velocities from the vertically averaged velocities are computed and then added to the
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vertically averaged velocities to produce the full 3D horizontal velocity components (Chapman

et al.[1996]).

2.1.1 Model Physics and Dynamics

The system of the turbulent equations of motion are “closed”in the Standard Model (SM) by use

of a vertical turbulent eddy viscosity model (ASCE Task Committee on Turbulence Models in Hy-

draulic Computation[1988a], ASCE Task Committee on Turbulence Models in Hydraulic Compu-

tation[1988b], Rodi [1994], Chapman et al.[1996]). Here due to the unimportance of stratification

a κ-ǫ vertical diffusivity formulation is used that furnishes the vertical eddy viscosities/diffusivities

while their horizontal counterparts are held constant (user input).

In the present version of the hydrodynamic model a drag law isused to relate the surface shear

stresses with the winds encountered above the water surface. The temperature distribution (and its

related flow motions due to resulting temperature/density gradients) in the water column is forced by

a newly introduced heat balance equation at the surface (Garnier et al.[2000], Ahsan and Blumberg

[1999], Wu et al.[2001], Cole and Wells[2005]). Both replaces an obsolete equilibrium temperature

formulation described inCole and Wells[2005], Mohseni and Stefan[1999] that had its roots in the

1960’s.

The older formulation for the surface heat balance used the concept of an equilibrium tempera-

ture, defined as the temperature at which the net surface heatflux is null. The concept is simpler to

apply by using a bulk formulation for the heat flux, but still the equilibrium temperature and the bulk

heat transfer coefficient need to be determined from meteorological data. Since, in principle, the

equilibrium temperature and the surface heat transfer coefficient can be derived from the heat bal-

ance equation after all its terms have been evaluated, the computational load will be the same as with

the direct incorporation of the heat balance equation into the model. The possible use of averaged

values for the equilibrium temperature will be unacceptable, if accurate temperature predictions are

required.

A new equation of state, based on the International Equationof State (EOS80) (Millard [1987],

Fofonoff and Millard [1983]), is also introduced in the model for the reasons describedin Section

2.2. Relevant thermodynamic and transport fluid properties (e.g., specific heat, viscosity) for both

the water and the air are now calculated as functions of temperature, pressure and salinity (where

applicable). In the course of the derivation of the governing equations of motion, the atmospheric
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pressure terms have been retained to account for the inclusion of possible horizontal atmospheric

pressure gradients at the free surface.

The incorporation of the lateral boundary conditions accounts for riverine inputs or tidal bound-

aries. The tidal conditions are specified by a user supplied,time dependent tidal elevation array,

while the riverine flow conditions are supplied by a time dependent flow rate array. In both cases,

time dependent temperature and salinity profiles may be furnished by the user.

2.1.2 TheSM Governing Equations

TheSM turbulent equations of motion and conservation of mass are derived for an incompress-

ible fluid (Dρ/Dt = 0), under the assumptions that:(a) the Boussinesq approximation holds and

(b) the pressure distribution in the water column follows the hydrostatic law. For a right-handed,

rectangular Cartesian coordinate system (Figure2.1) the equations take the form:

ζ(x,y,t)

h(x,y)

SWL
z = 0

z = -h

x

y

z u

v

w

Figure 2.1 Cartesian coordinate notation.
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y-momentum:
∂v

∂t
+
∂(uv)
∂x
+
∂(v2)
∂y
+
∂(vw)
∂z
= − f u− 1

ρo

∂p
∂y
+

∂

∂x

[
Ah

∂v

∂x

]
+
∂

∂y

[
Ah

∂v

∂y

]
+
∂

∂z

[
Av

∂v

∂z

]
(2.1.3)
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z-momentum:
∂p
∂z
= −ρg (2.1.4)

scalar transport:
∂Φ
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∂(uΦ)
∂x

+
∂(vΦ)
∂y
+
∂(wΦ)
∂z

=

∂

∂x

[
Bh
∂Φ
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]
+
∂

∂y

[
Bh
∂Φ

∂y

]
+
∂

∂z

[
Bv
∂Φ

∂z

]
+ SΦ (2.1.5)

where: f = 2Ω sinφ is the Coriolis parameter,φ is the latitude,Ω is the rotational speed of the earth

taken as:Ω =
2π

24·3600
= 7.27221· 10−5 s−1, ρo is a reference fluid density,Φ represents the scalar

field(s) being modeled,Ah andBh are the horizontal turbulent eddy viscosity/diffusivity coefficients

andAv andBv are the vertical turbulent eddy viscosity/diffusivity coefficients. Depending upon the

modeled scalar quantity (temperature, salinity, sediments, . . . ), the coefficientB is replaced byK

(thermal diffusivity) orD (mass diffusivity). The termSΦ in equation2.1.5collectively represents

the presence of additional source/sink terms for the scalarΦ in the modeled physical domain.

The assumption of a hydrostatic pressure distribution is the usual assumption made in most

shallow water computations and especially in calculating wind driven lake circulation, as well as

continental shelf and open coast transport. The Boussinesqapproximation assumes that the varia-

tions of the density (ρ = ρo + ρ
′) can be neglected, with the exception of the gravity acceleration

term that is buoyancy. With this approximation, the densityin equations2.1.2and2.1.3is replaced

by ρo, while it is retained in equation2.1.4, whereρo is a constant average or a reference density.

This reference density can be regarded as the basic density of the homogeneous fluid and in many

practical applications can be taken as the depth averaged fluid density:

ρo =
1

ζ + h

ζ∫

−h

ρdz=
1
D

ζ∫

−h

ρdz (2.1.6)

The shallow water assumption implies weak vertical accelerations in the water column and,

therefore, the vertical momentum equation reduces to the hydrostatic law. The vertical integration

of equation2.1.4yields:

p|ζ − p|z = g

ζ∫

z

ρdz′ =⇒ p = patm+ g

ζ∫

z

ρdz′ (2.1.7)

where: z′ is a dummy variable for integration,p|z = p = p(x, y, z, t) and p|ζ = patm = patm(x, y, t).

Using Leibnitz’s rule (equationB.46), the two horizontal pressure gradients in equations2.1.2and
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2.1.3are determined from equation2.1.7as follows:
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∂patm

∂x
+ g

[
ρ
∂ζ

∂x

]

ζ

+ g

ζ∫

z

∂ρ

∂x
dz′ =

∂patm

∂x
+ gρo

∂ζ

∂x
+ g

ζ∫

z

∂ρ

∂x
dz′ (2.1.8)
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where the water density at the free surface was approximatedby: ρ|ζ = ρ(x, y, ζ, t) = ρo. This ap-

proximation is valid as long asζ∆ρ/ρ∆ζ ≪ 1, where∆ρ and∆ζ represent typical horizontal varia-

tions, which is true over the horizontal length scales of a model grid box (Pacanowski and Griffies

[2000]). Substitution of the expressions for the horizontal pressure gradients into equations2.1.2

and2.1.3yields the following form of theSMhorizontal momentum equations:
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(2.1.11)

In the derivation of the two momentum equations, the atmospheric pressure terms were inten-

tionally retained to account for the presence of any horizontal atmospheric pressure gradients. Since

only the pressure gradients are present in the momentum equations, the pressurepatm can be either

absolute or gage. This fact is worth noting since some formulations for the equation of state and

in the equations calculating the various properties of the water and air use mixtures of absolute

pressures and some gage pressures.
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2.1.3 Boundary Conditions

The solution of the system of the partial differential equations of fluid motion and species trans-

port presented in the previous Chapters are obtained for theproblem being solved when boundary

conditions are specified for all the involved dependent variables.

The boundary conditions are distinguished as “surface conditions” describing the interaction

of the water body with the atmosphere, as “bottom conditions” describing the interaction of the

bottom physics with the overlying water column, and finally as “lateral conditions” that describe

the material fluxes into or out of the water body (e.g., riverine inputs,shoreline erosion rates). At the

surface and bottom boundaries the momentum, continuity andscalar conditions are defined as:

free surface conditions

Av
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∂v

∂z


ζ

=



τsx

ρo

τsy
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(2.1.12)

Bv
∂Φ

∂z
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ζ
= Φ̇ (2.1.13)

w|ζ =
[
∂ζ

∂t
+ u

∂ζ

∂x
+ v

∂ζ

∂y

]

ζ

(2.1.14)

In equation2.1.13, Φ̇ represents the vertical flux of the scalar quantity at the surface. If salinity

is the scalar, theṅΦ = 0. The surface wind stresses are parametrized after G.I.Taylor (Stull [1988]),

with the individual stresses given by the following drag laws:


τsx

τsy

 = ρair CM W


Wx

Wy

 ; τs = ρairCMW2 ; W =
(
W2

x +W2
y

)1/2
(2.1.15)

where,W (m/s) is the wind speed at the reference elevation of 10 m above the mean water surface,

Wx andWy are the two components of the wind speed vector,ρair (kg/m3) is the density of the air

at standard atmospheric conditions, CM is the bulk momentum transfer coefficient calculated by the

methods described in Section2.5.1with τs representing the wind imposed surface stress. When

neutral conditions are encountered during the calculations, the drag coefficient is computed using

equation2.5.7. A maximum allowable value of 0.003 is set in the model that corresponds to an

approximately 130 km/h wind speed.
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In the case of the modeled temperature field, then equation2.1.13becomes:Φ̇ = Kv
∂T
∂z

∣∣∣∣∣
ζ
=

HN

ρo cp
where,HN is the net surface heat flux (Section2.6). The only term in the surface heat flux

that is a function of depth is the penetrative shortwave solar radiation (Section2.6.1), therefore, the

calculation ofHN requires that this term is appropriately integrated.

bottom conditions
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]
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(2.1.18)

Similarly with equations2.1.15the bottom shear stresses are parametrized as follows:


τbx

τby

 = ρo CD |u|

u

v

 ; τb = ρoCD|u|2 ; |u| =
(
u2 + v2

)1/2
(2.1.19)

where CD is the bottom drag coefficient and (u, v) are the near bottom horizontal flow velocities.

When the full 3D calculations are employed, then CD is determined by the logarithmic law:

CD = k2
[
ln

zr

zo

]−2

(2.1.20)

wherezo is the bottom roughness height,zr is defined as one half of the bottom layer thickness and

k = 0.4 is the von Kármán’s constant. If only the 2D (vertically integrated) equations are employed

then, CD is calculated by the following Manning’s formulation:

CD = g n2 R−1/3 (2.1.21)

wheren is the Manning’s coefficient (default value is 0.002),g is the gravitational acceleration and

R is the hydraulic radius, which is approximated asR≈ D, since the horizontal length scale is much

larger than the vertical length scale.

Equations2.1.14and2.1.18represent the kinematic boundary conditions at the water surface

and the bottom. At the free surface, the kinematic boundary condition can be derived considering
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the fact that the free surface is a material boundary for which a particle initially on the boundary

will remain on the boundary. Assuming that there is no water penetrating the free surface, then the

material or total derivative at the free surface (ζ − z) is zero, therefore:

D(ζ − z)
Dt

=
Dζ
Dt
− Dz

Dt
= 0 ⇒

[
∂ζ

∂t
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∂ζ

∂x
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]
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−
[
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∂z
∂x
+ v

∂z
∂y
+ w

∂z
∂z

]

ζ

= 0 (2.1.22)

Since, ∂ζ/∂z= ∂z/∂t = ∂z/∂x = ∂z/∂y = 0 and∂z/∂z= 1, equation2.1.22 reduces to equation

2.1.14. At the bottom, the kinematic boundary condition reflects the fact that there is no flow

normal to the boundary. The bottom is a material boundary and, therefore, the material derivative at

the bottom (z+ h) is zero, yielding:

D(z+ h)
Dt

=
Dz
Dt
+

Dh
Dt
= 0 ⇒

[
∂z
∂t
+ u

∂z
∂x
+ v

∂z
∂y
+ w

∂z
∂z

]

−h
+

[
∂h
∂t
+ u

∂h
∂x
+ v

∂h
∂y
+ w

∂h
∂z

]

−h
= 0 (2.1.23)

and since,∂z/∂t = ∂h/∂t = ∂z/∂x = ∂z/∂y = ∂h/∂z= 0 and∂z/∂z= 1, equation2.1.23reduces to

equation2.1.18.

The lateral conditions for a wall boundary are specified suchthat: (a) there is no flow normal to

the wall (∂un/∂n = 0), and(b) the no slip conditions tangential to the wall are valid (uτ = 0), where

u represents the velocity vector, andn andτ are the normal and tangential directions respectively.

If open lateral conditions (e.g., rivers) are required, then either the normal to the boundary flow

velocities or the corresponding flow rates need to be specified.

2.1.4 External Mode Equations

The external mode equations provide the solution for the water surface fluctuationζ and the wa-

ter depthD and calculate the vertically averaged field variables. Thisprognostic calculation allows

the simulation of tidal events and surges and dominant horizontal advective processes. The aver-

aged equations are derived from the turbulent continuity, momentum and scalar transport equations

(2.1.1through2.1.5) by integration in the interval (−h, ζ). To derive the equations, the definitions

for the Leibnitz’s rule (equationB.46) and the vertical average of a variableα:

A = α =
1

ζ + h

ζ∫

−h

α(z, . . .)dz=
1
D

ζ∫

−h

α(z, . . .)dz=

0∫

−1

α(σ, . . .)dσ (2.1.24)
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were employed to evaluate the vertical integral of any partial derivative present. Finally, the surface

and bottom kinetic boundary conditions (equations2.1.14and2.1.18) were incorporated into the

resulting equations. The presentation of all the intermediate derivation steps for all the equations

involved is so very well known that its reproduction here is unnecessary therefore, only the steps

needed for clarification and the final equations will be givenhere. The integration of continuity

equation2.1.1gives:
ζ∫

−h

(
∂u
∂x
+
∂v

∂y
+
∂w

∂z

)
dz=

∂

∂x

ζ∫

−h

udz+
∂

∂y

ζ∫

−h

vdz+

[
w|ζ − u|ζ

∂ζ

∂x
− v|ζ

∂ζ

∂y

]

︸                       ︷︷                       ︸
apply surface kinematic B.C

−
[
w|−h + u|−h

∂h
∂x
+ v|−h

∂h
∂y

]

︸                            ︷︷                            ︸
apply bottom kinematic B.C

=⇒

∂ζ

∂t
+
∂(DU)
∂x

+
∂(DV)
∂y

= 0 (2.1.25)

Introducing the two new variables
˜
U and

˜
V as the volumetric flow rates per unit width (unit flow

rates) the above equation becomes:

∂ζ

∂t
+
∂(DU)
∂x

+
∂(DV)
∂y

=
∂ζ

∂t
+
∂

˜
U
∂x
+
∂

˜
V
∂y
= 0 (2.1.26a)

∂D
∂t
+
∂(DU)
∂x

+
∂(DV)
∂y

=
∂D
∂t
+
∂

˜
U
∂x
+
∂

˜
V
∂y
= 0 (2.1.26b)

The integration of the momentum equations is straight forward, but special attention will be

given in the evaluation of the integrals of the baroclinic and diffusion terms to outline the approx-

imations used. The integration of the baroclinic terms (e.g., the x-momentum term) proceeds as

follows:

ζ∫

−h

( g
ρo

ζ∫

z

∂ρ

∂x
dz′

)
dz=

g
ρo

ζ∫

−h

(∂
∂x

�
�

�
�
�7

(ζ − z)
zρ

ζ∫

z

ρdz′ − ρ|ζ
∂ζ

∂x
+ ρ|z

�
�
��
0

∂z
∂x

)

︸                                  ︷︷                                  ︸
using Leibnitz’s rule

dz=

g
ρo

ζ∫

−h

(∂(ζ − z) z
ρ

∂x
− ρ|ζ

∂ζ

∂x

)
dz=

g
ρo

ζ∫

−h

(∂ζ
∂x

( zρ −ρ|ζ)︸   ︷︷   ︸
≈ 0

+(ζ − z)
∂ z
ρ

∂x

)
dz=

g
ρo

∂ zρ

∂x

ζ∫

−h

(ζ − z)dz=
g
ρo

∂ zρ

∂x
D2

2
(2.1.27)
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The diffusion terms are integrated in a similar fashion, as shown next:

ζ∫

−h

∂

∂x

[
Ah

∂u
∂x

]
dz=

∂

∂x

ζ∫

−h

Ah
∂u
∂x

dz−Ah
∂u
∂x

∣∣∣∣
ζ

∂ζ

∂x
−Ah

∂u
∂x

∣∣∣∣−h

∂h
∂x︸                              ︷︷                              ︸

neglect these higher order terms

=

∂

∂x

[
DAh

∂u
∂x

]
≈ ∂

∂x

[
DA h

∂u
∂x

]
=
∂

∂x

[
A h

ζ∫

−h

∂u
∂x

dz
]
=

∂

∂x

[
A h

∂(DU)
∂x

]
− ∂
∂x

[
A h u|ζ

∂ζ

∂x

]
− ∂
∂x

[
A hu|−h

∂h
∂x

]

︸                                      ︷︷                                      ︸
neglect these higher order terms

=
∂

∂x

[
A h

∂(DU)
∂x

]
(2.1.28)

Since the horizontal eddy viscosities/diffusivities are held constant in the current formulation

used inM2COPS, their vertically averaged horizontal counterparts are held constant as well, that is,

A h = Ah andB h = Bh.

The two vertically averaged momentum equations in terms of both the averaged flow velocities

and the unit flow rates, after dropping the overbars, are written as:

∂(DU)
∂t

+
∂(DU2)
∂x

+
∂(DUV)
∂y

= f DV − D
ρo

∂patm

∂x
− gD

∂ζ

∂x︸                  ︷︷                  ︸
barotropic terms

− g
ρo

D2

2
∂ρ

∂x︸      ︷︷      ︸
baroclinic term

+

∂

∂x

[
Ah

∂(DU)
∂x

]
+
∂

∂y

[
Ah

∂(DU)
∂y

]
+ Su −

∂(Du′2)
∂x

− ∂(Du′v′)
∂y︸                    ︷︷                    ︸

dispersion terms

(2.1.29a)

∂
˜
U
∂t
+
∂

∂x

(
˜
U

˜
U

D

)
+
∂

∂x

(
˜
U

˜
V

D

)
= f

˜
V − D
ρo

∂patm

∂x
− gD

∂ζ

∂x
− g
ρo

D2

2
∂ρ

∂x
+

∂

∂x

[
Ah

∂
˜
U
∂x

]
+
∂

∂y

[
Ah

∂
˜
U
∂y

]
+ Su −

∂(Du′2)
∂x

− ∂(Du′v′)
∂y

(2.1.29b)

∂(DV)
∂t

+
∂(DUV)
∂x

+
∂(DV2)
∂y

= − f DU − D
ρo

∂patm

∂y
− gD

∂ζ

∂y︸                  ︷︷                  ︸
barotropic terms

− g
ρo

D2

2
∂ρ

∂y︸      ︷︷      ︸
baroclinic term

+

∂

∂x

[
Ah

∂(DV)
∂x

]
+
∂

∂y

[
Ah

∂(DV)
∂y

]
+ Su −

∂(Du′v′)
∂x

− ∂(Dv′2)
∂y︸                   ︷︷                   ︸

dispersion terms

(2.1.30a)
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∂
˜
V
∂t
+
∂

∂x

(
˜
U

˜
V

D

)
+
∂

∂x

(
˜
V

˜
V

D

)
= − f

˜
U − D
ρo

∂patm

∂y
− gD

∂ζ

∂y
− g
ρo

D2

2
∂ρ

∂y
+

∂

∂x

[
Ah

∂
˜
V
∂x

]
+
∂

∂y

[
Ah

∂
˜
V
∂y

]
+ Su −

∂(Du′v′)
∂x

− ∂(Dv′2)
∂y

(2.1.30b)

The two new termsSu and Su in the momentum equations are the results of the integrations
ζ∫

−h

∂

∂z

(
Av

∂u
∂z

)
dz and

ζ∫

−h

∂

∂z

(
Av

∂v

∂z

)
dz, respectively. These two terms are evaluated using the mo-

mentum boundary conditions (equations2.1.12and2.1.16) as follows:

Su =

ζ∫

−h

∂

∂z

(
Av

∂u
∂z

)
dz=

[
Av

∂u
∂z

]ζ

−h
=
τsx− τbx

ρo

Su =

ζ∫

−h

∂

∂z

(
Av

∂v

∂z

)
dz=

[
Av

∂v

∂z

]ζ

−h
=
τsy − τby

ρo



(2.1.31)

2.1.5 Non-Dimensional Equations

The governing equations are modeled using their non-dimensional form that makes it easier to

compare the relative importance of one physical process to another. The non-dimensionalization of

the governing equations is based upon the normalization of all dependent and independent variables

with respect to reference constant values, presumably the largest values encountered in the problem

being solved (Streeter et al.[1998]) and, therefore, the newly created variables will have values

ranging between -1 and 1.

Substitution of all the relevant variables in equations2.1.1, 2.1.10, 2.1.11and2.1.5by their

non-dimensional counterparts (equationsB.36 throughB.41), evaluation of all the partial deriva-

tives using equationsB.45, division of both sides of: the continuity equation by
Ur

Xr
, the momen-

tum equations byf Ur and the scalar equation byf (Φr − Φo), taking into account equationsB.42

throughB.44and dropping the check accents, then the final forms of the non-dimensional equations

are written as:

continuity:
∂u
∂x
+
∂v

∂y
+
∂w

∂z
= 0 (2.1.32)
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x-momentum:
∂u
∂t
+ Ro [

∂(u2)
∂x
+
∂(uv)
∂y
+
∂(uw)
∂z

]
= v − ∂patm

∂x
− ∂ζ
∂x
− Ro
F

2rd

ζ∫

z

∂ρ

∂x
dz′+

Ekh
∂

∂x

[
Ah

∂u
∂x

]
+ Ekh

∂

∂y

[
Ah

∂u
∂y

]
+ Ekv

∂

∂z

[
Av

∂u
∂z

]
(2.1.33)

y-momentum:
∂v

∂t
+ Ro [

∂(uv)
∂y
+
∂(v2)
∂y
+
∂(vw)
∂z

]
= −u− ∂patm

∂y
− ∂ζ
∂y
− Ro
F

2rd

ζ∫

z

∂ρ

∂y
dz′+

Ekh
∂

∂x

[
Ah

∂v

∂x

]
+ Ekh

∂

∂y

[
Ah

∂v

∂y

]
+ Ekv

∂

∂z

[
Av

∂v

∂z

]
(2.1.34)

scalar:
∂Φ

∂t
+Ro [

∂(uΦ)
∂x

+
∂(vΦ)
∂y
+
∂(wΦ)
∂z

]
=

Ekh

Sh

∂

∂x

[
Bh
∂Φ

∂x

]
+
Ekh

Sh

∂

∂y

[
Bh

∂Φ

∂y

]
+
Ekv

Sv

∂

∂z

[
Bv

∂Φ

∂z

]
+ SΦ (2.1.35)

The vertical momentum equation has been eliminated, since it is already incorporated into the

equations2.1.33and2.1.34. In the derivation of the scalar equation2.1.35the continuity equation

2.1.32was used to eliminate all relevant terms. The correspondingnon-dimensional, vertically

averaged equations of motion are derived in a similar fashion from the equations2.1.26a, 2.1.29a

and2.1.30a. After dropping the check accents the equations resume their final form:

∂ζ

∂t
+

(Ro
Fr )2

[
∂(DU)
∂x

+
∂(DV)
∂y

]
=
∂ζ

∂t
+

(Ro
Fr )2

[
∂

˜
U
∂x
+
∂

˜
V
∂y

]
= 0 (2.1.36a)

∂D
∂t
+ Ro [

∂(DU)
∂x

+
∂(DV)
∂y

]
=
∂D
∂t
+ Ro [

∂
˜
U
∂x
+
∂

˜
V
∂y

]
= 0 (2.1.36b)

∂(DU)
∂t

+ Ro [
∂(DU2)
∂x

+
∂(DUV)
∂y

]
= DV − D

∂patm

∂x
− D

∂ζ

∂x
−

D2
Ro

2F2rd

∂ρ

∂x
+ Ekh

∂

∂x

[
Ah

∂(DU)
∂x

]
+ Ekh

∂

∂y

[
Ah

∂(DU)
∂y

]
+ τsx− τbx (2.1.37a)
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∂
˜
U
∂t
+Ro [

∂

∂x

(
˜
U

˜
U

D

)
+
∂

∂y

(
˜
U

˜
V

D

)]
=

˜
V − D

∂patm

∂x
− D

∂ζ

∂x
−

D2
Ro

2F2rd

∂ρ

∂x
+ Ekh

∂

∂x

[
Ah

∂
˜
U
∂x

]
+ Ekh

∂

∂y

[
Ah

∂
˜
U
∂y

]
+ τsx− τbx (2.1.37b)

∂(DV)
∂t

+ Ro [
∂(DUV)
∂x

+
∂(DV2)
∂y

]
= −DU − D

∂patm

∂y
− D

∂ζ

∂y
−

D2
Ro

2F2rd

∂ρ

∂y
+ Ekh

∂

∂x

[
Ah

∂(DV)
∂x

]
+ Ekh

∂

∂y

[
Ah

∂(DV)
∂y

]
+ τsy − τby (2.1.38a)

∂
˜
V
∂t
+Ro [

∂

∂x

(
˜
U

˜
V

D

)
+
∂

∂y

(
˜
V

˜
V

D

)]
= −

˜
U − D

∂patm

∂y
− D

∂ζ

∂y
−

D2
Ro

2F2rd

∂ρ

∂y
+ Ekh

∂

∂x

[
Ah

∂
˜
V
∂x

]
+ Ekh

∂

∂y

[
Ah

∂
˜
V
∂y

]
+ τsy − τby (2.1.38b)

2.2 The Equation of State for Water

The continuity equation along with the equations of motion do not form a closed set of equations

regarding the dependent variablesu, v, w, p andρ, therefore, an equation of state for the water is

employed in order to close the set. The equation of state, which is a diagnostic equation, relates the

density with the thermodynamic properties of the water (temperature, pressure) and in the case of

seawater with the salinity as well.

There is a wide spectrum of such equations, some of empiricalnature, some based on theoretical

statistical thermodynamic considerations and some semi-empirical that combine features from both

the theoretical and the empirical equations. Due to presentlimitations in theory the theoretical

equations tend to be less accurate (Deiters and Reuck[1997]), although significant efforts are under

way for the improvement of these equations (Feistel[2003], McDougall and Jackett[2003]).

2.2.1 Eckart’s Equation of State and its Limitations

CH3D, the original code forM2COPS, uses a semi-empirical equation of state developed by

Eckart[1958]. The full Eckart’s equation gives density as a function of both temperature and pres-

sure as:

ρ =
P

a+ 0.698P
· 103 (2.2.1)
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where, a and P are both functions ofT (oC), S (ppt) and absolute pressurep (atm), andρ is in

kg/m3. The functions a, P are defined as follows:

P = p+ 5890+ 38T − 0.375T2 + 3S (2.2.2)

α = 1779.5+ 11.25T − 0.0745T2 − (3.8+ 0.01T)S (2.2.3)

The equations2.2.1, 2.2.2 and 2.2.3 are valid for the range of values: 0 ppt≤ S ≤ 40 ppt,

0oC ≤ T ≤ 40oC and 1 atm≤ p ≤ 1000 atm (1 atm= 1.01325 bar= 101.325 kPa), with an error

not less than±0.2 kg/m3 (Eckart[1958]).

Some drawbacks in the use of the Eckart’s equation are:(a) its application is suitable only

in shallow water environments, since in higher pressure environments it exhibits large deviations

due to systematic errors (Eckart [1958]); (b) the accuracy of the density values produced by this

equation, tested at the time of its development only by limited available pure water experimental

data, is not judged as satisfactory by the present standards(Wright [1997], Bryan and Cox[1972]);

and(c) the equation is based on the definition of salinity and its scale prior to 1978 while current

salinity data for sea or fresh water are referred in psu (practical salinity units) in accordance with

the definition for the practical salinity, making the use of the above equation inappropriate (Millard

[1987]). Eliminating the pressure from equation2.2.2(as it has been done inCH3D) produces a

reduced version of Eckart’s equation. This version, while it increases the computational efficiency

of the model, introduces additional errors in the calculation of the water density, even in shallow

waters (< 1000 m).

Justification for the use of a more appropriate equation of state in M2COPSis drawn from

Table2.1 that lists the density values obtained from Eckart’s equation (ρE) and from theUNESCO

international equation of state (ρEOS80) at various temperature, salinity and pressure values. The

salinity and temperature ranges were chosen to approximately reflect the values that are most likely

to occur in fresh waters.

The maximum absolute difference of the calculated densities by the two equations is∼ 1.5 kg/m3

(∼ 0.11 kg/m3 if pressure is included) and the rms difference is∼ 0.9 kg/m3 (∼ 0.08 kg/m3 if pres-

sure is included). In both cases the differences in the computed density values are significant and

greater than the maximum difference of no more than 0.001 kg/m3 between density values calcu-

lated by the international equation of state and experimental data (McDougall and Jackett[2003]).
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p included
p S T ρEOS80 ρE ρEOS80 − ρE ρEOS80 − ρE

(dbars) (psu) (oC) (kg/m3) (kg/m3) (kg/m3) (kg/m3)

0.00 0.00 0.00 999.842594 999.877774 -0.035180 -0.086455
0.00 0.00 15.00 999.101575 999.052169 0.049406 0.001984
0.00 0.00 30.00 995.651134 995.712892 -0.061759 -0.107131
0.00 0.10 0.00 999.924867 999.957661 -0.032794 -0.084061
0.00 0.10 15.00 999.179218 999.128236 0.050982 0.003568
0.00 0.10 30.00 995.726276 995.787246 -0.060970 -0.106336
0.00 0.20 0.00 1000.007000 1000.037553 -0.030553 -0.081812
0.00 0.20 15.00 999.256752 999.204308 0.052444 0.005036
0.00 0.20 30.00 995.801320 995.861604 -0.060285 -0.105644

150.00 0.00 0.00 1000.604444 999.877774 0.726670 -0.082262
150.00 0.00 15.00 999.800817 999.052169 0.748648 0.000418
150.00 0.00 30.00 996.318712 995.712892 0.605819 -0.110135
150.00 0.10 0.00 1000.686568 999.957661 0.728907 -0.079899
150.00 0.10 15.00 999.878359 999.128236 0.750122 0.002001
150.00 0.10 30.00 996.393771 995.787246 0.606525 -0.109330
150.00 0.20 0.00 1000.768551 1000.037553 0.730998 -0.077681
150.00 0.20 15.00 999.955790 999.204308 0.751482 0.003470
150.00 0.20 30.00 996.468731 995.861604 0.607126 -0.108627
300.00 0.00 0.00 1001.363693 999.877774 1.485919 -0.078020
300.00 0.00 15.00 1000.497826 999.052169 1.445657 -0.001121
300.00 0.00 30.00 996.984172 995.712892 1.271279 -0.113202
300.00 0.10 0.00 1001.445668 999.957661 1.488007 -0.075688
300.00 0.10 15.00 1000.575266 999.128236 1.447030 0.000464
300.00 0.10 30.00 997.059148 995.787246 1.271902 -0.112385
300.00 0.20 0.00 1001.527504 1000.037553 1.489951 -0.073500
300.00 0.20 15.00 1000.652596 999.204308 1.448287 0.001933
300.00 0.20 30.00 997.134025 995.861604 1.272421 -0.111672

Check Values
0.00 0.00 5.00 999.966751 999.907967 0.058784 0.009036

10000.00 0.00 5.00 1044.128016 999.907967 44.220049 0.080552
0.00 0.00 25.00 997.047958 997.088453 -0.040495 -0.086383

10000.00 0.00 25.00 1037.902044 997.088453 40.813592 -0.250212
0.00 35.00 5.00 1027.675465 1027.605470 0.069995 0.022955

10000.00 35.00 5.00 1069.489138 1027.605470 41.883668 0.190184
0.00 35.00 25.00 1023.343058 1023.514427 -0.171368 -0.214922

10000.00 35.00 25.00 1062.538172 1023.514427 39.023745 0.086810

Table 2.1 Comparison between the international and Eckart’s equation of state for sea-
water. The last column differences are computed by including the pressure
term in Eckart’s equation.
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2.2.2 UNESCO Equation of State

Because of the limitations of Eckart’s equation, the formulation used inM2COPSparametrizes

the water density using theUNESCOinternational equation of state, which is considered to be

the standard equation of state for seawater (Millard [1987], Fofonoff and Millard [1983], Fofonoff

and Millard, Jr.[1990]) and it is referenced from here on asEOS80. The full EOS80involves 42

coefficients of the fitted polynomials and is computationally intensive. Since the equation of state

is evaluated at each grid point and every time step in the hydrodynamic models, the computational

requirements of the fullEOS80could increase theCPU time requirements significantly (reported

values range between 10% and 50% increase inCPU time,Kruger et al.[2005], Wright [1997]).

Mellor [1991] introduced an approximation for the pressure terms inEOS80that decreases the

computational time by a factor of 3. The difference in the computed density values between the

full EOS80and the Mellor’s approximation (MEOS80) is about 1% and this difference decreases

with increasing water depths (Mellor [1991]). The equation of state proposed by Mellor is used in

M2COPSand is defined as:

ρ(S, θ, p) = ρ(S, θ, 0)+
p

c2
(1− 0.20

p

c2
) · 104 (2.2.4)

c(S, θ, p) = 1449.2+ 1.34(S − 35)+ 4.55θ − 0.045θ2 + 0.00821p + 15.0 · 10−9p2 (2.2.5)

where,θ is the potential temperature (oC), p is the applied or gage pressure (dbar),S is the salinity

(psu) andc is the speed of sound (m/s). The potential temperature is defined as the temperature of a

parcel of water at the sea surface, after it has been raised adiabatically from some depth in the ocean

(Stewart[2005]).

The use ofθ in equations2.2.4and2.2.5 is consistent with the ocean hydrodynamic models

that useθ as the conservative variable for the temperature distribution in the ocean. Relationships

betweenT andθ do exist (Bryden[1973], McDougall and Jackett[2003]) and are usually functional

relationships amongp, S, T and θ. An approximate equation forθ is (McDougall and Jackett

[2003]):

θ(S,T, p) = T + p(a1 + a2S + a3p+ a4T + a5S T+ a6T2 + a7pT) (2.2.6)

where,S is in psu,T is in oC andp is in dbar. For shallow watersθ is approximately equal toT

(Fofonoff and Millard [1983]) therefore, for lake, coastal and estuary waters,θ can be replaced by
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T in equations2.2.4and2.2.5. The coefficientsai in equation2.2.6are given by:

a1 = 1.067610· 10−5 a5 = 3.074672· 10−8

a2 = −1.434297· 10−6 a6 = 1.918639· 10−8

a3 = −7.566349· 10−9 a7 = 1.788718· 10−10

a4 = −8.535585· 10−6



(2.2.7)

TheEOS80for p = 0 is given as (Millard [1987]):

ρ(S, θ, 0) ≈ ρ(S,T, 0) = ρw + (b0 + b1T + b2T2 + b3T3 + b4T4)S

+ (c0 + c1T + c2T2)S3/2 + d0S2 (2.2.8)

while the density of the reference pure water (ρw) is given by:

ρw = e0 + e1T + e2T2 + e3T3 + e4T4 + e5T5 (2.2.9)

where,S is in psu,T is in oC, p is in dbar andρ is in kg/m3. All the above equations are valid for

the range of values: 0 psu≤ S ≤ 40 psu,−2oC ≤ T ≤ 40oC and 0 dbar≤ p ≤ 10000 dbar (Millard

[1987]).

The leading coefficients of the polynomials in equations2.2.8and2.2.9are given by:

b0 = 8.24493· 10−1 c0 = −5.72466· 10−3

b1 = −4.08990· 10−3 c1 = 1.02270· 10−4

b2 = 7.64380· 10−5 c2 = −1.65460· 10−6

b3 = −8.24670· 10−7 d0 = 4.83140· 10−4

b4 = 5.38750· 10−9

e0 = 999.842594 e3 = 1.001685· 10−4

e1 = 6.793952· 10−2 e4 = −1.120083· 10−6

e2 = −9.095290· 10−3 e5 = 6.536332· 10−9



(2.2.10)

As previously mentioned, Mellor’s approximation reduces the computational time for the equa-

tion of state by a factor of 3. A further reduction in the computational time by a factor of 2-16 (com-

puter platform and compiler dependent,Kruger et al.[2005]) can be achieved by using Horner’s

rule. According to this rule, given an nth degree polynomial ofx and factoring out powers ofx, the

number of calculations required to evaluate the polynomialat a valuex = x0 is reduced to n addi-

tions and n multiplications, resulting in less numerical instability (due to potential subtraction of

one large number from another) and faster evaluation of the polynomial. The nth degree polynomial

is written as:

f (x) = a0 + a1x+ a2x2 + a3x3 + · · · + anxn

= a0 + x(a1 + x(a2 + x(a3 + · · · + xan)) · · · ) (2.2.11)
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Regarding the power of 3/2 in equation2.2.8, it can be written asx3/2 = x
√

x, which is compu-

tationally less demanding.

2.3 Thermodynamic and Transport Properties of Water

The thermodynamic and transport properties of the water considered in this Section are the

specific heat (cp) and the dynamic viscosity (µ). Traditionally in the hydrodynamic models, both

properties are treated as constants, therefore, introducing bias in the model calculations. The equa-

tions of these properties presented in this Section complement the equation of state and are consis-

tent with the derivation ofEOS80, based on thermodynamic properties of the fluid and extensive

experimental data.

2.3.1 Specific Heat

The specific heat of seawater is defined as the heat in Joules required to raise the temperature of

1 kg of seawater by 1oC at constant pressure. The specific heat is a function of salinity, temperature

and pressure.Fofonoff and Millard[1983] introduced polynomial expansions for the calculation of

cp that are computationally intensive, but validated and endorsed byUNESCO. The specific heat

for seawater, as a function ofS, T andp is defined as:

cp(S,T, p) = cp(S,T, 0)+ ∆1cp(0,T, p) + ∆2cp(S,T, p) (2.3.1)

where all the terms in the r.h.s side of equation2.3.1are polynomial expansions ofS, T andp:

∆1cp(0,T, p) =(a0 + a1T + a2T2 + a3T3 + a4T4)p+

(b0 + b1T + b2T2 + b3T3 + b4T4)p2+

(c0 + c1T + c2T2 + c3T3)p3 (2.3.2)

∆2cp(S,T, p) =
[
(d0 + d1T + d2T2 + d3T3 + d4T4)S + (e0 + e1T + e2T2)S3/2

]
p

+
[
( f0 + f1T + f2T2 + f3T3)S + g0S3/2

]
p2+

+
[
(h0 + h1T + h2T2)S + j0TS3/2

]
p3 (2.3.3)

The value ofcp (S, T, 0) in equation2.3.1is calculated by the polynomials:

cp(S,T, 0) = cp(0,T, 0)+ AS+ BS3/2 (2.3.4)
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cp(0,T, 0) = m0 +m1T +m2T2 +m3T3 +m4T4 (2.3.5)

A = p0 + p1T + p2T2 and B = q0 + q1T + q2T2 (2.3.6)

In accordance with the equation of state, equations2.3.1through2.3.6are valid for the range of

values: 0 psu≤ S ≤ 40 psu,−2oC ≤ T ≤ 40oC and 0 dbar≤ p ≤ 10000 dbar (Fofonoff and Millard

[1983]). The resultingcp has units of: J/kg·oC. The leading coefficients of the polynomials in the

above equations are defined as:

a0 = −4.95920· 10−1 b0 = 2.49310· 10−4 c0 = −5.42200· 10−8

a1 = 1.45747· 10−2 b1 = −1.08645· 10−5 c1 = 2.63800· 10−9

a2 = −3.13885· 10−4 b2 = 2.87533· 10−7 c2 = −6.56370· 10−11

a3 = 2.03570· 10−6 b3 = −4.00270· 10−9 c3 = 6.13600· 10−13

a4 = 1.71680· 10−8 b4 = 2.29560· 10−11



(2.3.7a)

d0 = 4.92470· 10−3 e0 = −1.23310· 10−4 f0 = −2.95580· 10−6

d1 = −1.28315· 10−4 e1 = −1.51700· 10−6 f1 = 1.17054· 10−7

d2 = 9.80200· 10−7 e2 = 3.12200· 10−8 f2 = −2.39050· 10−9

d3 = 2.59410· 10−8 f3 = 1.84480· 10−11

d4 = −2.91790· 10−10



(2.3.7b)

h0 = 5.54000· 10−10 j0 = −1.43000· 10−12 g0 = 9.97100· 10−8

h1 = −1.76820· 10−11

h2 = 3.51300· 10−13


(2.3.7c)

m0 = 4217.0 p0 = −7.64358 q0 = 0.17704
m1 = −3.72028 p1 = 0.10728 q1 = −4.07718· 10−3

m2 = 0.14129 p2 = −1.38385· 10−3 q2 = 5.14800· 10−5

m3 = −2.65439· 10−3

m4 = 2.09324· 10−5



(2.3.7d)

2.3.2 Viscosity

According to the equation developed byMillero [1974], the viscosity of pure waterµw (N·s/m2)

at temperatureT (oC) is given in terms of the viscosity of the distilled water at20oC temperature

(µw20 = 1.002· 10−3 N·s/m2) as:

µw = µw20 · 10Λ with: Λ = −1.1709(T − 20)+ 0.001827(T − 20)2

T + 89.93
(2.3.8)
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and the viscosity of seawater (µ) is calculated as follows:

µ = µw
[
1.0+ A(ρS)1/2 + B(ρS)

]
(2.3.9)

whereA = 2.204· 10−3 T + 4.537· 10−3, B = 1.800· 10−8 T + 1.434· 10−6 and S is the practical

salinity.

The pressure change at temperatureT affects the viscosity of the fluid, and the change in vis-

cosity∆µp due to pressure is given by Matthäus (referenced byRiley and Skirrow[1974]) from the

equation:

∆µp =
(
−1.7913· 10−5 + 1.3550· 10−6T − 2.5853· 10−8T2

)
p

(
9.5182· 10−9 − 6.0833· 10−10T − 1.1652· 10−11T2

)
p2 (2.3.10)

wherep (kgf /m2 = 0.967841 atm) is the applied or gage pressure. The kinematic viscosityν is then

calculated by:ν = µ/ρ, andρ is calculated from the equation of state.

2.4 Thermodynamic and Transport Properties of Air

Properties of the air above the water surface, such as density and specific heat, are directly

involved in the calculation of surface wind stresses and heat fluxes, the chief forcing functions in

the hydrodynamic models. Traditionally, constant values for both the density and the specific heat

of the air are used with the possible introduction of errors in the calculation of the surface stresses

and fluxes. InM2COPSfunctional relationships are introduced for both of these properties in terms

of p andT.

2.4.1 Specific Heat

The specific heat of the moist air above the water surface is approximated by the following

equation (Miller et al. [1999]):

ca
p = ca

p0

1+ w(ca
pv
/ca

p0)

1+ w
(2.4.1)

whereca
p0 is the value ofca

p when the relative humidity is zero and is taken equal to 1004.6 J/kg·K,

ca
pv is the specific heat of water vapor, taken equal to 1870 J/kg·K, andw is the mixing ratio defined

as:

w =
0.62197pv

patm− pv
(2.4.2)
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wherepv is the vapor pressure. The vapor pressure is calculated in terms of the relative humidityf

and the saturation vapor pressureps (N/m2) as:

pv = f ps (2.4.3)

An equation for approximating the relative humidity developed by Bosen (Linsley, Jr. et al.

[1982]) with a 0.6% accuracy for the temperature range−25oC to 45oC is:

f =

(
112− 0.1Tair + Td

112+ 0.9Tair

)8

(2.4.4)

where,Tair andTd are the air and dewpoint temperatures, respectively (oC). The saturation vapor

pressure (N/m2) as a function of the air temperature (oC) is approximated with the polynomial:

ps = 3386.39
[
(0.00738Tair + 0.8072)8 − 0.000019|1.8Tair + 48| + 0.001316

]
(2.4.5)

As stated inMiller et al. [1999], equation2.4.5is accurate to within 1% and it is valid for the

temperature range−50oC to 55oC.

The specific humidityhq is calculated (Linsley, Jr. et al.[1982]) as:

hq =
0.62197pv

patm− 0.37803pv
(2.4.6)

2.4.2 Air Density

The density of the air above the water surface is calculated as the sum of the densities of dry air

and water vapor:

ρair = (
pd

Rd
+

pv

Rv
)

1
Tair

(2.4.7)

whereρair (kg/m3) is the density of the moist air,pd (N/m2) is the absolute pressure of the dry

air, pv (N/m2) is the absolute pressure of the water vapor,Tair (K) is the air temperature,Rd is the

gas constant of dry air taken as: 287.05 J/kg·K, andRv is the gas constant of water vapor taken as:

461.495 J/kg·K.

The local atmospheric pressure is equal to the sum of the dry air pressure and the pressure of

the water vapors, that ispatm = pd + pv. Introduction of this expression into equation2.4.7yields:

ρair =
patm

RdTv
with: Tv =

Tair

1− 0.37803(pv/patm)
(2.4.8)

whereTv (K) is the virtual temperature (Miller et al. [1999]).
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2.5 Wind Induced Shear Stresses

The basic driving force for the water body hydrodynamics andthe growth and propagation of the

surface waves is the wind, which is usually incorporated into the models via the surface stress or the

friction velocity. Since these parameters are not directlymeasured, they are estimated from available

wind measurements using bulk formulations. The evaluationof the shear stresses (2.1.15) and the

heat transfer fluxes (Sections2.6.2and2.6.3) using bulk equations requires a priori knowledge of

the bulk drag coefficients for momentum (CM) and heat (CH). Both coefficients are functions of the

wind speed (W) at a heightz above the mean water surface (usually 10 m), the turbulent surface

roughness height (zo) and the state of the wind generated surface waves (Stull [1988], WMO-No.

702[1998] and others).

The effect of the water surface friction on the wind is its magnitudereduction and as one ap-

proaches the surface, the wind speed tends to zero. As described inStull [1988], WMO-No. 702

[1998], the effects of friction are represented by relating the free atmospheric wind to a stress at the

water surface, using the concept of a two regime atmosphericboundary layer (ABL).

The portion of theABL close to the surface is called the constant flux or constant stress layer

and extends up to∼ 50 m above the mean water surface. Within this layer, it is assumed that the

frictional forces are constant with height and that the Coriolis and pressure gradient forces, as well

as the the horizontal gradients of the turbulent fluxes, are negligible (WMO-No. 702[1998]). As

a consequence of these assumptions, the wind direction is constant with height. Using Prandtl’s

mixing layer theory, it can be shown that the horizontal flow velocity of the air follows a logarithmic

profile in the vertical direction (Stull [1988], WMO-No. 702[1998]). Above the constant stress

layer and extending up to∼ 1000 m above the mean water surface, is the so called Ekman layer or

spiral. Within the Ekman layer, the geostrophic winds dominate and the principal force balance is

between the Coriolis, friction and pressure gradient forces. As noted inStull [1988], the tip of the

flow velocity vectors trace out a spiral, thus the name Ekman spiral.

The stability of theABL (difference between the air and water temperatures at the surface) is

important in determining the wind speed near the water surface, especially over waters near large

land masses (e.g., lakes), while over much of the oceans there is an equilibrium between the air

and the water temperatures, so that the neutral conditions dominate. Stable conditions in theABL

(warm air over colder waters) increase the friction, resulting in weaker winds and, therefore, weaker
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shear stresses, while the unstable conditions (cold air over warmer waters) reduces the dissipation

by friction, thus increasing the stress over the water surface (WMO-No. 702[1998]).

In the current formulation ofM2COPS, the hydrodynamic model is coupled with two wave

models, all of which should share common surface drag coefficients. To avoid duplicate calcula-

tions, a unified approach shared among these models is used for the determination of the surface

drag coefficients as presented in the next Section.

2.5.1 Determination of the Surface Drag Coefficients

In the following discussion, a constant stressABL is assumed and, therefore, the velocity and

temperature profiles above the water surface can be described by the following general logarithmic

laws (Brutsaert[1982]):
du
dz
=

u#

k z
and

dθ
dz
=
θ#

k z
(2.5.1)

such that:u(z= zo) = 0 andθ(z= zo) = θw. In equations2.5.1, u (z) is the wind speed at an elevation

z above the mean free surface,u# is the friction velocity at the atmospheric side of the free surface

(u2
# = τ/ρair), k is the von Kármán’s constant,zo is the aerodynamic friction roughness height,θ (z)

is the potential temperature (θ(z) = T(z) +
gz
ca

p
), ca

p is the specific heat coefficient of air,θ# is the

scaling potential temperature andθw is the potential temperature at the water surface.

Janssen, as referenced byMastenbroek et al.[1993], introduced the idea of a displacement

heightze to account for the effects of the surface waves on the wind by adjusting the profiles(equa-

tions2.5.1) as follows:

du
dz
=

u#

k (z+ ze − zo)
and

dθ
dz
=

θ#

k (z+ ze − zo)
(2.5.2)

and defined the displacement or effective roughness heightze as:

ze =
zo

[
1− τw

τtot

]1/2
; τtot = τt + τw (2.5.3)

where,τw is the wave-induced surface shear stress defined in Chapter3, τt is the turbulent sur-

face shear stress (reflecting the direct wind momentum inputto the mean flow-currents) defined as:

τt = ρairu2
# = ρwu2

∗ andτtot is the total shear stress. For a young wind sea, most of the wind mo-

mentum is absorbed by the water and the ratioτw/τtot approaches one, thus significantly enhancing

the surface shear stresses as can be deducted from equations2.5.2and2.5.3(Mastenbroek et al.
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[1993]). In the absence of waves or asτw → 0, the effective roughness height approacheszo, there-

fore, equations2.5.1are recovered from equations2.5.2as they should. For an old wind sea the

ratio τw/τtot is approximately equal to 0.5 (Mastenbroek et al.[1993]).

The effects of the stability of theABLare accounted in the above equations by introducing appro-

priate stability functions into equations2.5.2, as described inLiu and Schwab[1987], Stull [1988],

Brutsaert[1982] andPaulson[1970]. The integration of equations2.5.2after the introduction of the

stability functions gives:

u(z) =
u#

k
Φm =

u#

k

[
ln (

z+ ze− zo

ze
) − Ψm

]
(2.5.4)

∆θ(z) = θ(z) − θw =
θ#

k
Φh =

θ#

k

[
ln (

z+ ze − zo

ze
) − Ψh

]
(2.5.5)

where,u(z→ zo) = 0,Ψm(z→ zo) = 0, θ(z→ zo) = θw andΨh(z→ zo) = 0. The stability functions

for momentumΨm andΦm are both functions ofz, zo, ze and the dimensionless stability parameter

ϑ for momentum. The stability functions for heatΨh, Φh are both functions ofz, zo, ze and the

dimensionless stability parameterϑ for temperature. The stability parameterϑ is defined in terms

of the Monin-Obukhov lengthL as:ϑ =
z
L

. Equations2.5.4and2.5.4are the enhanced versions de-

scribed inLiu and Schwab[1987], accounting for the effects of both the waves and the atmospheric

stability on the winds.

The roughness heightzo and subsequentlyze appearing in equations2.5.4and2.5.5, are related

to the friction velocity by the Charnock’s relations (Charnock[1955], The WAMDI Group[1988]

andBooij et al.[2004]):

zo = αc
u2

#

g
; ze = αcw

u2
#

g
=

zo
[
1− τw

τtot

]1/2 ; αcw =
αc

[
1− τw

τtot

]1/2
(2.5.6)

where,αc is the well known Charnock’s constant (not really a constantsince it is a function of

the wind speed and the state of the surface waves) andαcw is the adjusted or effective Charnock’s

constant that accounts for the effects of the waves (The WAMDI Group[1988], Booij et al.[2004]).

The difficulty with equations2.5.6lies in the determination of the constantαc, since the reported

values have a wide range, depending upon the wind speed at 10 mabove the water surface and the

state of the waves. The constantαc can be viewed as the base or background Charnock’s constant,

while αcw can be viewed as the enhanced or wave-induced Charnock’s constant.
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The constantαc and the surface drag coefficients CM and CH are determined inM2COPSusing

a variation of theGLERL(Great Lakes Environmental Research Laboratory) approachdescribed in

Liu and Schwab[1987], with the appropriate replacementsz→ z+ ze − zo andzo→ ze as described

by Janssen’s approach to account for the wave effects. First a neutral drag coefficient atz= 10 m is

determined using the relation ofSmith and Banke[1975]:

103·CNM = 0.63+ 0.066·u10 = 0.63+ 0.066·W (2.5.7)

with the neutral drag coefficient for momentum (CNM) defined as:

CNM =
[ u#

u(z)

]2
N
= k2

[
ln

(z+ ze − zo

ze

)]−2
(2.5.8)

Using a wind speed ofW = 15 m/s as suggested from the data ofSmith and Banke, equation

2.5.7 yields a drag coefficient of 0.00162 and equation2.5.8 gives a friction velocity equal to:

u# = 0.04025·W = 0.60375 m/s. In theGLERLapproach, the von Kármán’s constant in the calcu-

lation of the surface drag coefficients is taken equal to 0.35 following the suggestion ofBusinger

et al. [1971] and, therefore, the value of the roughness height as obtained from equation2.5.8(for

ze = zo) is: zo = 0.001673 m. Substitution of the values forzo and u# into the first of equations

2.5.6and using the standard value of 9.806 m/s2 for the gravitational acceleration, the Charnock’s

constant is found to be equal to:αc = 0.045.

Using the usual value for the von Kármán’s constant (k = 0.4), the corresponding values forzo

andαc are 0.000483 m and 0.013, respectively. Since all theM2COPSmodels are usingk = 0.4,

the same value fork will be used for the determination of the drag coefficients as well. As stated in

Brutsaert[1982], there is no compelling reason to abandon the consensus valuek = 0.4. This choice

is also justified from the computation of the drag coefficients using both values ofk that showed no

significant difference for wind speeds less than 30 m/s.

The stability functionsΨ andΦ in equations2.5.4and2.5.5are computed by the methods pre-

sented inLong, Jr. and Shaffer [1975], Long, Jr.[1984, 1990] and Liu and Schwab[1987]. The

resulting expressions for the stability functions were derived assuming that the velocity and the tem-

perature distributions follow the profiles described inBusinger et al.[1971] andDyer [1974]. The

stability of the surface atmospheric layer is classified using the dimensionless stability parameterϑ

as follows:(a) for ϑ < 0 (L < 0 or∆θ < 0), where the conditions are unstable, and(b) and forϑ > 0

(L > 0 or∆θ > 0) the surface atmospheric layer is stable.Long, Jr. and Shaffer further subdivide

37



the stable conditions as “mildly stable” when 0< ϑ < 1 and as “strongly stable” whenϑ ≥ 1. The

neutral conditions are defined by the limiting case: lim
L→±∞

ϑ = 0 (∆θ → 0).

The consideration of a neutral atmospheric surface layer implies that the dominant turbulent

kinetic energy generation mechanisms are mechanical and are associated with strong winds and

overcast skies (Stull [1988]), situations that are also common over lake and ocean waters. The

expressions for the stability functions as presented inLong, Jr. and Shaffer [1975] and Long, Jr.

[1984] are:

unstable case: ϑ < 0 (L < 0 or∆θ < 0)

Φm = ln
(x− 1)(x0 + 1)
(x+ 1)(x0 − 1)

+ 2 [arctan (x) − arctan (x0)] =

ln
( ϑ
ϑ0

)
+ ln

(1+ x0)2(1+ x2
0)

(1+ x)2(1+ x2)
+ 2 [arctan (x) − arctan (x0)] (2.5.9)

Φh = 0.74 ln
(y − 1)(y0 + 1)
(y + 1)(y0 − 1)

= 0.74 ln
( ϑ
ϑ0

)
+ 1.48 ln

1+ y0

1+ y
(2.5.10)

with:

x = (1− 15ϑ)1/4 ; x0 = (1− 15ϑ0)1/4 ; y = (1− 9ϑ)1/2 ; y0 = (1− 9ϑ0)1/2 (2.5.11)

mildly stable case: 0 < ϑ < 1 (L > z, ∆θ > 0)

Φm = ln
( ϑ
ϑ0

)
+ 4.7 (ϑ − ϑ0) ; Φh = 0.74 ln

( ϑ
ϑ0

)
+ 4.7 (ϑ − ϑ0) (2.5.12)

strongly stable case: ϑ ≥ 1 (L ≤ z, ∆θ > 0)

Φm = ln
( ϑ
ϑ0

)
+ 4.7 (1− ϑ0 + lnϑ) ; Φh = 0.74 ln

( ϑ
ϑ0

)
+ 4.7 (1− ϑ0 + lnϑ) (2.5.13)

neutral case: ϑ = 0 asL→ ±∞

Φm = Φh = ln
( ϑ
ϑ0

)
as: Ψm → 0 and Ψh→ 0 (2.5.14)

where,ϑ =
z+ ze− zo

L
andϑ0 =

ze

L
. The Monin-Obukhov heightL is defined (Paulson[1970], Stull

[1988]) as:

L = −
u3

# ρair ca
p θ̄

k gH =
u2

# θ̄

k gθ#
; with: θ# = −

1
k u#

H
ρair ca

p
(2.5.15)

where,θ̄ is a representative or the vertically averaged potential temperature for the surface layer,

θ# is the scaling potential temperature,ca
p is the specific heat of air at constant pressure andH =
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ρair ca
pw
′θ′ is the turbulent heat flux. Defining the bulk Richardson’s number between the two ele-

vationsz1 andz2, such thatz= z2 − z1 = z2 − zo ≈ z2, as:

RiB = g

θ̄

z∆θ

u2(z)
(2.5.16)

the following relations forϑ andL are obtained (Long, Jr.[1984, 1990]):

ϑ =
z
L
=
Φ2

m

Φh
RiB ; L =

Φh

Φ2
m

u2(z) θ̄
g∆θ

; LN =
u2(z) θ̄
g∆θ

[
ln

(z+ ze− zo

ze

)]−1

(2.5.17)

where,LN is Monin-Obukhov length for neutral conditions,∆θ = θair − θw andu (z) is the wind

speed at the elevationz (usually 10 m). The two drag coefficients are evaluated using the following

relationships (Long, Jr.[1984, 1990]):

CM =
u2

#

u2(z)
=

k2

Φ2
m

; CH =
u# θ#

u(z)∆θ
=

k2

ΦmΦh
(2.5.18)

The equations2.5.4, 2.5.5, 2.5.6, 2.5.9, 2.5.10, 2.5.12, 2.5.13, 2.5.14, 2.5.17and 2.5.18are

solved iteratively to obtain the solution forzo, u#, L, CM and CH. This iterative procedure is similar

to the one presented inLong, Jr.[1984] andLong, Jr.[1990] and it is outlined as follows:

iterative solution for CM and CH:

(a) Estimate the initial guess forzo from equation2.5.6, with τw supplied from the wave model,

and assuming neutral atmospheric conditions (u# = 0.04025W).

(b) Estimate the initial guess for the neutral Monin-Obukhov lengthLN (equation2.5.17).

(c) Calculate the stability functionsΦm andΦh from equations2.5.9through2.5.14, depending

upon the stability conditions of the surface layer.

(d) Calculate the updated value of the Monin-Obukhov lengthL from equation2.5.17. Repeat

the steps(c) and(d) until Lnew ≈ Lold (inner iteration loop).

(e) Calculate the updated values ofu#, θ# andzo using equations2.5.4, 2.5.5and2.5.6, respec-

tively. Repeat the steps(c) through(e) until unew
# ≈ uold

# (outer iteration loop).

(f) Calculate the values of CM and CH from equations2.5.18.

2.6 Surface Heat Balance

The vertical heat transfer is a very important component that affects the thermodynamics of

the water body and the circulation dynamics due to forces resulting from heating and cooling (Mc-

Cormick and Lam[1999]). Water properties, such as density, viscosity and specific heat, are directly
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affected by temperature changes and part of the accuracy of the model depends upon the correct de-

termination of these properties. The net water surface heatflux into (positive) or out (negative) of

the water is incorporated as the surface boundary condition(equation2.1.13, Φ = T):

Bv
∂Φ

∂z

∣∣∣∣∣
ζ
= Kv

∂T
∂z

∣∣∣∣∣
ζ
=
HN

ρo cp
(2.6.1)

where,HN (W/m2) is the net surface heat flux,ρo (kg/m3) is the reference density of the water and

cp (J/kg·oC) is the specific heat of the water. In the current formulation of M2COPS, the surface

heat flux is directly calculated from the heat balance equation:

HN = HS+HL +HLR +HSR (2.6.2)

where,HS is the sensible heat transfer,HL is the latent heat transfer,HLR is the long wave radiation

from the sun andHSR is the short wave radiation from the sun (Cole and Wells[2005], Wu et al.

[2001], Ahsan and Blumberg[1999], Beletsky and Schwab[2001]). The decision to incorporate

the heat balance equation into the model simplifies the heat flux calculations:(a) by avoiding the

creation of extraneous input files for the spatially and temporally varied heat flux field, and(b) by

directly controlling the relations and the variables used in the calculation of the heat flux terms,

as they explicitly depend from other flow variables calculated by the hydrodynamic model. The

procedure for the calculation ofHN is described in detail inMcCormick and Meadows[1988] and

Chu et al.[1994], for a mixed upper layer in lakes and it is outlined here.

2.6.1 Shortwave Radiation Transfer

The short wave radiation is calculated as a function of the location (latitude, longitude), the day

of the year, the time of the day and the cloud cover of the sky for the particular day and time:

HSR = HCSR f (χ) (2.6.3)

where,HCSR is the clear sky value ofHSR, χ is the cloud cover (for clear sky:χ = 0 and for full

coverage:χ = 1) and f (χ) is a cubic function ofχ defined as (Beletsky and Schwab[2001]):

f (χ) = 0.999− 0.425χ + 0.922χ2 − 1.14χ3 ; 0 ≤ χ ≤ 1 (2.6.4)

The values off (χ) vary between a minimum value of 0.356 (full cloud coverage) and a maxi-

mum value of 1.0 (clear sky). The clear sky value ofHCSR is determined as (Gupta et al.[2001],

40



McCormick and Meadows[1988]):

HCSR= (1− α) I (z)


dsun

dsun


2

cos Z (2.6.5)

where Z is the solar zenith angle (radians),dsun is the average distance between the sun and the earth

(also known as astronomical unit (AU) with 1 AU= 1.49598· 1011 m), dsun is the instantaneous

distance between the sun and the earth (varies between a maximum value of 1.521· 1011 m in early

July and a minimum value of 1.471· 1011 m in early January),I (z) (W/m2) is a function of depth,

representing the penetrative nature of the shortwave radiation andα is the surface albedo. The

variablesI (z) andα are defined afterMcCormick and Meadows[1988], as:

I (z) = Io
(
0.45 · eε1z + 0.55 · eε2z) ; α =

0.045
cos Z

(2.6.6)

where,Io is the average solar constant taken equal to 1373 W/m2 (Frohlich 1977 as referenced in

Duffie and Beckman[1980]) and (ε1, ε2) are the two extinction coefficients: ε1 = 0.28 m−1 and

ε2 = 2.85 m−1.

The leading coefficients in equation2.6.6, reflect the relative contribution of the visible and

the infrared portions of the solar radiation (McCormick and Meadows[1988], Ivanoff [1977]). In

the heat balance equation,HSR is the only penetrative heat flux, and according toIvanoff andMc-

Cormick and Meadowsit can penetrate up to 8− 10 m into the water column. Because of this nature

of the short wave radiation,HSR is incorporated inM2COPSeither as a source term in the temper-

ature equation (penetrative mode) or as part of the surface temperature boundary condition with

I (z) = I (0) = Io (non-penetrative mode).

The amount of the solar radiation reaching the surface of thewater depends upon the position

of the sun in the sky. The methodology on determining the sun’s position is described extensively

in Reda and Andreas[2004], Gupta et al.[2001], Paltridge and Platt[1976] andMichalsky[1988].

The eccentricity correction factordsun/dsun is determined using Spencer’s approximation equation

(Gupta et al.[2001], Paltridge and Platt[1976]) as:


dsun

dsun


2

= 1.000110+ 0.034221 cosB+ 0.001280 sinB

+ 0.000719 cos 2B+ 0.000077 sin 2B (2.6.7)

B =
2π

365.24219
(Jn − 1) (2.6.8)
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where,B is the day angle (radians) and Jn is the day of the year (e.g., January 1 is day 1). The factor

365.24219 in equation2.6.8 represents the average time length of the solar year. The maximum

error in (dsun/dsun)2 is 0.0001 (Gupta et al.[2001]). The cosine of the solar zenith angle for any

location and time on earth is calculated as (Gupta et al.[2001], Paltridge and Platt[1976], Duffie

and Beckman[1980]):

cos Z= sinφ sinδ + cosφ cosδ cosθh (2.6.9)

whereφ is the latitude of the location,δ is the daily average value of the solar declination (the sun’s

angular position at solar noon with respect to the plane of equator,−23.45o ≤ δ ≤ 23.45o, andθh

is the hour angle representing the angular displacement of the sun from the local meridian (east or

west) due to the rotation of the earth on its axis at a rate of 15o per hour.

The declination angle (radians) is calculated using Spencer’s approximation (Gupta et al.[2001],

Paltridge and Platt[1976]) as:

δ = 0.006918− 0.399912 cosB+ 0.070257 sinB

− 0.006758 cos 2B+ 0.000907 sin 2B

− 0.002697 cos 3B+ 0.001480 sin 3B (2.6.10)

As stated inPaltridge and Platt, equation2.6.10approximatesδwith a maximum error of 0.0006

radians. The hour angleθh is measured in terms of the local solar time with the solar noon defined

at 12:00. Since the hour angle represents the angular displacement of the sun with respect to the

local meridian due to the earth’s spinning about its axis at arate ofΩ, the equation of the hour angle

is:

dθh

dt
= Ω ⇒

θh∫

0

dθh = Ω

tsol∫

0

dt ⇒ θh =
2π
24

(tsol − 12) (2.6.11)

The local solar timetsol is not equal with the local clock time and the difference between the

two is a function of the longitude and the daylight savings time:

tsol = t +
1 hr
15o (Lstd− Lloc) + E − DT (2.6.12)

where,t (hr) is the local time,Lstd is the longitude (degrees) of the standard meridian used by the

local time zone,Lloc is the local longitude (degrees),DT is equal to 1 if daylight savings time is in
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effect, otherwise is 0, andE is the time correction (also known as equation of time) that accounts

for the perturbations in the earth’s rotation rate.

Since theM2COPSuses the Greenwich mean time (GMT or UTC) in its calculations, then

Lstd = 0 andDT = 0 and, therefore, equation2.6.11becomes:

θh =
2π
24

(tsol − 12)− Lloc + E (2.6.13)

In equation2.6.11Lloc and E are in radians. Spencer (Paltridge and Platt[1976]) gives the

following approximation for the equation of time in radians:

E = 0.000075+ 0.001868 cosB− 0.032077 sinB

− 0.014615 cos 2B− 0.040849 sin 2B (2.6.14)

that has a maximum error of 0.0025 radians (Paltridge and Platt[1976]). If a better accuracy is re-

quired for the equation of time, a more sophisticated equation can be used (e.g.,Michalsky[1988]).

The temporal average ofHCSR is calculated by determining the temporal average of cos Z (the

only time dependent variable). If∆t is the averaging time period, from equation2.6.13it is seen

that∆θh = θh2 − θh1 =
2π
24
∆t and:

cos Z=
1
∆θh

θh2∫

θh1

cos Zdθh =
sinφ sinδ
∆θh

θh2∫

θh1

dθh +
cosφ cosδ
∆θh

θh2∫

θh1

cosθhdθh =

sinφ sinδ + cosφ cosδ
sinθh2 − sinθh1

∆θh
(2.6.15)

The limiting value of (sinθh2 − sinθh1)/∆θh is approximately equal to:

sinθh2 − sinθh1

∆θh
=

sinθh2 − sinθh2 − ∆θh

∆θh
=

sinθh2
1− cos∆θh

∆θh
+ cosθh2

sin∆θh

∆θh
= sinθh2·0+ cosθh2·1 = cosθh2 (2.6.16)

Therefore, the calculation ofHCSRat t + ∆t is approximately equal to the average value ofHCSR

for the time period∆t. In the model the value ofHCSR at t + ∆t is found by linear interpolation in

time between the previous time (hour) and the next time (hour).

2.6.2 Latent Heat Transfer

The latent heat of vaporization represents the energy per unit mass required for the change of the

water from the liquid phase to its gas phase (vapor) and it is an energy loss (Streeter et al.[1998]).
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The corresponding latent heat fluxHL is calculated by the bulk aerodynamic equation (Beletsky

and Schwab[2001]) as:

HL = −ρair CM qL W (hwq − ha
q) (2.6.17)

where CM is the surface drag coefficient, ρair (kg/m3) is the density of the moist air,W (m/s) is

the wind speed at 10 m above the surface, qL (J/kg) is the latent heat of vaporization of the water,

ha
q is the specific humidity evaluated at the instrument height (usually 10 m above the surface and

T = Tair ) andhwq is the specific humidity at the surface (T = Tw). The latent heat of vaporization is

calculated (Miller et al. [1999]) by:

qL = qL0 − 2369T (2.6.18)

where qL0 is the value of qL at 0oC, taken as 2500297.8 J/kg andT is the temperature inoC.

2.6.3 Sensible Heat Transfer

The sensible heat flux out of the water is due to conduction when a temperature gradient exists

between the water surface and the air above it. The formulation for the sensible heat flux is similar

to the one used for the latent heat flux calculation and takes the following form (Wyrtki [1965],

Beletsky and Schwab[2001], Josey et al.[1999]):

HS = −ρair CH ca
p W (Tw − Tair ) (2.6.19)

where CH is the bulk heat transfer coefficient,ρair (kg/m3) is the density of the moist air,ca
p (J/kg·K)

is the specific heat of the moist air,Tw (K) and Tair (K) are the temperatures of the water surface

and the air measured at the instrument height, respectively, andW (m/s) is the wind speed at the

instrument height (usually 10 m above the surface).

2.6.4 Longwave Heat Transfer

The longwave radiation or back radiation represents the portion of the net incoming solar radia-

tion that is reflected back into space from the surface of the water. The bulk equation introduced by

Wyrtki [1965] for the longwave radiation flux calculation is used here andhas the form:

HLR = −εσSB T4
w (0.39− 0.05p1/2

v ) (1− αχ2) + 4εσSB T3
w (Tw − Tair ) (2.6.20)

where,ε is the emittance (0≤ ε ≤ 1) of the water surface taken as 0.98 (Josey et al.[1999], Suarez

et al. [1997]), σSB is the Stefan-Boltzmann constant that is taken equal to 5.673· 10−8 W/m2·K4,
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pv (mbar) is the water vapor pressure,χ is the cloud cover fraction,α is a parameter that increases

linearly with latitude from a value of 0.5 (at equator) to a value of 0.8 (at 70o latitude) taken to

be equal to 0.67 for the Great Lakes region, andTw (K), Tair (K) are the temperatures of the water

surface and the air above it. According toJosey et al.[1999], equation2.6.20is accurate to within

5 W/m2 and is giving the best estimates from all the equations examined.

2.7 M2SED Sediment Transport and Mobile Bed Model

The entrainment and transport of the sediments has long beenrecognized as an important con-

tributor of the distribution and fate of many contaminants present in local ecosystems. In addition

to the chemical and/or biological characteristics, the physical characteristics of the ecosystems are

affected by the sediments as well. Stratification due to vertical concentration gradients and flow

velocity adjustments are some of the physical effects resulting from the presence of the sediments

in the water column. The above reasons establish the necessity for the use of a sediment model

coupled with a hydrodynamic model when coastal water calculations are performed.

M2COPSattempts to model entrainment and transport of the sediments considering the fol-

lowing mechanisms:(a) the transport of the suspended sediments,(b) the transport of the bottom

sediments as bedload movement and entrainment, and(c) the interaction between the suspended and

bottom sediments. The resulting sediment model, referenced asM2SEDfrom now on, is described

in detail inSpasojevic and Holly, Jr[1994] and is simply outlined here with emphasis on the various

enhancements that have been incorporated.

2.7.1 Model Physics and Dynamics

The sediment formulation includes a mobile bed model that describes the 2D evolution of the

bed and a 3D suspended sediment transport component that uses the scalar equation with the appro-

priate additions of all relevant source/sink terms. The model takes into account the inhomogeneity

of the sediment sizes and classes present in the water columnand at the bottom, and considers the

fact that, depending upon the local flow conditions, the samesediment particle can either move in

suspension or as bedload. The distinction between the suspended sediment and bedload movement

is based upon criteria derived from semi-empirical formulations.

The sediment model exchanges information with the underlying hydrodynamic model and rel-

evant parameters, such as water density and bottom friction, which are adjusted based upon the
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amount of the suspended material. The solution of the governing equations for each sediment size

class addresses the problem of the nonuniformity of the distributions of the sediments in suspension

or at the bottom. The total numberns of the sediment class sizes and their fractional distribution are

supplied by the user and they are dependant upon the local resolution required for the solution.

2.7.2 Suspended Sediment Model

The governing equations, either in dimensional or in non-dimensional form, can be obtained

from the general scalar equations2.1.5and2.1.35. Let,Ci (i = 1, ns) be the volumetric (dimension-

less) concentration of the “i-th” sediment class,C =
ns∑
i=1

Ci be the total volumetric concentration and

ρ be the average density of the mixture of water and suspended sediments (all sizes). Replacing

Φ by ρCi, B byD andw by w − wsi in equations2.1.5and2.1.35, the governing equations for the

suspended sediment transport are written as:

∂(ρCi)
∂t

+
∂(ρCi u)
∂x

+
∂(ρCi v)
∂y

+
∂(ρCi w)

∂z
−
∂(ρCi wsi )

∂z
=

∂

∂x

[
Dh

∂(ρCi)
∂x

]
+
∂

∂y

[
Dh

∂(ρCi)
∂y

]
+
∂

∂z

[
Dv

∂(ρCi)
∂z

]
(2.7.1)

∂(ρCi)
∂t
+Ro[∂(ρCi u)

∂x
+
∂(ρCi v)
∂y

+
∂(ρCi w)

∂z

]
− Rop

[∂(ρCi wsi )

∂z

]
=

Ekh

Sh

∂

∂x

[
Dh

∂(ρCi)
∂x

]
+
Ekh

Sh

∂

∂y

[
Dh

∂(ρCi)
∂y

]
+
Ekv

Sv

∂

∂z

[
Dv

∂(ρCi)
∂z

]
(2.7.2)

where:wsi is the gravitational settling velocity of the particular sediment particle,Rop is the particle

Rossby number that is equal towsr/ f Zr, wsr is a reference gravitational settling velocity, andDh

andDv are the horizontal and vertical turbulent mass diffusivities. The volumetric concentration is

defined as the ratio of the mass of the “i-th” sediment class contained within the differential volume

d−V (ρCi d−V) to the total mass (ρd−V) of the differential volume. The mixture density of the water and

the suspended sediments is determined according toZhou and McCorquodale[1992]:

ρ = ρm = ρw +C (1− 1
Sp − 1

) (2.7.3)

The vertical and lateral boundary conditions for equation2.7.1represent the rates at which the

sediments enter or leave the water column. They are similar to those defined for the general scalar
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transport (Section2.1.3):

vertical boundary conditions lateral boundary conditions

Dv

[∂(ρCi)
∂z

]
ζ
= 0 Dh

∂(ρCi)
∂n

= Ssi + Sri

Dv

[∂(ρCi)
∂z

]
−h
= Sei − Sdi



(2.7.4)

The source termsSei andSdi (defined for a particular size class) represent the entrainment of

the bottom sediments into suspension and the differential settling of the sediments into the bottom,

respectively. Both of these terms are evaluated at a near-bed point some small distanceα above

the bottom (Section2.7.3) and are null elsewhere. The lateral source termSsi represents the rate

at which the eroded shoreline sediments enter the water column and the termSri defines the sedi-

ment riverine inputs. Both terms are evaluated at the cell points neighboring the lateral boundaries

(shoreline) and they are null elsewhere.

The vertical source terms are defined (Spasojevic and Holly, Jr[1994]) as:

Sei = −βi

[
Dv

∂(ρCi)
∂z

]
α
= −βiDv|α

(ρCi)α+∆α − (ρCi)α
∆α

(2.7.5)

Sdi =
[
ρCi wsi

]
α+∆α

(2.7.6)

where, (ρCi)α ≥ (ρCi)α+∆α, βi is the size fraction of the “i-th” sediment class size currently present

in the bed material (
N∑

i=1
βi =

ns∑
i=1
βi = 1) andN is the total number of the sediment class sizes in the

bed material. The concentration (ρCi)α+∆α is evaluated using a simple linear extrapolation from

the two vertical cell points nearest to the bed surface, while the near-bed concentration (ρCi)α is

calculated in a way to reflect the near-bed flow conditions andthe bedload particles at the specified

bed surface location as described in Section2.7.3.

2.7.3 Mobile Bed Model

The mobile bed model is an essential component ofM2SEDand it is used to:(a) estimate the

entrainment rates of the bottom sediments from the elemental control volume (∆−V) via an excess

shear stress formulation (Figure2.2), and(b) quantitatively describe the bottom topography as the

bed level and its composition change through differential settling, hydraulic sorting and armoring.
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Figure 2.2 Definition of the bed material elemental control volume usedin the mobile bed model.

The horizontal dimensions (∆l) of the elemental control volume must satisfy the conditionthat

∆l is greater than the average saltation length and, therefore, in this case the bedload flux simply

represents the bedload exchange between two adjacent elemental volumes (Spasojevic and Holly,

Jr [1994]). Given the horizontal resolution of the hydrodynamic models, this condition is easily

fullfilled. As shown in Figure2.2, the soil below the bed surface is defined to consist of a series of

layers or elemental control volumes of variable thicknesses (user input).

The first layer (next to the bed surface) is called the “activelayer”, while the rest of the layers

follow the naming convention “stratum 1”, “stratum 2”, and so on. The active layer is the one that

exchanges sediment particles with the water column, while stratum 1 or “active stratum” exchanges

sediment particles with the active layer. The exchange of the sediment material continues as long as

there are strata. As the thickness of the active layer reduces, part of the active stratum becomes part

of the active layer and, therefore, the sediment composition of the active layer sediments changes.

In the case that the active stratum material is exhausted, its role is assumed by the next stratum.

The exchange of the sediments between the active layer and the active stratum is parametrized

by the source termS f that can be defined by writing the conservation of mass for each sediment

size class currently in the active stratum (Spasojevic and Holly, Jr[1994]):

S f i = −ρs (1− p)
∂

∂t
[βsi (zb − Em)] (2.7.7)

48



where:βsi is the sediment class size fraction currently present in theactive stratum (
M∑

i=1
βsi =

ns∑
i=1
βsi =

1), M is the total number of the sediment class sizes currently present in the active stratum,zb is the

bed elevation andEm is the thickness of the active layer. The summation of equation 2.7.7over the

total number of the size fractionsns yields:

S f =

ns∑

i=1

S f i = −ρs (1− p)
∂(zb − Em)

∂t
(2.7.8)

The distribution of the bottom sediments can be determined by writing the governing equa-

tion for the conservation of mass for a particular sediment size class currently at the bottom. Let

~Ub = Ubx·~ı + Uby·~ be the velocity vector that describes the horizontal movement of the bedload

(vertically averaged velocity overEm), Qb = ρs (1− p)βEm be the bottom sediment mass per unit

horizontal area and~qb = Qb· ~Ub be the vector describing the horizontal bedload flux. Neglecting the

diffusion terms (there is no diffusion for the bottom sediments), the equation for the conservation of

mass of the “i-th” sediment class currently present in the active layer is written as (Spasojevic and

Holly, Jr [1994]):

ρs (1− p)
∂(βi Em)

∂t
+
∂qbi x

∂x
+
∂qbiy

∂y
= −Sei + Sdi + S f i (2.7.9)

where:ρs is the density of the sediments and p is the porosity of the bedmaterial. The summation

of equation2.7.9over the total number of the size fractions gives the following equation:

ρs (1− p)
∂Em

∂t
+

ns∑

i=1

(∂qbi x

∂x
+
∂qbiy

∂y
+ Sei − Sdi

)
= S f (2.7.10)

Combining equations2.7.8and2.7.10, the global equation (all sizes) for the change of the bed

elevation is derived:

ρs (1− p)
∂zb

∂t
+

ns∑

i=1

(∂qbi x

∂x
+
∂qbiy

∂y
+ Sei − Sdi

)
= 0 (2.7.11)

The active layer thickness is calculated during the currenttime step computations using the

conceptual equation:

Em = −c (zn+1
b − zn

b) (2.7.12)

where,c is a proportionality constant andzn
b is the bed elevation at timen. In the case that the bed

elevation difference over the current time step approaches zero, the following armor layer thickness
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equation is used (Spasojevic and Holly, Jr[1994]):

Em = −c (zn+1
b − zn

b) +
1

ns∑
i=m

βsi

dsm

1− p
(2.7.13)

with dsm being the smallest non-moving size class.

The net bedload flux for the particular size classqbi is calculated as a function of the theoretical

net bedload fluxqtbi , adjusted by:(a) a hiding factorζhi that accounts for the change of the transport

rate of the particular size class when it is a part of a mixture, (b) a transport mode allocation parame-

terγti that accounts for the fact that some fraction of the particular size class particles is transported

as suspended load, and(c) the particular size class fraction that denotes the availability of that class

in the active layer (van Rijn[1984b]):

qbi = (1− γti ) ζhi βi qtbi (2.7.14)

In the above equation, the parameterγti is calculated from equation2.8.6

2.8 Definition of the Sediment Transport Related Parameters

The bottom shear stressu∗ is calculated inM2COPSusing the combined effects of the waves

and the currents, as described in Chapter6, and the same is true for all the significantM2SED

parameters. For example, in equation2.1.16, the shear stressτb is calculated using a drag law

where the coefficient CD is a function of the bottom roughness heightzo, which is calculated as a

function of the wave induced bottom physical roughnesskb.

2.8.1 Bottom Roughness Height

The bottom roughness height within the modeling framework of the Standard Model is a user

input variable. InM2COPSthe term is evaluated based on the newest formulations of thebottom

roughness height byvan Rijn [2007a]. The roughness height is defined in terms of the bottom

physical roughnesskb as:

zo =
kb

30
(2.8.1)

where, the roughnesskb is calculated using thevan Rijn [2007a] formulation as a function of the

local flow conditions and the bed material.
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The formulation detailed next assumes a general bottom profile that consists from:(a) small

scale ripples,(b) ripples with length scales in the order of the water depth (also known as mega

ripples), and(c) dunes that have length scales larger than the water depth. Mega ripples and dunes

are assumed to be present in water depthsD > 1 m (van Rijn[2007a]). It is also assumed that mega

ripples and dunes are absent in the case that the bed consistsonly from silt and clay size sediments.

The definition of the bottom physical roughness is given separately for “current only” and “wave

only” conditions, according to the formulations suggestedby van Rijn. The “current only” related

physical roughnesskbc is given as:

kbc =
(
k2

bcr + k2
bcmr + k2

bcd

)1/2
(2.8.2)

wherekbcr is the contribution tokbc due to small scale ripples,kbcmr is the contribution due to

mega ripples andkbcd is the dune related bottom physical roughness. Followingvan Rijn, the three

physical roughnesses are defined by empirical equations as follows:

kbcr = fcsd50

{
85− 65 tanh [0.015 (Ψ − 150)]

}
d50 ≥ dsilt (2.8.3a)

kbcr = 20dsilt d50 < dsilt (2.8.3b)

Ψ ≤ 550 : kbcmr = 0.00002ffs D
{
1− exp(−0.05Ψ)

}
(550− Ψ) (2.8.4a)

Ψ > 550 : kbcmr = 0.02 ; d50 ≥ 1.5dsand (2.8.4b)

Ψ > 550 : kbcmr = 200d50 ; d50 < 1.5dsand (2.8.4c)

kbcmr = 0 ; d50 < dsilt (2.8.4d)

Ψ ≤ 600 : kbcd = 0.00008ffs D
{
1− exp(−0.02Ψ)

}
(600− Ψ) (2.8.5a)

Ψ > 600 : kbcd = 0 (2.8.5b)

kbcd = 0 ; d50 < dsilt (2.8.5c)

fcs =



(
0.25

dgravel

d50

)3/2
d50 > 0.25dgravel

1 d50 ≤ 0.25dgravel

ffs =



d50

1.5dsand
d50 < 1.5dsand

1 d50 ≥ 1.5dsand

(2.8.6)
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Ψ =
U2

cw

g (Sp − 1)d50
; U2

cw = U2
c + U2

wb (2.8.7)

where,D is the water depth,dsilt = 0.000032 m,dsand= 0.000062 m,dgravel = 0.002 m,d50 is the

median diameter of the bed material,Ψ is the current-wave mobility parameter,Uc is the vertically

averaged current velocity andUwb is the near bottom peak wave orbital velocity. The definitionof

kbc by equations2.8.3athrough2.8.7assumes a horizontal dependence on the local flow conditions,

an approach that is physically more sound since the bed profile evolution is a function of the local

flow conditions in addition to the bed composition.

The wave induced bottom physical roughness is related to theflow separation and vortex shed-

ding due to the wave motion (van Rijn [2007a]), therefore, it is related to the small scale ripples

only. It is suggested byvan Rijn that the wave induced bottom physical roughness (kbw) can be

estimated by:

kbw = kbcr (2.8.8)

Combining the results of the above discussion, the current friction coefficient fc is calculated using

kbc, while the wave related friction coefficient fw is calculated usingkbw = kbcr.

2.8.2 Bottom Sediments – Initiation of Motion

The shear stresses that the flow field above the bed experiences are highly correlated to the

bed formations (form drag) (Grant and Madsen[1982], Glenn and Grant[1987], Styles and Glenn

[2002]), rather than the skin friction produced by the sediment particles. The calculation ofkb

described in the previous Section is, therefore, only used in the determination ofzo and subsequently

in the calculation of the shear stresses relevant to the overlying flow field.

The shear stresses required for the initiation of the motionof the bottom sediments and the cal-

culation of the bed load transport and the near bed referencesediment concentration are related to

the skin friction, which depend upon the local flow conditions and the type of material comprising

the bed sediments. All the subsequent calculations are based on the Shields parameter (dimension-

less particle size):

D∗i = dsi

[g (Sp − 1)

ν2

]1/3
(2.8.9)
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wheredsi is a designated sediment particle diameter representing a particular sediment class,ν is

the water viscosity and Sp = ρs/ρ is the specific gravity of the sediments. The critical Shields shear

stressτcr,s depicting the initiation of the motion of the sediment particlesdsi is defined and is given

by:

τcr,s = θcr,sρw g (Sp − 1)dsi (2.8.10)

whereθcr,s is the Shields parameter determined from the Shields diagram (Vanoni[1977]) and com-

putationally can be estimated using either the Soulsby-Whitehouse equation (Soulsby[1997]) or the

van Rijn equations (van Rijn[1984a, 2007a]):

Soulsbyequation: θcr,s =
0.30

1+ 1.2D∗i
+ 0.55

[
1− exp (−0.020D∗i )

]
(2.8.11)

van Rijnequations: θcr,s = 0.115D−0.5
∗i ; D∗i < 4 (2.8.12a)

θcr,s = 0.14D−0.64
∗i ; 4 ≤D∗i < 10 (2.8.12b)

θcr,s = 0.04D−0.10
∗i ; 10≤D∗i < 20 (2.8.12c)

θcr,s = 0.013D0.29
∗i ; 20≤D∗i < 150 (2.8.12d)

θcr,s = 0.055 ; D∗i ≥ 150 (2.8.12e)

where both theSoulsbyandvan Rijnequations giveθcr,s = 0.055 for D∗i = 200. Equations2.8.11

through2.8.12eassume a flat bed therefore, their application over rippled beds can only be used for

the calculation of the grain related, skin friction coefficients. Both options are available inM2COPS.

To account for the effects of the cohesive forces and the packing effects onτcr, van Rijn [2007a]

suggests that the Shields critical stress should be adjusted as follows:

τcr =
(dsand

d50

)0.5
τcr,s for: d50 < 62µm ; τcr =

(
1+ Pcs

)
τcr,s for: d50 ≥ 62µm (2.8.13)

The parameterPcs is defined as the portion of clay (dsi < 8µm) fraction of the bed material,

which for Pcs ≈ 0 andd50 ≥ 62µm gives:τcr = τcr,s. It is noted here thatρw in equation2.8.10is

the water reference density, possibly affected by the variations of temperature and salinity, and it

is calculated from the equation of state (Section2.2). The initiation of the motion of the bottom

sediments is computationally controlled by the dimensionless shear parameter, also known as the
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transport stage parameter (van Rijn[2007b], Soulsby[1997], Chapman et al.[1996]):

Ti =
u2
∗cwi
− u2
∗cri

u2
∗cri

=
τcwi − τcri

τcri

(2.8.14)

where the subscripti refers to the sediment class “i” designated with the particle diameterdsi and

τcwi , τcri are the grain related wave-current enhanced, and Shields critical shear stresses respectively.

The motion of the sediment particledsi commences whenTi > 0, while it remains immobile for

Ti ≤ 0. Equation2.8.14is suggested invan Rijn[2007b] andvan Rijn[2007c] and it is adopted in

M2COPSas well. Bothτcwi andτcri are defined as time averaged shear stresses with the magnitude

of τcwi determined by assuming co-linear and co-directional current and wave only shear stress

components (maximum effect). The wave-current shear stress is calculated as:

τcwi =
1
2

fcwi ρw U2
wb (2.8.15a)

whereUwb is the near bottom wave orbital velocity and the friction factor fcwi is calculated as

suggested invan Rijn[2007a] andMadsen[1994]:

fcwi = (1− α) fwi + α fci (2.8.15b)

whereα is defined as the relative strength of the currents and the waves and it is calculated as:

α =
|U |

|U | + Uwb
(2.8.15c)

The inclusion of the Lagrangian velocity|U | instead of the flow velocity|u| is a consequence of

the present work. It is suggested here, that since all bottomshear stress calculations are performed

by matching the flow velocities at the top of the bottom wave-current boundary layer, the same

approach can be used for the calculation ofα as well. This approach will include the effects of

Eulerian streaming (as defined at the top of theWCBBL), seeDavies and Villaret[1999], Marin

[2004] andMellor [2002]. Therefore, the proposed expression forα is:

α =
|U |δ

|U |δ + Uwb
(2.8.15d)

whereUδ is the magnitude of the Lagrangian flow velocity at the top of the WCBBL(practically

is calculated at the half grid point above the bottom) andUwb is the near bottom wave peak orbital

velocity. In the absence of waves, it isα = 1. The fwi coefficient in equation2.8.15bis calculated

using equations6.7.12and6.7.13, by usingkb = d90 (van Rijn[2007a]).
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The current related friction coefficient fci is calculated as:

fci =
8g

C
2z ; Cz = 18 log10

(
12D
d90

)
(2.8.16)

The second of equations2.8.16is the result of the recent work ofvan Rijn[2007a], that introduces

a slightly different definition of the Chezy coefficientCz than the one defined invan Rijn[1984b].

2.8.3 Bottom Reference Sediment Concentration

The near bed reference concentration is formulated to also account for the wave-current interac-

tions, such that the resulting concentration profiles fullyinclude the wave induced effects. The near

bed reference concentration for the sediment class “i”,Cαi is defined as (van Rijn[2007c]):

Cαi = 0.015 fsi
dsi

α

T1.5
i

D0.3
∗i

; Cαi ≤ 0.05 (∼ 130 kg/m3) (2.8.17a)

fsi =
dsand

dsi

and: fsi = 1 for dsi ≥ dsand (2.8.17b)

whereα is the height above the bed where the near bed sediment concentration is evaluated and it

is given by:

α = max
[
0.01 m,

1
2

kbcr,
1
2

kbw

]
(2.8.18)

and fsi is a silt factor that accounts for the increasedCαi of the small sediment particles (dsi < dsand).

The difference between the original equation ofvan Rijn [1984b] and equation2.8.17ais just the

silt factor fsi . Equation2.8.17ais the one adopted inM2COPS, since it has been more thoroughly

evaluated (van Rijn[2007b] andvan Rijn[2007c] ) using additional datasets.

2.8.4 Suspended Sediment Parameters

The suspended sediment calculations inM2COPSare controlled by:(a) the mass diffusivity

Dv, and(b) the sediment particle settling velocitywsi . The mass diffusivity is defined invan Rijn

[1984b] andvan Rijn[2007b] as:

Dv = Φd βdAv (2.8.19)

where invan Rijn [2007b], Av is calculated using empirical functions. InM2COPS, the vertical

diffusion coefficientAv is directly calculated from the turbulence model (Chapter7), while the

horizontal mass diffusivityDh is held constant (a user supplied value). The effects of the sediments
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on the mass diffusion coefficient are expressed by:(a) the factorΦd, which accounts for the sediment

stratification, and(b) the factorβd, which accounts for the difference in diffusion between a discrete

sediment particle and a fluid particle. These two factors arecalculated using thevan Rijnempirical

equations (van Rijn[1984b], van Rijn[2007b]) as follows:

βd = βcwi = 1+ 2

(
wsi

u∗cw

)2

(2.8.20a)

Φd = Φfs

1+
(

C
Co

)0.8

− 2

(
C
Co

)0.4

Φfs = 1 for d50 ≥ 1.5dsand

Φfs =
d50

dsand
for d50 < 1.5dsand



(2.8.20b)

whereC is the total volumetric concentration of the suspended sediments andCo is the maximum

volumetric concentration set inM2COPSequal to:Co = 0.65. Equations2.8.20bare thevan Rijn

[2007b] empirical equations that account for the turbulence damping by the sediments, while the

factorΦfs accounts for the presence of wash load (very fine sediments).

The functional form ofβcwi is similar to the expressions used invan Rijn[2007b], for “current-

only” and “wave-only” conditions and the same form has been adopted inM2COPSto account for

the combined effects of the currents and the waves. In the absence of waves,u∗cw = u∗c and in the

absence of currents,u∗cw = u∗w, that is, in any case the effects of the flow field are reflected inβd

through the model calculated total bottom shear stress (seeChapter6).

2.8.5 Settling Velocity

The particle settling velocitieswsi are calculated as functions of their respective particle diame-

ters as follows:

wsi =
1
18

g (Sp − 1)d2
si

ν
for dsi < 100µm (2.8.21)

wsi = 10
ν

dsi



√

1+
0.01g (Sp − 1)d3

si

ν2
− 1

 for 100µm ≤ dsi ≤ 1000µm (2.8.22)

wsi = 1.1
√

g (Sp − 1)dsi for dsi > 1000µm (2.8.23)
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wheredsi is the sediment particle diameter,ν is the kinematic viscosity of the clear water and Sp is

the specific gravity of the sediments taken equal to 2.65 (quartz sediments). The kinematic viscosity

in M2COPSis considered to be a function ofT, S andp and is determined by the methods described

in Section2.3.2or it can be held constant (user input). The settling velocities of the sediment parti-

cles are further adjusted (van Rijn[2007b]) to account for:(a) the flocculation effects represented by

the factorΦ f loc, and(b) the effects of hindered settling in high sediment concentrations represented

by the factorΦhs:

wsi = Φ f locΦhswsi ,o (2.8.24)

wherewsi ,o is the sediment particle settling velocity, as calculated from equations2.8.21, 2.8.22and

2.8.23. The two factors are estimated as:

Φ f loc =

[
4+ log10

(
2

dsand

d50

C
Co

)]α

α =
dsand

d50
− 1



αmin = 0

αmax= 3

Φmin
f loc = 1 and Φmax

f loc = 10



(2.8.25)

Φhs =
(
1− dsand

d50C
)5 (2.8.26)

2.8.6 Bed Load Parameters

The theoretical bed load sediment fluxqtbi is calculated using thevan Rijn [1984b] empirical

equation, slightly adjusted to include the silt factorfsi to be consistent with equation2.8.17a:

qtbi = 0.053 fsi ρs
[
g (Sp − 1)

]1/2 d3/2
si

D0.3
∗i

T2.1
i (2.8.27)

where fsi is calculated from equation2.8.17band the transport stage parameterTi is determined

from equation2.8.14. The remaining parameters appearing in equation2.7.14are calculated using

the empirical equations presented invan Rijn[1984b]:

ζhi =
( dsi

ds50

)0.85
(2.8.28)
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γti = 0.25+ 0.325 ln
( u∗
wsi

)
; 0.4 <

u∗
wsi

< 10 (2.8.29)

The two horizontal componentsqbi x andqbiy are calculated using the two components of the

total bottom shear stress as follows:

qbi x = qbi

τbx
[
τ2

bx+ (τ2
by

]1/2 ; qbiy = qbi

τby
[
(τ2

bx + (τ2
by

]1/2 (2.8.30)

where the wave-current induced bottom shear stress is calculated by the methods described in Chap-

ter 6.

2.9 Standard Numerical Algorithms and Model Stability

Regarding the advective terms in the momentum equations, Roache’s second order upwind dif-

ferencing scheme (Roache[1972]) is used for the discretization of these terms. The advective terms

in the temperature, salinity and sediment concentration equations are discretized using Leonard’s

QUICKEST scheme, generalized for the 3D curvilinear coordinates. QUICKEST is a spatially third

order scheme and conditionally stable for Courant numbers,Cr =
|u|∆t
∆x

, less than one (Leonard

[1979]).

Roache’s upwind scheme, used in the discretization of the advection terms, is conditionally sta-

ble forCr ≤ 1 (Roache[1972]). The discretization of the diffusion terms uses the Crank-Nicholson

fully explicit scheme, which is conditionally stable for:B ∆t

(∆x)2
≤ 1

2
. This condition is much less

restrictive than the one related with the advective terms and, therefore, the overall stability of the hy-

drodynamic and sediment models is controlled by the Courant-Friedrich’s-Lewy (CFL) condition:

Cr =
|u|∆t
∆x
≤ 1 (2.9.1)

There are situations where the model calculates unstable free water surface elevations, usually

attributed to Courant numbers reaching values close or evengreater than unity. Whenever higher

time steps are chosen, to avoid demandingCPU times, along with more refined horizontal grid

resolution, theCFL condition (equation2.9.1) is often violated.

Another important reason for model instability may be the development of supercritical or tran-

sitional flows (Fr ≥ 1), usually in bounded regions of the computational domain,since the model
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is only capable in calculating slowly varying or subcritical flows. If this situation appears sporadi-

cally in the computational domain, major problems in the calculations do not appear, but if this is a

consistent situation throughout the domain, then the modelbecomes unstable.

Situations where supercritical flows can appear during the calculation of subcritical flows are

largely related to poorly incorporated data for either the initial conditions or for the calculation

of the bottom friction coefficient. It is common to have supercritical regions in the computational

domain during the initial “spin-up” or stabilization period for the model, when realistic boundary

conditions are combined with exact, but unrealistic initial conditions (e.g.,u = 0, ζ = 0).

The appearance of regions with high Froude numbers, possibly responsible for the violation of

theCFL condition, can be caused by the calculation of artificially small bottom friction coefficients,

especially in the shallow water areas. The bottom friction coefficient is calculated in the model

using the maximum value between a user supplied constant friction coefficient value (CuD), typically

equal to 0.003, and the one calculated from equation2.1.20, that is CD = max (Cu
D,CD). If Cu

D is

suitable for shallow water areas, then the model will overestimate the friction term in deeper waters

and the opposite if so happens that the Cu
D supplied value is suitable for the deep water regions. To

avoid these problems, it was decided to consistently use thespatially varying CD as calculated by

equation2.1.20by setting Cu
D = 0.

D (m) ∆σ nσ

5.0 0.0204 49
4.0 0.0255 39
3.0 0.0340 29
2.0 0.0510 20
1.0 0.1020 10
0.5 0.2040 5

∆x (m) ∆t (min)

2000 33
1000 17
500 8
100 2
50 0.8
10 0.2

Table 2.2 Suggested limiting values of the time step and the vertical grid resolution for
the hydrodynamic model computations.

To ensure that the model stability criteria are not violated, various values of the vertical grid

resolution and the time step are calculated as shown in Table2.2. The vertical grid resolution is

controlled by the cell Froude number, defined as:Frc =
Umax

curr

(g∆z)1/2
=

Umax
curr

(g∆σD)1/2
≤ 1, and the time

step should satisfy theCFL condition: ∆t ≤ ∆x/Umax
curr. The expected maximum current velocity
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Umax
curr is a design velocity taken equal to 1 m/s, as it was decided after viewing the values of the

surface currents for Lake Michigan reported at the GLCFS website (http://www.glerl.noaa.gov/res/

glcfs/).

The vertical grid resolution (inσ-coordinates) that is,∆σ or nσ (the total number of theσ verti-

cal layers) is determined as:∆σ ≥ (Umax
curr)

2/gD or nσ ≤ gD/(Umax
curr)

2. The gravitational acceleration

is set equal to:g = 9.806119 m/s2.

60

http://www.glerl.noaa.gov/res/glcfs/
http://www.glerl.noaa.gov/res/glcfs/


CHAPTER 3

WIND WAVE MODELS

3.1 Surface Waves

Accurate prediction of near-shore and off-shore wind waves is essential for the correct modeling

of the sediment transport. Correct examination of the near-shore plume must also include wave

modeling that predicts the spectrum of wave magnitudes and directions in response to the passage

of storms across the lake.
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Figure 3.1 Schematic representation of the classification of the oceanwaves (Kinsman[1984]).

61



A classification of the variety of the surface waves generated from the various physical mech-

anisms, as well as their restoring forces, is shown in Figure3.1. In this Chapter the two wave

models used in the present research are reviewed including,their governing equations, limitations

and interactions with the hydrodynamic models.

3.2 Model Physics and Dynamics

The propagation of the wind generated, surface gravity waves is described in the newest, third-

generation wave models, using the empirically validated statistical description of the waves. The

statistical description of the waves is used as opposed to the traditional ray tracing techniques of the

conventional wave models, because chaotic ray patterns cannot be evaluated on a time step by time

step basis required here.

Let E(~x,~k, t) be the spectral wave energy (wave variance spectrum, m2), E̊(~x,~k, t) be the wave

variance density spectrum (m2s), where~x = (x1, x2) is the position vector either in plain Cartesian

(x, y) or in geographical coordinates (λ, φ) and~k = (k1, k2) is the wavenumber vector. The wavenum-

berk is the magnitude of~k defined as:k =
√

k2
1 + k2

2 = 2π/L where,L (m) is the wavelength. Let

f (s−1) be the wave frequency defined asf = 1/T, whereT (s) is the wave period,ω (s−1) be the wave

angular or absolute frequency andσ̊ (s−1) be the relative or intrinsic or Doppler shifted frequency,

defined as a function of the wavenumber and the water depthD:

σ̊2
= gktanh(kD) (3.2.1)

The wave frequencyf is related withσ̊ by the expression̊σ = 2πf , while the two frequenciesω

andσ̊ are related with the following dispersion relationΩ:

ω = Ω(~x,~k, t) = σ̊ + ~k·ûAv ; ûA =
1
D

ζ∫

−h

u(z)ζs(z)dz=

0∫

−1

u(σ)ζs(σ)dσ (3.2.2)

where,ûA is the Doppler velocity,u is the flow velocity andζs is a vertical shape function defined

as (Kirby and Chen[1989]): ζs(σ) = 2kDcosh [2kD (1+ σ)]/ sinh 2kD.

The Doppler velocity can be related to the vertically averaged flow velocity ~U = ū~ı + v̄ ~, using

the first mean value theorem of integral calculus (equationB.47). Choosing the two functionsf and

g to be equal tou andζs, respectively, with the observation that:
0∫

−1

ζs(σ)dσ = 1, the second of

62



equations3.2.2gives:

U =

0∫

−1

u(σ)dσ =

0∫

−1

u(σ)ζs(σ)dσ

0∫

−1

ζs(σ)dσ

≈ ûA =

0∫

−1

u(σ)ζs(σ)dσ (3.2.3)

therefore, the dispersion relation3.2.2becomes:

ω = Ω(~x,~k, t) = σ̊ + ~k·ûAv ≈ σ̊ + ~k· ~U (3.2.4)

which is the same expression forΩ given in Komen et al.[1996] and is used here as well. In

the absence of currents these two frequencies are equal (equation 3.2.4). As noted inKirby and

Chen, ûA = U +O
(
(kD)2) therefore, the error of the above approximation becomes significant as

kD→ ∞.

Using the definitions of the wave frequencies and the dispersion relation3.2.4, the spectral wave

energy is described in wavenumber space as well as in phase space (ω, θ) or (σ̊, θ), whereθ is the

direction of the propagation ray measured clockwise from the true North (Figure3.2). The two

wave models considered here, calculate the wave spectra in the spectral space (σ̊, θ).

As noted inLeBlond and Mysak[1978], Komen et al.[1996], Mei [1983], the propagation

speeds in the spatial and the spectral directions are connected with the dispersion relation as follows:

dxi

dt
=
∂Ω

∂ki
and

dki

dt
= −∂Ω

∂xi
; i = 1, 2 (3.2.5)

while the wave group velocity~cg, and the average velocity of a travelling wave group are defined

(Komen et al.[1996], Rogers et al.[1999]) as:

~cg = ∇kσ̊ =
1
k
∂σ̊

∂k
~k =

cg
k
~k ; cg =

1
2

[
1+

2kh
sinh 2kh

]
c ; c =

σ̊

k
(3.2.6)

~k = (k1, k2) = k (sinθ, cosθ) (3.2.7)

wherec is the wave phase speed.

3.3 Governing Equations

The propagation of the waves in the two third-generation wave action models employed in this

research is governed by a 2D hyperbolic wave equation. The equation describes the conservation of
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the wave action density along the path of the travelling waves and applies to both moving systems

(e.g., presence of currents) and to stationary ones. The spectral wave action densityN (m2s), defined

as N(x, y, σ̊, θ, t) = E(x, y, σ̊, θ, t)/σ̊, was chosen to represent the waves (instead ofE) since it is

conserved in the presence of currents, while the spectral wave energyE is not (LeBlond and Mysak

[1978], Whitham F. R. S.[1974]). As noted inMei [1983], N is conserved either in the (σ̊, θ) phase

space or in the (ω, θ) space and, therefore, in both cases the governing equationassumes a similar

form. It is noted here thatN andE represent the vertically averaged spectral wave action density

and wave energy, respectively, both of which are defined in Chapter4.

The models are designed to work on small to large geographic scale problems and to accom-

modate this fact, either the Cartesian or the spherical coordinate system can be used in the model

calculations (the user can choose either one depending uponthe problem scale). To be consistent

with the formulation of the equations in the models, the governing and all relevant equations are

presented in this Section in both coordinate systems. The conservation of the wave action density

in Cartesian coordinates, as defined inKomen et al.[1996], The WAMDI Group[1988] andBooij

et al.[2004] has the form:

∂N

∂t
+
∂(cxN)
∂x

+
∂(cyN)

∂y
+
∂(cσ̊N)

∂σ̊
+
∂(cθN)
∂θ

=
S(x, y, σ̊, θ)
σ̊

(3.3.1)

and its counterpart in spherical coordinates assumes the forms:

∂N̂

∂t
+
∂(cλN̂)
∂λ

+
∂(cφN̂)

∂φ
+
∂(cσ̊N̂)

∂σ̊
+
∂(cθN̂)
∂θ

=
S(λ, φ, σ̊, θ)

σ̊
(3.3.2a)

∂N

∂t
+
∂(cλN)
∂λ

+
1

cosφ

∂(cφ cosφN)

∂φ
+
∂(cσ̊N)

∂σ̊
+
∂(cθN)
∂θ

=
S(λ, φ, σ̊, θ)

σ̊
(3.3.2b)

where,N̂(λ, φ, σ̊, θ, t) is the wave action density as expressed in spherical coordinates and it is related

to N by the equation̂N = NR2 cosφ (Komen et al.[1996]).

In equation3.3.1the variablescx, cy, cσ̊ andcθ represent the propagation speeds in the 4D space

(x, y, σ̊, θ), while cλ, cφ, cσ̊ andcθ are their counterparts in spherical coordinates. The first term in

the governing equations represents the local rate of changeof wave action density, while the second

and third terms represent the spatial propagation of the wave spectrum. The fourth term represents

the changes ofN as the relative frequencẙσ changes, for example by unsteady water depths or

currents. The last term represents the refraction of the waves by depth and currents. Figure3.2
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shows a conceptual visualization of the propagating waves in a Cartesian system and on the globe.

As noted inKomen et al.[1996], on the globe the waves travel along a great circle path.
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Figure 3.2 Conceptual representation of the propagation of a wave group in Cartesian coordinates.

The refraction of the waves, that is the change in direction due to depth changes or to the pres-

ence of currents or combination of both, is a phenomenon thatoccurs when waves are approaching

shallow waters. When spherical coordinates are used for thecalculation of the wave spectra, re-

fraction terms also arise in deep water depths due to the wavepropagation direction on the globe

(Komen et al.[1996]). The termS in the r.h.s side of equation3.3.1represents all the sources or

sinks considered in the formulation and they are discussed in Sections3.4.1and3.5.1.

To complete the definitions of all the variables present in the governing equations, the relations

for the propagation velocities need to be defined. First, twoexpressions for the total derivative

operator are introduced, one for the 4-D space (x1, x2, σ̊, θ) and one for the 2D space (x1, x2) as

defined inLeBlond and Mysak[1978]:

d
dt
=
∂

∂t
+

dx1

dt
∂

∂x1
+

dx2

dt
∂

∂x2
+

dk1

dt
∂

∂k1
+

dk2

dt
∂

∂k2
(3.3.3)

d
dt
=
∂

∂t
+ (~cg + ~U)·∇x1,x2 (3.3.4)

so that the wave propagation velocities can be derived in thesubsequent Sections.
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3.3.1 Propagation Velocities in Cartesian Coordinates

The spatial propagation velocitiescx andcy that are using either equation3.2.5or equation3.3.4,

are given as:

cx =
dx
dt
= cg sinθ + ū ; cy =

dy
dt
= cg cosθ + v̄ (3.3.5)

The spectral propagation speedscσ̊ and cθ are derived using equation3.3.3, along with the

equations in3.2.5; the derivations proceed as follows:

cθ =
dθ
dt
=

dk1

dt
∂θ

∂k1
+

dk2

dt
∂θ

∂k2
= −∂Ω

∂x
∂θ

∂k1
− ∂Ω
∂y

∂θ

∂k2

= −
{∂σ̊
∂h

∂h
∂x
+
∂(~k· ~U)
∂x

} cosθ
k
+

{∂σ̊
∂h

∂h
∂y
+
∂(~k· ~U)
∂y

} sinθ
k
=

1
k

{∂σ̊
∂h

∂h
∂m
+ ~k·∂

~U
∂m

}
(3.3.6)

cσ̊ =
dσ̊
dt
=
∂σ̊

∂t
+

dx
dt

∂σ̊

∂x
+

dy
dt

∂σ̊

∂y
+

dk1

dt
∂σ̊

∂k1
+

dk2

dt
∂σ̊

∂k2

=
∂σ̊

∂h
∂h
∂t
+ cx

∂σ̊

∂h
∂h
∂x
+ cy

∂σ̊

∂h
∂h
∂y
− ∂Ω
∂x

∂σ̊

∂k1
− ∂Ω
∂y

∂σ̊

∂k2

=
∂σ̊

∂h
∂h
∂t
+ ū

∂σ̊

∂h
∂h
∂x
+ v̄

∂σ̊

∂h
∂h
∂y
− cg

{∂(~k· ~U)
∂x

sinθ +
∂(~k· ~U)
∂y

cosθ
}

=
∂σ̊

∂h

{∂h
∂t
+ ( ~U·∇x,y) h

}
− cg ~k·

∂ ~U
∂s

(3.3.7)

In equation3.3.7,
∂

∂s
represents the directional derivative along the propagation path wheres

is the space coordinate in the directionθ. In equation3.3.6
∂

∂m
is the directional derivative for the

direction m, the normal direction tos (Rogers et al.[1999]). The two directional derivatives are

defined as:

∂

∂s
= sinθ

∂

∂x1
+ cosθ

∂

∂x2
and

∂

∂m
= − cosθ

∂

∂x1
+ sinθ

∂

∂x2
(3.3.8)

and can be easily derived considering a rotation of the coordinates (x1, x2) by an angle counter-

clockwise of−π
2
+ θ.

3.3.2 Propagation Velocities in Spherical Coordinates

The derivation of the equations for the propagation velocities follows a similar approach as in

the Cartesian system, and they are just summarized here (Komen et al.[1996], Rogers et al.[1999]):
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cλ =
dλ
dt
=

cg sinθ + ūλ
R cosφ

=
1

R cosφ
(cg

k1

k
+ ūλ) (3.3.9)

cφ =
dφ
dt
=

cg cosθ + ūφ
R

=
1
R

(cg
k2

k
+ ūφ) (3.3.10)

cθ =
dθ
dt
=

cg sinθ tanφ

R
+

1
k

{∂σ̊
∂h

∂h
∂m
+ ~k·∂

~U
∂m

}
(3.3.11)

cσ̊ =
dσ̊
dt
=
∂σ̊

∂h

{∂h
∂t
+ ( ~U·∇x,y) h

}
− cg ~k·

∂ ~U
∂s

(3.3.12)

where,uλ anduφ are the velocities in the spherical coordinates with directions defined by the unit

vectorseλ andeφ, respectively, as shown in Figure3.2.

3.4 The Wave Action Cycle 4 Model (WAM)

The last open source version of the wave action model isWAM, cycle 4 (Komen et al.[1996],

The WAMDI Group[1988]) and a version of this release can be obtained upon request from the

various wave forecasting centers around the world. This model has been extensively verified from

researchers around the world and is heavily used in regularly scheduled global or regional wave

forecasts (e.g., Naval Oceanographic Office at: http://www.navo.navy.mil/, European Centre for

Medium-Range Weather Forecasts at:http://www.ecmwf.int/). A publicly available version of

WAM (Norwegian version:NMI-WAM) can be obtained from theUNESCOweb site at:http://

ioc.unesco.org/oceanteacher/OpModWorkshop/WAM /wam.htm.

The WAM model was developed at the Max Planck Institut für Meteorologie, Hamburg, Ger-

many by S. and K. Hasselmann (The WAMDI Group [1988], Komen et al.[1996]) and it is a

third generation, phase averaging, spectral wave model solving the wave transport equation3.3.1

or 3.3.2bexplicitly, without any presumptions on the shape of the wave spectrum (Günther et al.

[1992]). The model can run on any regional or global grid, arbitrary in space and time, while the

wave propagation can be done in both geographical or Cartesian domains. The description of the

Cartesian grid is done using equally spaced latitude/longitude pairs, which makes the coupling of

WAMwith other models run in a regular rectangular Cartesian grid a more complicated task.

According to theWAM documentation (Günther et al.[1992]), the model can perform both

deep and shallow water wave calculations, but as noted inRogers and O’Reilly[2002], WAM is not
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particularly skillful on the prediction of the frequency distribution of the wave energy spectra near

its wind source. The use of higher resolution grids can improve the wave predictions byWAM in

near-shore regions, but because of its explicit numerical algorithms a fine time step resolution is

required, making its use in such cases computationally veryexpensive and, therefore, practically

unusable for long scale wave simulations.

Usually,WAM is run on a coarse grid, to resolve the deep water wave field, nested with a shallow

water wave model (e.g.,SWAN, Booij et al. [2004]) that runs on finer grid resolutions so that the

wave field is adequately resolved in the whole computationaldomain. The shallow water wave

models use implicit numerical schemes and their use is recommended on horizontal grid resolutions

of ∼ 1000 m or less.

More recent global wave models likeNOAA’s wave modelWAVEWATCH III(publicly available

at: http://polar.ncep.noaa.gov/waves/wavewatch/) are viewed as extensions of the basicWAMwith

some functionality added, like prescription of curvilinear grids, better description of the wave field

near or around islands and improved numerical schemes.

All the models mentioned in this Section, solve exactly the same set of governing equations

described in Section3.3with variations contained in the source terms. In the present research it was

chosen to useWAMas the deep water wave model andSWANas the shallow water wave model for

the reasons explained above. The parametrization of the source terms appearing in equations3.3.1

and3.3.2bare presented in different Sections for the two wave models, so that the differences can

be exploited more clearly.

3.4.1 Description of the Source Terms

The source termS in the wave action balance equation is expanded to include the effects of

winds, wave interactions and the dissipation of the wave energy due to whitecapping and bottom

friction as follows:

S = Sin + Snl + Swds+ Sbot
ds (3.4.1)

where,Sin(σ̊, θ) represents the transfer of the wind energy to the waves,Snl(σ̊, θ) represents the

nonlinear energy transfer between the waves,Swds(σ̊, θ) represents the rate at which energy is lost

from the wave field due to whitecapping andSbot
ds (σ̊, θ) represents the rate at which energy is lost

due to bottom friction.

68

http://polar.ncep.noaa.gov/waves/wavewatch/


Wind Input (Sin):

The wind input term describes the most important element in wave modeling, the interaction of

the waves with the atmosphere and specifically the only energy input in the wave field that comes

from the winds. The complex interaction between the waves and the atmosphere is represented by

the following exponential growth equation:

Sin = BE(σ̊, θ) (3.4.2)

where,B is a function of the wave frequencyσ̊, the wave propagation angleθ and the wind speedW

and directionθW. B is defined as:

B = β
ρair

ρw

u2
#

c2
max[0, cos(θ − θW)]2 σ̊ ; β =

1.2

k2
λ ln4 λ (3.4.3)

λ =
gze

c2
er (λ ≤ 1) and r =

kc
|u# cos(θ − θW)| (3.4.4)

in whichβ is the so called Miles constant,λ is a non-dimensional critical height (forλ > 1 taken as

β = 0), ze is the effective surface roughness (Section2.5.1), k is von Kármán’s constant (k = 0.4), c

is the phase speed andu# is the friction velocity determined by:u2
# = CMW2. The drag coefficient

CM is calculated inM2COPSby the methods described in Section2.5.1.

The wind source term represents the feedback between the growing waves and the induced

turbulent pressure patterns as has been suggested byMiles [1957]. The mathematical formulation

of the term is based upon the quasi-linear wind wave generation theory suggested byJanssen[1991].

Dissipation due to Whitecapping (Swds):

Whitecapping describes the phenomenon of the breaking of waves. As the waves grow, their

steepness (s) increases until a critical point when they break. This is a nonlinear process that limits

the wave growth with the lost energy being transferred into the underlying currents. This energy

dissipation term depends upon the wave steepness and it is represented by the pulse based model of

Hasselmann (Komen et al.[1996]) reformulated in terms of the wavenumber so it is applicable in

shallower water depths (Booij et al.[2004]):

Swds = −Cds
˜̊σ s̃4

[
(1− δ) k

k̃
+ δ

(k

k̃

)2
]

E(σ̊, θ) ; s̃= k̃
√

ET (3.4.5)

in which, k̃ is the spectrally averaged wavenumber (first of equations5.4.10) andET is the total

spectral wave energy (equation5.4.5). The spectrally averaged intrinsic frequency is defined as
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(The WAMDI Group[1988]):

˜̊σ =


1
ET

2π∫

0

∞∫

0

1
σ̊
E̊(σ̊, θ)dσ̊dθ



−1

(3.4.6)

The values of the tunable coefficientsCds andδ are taken fromKomen et al.[1996] and are:

Cds = 4.5 andδ = 0.5

Depth Induced Friction (Sbot
ds ):

The interaction between the surface waves and the bottom is significant in shallow water as the

orbital motions of the water particles, induced by the waves, extend to the bottom. Wave energy

is lost by dissipative wave-bottom interaction mechanisms, such as bottom movement, percolation

into a porous bottom and friction in the turbulent bottom boundary layer. The wave energy losses

due to bottom friction and percolation are collected into the Sbot
ds term, which is evaluated by the

following equation (The WAMDI Group[1988], Komen et al.[1996]):

Sbot
ds = −CD

σ̊2

g2 sinh2 kh
E(σ̊, θ) (3.4.7)

The friction coefficient CD depends upon the wave and bottom conditions, generally a function

of the bottom roughness height, the near-bottom orbital velocity Uwb and excursion wave amplitude

Awb defined as:

U2
wb =

2π∫

0

∞∫

0

σ̊2
E̊(σ̊, θ)

sinh2 kh
dσ̊dθ and A2

wb = 2

2π∫

0

∞∫

0

E̊(σ̊, θ)

sinh2 kh
dσ̊dθ (3.4.8)

WhenWAM is used as a standalone model, the coefficient CD is taken from the results of the

JONSWAPexperiment, as described inKomen et al.[1996] andThe WAMDI Group[1988] to be

equal to: CD = 0.038. InM2COPSthe value of CD is supplied by the wave-current boundary layer

model (Chapter6), where it is calculated during the hydrodynamic computations.

Wave-Wave Interactions (Snl):

The wave-wave interactions term describes the weakly nonlinear resonant wave-wave interac-

tions between waves of different frequencies. The resonant interactions are responsible for the

energy transfer between the waves, redistributing the energy within the spectrum. The process is

internal to the wave spectrum and does not result in changes in the overall energy budget of the

wave field.
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The lowest order resonance in the case of the gravity waves occurs for four-wave interactions

(known as quadruplet wave-wave interactions), while the three wave or triad interactions occur in

the capillary region of the spectrum (Komen et al.[1996]). WAM considers only the quadruplet

wave-wave interactions, with the 2D resonant conditions defined as:

k1 + k2 − k3 = k4 and σ̊1 + σ̊2 − σ̊3 = σ̊4 (3.4.9)

with: σ̊1 = σ̊2 = σ̊ ; σ̊3 = σ̊
+
= σ̊(1+ λ) ; σ̊4 = σ̊

−
= σ̊(1− λ) ; λ = 0.25 (3.4.10)

The nonlinear source termSnl is then formulated as:

Snl(σ̊, θ) = 2δS∗nl(a1 σ̊, θ) − δS∗nl(a2 σ̊, θ) − δS∗nl(a3 σ̊, θ) (3.4.11)

where,a1 = 1, a2 = 1+ λ anda3 = 1− λ. Each of the contributionsS∗nl in equation3.4.11is deter-

mined for deep water conditions by the following equation:

δS∗nl(ai σ̊, θ) =3 · 107
(2π

g2

)2( σ̊
2π

)11
{ [

E
2(ai σ̊, θ)

E(ai σ̊
+, θ)

(1+ λ)4
+

E(ai σ̊
−, θ)

(1− λ)4

]
−

2
E(ai σ̊, θ) E(ai σ̊

+, θ) E(ai σ̊
−, θ)

(1− λ2)4

}
; i = 1, 2, 3 (3.4.12)

Since equation3.4.12is valid for deep waters, the quadruplet interaction in finite water depths

is determined from equation3.4.12by multiplying the equation with a scaling factorR defined in

Komen et al.[1996] as:

R(x) = 1+
5.5
x

(1− 5x
6

) exp (−5x
4

) ; x =
3 k̃D

4
(3.4.13)

In shallow waters,̃kD→ 0, the nonlinear transfer approaches infinity therefore, a lower limit of

k̃D = 0.5 is applied (Komen et al.[1996], Günther et al.[1992]), which gives a maximum value for

the scaling factor ofRmax= 4.43.

3.4.2 Description of the Numerical Algorithms

The source terms are treated implicitly to allow the use of a greater time step than the time

adjustment of the dynamic high frequency cut-off used in the model. A dynamic high frequency

cut-off, instead of a fixed high frequency cut-off, is implemented inWAM to avoid any excessive

disparities in the response time scales within the spectrum(Komen et al.[1996]).

71



1

3

2

4

5

6

7

8

9

0
Jan Feb Mar Apr JunMay Jul Aug Sep Oct Nov Dec

Month

A
v
er

ag
e 

w
av

e 
p
er

io
d
 (

s)

NDBC Bouy: 45002 (9/1979 - 11/2001)
(North Lake Michigan: 45.33 N 86.42 W)

0

2

1

3

4

5

6

7

8

-1
Jan Feb Mar Apr JunMay Jul Aug Sep Oct Nov Dec

Month

S
ig

n
if

ic
an

t 
w

av
e 

h
ei

g
h
t 

(m
)

NDBC Bouy: 45002 (9/1979 - 11/2001)
(North Lake Michigan: 45.33 N 86.42 W)

1

3

2

4

5

6

7

8

9

0
Jan Feb Mar Apr JunMay Jul Aug Sep Oct Nov Dec

Month

A
v
er

ag
e 

w
av

e 
p
er

io
d
 (

s)

NDBC Bouy: 45007 (7/1981 - 12/2001)
(South Lake Michigan: 42.68 N 87.03 W)

0

2

1

3

4

5

6

7

8

-1
Jan Feb Mar Apr JunMay Jul Aug Sep Oct Nov Dec

Month

S
ig

n
if

ic
an

t 
w

av
e 

h
ei

g
h
t 

(m
)

NDBC Bouy: 45007 (7/1981 - 12/2001)
(South Lake Michigan: 42.68 N 87.03 W)

Figure 3.3 Historical significant wave heights and periods recorded attwo NDBC buoys in Lake
Michigan (National Data Buoy Center,http://www.ndbc.noaa.gov/Maps/WestGL.
shtml).

Since the model is to be applied in the deeper (≥ 100 m) Lake Michigan waters, using a 2000 m

horizontal resolution, we can estimate an appropriate timestep for stable calculations considering

the following deep water approximations for a fully developed sea (SPM[1984]):

Hs = 0.2433
U2

A

g
; Ts = 0.95·8.134

UA

g
; cg =

g T
4π

(3.4.14)

where,Hs andTs are the significant wave height and period respectively,UA = 0.71W1.23 is the

wind stress factor calculated from the 10 m wind speedW (m/s) andg = 9.806 m/s2.

Using mild to moderately strong winds, different wave conditions can be estimated from equa-

tions 3.4.14, as shown in Table3.1. The results represent the highest possibly expected wavesin

the lake for the given weather conditions and, therefore, the calculated values of∆t are conservative

estimates of the time step required for the stability of the model calculations. Comparing the plots in

Figure3.3with the values ofHs andTs reported in Table3.1, it seems that a time step of∆t = 5 min

is sufficient for the stability of the model calculations.
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W (m/s) Hs (m) Ts (s) cg (m/s) ∆t (min)

15.0 9.52 15.5 12.1 2.75
12.5 6.25 12.5 9.8 3.40
10.0 3.61 9.5 7.5 4.40
7.5 1.78 6.7 5.3 6.30
5.0 0.66 4.1 3.2 10.40
2.5 0.12 1.8 1.4 24.00

Table 3.1 Suggested limiting values of the time step for theWAMcomputations.

3.5 The Simulating Waves Nearshore Cycle 3 Model (SWAN)

SWANis an open source, shallow water wave model and the latest version (SWANcycle 3, ver.

40.41) can be obtained from the model’s web site at:http://fluidmechanics.tudelft.nl/swan/. From

the same site, patches to the model can be downloaded and applied to bring the code up to date.

This model is actively maintained, well documented (Booij et al.[2004]), with a growing user base

worldwide.

TheSWANmodel was developed at the Delft University of Technology, Delft, The Netherlands

and it is based on the wave action balance equation (Section3.3) when currents are present or the

energy balance equation otherwise. Quoting the model’s manual: “SWANis a numerical wave

model for obtaining realistic estimates of wave parametersin coastal areas, lakes and estuaries from

given wind, bottom, and current conditions”.

According to theSWANdocumentation (Booij et al. [2004]), the model can perform its calcu-

lations either in the Cartesian or the spherical coordinatesystem. Since it is designed for a regional

or small scale simulations (≤∼ 1000 m horizontal resolution), the principal purpose of thespheri-

cal grid representation is to ease the nesting of the model with global wave models likeWAM or

WAVEWATCH III.

3.5.1 Description of the Source Terms

The source termS is an extension to the one defined inWAM (equation3.4.1) to include the

dissipation of the wave energy due to the wave breaking (an important term for shallow water

calculations):

S = Sin + Snl + Swds+ Sbot
ds + Sbr

ds (3.5.1)
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For the calculation of the source terms,SWANcan simulate the behavior of both theWAMcycle

3 (The WAMDI Group[1988]) and theWAM cycle 4 (Komen et al.[1996], Günther et al.[1992])

models (a user defined choice). Here are only presented the equations relevant toWAM cycle 4,

since this is the model used inM2COPS. For the full description of the formulations for the source

terms used inSWAN, one can refer to the model’s manual.

Wind Input (Sin): The wind input inSWANis an extension of equation3.4.2defined as:

Sin = A+ BE(σ̊, θ) (3.5.2)

where,A(σ̊, θ) represents the reasonant interaction between the waves and turbulent pressure pat-

terns in the air as suggested byPhillips [1957]. The termB is defined identically as inWAM

(equations3.4.3and3.4.4). The linear growth termA is due to Cavaleri and Malonette-Rizzoli,

as referenced in theSWANuser’s manual (Booij et al. [2004]) and it is filtered to eliminate wave

growth at frequencies lower than the Pierson-Moskowitz frequency (equations3.5.4):

A = F
1.5 · 10−3

2π g2

{
u∗max[0, cos(θ − θW)]

}4
(3.5.3)

F = exp

−
(
σ̊

σ̊PM

)−4 ; σ̊PM = 2π
0.13g
28u∗

(3.5.4)

where,F is the filter andσ̊PM is the peak frequency of the fully developed sea state according to

Pierson and Moskowitz[1964].

Dissipation due to Whitecapping (Swds):

The dissipation term due to whitecapping is the same as the one defined forWAM (equation

3.4.5) formulated though in a slightly different way:

Swds = −Cds
˜̊σ

[
(1− δ) k

k̃
+ δ

(k

k̃

)2
] (

s̃
s̃PM

)4

E(σ̊, θ) (3.5.5)

with, Cds = 4.10 · 10−5, δ = 0.5 and s̃PM = (3.02 · 10−3)1/2.

Depth Induced Friction (Sbot
ds ):

SWANuses three friction models (user’s choice), all of which arerepresented by equation3.4.7

and they are only differentiated by the way the friction coefficient CD is being calculated. The first

is the JONSWAPempirical model used inWAM, the second is a drag law model and the more

important third one is the eddy-viscosity model ofMadsen et al.[1988]. In Madsen’s model, the
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friction coefficient is calculated in terms of the friction factorfw by:

CD = fw
g
√

2
Uwb ;

1

4
√

fw
+ log

[ 1

4
√

fw

]
= −0.08+ log

[Awb

zo

]
(3.5.6)

For values ofAwb/zo less than 1.57, the friction factor is taken equal to 0.30. In M2COPSthe

value of CD, as in the case ofWAM, is supplied by the hydrodynamic calculations.

Dissipation due to Wave Breaking (Sbr
ds):

Wave breaking occurs in shallow waters, where depth and water heights are of the same order

of magnitude, while in deep water wave calculations this dissipation mechanism is irrelevant. The

termSbr
ds is calculated using the fraction of the breaking waves as:

Sbr
ds = −

Qb
¯̊σH2

m

8π
E(σ̊, θ)

ET
with:

1− Qb

ln Qb
= −8

ET

H2
m

(3.5.7)

where,Hm is the maximum wave height that can exist at the given depth and ¯̊σ is the mean intrinsic

frequency defined as:

¯̊σ =
1
ET

2π∫

0

∞∫

0

σ̊ E̊(σ̊, θ)dσ̊dθ (3.5.8)

Definingβ =
Hrms

Hm
, the fraction of the breaking waves is given inSWANby:

Qb = 0 for: β ≤ 0.2 ; Qb = 1 for: β ≥ 1

Qb = Q0 − β2
Q0 − exp

(
Q0 − 1

β2

)

β2 − exp

(
Q0 − 1
β2

) for: 0.2 < β < 1

(3.5.9)

Wave-Wave Interaction (Snl):

In SWANthe wave-wave interactions consist from the contributionsof both the quadruplet (Snl4)

as well as the triad (Snl3) wave-wave interactions. The quadruplet interactions aremodeled in the

same way as in the case ofWAM, while the triad interactions are described by the following equa-

tions (Booij et al.[2004]):

Snl(σ̊, θ) = Snl4(σ̊, θ) + Snl3(σ̊, θ) ; Snl3(σ̊, θ) = S−nl3(σ̊, θ) + S+nl3(σ̊, θ) (3.5.10)

S+nl3(σ̊, θ) = max
{
0, αEB 2π c cgJ2 |sinβ| {E2(σ̊/2, θ) − 2E(σ̊/2, θ) E(σ̊, θ)}

}
(3.5.11)
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S−nl3(σ̊, θ) = −2S+nl3(2σ̊, θ) (3.5.12)

where,αEB is a tunable coefficient,c andcg are the phase speed and group velocity, respectively and

β, J are given in terms of the Ursell number (Ur), the significant wave height (Hs) and the average

wave period (̄T):

β = −π
2
+
π

2
tanh

(0.2
Ur ) ; Ur = g

8
√

2π2

HsT̄2

h2
; T̄ =

2π
¯̊σ

(3.5.13)

J = −
k2
σ̊/2

(gh+ 2c2
σ̊/2

)

kσ̊ h (gh+ 2
15 gh3k2

σ̊
− 2

5 σ̊
2h2)

(3.5.14)

The triad interactions are calculated for the range 0.1 ≤ Ur ≤ 10, but as noted in theSWAN

manual, for stability reasons are calculated in the range 0≤ Ur ≤ 10, so both the quadruplet and the

triad interactions are calculated at the same time.

3.5.2 Description of the Numerical Algorithms

SWANuses one of the following numerical schemes (user’s choice): (a) the first order backward

in space, backward in time scheme (BSBT),(b) the second order upwind scheme with the optional

second order diffusion (SORDUP), and(c) the second order upwind scheme with the optional third

order diffusion (S&L) as proposed inStelling and Leendertse[1992]. All the above schemes are

unconditionally stable and more suitable for fine resolution (near-shore) applications than the one

supplied inWAM. The BSBT scheme is more diffusive than theWAM’s upwind scheme or the SOR-

DUP and S&L schemes, thus the recommendation for the use ofSWANin horizontal resolutions less

than∼ 1000 m.

The second order schemes exhibit very small diffusive properties, in fact so small that the so

called garden-sprinkler effect (GSE) can possibly show up when wave propagation calculations are

performed over large distances (Booij et al.[2004]). The errors in the propagation speed are usually

larger for the shorter waves and numerical schemes like SORDUP and S&L, that do not dump these

short components that exhibit the GSE behavior. The consistent presence of short waves in the

field becomes visible as “wiggles” when the above schemes areused (Rogers et al.[2002]). The

remedy to the GSE problem is the introduction of extra diffusion terms (a second order term in

SORDUP and a third order term in S&L) as described inSWAN’s manual (not used inM2COPS).

The introduced diffusion terms are discretized explicitly and as a result the overall scheme becomes
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conditionally stable, requiring Courant numbersCr ≤ 0.5 for oceanic applications andCr ≤ 1 for

regional applications for stability. In the current application ofSWANthe BSBT is used since it is

computationally less demanding and gives almost identicalresults with the other two schemes for

the spatial resolution used.

3.6 Relation betweenWAM and SWAN

The two wave models examined in this Chapter are closely tied, regarding the modeled physics,

implementing though different numerical schemes. The basic structure ofSWANresembles that of

WAM (either cycle 4 or cycle 3) with emphasis in the shallow waterwave physics. The introduction

of the additional shallow water formulations inSWAN, along with its implicit numerical schemes,

define this model as being a “shallow water wave model”.

The different approaches used in the two models for the determination of the wind input are rec-

onciled by the modifications applied to bothWAMandSWAN, such that the surface drag coefficient

and shear stress are calculated using the same formulationsdefined for the hydrodynamic model.

SWANis designed to work with bothWAM andWAVEWATCH III, therefore, it can be readily

nested with both models. The nested grids consist from a coarse grid and a fine grid. The fine grid

can be the coarse grid for a next level fine grid and in this sense, infinite levels of model nesting

can be done. The coarse grid spectra are saved at every time step so that the fine grid model can

interpolate the spectra to use then as input boundary values.

The spectral domain is discretized with a constant directional resolution∆θ and a constant fre-

quency resolution∆σ̊. The frequency space is described by a low and a high frequency cut-off.

In both the models the low frequency cut-off is fixed (user input), but the high frequency cut-off

is dynamic inWAM and fixed inSWAN. The fixed high frequency cut-off is used inSWANbe-

cause in near-shore regions mixed wave states with different characteristic frequencies may occur,

as opposed to the single characteristic frequency calculated byWAM for deep waters.

The boundary conditions in both models are fully absorbing for wave energy that is leaving

the computational domain or crossing the shoreline. At the open boundaries the energy spectra are

defined by the user and are usually calculated by a coarse gridmodel.
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CHAPTER 4

THREE DIMENSIONAL WAVE CURRENT INTERACTIONS

4.1 The Concept of the Wave Radiation Stress

As water waves advance on the free surface, they carry momentum with them thus producing

a net momentum flux distributed within the water. This momentum flux excess is quantified and

then incorporated into the momentum equations for the moving water as an extra term, traditionally

called the “radiation stress” after the work ofLonguet-Higgins and Stewart[1964]. The radiation

stressRαβ, as defined byLonguet-Higgins and Stewart, is actually not a stress strictly speaking e.g.,

a force per unit area, but it is rather a vertically integrated stress:

Rαβ =

t
ζ∫

−h

(δαβp+ ρũαũβ)dz −
0∫

−h

δαβ
tp dz, tp = −ρgz ; α, β = (1, 2) (4.1.1)

wherep is the fluid pressure (p = tp +p̃), tp is the hydrostatic pressure and ˜u, p̃ represent the wave

contributions to the flow velocities and pressure, respectively. The evaluation of the terms in the

r.h.s of the first of equations4.1.1(to the second order in the wave slopeǫ1 = ka and assuming a

locally flat bottom) gives the following expression forRαβ (Longuet-Higgins and Stewart[1964],

Phillips [1977], Smith[2006]):

Rαβ = E
[kαkβ

k2

cg
c
+ δαβ(

cg
c
− 1

2
)
]

(4.1.2)

The concept of the radiation stress has been used(a) in analyses of near-shore current systems

that is, wave-setup (Longuet-Higgins and Stewart[1964]), (b) for coastal and rip currents analyses

(Longuet-Higgins[1970a,b], Zikanov and Slinn[2001]), (c) in surf-zone wave modeling (Veera-

mony and Svendsen[2000], Feddersen[2004]), (d) in the 2D modeling of tides and surges (Osuna
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and Monbaliu[2004], Zhang and Li[1996]), and (e) lately in coupled 3D wave-hydrodynamic

models (Zhang and Li[1997], Welsh et al.[2000], Warner et al.[2008] and others).

The radiation stress as defined byLonguet-Higgins and Stewartis a two-dimensional horizontal

tensor and it was derived assuming a 2D structure for the underlying current. To determine the addi-

tional forces exerted by the waves on the current, the wave mean momentum equation (e.g., equation

3.3.1) is subtracted from the full mean momentum equation that combines waves and currents. De-

tails of this procedure and the derivations of the terms can be found in the excellent texts ofLeBlond

and Mysak[1978] and Mei [1983]. LetM be a differential operator that represents the vertically

averaged momentum equations2.1.29aand 2.1.30a, such that the equations can conceptually be

written as:

Mα = 0 ; (α = 1, 2) (4.1.3)

The presence of the surface waves introduces an additional force per unit area on the current and

modifies the above equations as follows (LeBlond and Mysak[1978]):

Mα = −
1
ρo

∂Rαβ
∂xβ

; α, β = (1, 2) ; summation overβ (4.1.4)

Considering the fact that the currents are 3D structures, especially in near-shore dynamics, the

vertical variation of the radiation stress should be considered as well,when studying the interactions

between waves and currents. Traditionally, in wave-hydrodynamic model couplings, the radiation

stress terms are incorporated only into the vertically integrated momentum equations, thus only

enhancing the calculations of the 2D velocities with the 3D velocities remaining greatly unaffected

by the waves.

The above approach, physically incorrect, affects the calculations for the total water depth (equa-

tions2.1.26a, 2.1.29aand2.1.30a), therefore, in this sense, the 3D velocities are indirectly and par-

tially affected by the presence of the surface waves. The more physically correct coupling between

the wave dynamics and hydrodynamics requires that the 3D momentum equations should include

the appropriate terms for the radiation stresses as well. Upon vertical integration of the 3D mo-

mentum equations, the integrated radiation stress should be equal to the one supplied by the wave

model. Thus to repeat, the major objective of this dissertation is to represent the full 3D impacts of

the radiation stresses on the currents.

In the following Sections, an approach for including the vertical structure of the radiation stress

into the hydrodynamic model is introduced as extended from the works ofMellor [2003, 2005,

79



2008], Ardhuin and Jenkins[2006a] andXia et al.[2004]. Since, the vertically integrated radiation

stress is a standard output of the spectral wave models, the task at hand is to develop a methodology

for estimating vertical distribution of the stress and thenincorporating the resulting terms into the

3D momentum equations.

4.2 Wave Stokes Drift and Langmuir Circulations: The Upper Water Column and
Currents

Water particles in the presence of the surface waves do not follow the closed paths described by

the linear wave theory. Rather their paths are open contoursdescribed by higher order wave theories

and produced by a net flow velocity (drift) in the direction ofthe propagating waves that diminishes

with depth. This phenomenon was first examined by Stokes, thus the name Stokes drift.

Total wind stress τa

 wind stress for mean

 flow (direct ) : τa-τin 

wind stress for waves (wind input) : τin

wave to mean flow stress 

(wave dissipation) : τdis
 net stress to waves

(wave growth/decay) : τin-τdis 

z = 0

z = -Hs

Depth of penetration

of the Stokes drift 

mixed layer depth 

z = -h + δ2

z = -h + δ1
z = -h

���������
	�������������
� ������������

Wave breaking

Langmuir Circulation 

normal

eddy diffusion

�����������
� �������� ! !�� 

"�#$#%�&	'�� !���� (�����
� ����������*),+

Current boundary layer 

Wave boundary layer 

Sediments -/.1032 4 052

Figure 4.1 Surface waves and current interactions in the ocean for horizontally uniform condi-
tions. Approximate eddy viscosity and Stokes drift vertical profiles (source:Ardhuin
et al.[2005]).
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The interaction of the Stokes drift with the wind-driven surface shear produces additional circu-

lations in the upper portion (near the surface) of the water column (as shown in Figure4.1) known

as Langmuir circulations. If the effect of the Langmuir circulations is to be modeled, equation4.4.2

is modified by the inclusion of additional terms that are functions of the Stokes drift (Ardhuin and

Jenkins[2006a], Mellor [2003], Moon [2005]). Mathematically, the Stokes drift as deducted from

the previous statements, corresponds to a second order accurate correction term of the linear wave

theory. With this in mind,Mellor’s equations can be described as being accurate to the first order

in the wavenumber (k) space and to the second order in the flow variables (Ardhuin and Jenkins

[2006a]).

4.3 The Significance of the Wave Effects on the General Mean Flow

The traditional Reynolds averaged equations of motion describe the evolution of a 3D flow-field

where the dynamics are driven by winds, tides and density changes. In the absence of wind driven

oscillatory motions a flow variable (say velocity) is written as:

u = ū+ u′ (4.3.1)

where,u is the total flow velocity, ¯u is the temporally averaged (mean) velocity andu′ represents

the fluctuating part ofu in relation toū and describes the background turbulence in the field. The

averaging of equation4.3.1eliminatesu′ since by definitionu′ = 0. The averaging just filters out

the higher frequency turbulent motions, therefore, their effects need to be included in the equations

calculatingū and this is normally done by the use of a turbulence model.

For a model based onRANS, as the temporal time step (averaging interval)∆t becomes smaller

(∆t → 0), the spatial resolution must go to zero as well (∆s→ 0 ; ∆s= (∆x,∆y)), since theCFL

stability criterion in any hydrodynamic model relates∆t and∆sat any point and at any time.

As ∆t → 0, the sub grid parametrization used to describe the turbulence effects on ¯u becomes

less important up to the point where the calculations are performed in the neighborhood (∆t → 0,

∆s→ 0) where the turbulence terms appearing in the equations of motion are fully resolved by

the model grid. In practice the above approach is not applicable, especially when calculations are

performed in global and regional scales, due to the high demands ofCPU times and storage require-

ments. In the presence of wind generated waves, additional oscillatory motions are introduced in
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the main fluid motion that have significantly different time and space scales compared to those of

the background mean fluid flow and associated turbulence.

The above separation of the time and space scales between thefast wave motions (of the order of

ω−1 andk−1, respectively) and the slow mean flow motions does not allow the Reynolds averaged

equations to resolve the wave-mean flow interactions unlessa highly empirical sub grid model

parametrization is used. Therefore, new equations are required. In other words, a Reynolds averaged

and a wave phase (or period) averaged process is required, since a Reynolds averaging operation

filters all the higher frequency oscillatory motions, thus filtering out important pieces of physical

processes and subsequently introduces errors in the calculation of the Eulerian parameters by the

hydrodynamic models.

In the presence of surface waves the velocity field can be represented (Hussain and Reynolds

[1970], Finnigan and Einaudi[1981], Finnigan et al.[1984]) as:

u = ū+ ũ+ u′ (4.3.2)

whereũ represents the oscillatory contributions to the flow field. By the earlier definition given

in Hussain and Reynolds, the Reynolds or time averaged ˜u was simply nil. This implies that the

higher frequency (higher relative to 1/2∆t) oscillatory motions are simply filtered or averaged out

and a hydrodynamic model that calculates ¯u would account for the effects of the filtered oscillatory

motions via subgrid scale parametrizations.Therefore, only the lower frequency oscillatory motions

(as related to∆t) are still resolved, as they are part of ¯u:

ū = uE + ũL (4.3.3)

whereũL represents the lower frequency oscillatory effects resolved in the average flow field, anduE

represents the “pure Eulerian” portion of the flow velocity.Many researchers label ¯u as the “quasi

Eulerian” flow velocity (Ardhuin and Jenkins[2006a],Ardhuin et al.[2008b] and others).

Writting the equations of motion in terms of ¯u (equation4.3.3), without including any sub

scale parametrization of the wave-current interactions clearly violates the proper calculation of the

dynamics of the physical processes involved.

Gravity wave activity exhibits a variety of time scales on order of T1 ≈ 1− 10 s,T2 ≈ 100 s,

T3 ≈ 103 s,T4 > 104 s (e.g., tides, tsunamis, seiches). To complete the above scaleT0 ≈ 0.1 s< T1

is added, which refers to the ultra gravity-capillary portion of the spectrum.
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Lavrenov[2003] refers to the oscillations of orderT3,T4 as quasi-oscillations that affect the

development of the wave spectrum. Clearly based on the abovescaling, within the range of the

Reynolds averaging (∆t < 30 min) the time scales of interest here areT0, T1 andT2. Wave groups

repeat themselves every 10-15 average wave periodsLavrenov [2003]. Therefore, for a model

∆t = 10 min T0, T1 and T2 wave classes are not resolved by a hydrodynamic model unlessthe

wave-current interactions are included.

Additionally, gravity waves feed both the low and the high frequencies of theT0-T2 bands

through non-linear wave interactions (e.g., triad wave interactions), thus creating secondary waves

in both the low and high side of the spectrum. The generation and resolution of these low frequency

waves near shore is especially crucial, as they affect the sediment transport (Reniers et al.[2004,

2002], MacMahan et al.[2004a,b]).

The problem of the interaction between long and short wave motions has been discussed exten-

sively in the literature byGarrett and Smith[1976], Elgar et al.[1995], Herbers and Burton[1997],

Aranha and Martins[2001], Reniers et al.[2002], Uchiyama and McWilliams[2008] and others.

All these works clearly show that in near shore calculations, the long-short wave interactions are es-

sential in sediment transport, therefore, wave-current interactions should be resolved as accurately

as possible within the model to avoid misleading calculations.

4.4 Reynolds Averaged Equations inσ-Coordinates

The calculations presented here and in the subsequent Sections will be mostly performed in

theσ-stretched vertical coordinate system as has been done inMellor [2003, 2005]. The three-

dimensional continuity and momentum equations, in (x, y, σ) coordinates, are obtained from equa-

tionsC.9, C.13andC.14using the expressions shown in equationsC.7and TableC.1. The resulting

equations are subsequently written in tensor form as follows:

Continuity:

∂ζ

∂t
+
∂(Duα)
∂xα

+
∂(D

⋆
ω)

∂σ
= 0 and:

∂D
∂t
+
∂(Duα)
∂xα

+
∂(D

⋆
ω)

∂σ
= 0 (4.4.1)

Momentum:

Mα = Cα +Pα +Tturb
α (4.4.2)
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Mα =
∂(Duα)
∂t

+
∂(Duαuβ)

∂xβ
+
∂(Duα

⋆
ω)

∂σ
; Cα = −ǫα3β f3Duβ (4.4.3)

Pα = −D
( 1
ρo

∂patm

∂xα
+ g

∂ζ

∂xα

)
− gD
ρo

{
D

0∫

σ

∂ρ

∂xα
dσ′ +

∂D
∂xα

( 0∫

σ

ρdσ′ + σρ
)}

(4.4.4)

The Reynolds turbulent fluxes Tturb
α are decomposed in horizontal ( Tturb

hα ) and vertical components

( Tturb
vα ) such that, Tturb

α = Tturb
hα +Tturb

vα :

Tturb
hα =

∂

∂xβ

[
Ah

∂(Duα)
∂xβ

]
; Tturb

vα =
1

D2

∂

∂σ

[
Av

∂(Duα)
∂σ

]
(4.4.5)

Scalar:

∂(DΦ)
∂t

+
∂(DuαΦ)
∂xα

+
∂(

⋆
ωΦ)
∂σ

= TΦ +SΦ (4.4.6)

TΦ =
∂

∂xβ

[
Bh

∂(DΦ)
∂xβ

]
+

1

D2

∂

∂σ

[
Bv

∂(DΦ)
∂σ

]
(4.4.7)

whereD
⋆
ω is the nearly verticalσ flow velocity defined by equationB.26, Cα is the Coriolis vor-

tex term, Pα is the pressure term that includes both the barotropic and the baroclinic terms and

α, β = (1, 2), summation overβ. As it has been shown byMellor [2003], in the presence of the wind

generated surface waves, equation4.4.2is modified by the inclusion of additional terms to account

for the wave induced effects. In his paper,Mellor introduced a derivation of the three-dimensional,

phase averaged equations for monochromatic (single frequency) and uni-directional (single propa-

gation angle) waves from basic principles, using the linearwave theory.

4.5 Waveσ-Coordinate Transformations and Auxiliary Functions

For the derivation of the wave transformed equations it is assumed that:

ǫ1 = max{ka} and ǫ2 = max
{ ∂h
∂xα

}
(4.5.1)

are small quantities where,ǫ1 is related to the wave slopeka, andǫ2 is related to the bottom slope

∂h/∂xα. The following auxiliary functions are defined here:

λα =
∂λ

∂xα
=

∂ζ

∂xα
+ σ

∂D
∂xα

; λσ =
∂λ

∂σ
= D ; λt =

∂λ

∂t
= (1+ σ)

∂D
∂t

(4.5.2a)
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and:
∂λα

∂σ
=

∂2λ

∂σ∂xα
=
∂λσ

∂xα
=
∂D
∂xα

;
∂λt

∂σ
=

∂2λ

∂σ∂t
=
∂λσ

∂t
=
∂D
∂t
=
∂ζ

∂t
(4.5.2b)

The waveσ coordinates denoted bys, are defined inMellor [2003] as:

z= s(x∗α, σ, t
∗) = ζ + σD + s̃ ; s̃= α

sinhkD(1+ σ)
sinhkD

cosψ (4.5.3)

Re-arrangement of the first of equations4.5.3gives:

z− ζ
D
= σ̄ +

s̃
D

(4.5.4)

that is, theσ coordinate is slightly perturbed by the quantity
s̃
D

to reflect the wave contributions in

the water elevation. The transformed coordinates are defined as:

xα = (x, y) ; xα = x∗α ; t = t∗ ; sα =
∂s
∂x∗α

; sσ =
∂s
∂σ

; st =
∂s
∂t∗

(4.5.5a)

with:
sα
sσ
= − ∂σ

∂xα
;

st

sσ
= −∂σ

∂t
;

1
sσ
=
∂σ

∂z
(4.5.5b)

and from equations4.5.3:

sσ = λσ + s̃σ ; s̃σ = kDa
coshkD(1+ σ)

sinhkD
cosψ (4.5.5c)

st = λt + s̃t ; s̃t =
λt

λσ
s̃σ (4.5.5d)

sα = λα + s̃α ; s̃α =
λα

λσ
s̃σ (4.5.5e)

When phase averaging (equationB.6), the “s” coordinates revert back to the ordinary “σ” co-

ordinates (Mellor [2003]) and phase averaged variables, equations, are simply referred to ordinary

“σ” coordinates. Using equations4.5.5bthrough4.5.5e, the following phase averaged quantities

can be derived:

ψsα = λα ; ψsσ = λσ ; ψst = λt ;
ψ( sα

sσ

)
=
λα

λσ
;

ψ( st

sσ

)
=
λt

λσ
;

ψ( 1
sσ

)
=

1
λσ

(4.5.6)
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LetΦ(xα, z, t) = Φ∗(x∗α, σ, t) be a phase averaged general function. The gradients ofΦ are trans-

formed in “s” coordinates as follows (Mellor [2003]):

∂Φ

∂xα
=
∂Φ∗

∂x∗α
− sα

sσ

∂Φ∗

∂σ
=
∂Φ∗

∂x∗α
− λα
λσ

∂Φ∗

∂σ

∂Φ

∂z
=

1
sσ

∂Φ∗

∂σ
=

1
λσ

∂Φ∗

∂σ

∂Φ

∂t
=
∂Φ∗

∂t∗
− st

sσ

∂Φ∗

∂σ
=
∂Φ∗

∂t∗
− λt

λσ

∂Φ∗

∂σ

(4.5.7)

Using the equations4.5.2aand4.5.2bit can be shown that the transformation of∂Φ/∂xα (or ∂Φ/∂t)

is represented using the following two equivalent expressions:

∂Φ

∂xα
=
∂Φ∗

∂x∗α
− λα
λσ

∂Φ∗

∂σ
=

1
λσ

[
∂(λσΦ∗)
∂x∗α

− ∂(λαΦ∗)
∂σ

]
(4.5.8)

where the temporal gradient is obtained from the above equation by simply replacingλα with λt and

x∗α with t∗.

Before proceeding with more equations, it is useful to defineat this point the following hyper-

bolic functions used inMellor’s papers (Mellor [2003], Mellor et al.[2008]):

FCS =
coshk(z+ h)

sinhkD
=

coshkD(1+ σ)
sinhkD

; FCC =
coshk(z+ h)

coshkD
=

coshkD(1+ σ)
coshkD

(4.5.9a)

FSC =
sinhk(z+ h)

coshkD
=

sinhkD(1+ σ)
coshkD

; FS S =
sinhk(z+ h)

sinhkD
=

sinhkD(1+ σ)
sinhkD

(4.5.9b)

ζs =
∂(FS SFCC)

∂z
=

2kcosh 2k(z+ h)
sinh 2kD

; ζs =
∂(FS SFCC)

∂σ
=

2kDcosh 2kD(1+ σ)
sinh 2kD

(4.5.9c)

The plots of the above functions are given in Figures4.2, 4.3 and4.4 for both deep and shallow

water conditions. The functionsFCS, FCC, FSC, FS S andζs approach the limiting functionekDσ in

deep waters (kD→ ∞), while in shallow waters (kD→ 0) they asymptotically assume the values:

kDFCS→ 1, FCC → 1, FSC→ 0, FS S→ 1+ σ andζs→ 1.

The wave induced flow parameters (e.g., fluid particle displacements, fluid velocities, pressure)

are given by the following relationships:

ξ̃α = x̃α = −a
kα
k

FCS sinψ ; ξ̃3 = z̃= s̃= aFS Scosψ (4.5.10a)

ũα = aσ̊
kα
k

FCS cosψ ; w̃ = aσ̊FS Ssinψ (4.5.10b)

p̃ = gaFCC cosψ (4.5.10c)
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The depthD that appears in the above equations is defined as the sum of thebathymetric water

depthh and the mean free surface fluctuationζ(x, y, t), therefore,D is regarded as a function of

space and time as well. The distribution functionζs vertically integrates to one (equation4.5.13).

Next, the following wave functions are defined and used throughout the present work:

ψ = kαxα − ωt ; ω = σ̊ + kαûAα ; σ̊2
= gktanhkD (4.5.11)

c =
σ̊

k
=

(g
k

tanhkD
)1/2

; cg =
dσ̊
dk
=

c
2

(
1+

2kD
sinhkD

)
(4.5.12)

ûAα =

0∫

−1

uαζsdσ ;

0∫

−1

ζsdσ = FS SFCC

∣∣∣∣
0

−1
= 1 (4.5.13)

whereψ is the wave phase,̊σ is the intrinsic frequency,ω is the radial frequency,kα is the wave

number component,c is the wave phase speed,cg is the wave group speed and ˆuAα represents the so

called Doppler velocity.

From the first of equations4.5.11it is derived that:

kα =
∂ψ

∂xα
; ω = −∂ψ

∂t
;

∂kα
∂t
+
∂ω

∂xα
= 0 ;

∂kα
∂xβ
=
∂kβ
∂xα
=

∂2ψ

∂xα∂xβ
(4.5.14)

that is, the wave number vector is irrotational. Using the first of equations4.5.12the following

relationships can be derived:

∂σ̊

∂xα
=
∂σ̊

∂k
∂k
∂xα
+

( ∂σ̊
∂xα

)
k

;
( ∂σ̊
∂xα

)
k
=

kσ̊
sinh 2kD

∂D
∂xα

(4.5.15)

while using the second of equations4.5.11and the first of equations4.5.15, it is obtained that:

∂ω

∂xα
=
∂σ̊

∂k
∂k
∂xα
+ ûAβ

∂kβ
∂xα
+ kβ

∂ûAβ

∂xα
+

( ∂σ̊
∂xα

)
k

(4.5.16)

Substituting equation4.5.16into the third of equations4.5.14, the following well known equation

for the conservation of the wave crests is derived:

∂kα
∂t
+

(
cgβ + ûAβ

) ∂kα
∂xβ
= −

( ∂σ̊
∂xα

)
k
− kβ

∂ûAβ

∂xα
(4.5.17)

wherecgβ is theβ-th component of the wave group velocity. For the derivationof equation4.5.17

the following relationship was applied:∂k/∂xα = (kβ/k) (∂kβ/∂xα); k2 = kβkβ, summation overβ.
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Figure 4.2 Plots of the exponential functionsFCC andFCS for shallow and deep water conditions.
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Figure 4.3 Plots of the exponential functionsFS S andFSC for shallow and deep water conditions.
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Figure 4.4 Plots of the exponential functionskDFCS andζs for shallow and deep water conditions.
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4.6 Generalized Lagrangian Mean (GLM) Formulation

Andrews and McIntyre[1978a] derived the exact equations for Lagrangian mean flows based

on the definition of their Generalized Lagrangian Mean (GLM) averaging, such that the Lagrangian

mean operator
L

(·) corresponds to any given Eulerian mean operator(·). The resultingGLM equa-

tions of motion are hybrid Eulerian-Lagrangian equations,where the independent variables are~x

and t, instead of the initial position and time (Lagrangian formulation), thus allowing the use of

Eulerian models in the prediction of Lagrangian flow characteristics (Craik [1988]).

Let (~x, t) represent a flow particle position in Eulerian representation. Waves introduce particle

displacements̃ξ from their Eulerian positions thus defining the position of aparticle in Lagrangian

representation as (~x+ ~̃ξ, t). The introduction of the wave particle displacementξ̃ simply maps the

Eulerian domain to the Lagrangian domain by the coordinate transformation:~x→ ~x+ ~̃ξ. Mellor’s

wave induced equations of motion discussed in Section4.7, were derived using a “wave following”

vertical coordinate definition and, as such, fall within theGLM formulation.

Averaging all particle positions withiñξ defines aGLM averaging operation, such that for a

functionΦ the following is true:

L
Φ(~x, t) = Φξ(~x, t) ; Φξ(~x, t) = Φ(~x+ ~ξ, t) ;

L
ξ̃ = 0 (4.6.1)

Assuming small amplitude oscillatory motions and a continuously differentiable functionΦ, a

Taylor series expansion of the second of equations4.6.1and a subsequent Reynolds averaging of

the resulting equation, yields:

L
Φ = Φ+

S
Φ = Φ+

ψ

ξ̃ j
∂Φ̃

∂x j
+O

(
ǫ21

)
(4.6.2)

For the two wave functionsΦ(~x, t; α) andΘ(~x, t; α) the following two properties are true (Andrews

and McIntyre[1978b]):
α

∂Φ

∂α
=
∂
α
Φ

∂α
= 0 ;

α
∂Φ

∂α
Θ = −

α
∂Θ

∂α
Φ (4.6.3)

The term
S
Φ in equation4.6.2is the so called “Stokes correction” to the Eulerian mean variable

Φ. Let ūα = uα be the temporally, Reynolds averaged Eulerian flow velocityand Luα = Uα be the

Lagrangian averaged flow velocity, then from equation4.6.2:

Uα = uα + ustα ; ustα =

ψ

ξ̃ j
∂ũα
∂x j

+O
(
ǫ21

)
(4.6.4)

91



where ustα is the Stokes correction touα and ustα is of the second order in wave slope by its definition.

Finally, J is the Jacobian of the transformation between Eulerian and Lagrangian spaces is defined

in Andrews and McIntyre[1978b] as:

J = det

(
δi j +

∂ξ̃i

∂x j

)
= 1+

∂ξ̃k

∂xk
+

1
2
∂ξ̃k

∂xk

∂ξ̃l

∂xl
+

1
6
ǫi jk ǫαβγ

∂ξ̃i

∂xα

∂ξ̃ j

∂xβ

∂ξ̃k

∂xγ
(4.6.5)

i, j, k, α, β, γ = (1, 2, 3), summation over the repeated indexes.

4.7 Wave Transformed Equations of Motion

The equations presented in this Section are the result of thework of Mellor (Mellor [2003,

2005], Mellor et al. [2008]). The equations were derived using the phase averaged flow variables,

but as stated inLane et al.[2005], Ardhuin and Jenkins[2006a], the mean variables obtained this

way correspond to Generalized Lagrangian Means (GLM) of these variables as well. In his papers,

Mellor [2003, 2005] introduced the coordinate transformation outlined in Section 4.5to describe the

effects of the higher frequency waves on the mean flow and derivedthe continuity and momentum

equations in terms of the Lagrangian flow velocityU (equation4.6.4):

Continuity:
∂ζ

∂t
+
∂(DUα)
∂xα

+
∂Ω

∂σ
= 0 and:

∂D
∂t
+
∂(DUα)
∂xα

+
∂Ω

∂σ
= 0 (4.7.1)

Momentum:

∂(DUα)
∂t

+
∂(DUαUβ)

∂xβ
+
∂(UαΩ)
∂σ

= −ǫα3β f3DUβ + Pα +Tturb+S(1)
w +S(2)

w +Tin
w (4.7.2)

Scalar:
∂(DΦ)
∂t

+
∂(DUαΦ)
∂xα

+
∂(ΩΦ)
∂σ

= TΦ +SΦ (4.7.3)

where the dummy indexesα, β = (1, 2) represent the horizontal coordinates (summation over the

repeated indexes).

The various terms and variables in equations4.7.1, 4.7.2and4.7.3are defined as follows:Ω rep-

resents the Stokes adjusted sigma vertical velocity,ǫα3β represents the well known Levy-Civita sym-

bol, f3 is the Coriolis parameter, Pα is the pressure term defined by equation4.4.4, Tturb represents

the usual Reynolds flux terms expressed as the sum of their horizontal ( Tturb
hα ), and vertical ( Tturb

vα )

components (equations4.4.5), S(1)
w represents the wave induced radiation stress per unit mass,S(2)

w
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represents another wave radiation stress term (vertical),Tin
w represents a kinematic stress term re-

flecting the wave/stokes growth due to wind pressure fluctuations, TΦ represents the Reynolds flux

terms for the scalar (equation4.4.7) andSΦ represents the various sources being modeled for the

scalarΦ. Theζ represents the wave averaged Eulerian mean surface fluctuation, such that the total

water depthD is defined ash+ ζ.

In equation4.7.3, it is assumed that the wave and the scalar interactions are uncorrelated

(Φ̃ũ = 0), therefore, the term TΦ is not modified by the waves (still calculated from equation4.4.7).

In the case of the momentum equation4.7.2though, the Reynolds fluxes are modified by including

terms that account for the wave induced turbulence. This matter along with the related modifications

of the turbulence closure model will be discussed later.

Using the notation outlined in Section4.5the termsΩ, S(1)
w , S(2)

w and Tin
w , are expressed mathe-

matically as follows:

Ω = w − λαUα − λt = w − λαuα − λαustα − λt = D
⋆
ω − λαustα (4.7.4)

S(1)
w = −

∂Sαβ
∂xβ

; S(2)
w =

∂
( ψ

p̃s̃α
)

∂σ
; Sαβ = D

ψ
ũαũβ +δαβ

ψ
p̃s̃σ ; Tin

w = ζs ·
ψ

p̃wn
∂ζ̃

∂xα
(4.7.5)

Sαβ = kDE
[kαkβ

k2
FCSFCC + δαβ

(
FCSFCC − FS SFCS

)]
(4.7.6)

ψ
p̃s̃α =

(
FCC − FS S

)
E1/2 ∂

∂xα

(
E1/2FS S

)
(4.7.7)

The Stokes drift in “σ” coordinates is defined inMellor [2003] as:

ustα =
1
D

∂
( ψ

s̃ũα
)

∂σ
; ustα =

E
cD

kα
k
∂(FS SFCC)

∂σ
=

E
cD

kα
k
ζs (4.7.8)

and it is related to the wave action density per unit massA by the following equation:

ustα = kαA (4.7.9)

The derivation of Mellor’s wave induced equations of motionis general in the sense the exact

functional forms of the wave terms present in the equations have not been introduced, except for the

radiation stress termSαβ. The vertical coordinate is divided inσ layers, or surfaces, accompanied by

wave disturbed ˜ssurfaces. The ˜ssurfaces simulate the oscillatory vertical displacementsof the fluid
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particles due to the wind generated surface waves. The wave action (or wave pseudo-momentum) is

introduced into the core water column through these disturbed surfaces, thus defining the 3D effects

of the waves on the currents. Mathematically, this process is described by the term S(2)
w in equation

4.7.2. The above perturbations of the free surface need a reason for their existence. The forcing

function responsible for the generation of the wave induceddisturbances is the term Tin
w in equation

4.7.2. The same term is responsible for the growth of the wave action or the Stokes drift (Mellor

[2003]) and it is also a forcing function in the wave models describing the interactions between the

wind and the free surface (Mellor [2005], Mellor et al.[2008]).

The 3D radiation stresses vanish in deep waters (kD≫ 3), except in the vicinity of the free sur-

face, but they do reveal their full 3D status in shallow waters (kD < 1) making them an extremely

important factor for the calculations of the wave set-up andthe sediment transport.McWilliams

et al.[2004], have derived a similar set of the wave induced equations ofmotion where the concept

of the wave radiation stresses has been replaced by the combination of additional Stokes vorticity

terms and a Stokes Bernoulli head. As noted inLane et al.[2005], these equations are applicable

from the surf zone and beyond (kD > 1), while Mellor’s equations can be applied all the way to the

shoreline (though their exact accuracy and missing physicsare still under investigation). Further-

more, the equations ofMcWilliams et al.[2004] represent a complicated construct to model within

the framework of the existing hydrodynamic models and they do not include turbulence in a realistic

way (Ardhuin and Jenkins[2006a]).

Thus far, the physics of the wave induced effects on the mean flow are very well described by

equation4.7.2. The problems arise when the terms S(1)
w , S(2)

w and Tin
w are finally determined using

linear wave theory, making the direct inclusion of equations 4.7.1, 4.7.2and4.7.3in the existing

hydrodynamic models problematic and prone to errors. The following Section provides a discussion

of the problem.

(a) The modeling of the equations in terms of the Lagrangian velocity U instead of the Eulerian

velocity u, requires higher resolution (temporal and spatial) at regions where the Stokes drift ust is

of the same order (or larger) as the Eulerian velocityu. The reasoning for that is the possibility of

CFL violations in those regions (ust attains its higher values at the free surface).

(b) In shoaling waters the term S(2)
w is asymptotically of orderO

(
ǫ21

)
instead ofO

(
ǫ21ǫ2

)
, as

are the rest of the wave terms in equation4.7.2. ǫ1 is defined as a maximum wave slope,ǫ2 is
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defined as a maximum bottom slope (equations4.5.1) and both are considered small quantities in

the present derivation. This problematic behavior of the term S(2)
w has been recently explored by

Ardhuin et al.[2008a,b] and has also been acknowledged byMellor [2008]. Furthermore,Mellor

[2008] discovered that in deep waters (kD > 3) the use of the proposed analytical expressions for the

combined wave radiation stress terms (equations4.7.6and4.7.7) possibly introduces mean currents

in the case of unforced waves over bottom variations, which clearly is physically incorrect.

(c) Regarding the horizontal radiation stress termSαβ, there are many different expressions de-

rived by various researchers according to the point of view used (e.g.,Mellor [2003], Xia et al.

[2004], Groeneweg and Klopman[1998], Lin and Zhang[2005], to just name a few).Mellor [2008],

introduces yet another expression forSαβ to correct the problems described in item (b). Therefore,

it is clear that the exact form of the 3D radiation stresses isstill not fully established and further

research on this subject is required. All theSαβ proposed expressions vertically integrate to the

2D radiation stressesRαβ derived byLonguet-Higgins and Stewart[1964], Phillips [1977](equation

4.1.2) a condition referenced by all developers as the minimal basis for the correctness of the de-

rived 3D expressions forSαβ. In that respect, any wave function that vertically integrates toRαβ can

be claimed to be the three-dimensional counterpart ofRαβ whether correct or not.

(d) The analytical form of the term Tinw is not well established, pending further research de-

velopments (Mellor [2003]). As it has been shown inMellor [2005] and in Mellor et al. [2008],

Tin
w

∣∣∣
σ=0 is a wind input term (Sin) of a wave model and, furthermore, it is the term responsiblefor

the growth of the pseudo-momentum (Mellor [2003]). In any case Tinw
∣∣∣
σ=0 is being modeled us-

ing empirical parametrizations in the wave model and shouldbe a wave input to the hydrodynamic

model and then be distributed vertically in the water column. To account for spectral wave distribu-

tion Tin
w has to be evaluated first by using a sufficient number of frequencies and wave directions,

to accurately resolve the wave spectrum, and then to phase average the resulting term so it can be

used by a hydrodynamic model. Assuming that an analytical (approximate or exact) expression for

Tin
w does exist and that it is well established, the evaluation ofTin

w at each grid point (horizontal

and vertical) at each time step, imposes significant computational burdens on the model, which is

not a desired effect. The same reasoning is true for all the wave terms in equation 4.7.2, except the

vertically integrated radiation stress that is an output parameter of the wave model. In any case, the

calculation of all the wave related parameters is a job that should be performed by the wave model

and not by the hydrodynamic model.
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It is believed that the reasons described above give a strongexplanation why the direct use of

equations4.7.1, 4.7.2and4.7.3in a hydrodynamic model is impractical, while at the same time, it

possibly introduces errors and uncertainties in the calculations of the hydrodynamic model. It is the

intention here to derive the wave induced equations of motion in terms of the Eulerian velocityu

only and to account for the wave induced effects by the introduction of additional wave dependent

forcing terms. The reformulation of the momentum and continuity equations in terms ofu, will

eliminate the vertical radiation stress gradient S(2)
w and the Tinw terms from equation4.7.2, thus

eliminating all the problems discussed so far.

In the next Sections, the equations of motion that account for the wave current interactions are

derived using monochromatic waves and later the results areextended to spectral waves (Chapter

5). After all the equations are derived, the equations are cast in dimensional and non-dimensional

form, and their representations inσ and curvilinear coordinates is given in AppendixC.

4.8 Stokes Drift Separation and Conservation of Mass

The objective of this and the subsequent Sections is to separate the Stokes drift from the l.h.s

of equations4.7.1, 4.7.2and4.7.3, such that the l.h.s of the resulting equations assumes a similar

format as the original equations in theSMF (equations4.4.1, 4.4.2and4.4.6), while the additional

forcing terms that account for the wave-current interactions are gathered in the r.h.s of the equations.

The reasons for doing this are:(a) to write the equations in such a way that they can be easily

incorporated into the existing hydrodynamic models,(b) to simplify the equations so that they can

easily be extended to the spectral waves,(c) to relate the wave terms with the vertically averaged

parameters of the wave model,(d) to derive the appropriateWCBBLequations,(e) to maintain

numerical stability, and(f) to better understand the physics involved. The issues addressed in Section

4.7 impose additional reasoning for the necessity of the Stokesdrift separation approach discussed

here.

The Stokes drift separation involves the derivation of the wave pseudo-momentum equation

(Section4.9), which afterwards will be subtracted from the momentum equation4.7.2. To achieve

this, the momentum equation needs first to be re-formulated.Using the expressions forUα =

uα + ustα (the first of equations4.6.4) andΩ = D
⋆
ω − λαustα (the last of equations4.7.4), equation

4.7.2is re-written as follows:
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∂(Duα)
∂t

+
∂(Duαuβ)

∂xβ
+
∂(D

⋆
ωuα)
∂σ︸                                     ︷︷                                     ︸

(1)

= −ǫα3β f3D (uβ + ustβ) + Pα +Tturb+S(1)
w +S(2)

w +Tin
w

−
{
∂(Dustα)

∂t
+
∂(Dustαustβ)

∂xβ
+
∂(ustαΩ)
∂σ

}

︸                                             ︷︷                                             ︸
(2)

− ∂
∂xβ

[
D(uαustβ + uβustα)

]

︸                         ︷︷                         ︸
(3)

+
∂

∂σ
(λβuαustβ)

︸          ︷︷          ︸
(4)

(4.8.1)

The next step is to derive a suitable conservation of mass equation. Using the expression forΩ

(equation4.7.4) and the inverse equations for theσ transformation (AppendixB), equation4.7.1is

transformed from “σ” coordinates into “z” coordinates as follows:

∂uα
∂xα
+
∂ustα

∂xα
+
∂w

∂z
; α = (1, 2) (4.8.2)

which is the conservation of mass equation. From equation4.8.2it is clear that up to this point in

the presence of the Stokes drift velocity, the velocity field(u, v, w) is divergent. The re-arrangement

of the terms in equation4.8.2gives:

∂uα
∂xα
+
∂w

∂z
= −∂ustα

∂xα
(4.8.3)

Defining a Stokes vertical pseudo-velocity wst such that:

∂ustα

∂xα
+
∂wst

∂z
= 0 (4.8.4)

equation4.8.3is written as:
∂uα
∂xα
+
∂(w − wst)

∂z
= 0 (4.8.5)

which now represents the continuity equation written in a divergent free form. The surface and

bottom kinematic boundary conditions (equations2.1.14and2.1.18) in the presence of the Stokes

drift are modified as follows:

surface (z= ζ) : w|ζ =
[
∂ζ

∂t
+ uα

∂ζ

∂xα
+ ustα

∂ζ

∂xα

]

z=ζ
; α = (1, 2) (4.8.6a)

bottom (z= -h) : w|−h = −
[
uα

∂h
∂xα
+ ustα

∂h
∂xα

]

z=−h
; α = (1, 2) (4.8.6b)
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The definition of equation4.8.5implies that equations4.8.6aand4.8.6bcan be written in the

following alternative forms:

(
w − wst

)∣∣∣
ζ
=

[
∂ζ

∂t
+ uα

∂ζ

∂xα

]

z=ζ
; α = (1, 2) (4.8.7a)

(
w − wst

)∣∣∣−h
= −

[
uα

∂h
∂xα

]

z=−h
; α = (1, 2) (4.8.7b)

where:

wst|ζ =
[
ustα

∂ζ

∂xα

]

z=ζ
; wst|−h = −

[
ustα

∂h
∂xα

]

z=−h
; α = (1, 2) (4.8.8)

Integrating equation4.8.4over the vertical direction gives:

wst = wst|ζ +
ζ∫

z

∂ustα

∂xα
dz′ (4.8.9)

Using the Leibniz’s rule for the differentiation of the integrals (equationB.46) and the first of

equations4.8.8, equation4.8.9is written as:

wst =
∂

∂xα

ζ∫

z

ustαdz′ (4.8.10)

and this is the formal definition of the Stokes vertical pseudo-velocity wst. From the definition of

ustα (the second of equations4.7.8) the Stokes drift can be written as a function of the vertically

averaged Stokes drift in Cartesian coordinates as follows:

ustα = DUstα
∂(FS SFCC)

∂z
= DUstα

2kcosh 2k(z+ h)
sinh 2kD

= DUstαζs (4.8.11)

Evaluation of equation4.8.11at the free surface and the bottom gives the following expressions for

ustα:

ustα|ζ = Ustα
2kD

tanh 2kD
; ustα|−h = Ustα

2kD
sinh 2kD

(4.8.12)

The vertical integration of equation4.8.4and the use of Leibnitz’s rule gives:

ζ∫

−h

[∂ustα

∂xα
+
∂wstα

∂z

]
dz= 0⇒

∂(DUstα)
∂xα

+
(

wst|ζ − ustα|ζ
∂ζ

∂xα

)

︸                   ︷︷                   ︸
=0 (equation4.8.8)

−
(

wst|−h + ustα|−h
∂h
∂xα

)

︸                       ︷︷                       ︸
=0 (equation4.8.8)

= 0⇒ ∂(DUstα)
∂xα

= 0 (4.8.13)
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Figure 4.5 Vertical distribution of the Stokes drift in shallow and deep water conditions.
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Substituting the second of equations4.8.11into equation4.8.10and performing the integration,

the following analytical expression for wst in “z” coordinates is obtained:

wst = −DUstα
∂(FS SFCC)

∂xα
(4.8.14a)

where for the derivation of4.8.14a, the continuity equation for the vertically averaged Stokes drift

(equation4.8.13) has been applied. The expression of wst in “σ” coordinates is:

wst = −DUstα
∂(FS SFCC)

∂xα
+ λαustα (4.8.14b)

while the continuity equation4.8.5becomes in “σ” coordinates:

∂ζ

∂t
+
∂(Duα)
∂xα

+
∂(D

⋆
Ω)

∂σ
= 0 and:

∂D
∂t
+
∂(Duα)
∂xα

+
∂(D

⋆
Ω)

∂σ
= 0 (4.8.15)

with: D
⋆
Ω = w − wst− λαuα − λt (4.8.16)

whereλα, λt are given by equations4.5.2a. Comparing equations4.8.15and4.7.4 it is seen that

Mellor’s definition of wst = λαustα is slightly different from the present definition given by equation

4.8.14b. In both cases though, the surface and bottom kinematic boundary conditions (equations

4.8.6aand4.8.6b) remain the same.

Equations4.8.14aand4.8.14bare in a form that can be used in a hydrodynamic model. To avoid

calculations of the spatial gradients of the termFS SFCC an equation is derived that approximates

equations4.8.14aand4.8.14b:

∂FS SFCC

∂xα
=

[
∂(2kz)
∂xα

+
∂(2kh)
∂xα

]
FCSFCC + FSCFS S

2
− 2

∂(kD)
∂xα

FCCFS S

tanh 2kD
(4.8.17)

The above equation is valid in both the Cartesian and theσ coordinate systems. Equation4.8.17

can be simplified assuming a slowly spatially varying wavenumber (followingLeBlond and Mysak

[1978], Mei [1983] and others), so that:

∂(2kz)
∂xα

+
∂(2kh)
∂xα

≈ 2k
∂h
∂xα

; 2
∂(kD)
∂xα

≈ 2k
( ∂ζ
∂xα
+
∂h
∂xα

)
(4.8.18)

Substituting equations4.8.18into equation4.8.17we obtain:

wst

Ustα
= FS B

∂ζ

∂xα
+

(
FS B− FS A

) ∂h
∂xα

(4.8.19)
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Figure 4.7 Plots of the exponential functionsFS AandFS B for shallow and deep water conditions.
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Figure 4.8 Plots of the exponential functionFS B− FS A for shallow and deep water conditions.

wst

Ustα
= FS A

∂ζ

∂xα
+

(
FS B− FS A

) ∂D
∂xα

(4.8.20)

with: FS A=
2kD (FCSFCC + FSCFS S)

2
; FS B=

2kD FCCFS S

tanh 2kD
(4.8.21)

The plots of the vertical distribution functionsFS A andFS B are given in Figure4.7 and their

difference in Figure4.8.

4.9 Wave Pseudo-Momentum

Let A = A(x, y, z, t) (m3s−1) be the wave action density per unit mass andU = (U,V,W) be the

Lagrangian averaged flow velocity.Andrews and McIntyre[1978b] have derived the following

equation for the conservation of the wave action (their equation 2.15):

∂

∂t
(JA) +

∂

∂xβ

[
(Uβ + cgβ) JA

]
+
∂

∂z
(WJA) = J F = J (Gw −Dw) (4.9.1)
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whereβ = (1, 2), summation overβ, (U1,U2) = (U,V), cgβ is theβ-th component of the wave group

velocity andJ is the Jacobian of the transformation between the Eulerian and the Lagrangian

spaces (equation4.6.3). In the above equation, the incompressibility condition has been applied,

while A represents a wave phased averaged quantity. The Lagrangianvertical velocity is defined as

W = w +��*0wst ≈ w.

The variableF represents the source/sink terms for the wave evolution, whereGw is the collec-

tive representation of the source terms responsible for thegrowth and evolution of the wave action

andDw is the dissipation term representing the losses of the wave energy due to viscous dissipation

(at the free surface), the wave breaking, the production of turbulence in the water column, and the

interaction with the bottom sediments. The variablesA andF appearing in equation4.9.1are both

of orderO
(
ǫ21

)
(Andrews and McIntyre[1978b]).

From equation4.6.3it is seen thatJ = 1+O
(
ǫ1

)
+ · · · sinceξ̃ is a quantity of the first order in

the wave slopeǫ1, and its phase averaged counterpart is:

ψ
J = 1+

1
2

ψ
∂ξ̃k

∂xk

∂ξ̃m

∂xm
+ · · · = 1+O

(
ǫ21

)
+ · · · (4.9.2)

The calculations here, as in Section4.7, areO
(
ǫ21

)
accurate, therefore, terms of order higher than

O
(
ǫ21

)
are neglected. In equation4.9.1the termsJ A are evaluated as follows:

JA =
[
1+O

(
ǫ1

)
+ · · · ]A = A +A ·O (

ǫ1
)
+ · · · = A +O

(
ǫ31

)
+ · · · ≈ A (4.9.3)

Similarly, J F ≈ F = Gw −Dw, therefore, equation4.9.1becomes:

∂A

∂t
+
∂

∂xβ

[
(Uβ + cgβ) A

]
+
∂(wA)
∂z

= F = Gw −Dw (4.9.4)

which is second order accurate in the wave slopeǫ1.

The objective here is to derive the Stokes pseudo-momentum (ust) equation to be subtracted from

equation4.7.2to produce the momentum equation for the current velocity (u) that includes the net

effects of the waves on the current. First, equation4.9.4is transformed in “s” coordinates (Section

4.5) and thenA is expressed in terms of ust (equation4.7.9) to produce the final pseudo-momentum

equation. Equation4.9.4is written in (x∗α, s, t
∗) coordinates as follows:

{
∂A∗

∂t∗
− st

sσ

∂A∗

∂σ

}
+

{
∂

∂xβ∗

[
(Uβ + cgβ)A

]∗
−

sβ
sσ

∂

∂σ

[
(Uβ + cgβ) A

]∗}
+

1
sσ

∂

∂σ
(wA)∗ = F∗ (4.9.5)
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The phase averaging of equation4.9.5in combination with equations4.5.6produces the following

equation:

{
∂(λσA∗)
∂t∗

− ∂(λtA
∗)

∂σ

}
+

{
∂

∂xβ∗

[
(Uβ + cgβ)λσA

]∗
− ∂
∂σ

[
(Uβ + cgβ)λβA

]∗}

+
∂

∂σ
(wA)∗ = λσF∗ (4.9.6)

Dropping the asterisks, replacingλσ by D and re-arranging the resulting terms, equation4.9.6

can be written as follows:

∂(DA)
∂t

+
∂

∂xβ

[
(Uβ + cgβ)DA

]
+
∂(ΩA)
∂σ

= DF +
∂

∂σ
(λβcgβA) (4.9.7)

where,Ω = w − λβUβ − λt is the almost vertical flow velocity in “σ” coordinates and it is the same

velocity as that defined by equation4.7.4. Now, let us multiply equation4.9.7by the wavenumber

componentkα:

kα
∂(DA)
∂t︸     ︷︷     ︸

(1)

+ kα
∂

∂xβ

[
(Uβ + cgβ)DA

]

︸                      ︷︷                      ︸
(2)

+ kα
∂(ΩA)
∂σ︸     ︷︷     ︸

(3)

= DkαF + kα
∂

∂σ
(λβcgβA)

︸            ︷︷            ︸
(4)

(4.9.8)

Using the definition ustα = kαA, the irrotationality condition for the wavenumberk and introduc-

ing the Doppler velocity ˆuAβ into the calculations, and after substantial mathematicalmanipulations

based on the chain rule of differentiation, the terms (1), (2), (3) and (4) in equation4.9.8are written

as follows:

(1) : kα
∂(DA)
∂t

=
∂(D ustα)

∂t
− DA

∂kα
∂t

(4.9.9)

(2) : kα
∂

∂xβ

[
(Uβ + cgβ)DA

]
=
∂(D ustαustβ)

∂xβ
− DA

[
(ûAβ + cgβ)

∂kα
∂xβ
+ kβ

∂ûAβ

∂xα

]
+

DA
∂(kβûAβ)

∂xα
− DAUβ

∂kα
∂xβ
+
∂

∂xβ

[
(uβ + cgβ) Dustα

]
(4.9.10)

(3) : kα
∂(ΩA)
∂σ

=
∂(Ω ustα)
∂σ

(4.9.11)

(4) : kα
∂

∂σ
(λβcgβA) =

∂

∂σ
(λβcgβustα) (4.9.12)
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Substituting the derived expressions for the four terms into equation4.9.8in combination with

equation4.5.17and neglecting the terms of order higher thanO
(
ǫ21

)
, the following equation for the

Stokes drift ust (pseudo momentum) is derived:

∂(D ustα)
∂t

+
∂(D ustαustβ)

∂xβ
+
∂(Ω ustα)
∂σ

= DkαGw − DkαDw − DA

( ∂σ̊
∂xα

)
k
+

∂

∂σ
(λβcgβustα) − DA

∂(kβûAβ)

∂xα
+ DAuβ

∂kα
∂xβ
− ∂
∂xβ

[
(uβ + cgβ)Dustα

]
(4.9.13)

Equation4.9.13is theO
(
ǫ21

)
pseudo-momentum equation that describes the growth and evolution

of the Stokes drift under the action of the forcingF = Gw −Dw. The above equation assumes an

inhomogeneous current interacting with the waves over a nonflat bottom.

4.9.1 Conservation of the Non-Advective Wave Action

The 3D wave action equation4.9.1used for the derivation of the wave pseudo-momentum in

the previous Section, is written in a more general form (Andrews and McIntyre[1978b]) as follows:

∂

∂t
(JA) + ∇ · (JBtot) = J F (4.9.14)

whereBtot is the total wave action flux per unit mass written as the sum ofa mean flow advective

term and a non-advective flux per unit mass term as follows:

Btot = UA +B (4.9.15)

Two equivalent expressions for the termB in equation4.9.15are given inAndrews and McIntyre

[1978b]:

Bi = cgiA = −
ψ

p′
∂ξ̃i

∂ψ
; i = (1, 3) (4.9.16)

whereξ̃i is the wave induced displacement of the fluid particle,cgi is thei-th component of the wave

group velocity,ψ is the wave phase andp′ = p− p̄ is the Eulerian disturbance of the kinematic

pressure. Separating the background turbulence, as prescribed by equationB.3, the pressurep is re-

defined such thatp− p̄ = p̃+ p′, where now the wave contributions to the pressure are represented

by the term ˜p, therefore, equation4.9.16becomes:

Bi = cgiA = −
ψ

p′
∂ξ̃i

∂ψ
−

ψ

p̃
∂ξ̃i

∂ψ
; i = (1, 3) (4.9.17)

105



The first term on the r.h.s of the second of equations4.9.17is zero because of the definition of the

phase averaging operation and the equation reduces to:

Bi = cgiA = −
ψ

p̃
∂ξ̃i

∂ψ
; i = (1, 3) (4.9.18)

Equation4.9.18states that the pressure disturbance ˜p is responsible for the introduction of the wave

action into the main flow through disturbed surfaces, which subsequently is transported by the wave

group velocity. Using the second alternative expression for B, equation4.9.14is transformed as:

∂A

∂t
+
∂

∂xβ

[
Uβ −

ψ

p̃
∂ξ̃β

∂ψ

]
+
∂

∂z

[
wA −

ψ

p̃
∂ξ̃z

∂ψ

]
= F (4.9.19)

In the derivation of the above equation, the expressionsJA ≈ A andJ F ≈ F were applied, while

the term∂ξ̃i/∂ψ has been split into its horizontal (∂ξ̃β/∂ψ) and its vertical components (∂ξ̃z/∂ψ) with

the dummy indexβ taking the values 1, 2.

Equating the l.h.s sides of equations4.9.4and4.9.19and deleting the common terms:

−∂
∂xβ

ψ(
p̃
∂ξ̃β

∂ψ

)
−∂
∂z

ψ(
p̃
∂ξ̃z

∂ψ

)
=
∂

∂xβ
(cgβA) (4.9.20)

Using the fact that the odd powers of sinψ, cosψ as well as their products when they are phase

averaged produce terms that are nil, it can be easily shown that the second term in the l.h.s of

equation4.9.20is zero, but it is kept in place for later use.

Equation4.9.20states that non-advective wave action flux is produced by thepressure distur-

bances associated with the corresponding wave induced particle displacements (ξ̃) and that the wave

action is transported by the wave group velocity. In other words, wave action penetrates into the

water column only through disturbed surfaces. The term on the r.h.s of equation4.9.20describes the

horizontal transport of the wave action bycg, while it is introduced in an elemental control volume

C−V bounded by disturbed surfaces, by a vertical flux of horizontal momentum not present at the

moment on the r.h.s of the equation. Using equation4.9.18and the expressions:kα∂/∂ψ = ∂/∂xα

andψ = kαxα − ωt, equation4.9.20is transformed as follows:

−∂
∂xβ

( ψ

p̃
∂ξ̃β

∂xα

)
− ∂
∂z

( ψ

p̃
∂ξ̃z

∂xα

)
=
∂

∂xβ
(cgβustα) (4.9.21)
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and inσ coordinates:

∂
( ψ

p̃s̃α
)

∂σ︸   ︷︷   ︸
(1)

+
∂

∂xβ
(Dcgβustα)

︸            ︷︷            ︸
(2)

− ∂
∂σ

(λβcgβustα)
︸            ︷︷            ︸

(3)

=

∂

∂xβ

λσ
( ψ

p̃
∂ξ̃β

∂xα

)
− λα

( ψ

p̃
∂ξ̃β

∂σ

)
 −

∂

∂σ

λβ
( ψ

p̃
∂ξ̃β

∂xα

)
−
λαλβ

λσ

( ψ

p̃
∂ξ̃β

∂σ

)
 +

∂

∂σ

[
λα

λσ

( ψ
p̃s̃σ

)]
=

∂

∂xβ

(
D

ψ

p̃
∂ξ̃β

∂xα

)

︸            ︷︷            ︸
(4)

− ∂
∂σ

(
λβ

ψ

p̃
∂ξ̃β

∂xα

)

︸            ︷︷            ︸
(5)

+
∂

∂σ

(λα
D

ψ
p̃s̃σ

)

︸          ︷︷          ︸
(6)

(4.9.22)

Equations4.9.21and4.9.22describe the conservation of the non-advective wave action(wave

pseudo-momentum) in (x, y, z) and in (x, y, σ) coordinates, respectively, using the two alternate

definitions of the wave action fluxB, as described inAndrews and McIntyre[1978b]. For the

derivation of the second of equations4.9.22, the expression:
ψ

p̃ (∂ξ̃β/∂σ) = 0 has been applied. Term

(1) represents the vertical flux of the horizontal pseudo-momentum entering the elemental control

volumeC−V bounded by material wave surfaces. This momentum flux is subsequently transported

by the wave group velocity, as represented by the terms (2) and (3). Furthermore, term (1) is exactly

Mellor’s vertical radiation stress term S(2)
w (the second of equations4.7.5). The terms (4), (5) and

(6) describe the fact that the wave action is introduced intothe system through the interactions of

the pressure and the surface disturbances.

The conservation of non-advective pseudo-momentum is connected with invariance to a transla-

tion of the disturbance pattern, while mean particle positions are kept fixed (Andrews and McIntyre

[1978b]). The non-advective wave action fluxB penetrates through the wave disturbed iso-s sur-

faces and, thus is introduced into the water column (Figure4.9). Upon its introduction into the

water column, the non-advective action flux is transported horizontally by the group velocitycg

(a fast motion compared to the slow Eulerian motions). It is emphasized here that this process

takes place only through disturbed surfaces (Andrews and McIntyre[1978b]). Figure4.9shows an

elemental control volume (C−V) bounded by an un-disturbed control surface (CS) that defines the

regions where the various processes take place.

Using the linear wave theory and assuming nearly plane surface waves (waves with small ampli-

tude),Andrews and McIntyre[1978b] have shown that over undisturbed surfaces the non-advective
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Figure 4.9 Schematic representation of the conservation of the non-advective wave action.

wave action flux is conserved (their equation 3.3), that is:~B · ~n = 0, where~n is the unit vector

normal to the undisturbed surface. This statement along with the divergence theorem gives:

∫

C−V

~u · ~Bd−V =
∫

CS

~B · ~ndA= 0 (4.9.23)

where the control volumeC−V is bounded by the control surfaceCS, which is defined by undisturbed

surfaces. LettingC−V → 0, it can be seen from equation4.9.23 that the divergence of the non-

advective wave action flux is zero. The above arguments immediately imply that the l.h.s of the first

of equations4.9.22vanishes. Using the above arguments, equations4.9.22are written as follows:

∂
( ψ

p̃s̃α
)

∂σ
+
∂

∂xβ
(Dcgβustα) − ∂

∂σ
(λβcgβustα) = 0 (4.9.24a)

∂

∂xβ

(
D

ψ

p̃
∂ξ̃β

∂xα

)
− ∂
∂σ

(
λβ

ψ

p̃
∂ξ̃β

∂xα

)
+
∂

∂σ

(λα
D

ψ
p̃s̃σ

)
= 0 (4.9.24b)

The above conclusions are possible because the iso-ssurfaces are material surfaces for the wave

motion, therefore, there is no wave induced vertical velocity Ω or it is negligible. Equation4.9.24a

along with equation4.9.13will be used in the derivation of the final wave induced momentum

equation for the Eulerian flow velocityu.
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4.9.2 Dissipation of the Wave Energy by the Mean Flow

The wave energy dissipation termDw in equation4.9.13is now regarded as an input (source

term) in the wave induced momentum equation, such that any energy loss by the waves will be

gained by the mean flow. This term is further decomposed as:

Dw = Tvisc
w +Tbreak

w +Tturb
w +Tb f ric

w (4.9.25)

to represent the various wave energy dissipation processesbeing modeled inM2COPS, where:

(a) Tvisc
w represents the viscous dissipation of the wave energy (active at the surface thin viscous

sublayer),(b) Tbreak
w represents the wave energy dissipation due to the wave breaking/whitecapping,

(c) Tturb
w represents the wave energy losses due to the interactions with the mean flow, and(d)

Tb f ric
w represents the wave energy losses due to bottom friction (wave interactions with the bottom

sediments and topography).

From the above terms, Tbreak
w is modeled as a modification of the surface boundary condition in

the turbulence model (Section7.4.1). Wave breaking is a source of turbulent kinetic energy (TKE)

that is introduced at the free surface and distributed in themean field via the turbulence model.

Tb f ric
w represents the wave energy losses due to the interactions with the sediments at the vicinity of

the bottom and it is modeled within the bottom boundary layerframework (Chapter6) by re-defining

the bottom shear stresses.

The viscous term Tvisc
w is written (Mellor [2005], Ardhuin et al.[2008b]) as:

Tvisc
w = ν

∂ustα

∂z
(4.9.26)

where,ν is the viscosity of the water. Since this term is generally small compared to its turbulent

counterpart, it is lumped together with the turbulent Reynolds stresses. The vertical profile of the

term Tturb
w is generally unknown, but as noted inArdhuin et al.[2008b] and Mellor [2008], its

vertical profile is assumed to be similar to that in equation4.9.26, therefore, this term can be written

as:

Tturb
w = Av

∂ustα

∂z
(4.9.27)

and the vertical Reynolds flux term is modified according to:

Tturb
vα = Tturb

cvα +Tturb
wα = Av

∂uα
∂z
+Av

∂ustα

∂z
= Av

∂Uα
∂z

(4.9.28)
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where, equation4.9.28accounts for the wave energy dissipation in the water column(away from

the boundaries), due to the interactions of the Reynolds stresses with the waves.

4.10 Wave Induced Momentum

Using the expression:D
⋆
ω = D

⋆
Ω + ust the momentum equation4.8.1is written in terms of

⋆
Ω as:

∂(Duα)
∂t

+
∂(Duαuβ)

∂xβ
+
∂(D

⋆
Ωuα)
∂σ

+
∂(Dustα)

∂t
+
∂(Dustαustβ)

∂xβ
+
∂(ustαΩ)
∂σ︸                                         ︷︷                                         ︸

Stokes terms

=

−ǫα3β f3D (uβ + ustβ) + Pα +Tturb+S(1)
w +S(2)

w +Tin
w

−∂
∂xβ

[
D (uαustβ + uβustα)

]
+
∂

∂σ
(λβuαustβ) −

∂(uαwst)
∂σ

(4.10.1)

Subtracting equation4.9.13from equation4.10.1we have:

∂(Duα)
∂t
+
∂(Duαuβ)

∂xβ
+
∂(D

⋆
Ωuα)
∂σ

= −ǫα3β f3D (uβ + ustβ) + Pα +
(
Tturb+DkαDw

)
︸               ︷︷               ︸

(1)

+S(1)
w

+
(
Tin
w −DkαGw

)
︸            ︷︷            ︸

(2)

+
[
S(2)
w +

∂

∂xβ

(
D cgβ ustα

) − ∂
∂σ

(
λβ cgβ ustα

)]

︸                                                ︷︷                                                ︸
(3)

+

{
−∂
∂xβ

[
D(uαustβ + uβustα

)] − ∂(uαwst)
∂σ

+
∂

∂σ

(
λβuαustα

)
+
∂

∂xβ

(
Duβustα

)}

︸                                                                                             ︷︷                                                                                             ︸
(4)

+DA

( ∂σ̊
∂xα

)
k
+ DA

∂(kβûAβ)

∂xα
− DA uβ

∂kα
xβ

(4.10.2)

Term (2) in equation4.10.2is identically zero, sinceDkαGw represents the source terms for the

growth and evolution of the wave action and subsequently of the Stokes pseudo-momentum and

therefore cancels out the wave growth term Tin
w . Term (3) is also zero because of equation4.9.24a.

Using the equation for the Stokes vertical pseudo velocity (equation4.8.4) transformed in “σ”

coordinates as:

∂wst

∂σ
= −D

∂ustα

∂xα
+ λα

∂ustα

∂σ
(4.10.3)
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the term (4) in equation4.10.2is written as follows:

(4) : ustβ

{
∂(Duβ)

∂xα
− ∂(Duα)

∂xβ
−
∂(λαuβ)

∂σ
+
∂(λβuα)

∂σ

}
−wst

∂uα
∂σ
−ustβ

∂(Duβ)

∂xα
+ustβ

∂(λαuβ)

∂σ
(4.10.4)

Substituting the expressions/values of the terms (2), (3) and (4) into equation4.10.2we obtain:

∂(Duα)
∂t
+
∂(Duαuβ)

∂xβ
+
∂(D

⋆
Ωuα)
∂σ

= −ǫα3β f3D (uβ + ustβ) + Pα +
(
Tturb+DkαDw

)
︸               ︷︷               ︸

(1)

+S(1)
w

+ustβ

{
∂(Duβ)

∂xα
− ∂(Duα)

∂xβ
−
∂(λαuβ)

∂σ
+
∂(λβuα)

∂σ

}
− wst

∂uα
∂σ

− ustβ
∂(Duβ)

∂xα
+ ustβ

∂(λαuβ)

∂σ
+ DA

( ∂σ̊
∂xα

)
k
+ DA

∂(kβûAβ)

∂xα
− DAuβ

∂kα
xβ︸                                                                                       ︷︷                                                                                       ︸

(2)

(4.10.5)

Setting:

ǫβ = uβ − ûAβ ;

0∫

−1

ǫβ ζsdσ = 0 (4.10.6)

the term∂(kβuβ)/∂xα can be expressed in Cartesian and “σ” coordinates as follows:

∂(kβuβ)

∂xα
=
∂(kβûAβ)

∂xα
+
∂(kβǫβ)

∂xα
(4.10.7a)

∂(kβuβ)

∂xα
=
∂(kβûAβ)

∂xα
+
∂(kβǫβ)

∂xα
+ λα

[∂(kβuβ)

∂σ
−
∂(kβǫβ)

∂σ

]
(4.10.7b)

Using the fourth of equations4.5.14, which indicates that the wavenumber vector is irrotational,

and equation4.7.9, which relates the Stokes velocity to the wave action density per unit massA, the

terms in equation4.10.7bare arranged as follows:

DA
∂(kβûAβ)

∂xα
− DAuβ

∂kα
∂xβ
− ustβ

∂(Duβ)

∂xα
+ ustβ

∂(λαuβ)

∂σ
= −A

∂(Dkβǫβ)

∂xα
+A

∂(λαkβǫβ)

∂σ
(4.10.8)

Based on equation4.10.8, term (2) of equation4.10.5reduces to:

(2) : DA

( ∂σ̊
∂xα

)
k
− ustβ

{
∂(Dǫβ)

∂xα
−
∂(λαǫβ)

∂σ

}
(4.10.9)

In the derivation of the above equation the assumption that the wavenumberk is a spatially

slow varying variable has been applied. The first term in the r.h.s of equation4.10.9represents the

effects of the sloping bottom on the waves and the second term represents the effects of the vertically
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inhomogeneous current on the waves. Substituting the expression for term (2) and using the second

of equations4.5.15, the momentum equation inσ coordinates becomes:

∂(Duα)
∂t
+
∂(Duαuβ)

∂xβ
+
∂(D

⋆
Ωuα)
∂σ

= − ǫα3β f3D (uβ + ustβ)︸                 ︷︷                 ︸
(2)

+Pα +
(
Tturb+DkαDw

)
︸               ︷︷               ︸

(1)

+S(1)
w

+ ustβ

{
∂(Duβ)

∂xα
− ∂(Duα)

∂xβ
−
∂(λαuβ)

∂σ
+
∂(λβuα)

∂σ

}
− wst

∂uα
∂σ︸                                                                       ︷︷                                                                       ︸

(3a)

+
D σ̊ |ust|
sinh 2kD

∂D
∂xα︸           ︷︷           ︸

(4)

− ustβ


∂[D(uβ − ûAβ)]

∂xα
−
∂
[
λα(uβ − ûAβ)

]

∂σ


︸                                                ︷︷                                                ︸

(3b)

(4.10.10)

and in Cartesian coordinates:

∂uα
∂t
+
∂(uαuβ)

∂xβ
+
∂[uα (w − wst)]

∂z
= − ǫα3β f3 (uβ + ustβ)︸               ︷︷               ︸

(2)

+Pα +
(
Tturb+DkαDw

)
︸               ︷︷               ︸

(1)

+S(1)
w

+ ustβ

{
∂uβ
∂xα
− ∂uα
∂xβ

}
− wst

∂uα
∂z︸                               ︷︷                               ︸

(3a)

+
σ̊ |ust|

sinh 2kD
∂D
∂xα︸           ︷︷           ︸

4

− ustβ
∂(uβ − ûAβ)

∂xα︸             ︷︷             ︸
(3b)

(4.10.11)

Term (1) in equations4.10.10and4.10.11is evaluated using equations4.4.5and the results of

Section4.9.2:

Tturb ≡ (
Tturb+DkαDw

)
= Tturb

hα +Tturb
vα =

∂

∂xβ

[
Ah

∂(Duα)
∂xβ

]
+

1

D2

∂

∂σ

[
Av

∂(DUα)
∂σ

]
(4.10.12)

that is, the vertical Reynolds flux term is adjusted by the inclusion of the Lagrangian velocityU.

The corresponding term in “z” coordinates is adjusted accordingly. The radiation stress term in

Cartesian coordinates is written as follows:

S(1)
w = −

1
D

∂Sαβ
∂xβ
− 1

D

( ∂ζ
∂xβ
+

z− ζ
D

∂D
∂xβ

) ∂Sαβ
∂z

(4.10.13)

Comparing equation4.10.13with the first of equations4.7.5, it is seen that the radiation stress

term S(1)
w is simpler in “σ” than in Cartesian coordinates, but still is a very complicated construct.

The remaining wave terms are simpler in Cartesian coordinates. Equation4.10.11is directly com-

parable with the results ofMcWilliams et al.[2004], Lane et al.[2005]. Their Stokes vorticity term
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appears in the present results as well (term (3a) of equation4.10.11). The gradient of the Stokes

Bernoulli head that appears in the equations ofMcWilliams et al., Craik and Leibovich[1976] and

others is part of term (3b) as shown below:

ustβ
∂(uβ − ûAβ)

∂xα
= −

∂(uβustβ)

∂xα︸     ︷︷     ︸
Bernoulli head

+
∂(ûAβustβ)

∂xα
+ (uβ − ûAβ)

∂ustβ

∂xα
(4.10.14)

4.10.1 Wave Induced Scalar Transport

In the case of a scalar, e.g., temperature, salinity and sediment, it is assumed that there is no

interaction between the scalar and the waves, that is, only the Stokes advection term appears in

the equation. Separating and moving the Stokes related terms on the r.h.s of the scalar transport

equation4.7.3, the equation is written as:

∂(DΦ)
∂t

+
∂(DuαΦ)
∂xα

+
∂(D

⋆
ωΦ)
∂σ

= −∂(DustαΦ)
∂xα

+
∂

∂σ

[
ustα

( ∂ζ
∂xα
+ σ

∂D
∂xα

)]
+ TΦ +SΦ (4.10.15)

The equations of continuity, momentum and scalar are all written in such a way that the Stokes

terms are on the r.h.s acting as forcing terms. Equation4.10.15represents the transport of the scalar

quantityΦ under the action of currents and waves. The extension to spectral waves is easier this

way and the procedure is common for all equations. Using the continuity equation for the Stokes

drift velocity (equation4.8.4) and the results in the previous Sections, equation4.10.15is written in

“z” coordinates as follows:

∂(Φ)
∂t
+
∂(uαΦ)
∂xα

+
∂[(w − wst)Φ]

∂z
=
∂

∂xα

[
Bh

∂Φ

∂xα

]
+
∂

∂z

[
Bv

∂Φ

∂z

]
−ustα

∂Φ

∂xα
−wst

∂Φ

∂z
+SΦ (4.10.16)

and in “σ” coordinates:

∂(DΦ)
∂t

+
∂(DuαΦ)
∂xα

+
∂(D

⋆
ΩΦ)
∂σ

=
∂

∂xα

[
Bh

∂(DΦ)
∂xα

]
+

1
D2

∂

∂σ

[
Bv

∂(DΦ)
∂σ

]

− ustα

[∂(DΦ)
∂xα

− ∂(λαΦ)
∂σ

]
− wst

∂Φ

∂σ
+ SΦ (4.10.17)

4.10.2 External Equations of Motion

The vertical integration of equation4.8.5 and the incorporation of the boundary conditions

(equations4.8.6aand4.8.6b) produce the vertically integrated continuity equation for the Eulerian
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velocity Uα, which is identical to equation2.1.25. The corresponding equation for the vertically

integrated Stokes drift is given by equation4.8.13.

For the derivation of the vertically integrated momentum equation the calculations are per-

formed on equation4.10.11, which is the momentum equation in Cartesian coordinates. Only the

wave terms represented by the terms S(1)
w , (2), (3a), (3b) and (4) of the equation, are being vertically

integrated below, while the remaining portion of the vertically integrated momentum is given by

equations2.1.29aand2.1.30a. As noted earlier some terms in the equations are simpler in “σ” co-

ordinates (e.g., radiation stresses) and other terms are simpler in Cartesian coordinates. The vertical

integration:
ζ∫

−h

however, does not distinguish between Cartesian andσ coordinates since:

ζ∫

−h

(·)dz=
1
D

0∫

−1

(·) Ddσ =

0∫

−1

(·)dσ (4.10.18)

The advantage of this fact is that the integration(s) are carried out using the simpler forms of the

terms. Consequently, the term S(1)
w has been evaluated in “σ” coordinates and the rest of the terms

in Cartesian coordinates e.g.,:

S(1)
w :

0∫

−1

S(1)
w dσ = −

∂Rαβ
∂xβ

(4.10.19)

whereRαβ represents Phillips’ 2D radiation stress definition (equation 4.1.2).

(2) :

ζ∫

−h

ǫα3β f3 (uβ + ustβ)dz= ǫα3β f3D (Uβ + Ustβ) (4.10.20)

(4) :

ζ∫

−h

σ̊ |ust|
sinh 2kD

∂D
∂xα

dz=
σ̊D |Ust|
sinh 2kD

∂D
∂xα

(4.10.21)

Before the original terms (3a) and (3b) in equation4.10.11can be integrated they are mathe-

matically manipulated to yield the following expression:

ustβ

{
∂uβ
∂xα
− ∂uα
∂xβ

}
− wst

∂uα
∂z
− ustβ

∂(uβ − ûAβ)

∂xα︸                                                        ︷︷                                                        ︸
(3)

= −
∂(uαustβ)

∂xβ
− ∂(uαwst)

∂z
+ ustβ

∂ûAβ

∂xα
(4.10.22)

For the derivation of the above expression, the chain rule differentiation has been applied and

the continuity equation for the Stokes drift (equation4.8.4) has been employed. Equation4.10.22

114



in combination with the boundary conditions4.8.8is vertically integrated:

(3) : −
ζ∫

−h

∂(uαustβ)

∂xβ
dz−

ζ∫

−h

∂(uαwst)
∂z

dz+

ζ∫

−h

ustβ
∂ûAβ

∂xα
dz= D Ustβ

(∂ûAβ

∂xα
− ∂ûAα

∂xβ

)
(4.10.23)

Using the previously derived expressions for the terms S(1)
w , (2), (3) and (4) the vertically inte-

grated momentum equations are written as follows:

∂(DUα)
∂t

+
∂(DUαUβ)

∂xβ
= −ǫα3β f3 D (Uβ + Ustβ)

+

[
− D
ρo

∂patm

∂xα
− gD

∂ζ

∂xα
− g
ρo

D2

2
∂ρ

∂xα

]

︸                                            ︷︷                                            ︸
Pα

+
∂

∂xβ

[
Ah

∂(DUα)
∂xβ

]
+
τsxα − τbxα

ρo︸                                    ︷︷                                    ︸
Tturb
α

−
∂Rαβ
∂xβ

+ D Ustβ

(∂ûAβ

∂xα
− ∂ûAα

∂xβ

)

︸                      ︷︷                      ︸
(1)

+
σ̊D |Ust|
sinh 2kD

∂D
∂xα︸           ︷︷           ︸

(2)

(4.10.24)

Equation4.10.24is the final vertically integrated momentum equation that adds the wave effects

to the original external momentum equations2.1.29aand2.1.30apresented in Chapter2. It is inter-

esting to note that term (3) (equation4.10.22), has been collapsed into term (1) in equation4.10.24.

The terms (3a) and (3b) in equation4.10.11, show the full 3D behavior of the waves represented by

the two vertical Stokes vorticity terms. In equation4.10.24the Stokes vorticity term is represented

by term (1) and all other 3D effects have been filtered out. In shallow waters, ˆuAα ≈ Uα.This comes

as a result of the analysis inKirby and Chen[1989], which states that: ˆuAα = Uα +O
(
(kD)2) and

consequently, askD→ 0⇒ ûAα ≈ Uα.

As it is shown in Figure4.5, the Stokes drift, ust, in shallow waters exhibits a rather uniform ver-

tical distribution, while in deep waters its effects are limited in the upper part of the water column.

The results presented here (equations4.10.10, 4.10.11and4.10.24), once more signify the impor-

tance of the Stokes drift in the near-shore hydrodynamics and the transport of the sediments found

in suspension and at the bottom. Furthermore, term (2) in equation4.10.24and its counterpart term

(4) in equation4.10.11denote the significance of the bottom slope variations especially in shallow

waters.
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4.10.3 The Non-Dimensional Form of the Equations

The non-dimensional form of the 3D and the 2D equations of motion and scalar transport are

derived in this Section using the definitions in AppendixB. The definitions of the non-dimensional

variables are expanded to include the wave variables as well. Only the non-dimensional represen-

tations of the wave terms are derived here, since the remaining terms have been derived in Section

2.1.5.

Continuity:

The non-dimensional equation for the 3D continuity equation assumes a similar form as in

equation2.1.32, where the non-dimensional vertical velocityw is simply replaced byw − wst. For

the two-dimensional case, the equations assume exactly thesame form as in equations2.1.36aand

2.1.36b(Section2.1.5).

Momentum:

The procedure for deriving the non-dimensional wave terms in both the 3D and the 2D mo-

mentum equations is the same for all terms, therefore, only an example of their derivation will be

presented here that is, the derivation for the term S(1)
w in equation4.10.11. The dimensional form of

this term is defined by equation4.10.13and the analytical expression forSαβ is given by equation

4.7.6. All variables inSαβ are dimensionless, except for the wave energyE.

Using the expressionk = ǩ/Zr and the definition forĚ (the last of equationsB.38), Sαβ is trans-

formed as follows:

Sαβ =
f 2U2

r Xr
2

g
Šαβ (4.10.25)

The derivation proceeds by first substituting all the dimensional variables in equation4.10.13by

their non-dimensional representations (SectionB.2.4) and then, by dividing the resulting expres-

sions byf Ur, for the 3D equation, and byf UrZr for the 2D equation, as was done earlier during the

derivation for the of the rest non-dimensional terms of equations2.1.33, 2.1.34, 2.1.37band2.1.38b

in Section2.1.5.

The term S(1)
w is split into four sub-terms, so that the derivation process, as well as the compar-

ison of the magnitude among the sub-terms and the rest of the terms in the momentum equation,

becomes easier.

S(1)
w = −

1
D

∂Sαβ
∂xβ︸  ︷︷  ︸
(1)

− 1
D
∂ζ

∂xβ

∂Sαβ
∂z︸        ︷︷        ︸

(2)

− z

D2

∂D
∂xβ

∂Sαβ
∂z︸         ︷︷         ︸

(3)

+
ζ

D2

∂D
∂xβ

∂Sαβ
∂z︸         ︷︷         ︸

(4)

(4.10.26)
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The four terms in equation4.10.26are transformed in non-dimensional form as follows:

(1) : − 1
D

∂Sαβ
∂xβ

= − 1
f Ur

1
Zr

f 2U2
r Xr

2

gXr

1

Ď

∂Šαβ
∂xβ

= − F
2r
Ro 1

Ď

∂Šαβ
∂x̌β

(4.10.27)

(2) : − 1
D
∂ζ

∂xβ

∂Sαβ
∂z
= − 1

f Ur

1
Zr

f UrXr

gXr

f 2U2
r Xr

2

gZr

1

Ď

∂ζ̌

∂x̌β

∂Šαβ
∂ž
= −

( F2r
Ro )2 1

Ď

∂ζ̌

∂x̌β

∂Šαβ
∂ž

(4.10.28)

(3) : − z

D2

∂D
∂xβ

∂Sαβ
∂z
= − F

2r
Ro ž

Ď

∂Ď
∂x̌β

∂Šαβ
∂ž

(4.10.29)

(4) :
ζ

D2

∂D
∂xβ

∂Sαβ
∂z
=

(F2r
Ro)2 ζ̌

Ď

∂Ď
∂x̌β

∂Šαβ
∂ž

(4.10.30)

Working on the remaining wave terms as described above, substituting the resulting expressions

in the momentum equation4.10.11and dropping the check accents, the final form of the 3D non-

dimensional momentum equation is given by:

∂uα
∂t
+Ro{

∂(uαuβ)

∂xβ
+
∂[uα (w − wst)]

∂z

}
= −ǫα3β

f3
f

(uβ + ustβ)

−∂patm

∂xα
− ∂ζ

∂xα
− Ro
F

2rd

ζ∫

z

∂ρ

∂xα
dz′ + Ekh

∂

∂xβ

[
Ah

∂uα
∂xβ

]
+ Ekv

∂

∂z

[
Av

∂uα
∂z

]

︸              ︷︷              ︸
(1)

+Ro{
ustβ

(∂uβ
∂xα
− ∂uα
∂xβ

)
− wst

∂uα
∂z

}
+ Ro σ̊ |ust|

sinh 2kD
∂D
∂xα
− Roustβ

∂(uβ − ûAβ)

∂xα

− F
2r
Ro 1

D

∂Sαβ
∂xβ
−

(F2r
Ro )2

{
1
D

[
∂ζ

∂xβ
+

Ro
F

2r z− ζ

D
∂D
∂xβ

]
∂Sαβ
∂z

}

︸                                               ︷︷                                               ︸
(2)

(4.10.31)

and the final form of the 2D non-dimensional momentum equation is:

∂(DUα)
∂xα

+ Ro∂(DUαUβ)

∂xβ
= −ǫα3β

f3
f

(Uβ + Ustβ) − D
∂patm

∂xα
− D

∂ζ

∂xα
− D2

2
Ro
F

2r ∂ρ

∂xα

+Ekh
∂

∂xβ

[
Ah

∂(DUα)
∂xβ

]
− F

2r
Ro ∂Rαβ

∂xβ
+ τsxα − τbxα

+Ro D Ustβ

(∂ûAβ

∂xα
− ∂ûAα

∂xβ

)
+ Ro σ̊D |Ust|

sinh 2kD
∂D
∂xα

(4.10.32)
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Scalar:

In equation4.10.16, only the non-dimensional representation of the Stokes terms need to be de-

termined, since all the other terms have already been evaluated in Section2.1.5. Following the same

procedure as in the derivation of the momentum equation, using the scalings previously defined for

the scalar (SectionB.2.4), dividing the resulting terms byf (Φr − Φo) and dropping the check ac-

cents, the non-dimensional equation for the scalar transport under the action of currents and waves

becomes:

∂Φ

∂t
+ Ro [

∂(uαΦ)
∂xα

+
∂[(w − wst)Φ]

∂z

]
=
Ekh

Sh

∂

∂xα

[
Bh

∂Φ

∂xα

]
+
Ekv

Sv

∂

∂z

[
Bv

∂Φ

∂z

]

−Ro [
ustα

∂Φ

∂xα
− wst

∂Φ

∂z

]
(4.10.33)

The complete set of dimensional and the non-dimensional equations in (x, y, z), (x, y, σ) and

curvilinear coordinates is given in AppendixC.
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CHAPTER 5

INCORPORATION OF THE WAVE-CURRENT INTERACTIONS INTO THE
HYDRODYNAMIC MODEL

5.1 Introduction

The equations derived in Chapter4 require the use of a 3D wave model, such that all the relevant

wave terms appearing in the equations of motion are evaluated. In the absence of a functional, fully

tested 3D wave model, common sense dictates the use of existing 2D wave prediction models to

accompany the wave enhanced hydrodynamic calculations proposed in the present research.

Modern wave models, predict the wave fields based on spectralrepresentations of their gov-

erning equations. The wave induced equations of motion presented in Chapter4, were derived

assuming monochromatic surface waves, therefore, direct use of the wave model output parameters

in the hydrodynamic calculations is not possible unless thewave terms appearing in the equations

of motion are extended to use the spectral representations of the required wave parameters. This

issue is the focal point of the discussion presented in Section 5.2.

Furthermore, the wave models do not utilize the full spectrum in their calculations, but rather

the portion of the wave spectrum centered about its spectralpeak, which is usually a user defined

input parameter. The common practice is to assume that the total wave energy is well approximated

by only using the higher frequency portion of the spectrum where most, but not all, of the energy of

the wind generated waves is contained. Mathematically, thetotal spectral wave energy calculated

by a wave model given by the following equation:

∞∫

0

2π∫

0

S
(
f , θ

)
df dθ ≈

fmax∫

fmin

2π∫

0

S
(
f , θ

)
df dθ (5.1.1)
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whereS
(
f , θ

)
represents the spectrum and the lower and upper frequenciesare normally taken as

fmin ≈ 0.04 Hz andfmax≈ 1.0 Hz, respectively.

To account for the unresolved portions of the wave spectrum by the wave models and subse-

quently to more accurately calculate the total wave energy of the surface waves required in the

hydrodynamic calculations, a formulation is proposed in Section 5.3 to estimate the total spectral

wave energy using the wave model output parameters.

Evaluation of the remaining wave terms in the equations of motion requires calculation of all

wave parameters at each vertical level, at each hydrodynamic calculation step and for the full spec-

ified spectrum range, imposing a significant computational burden on the overall calculations. In

addition, wave model output parameters like the Stokes drift and the wave radiation stresses are 2D

(vertically averaged) variables that need to be utilized, such that the full 3D wave effects can be

incorporated into the hydrodynamic model calculations. InSections5.4, 5.5and5.6, it is proposed

a detailed methodology developed during the present research for the incorporation of the full 3D

wave effects into hydrodynamic models using the output of the existing 2D spectral wave models

that does not require extensive computational resources.

5.2 Extension to the Spectral Waves

Since the development and evolution of the wave spectrum depends upon factors including the

variable wind field, bottom bathymetric variability, movement of the bottom sediments, and non

linear wave interactions (triad, quadratic, pedantic, . . .), it is clear that neither a standard equilib-

rium spectrum likeJONSWAPand its variations, nor an approximation such as the one in equa-

tion 5.1.1are sufficient to accurately describe the wave-current interactions. Wave models (SWAN,

WAVEWATCH, WAM) make no assumptions on the shape of the wave spectrum, whilerefined near

shore wave models like SWAN also include descriptions of thenon linear wave interactions. This

Chapter presents a method to re-modulate the wave energy so that all the filtered waves can be

included in the hydrodynamic calculations by using the model calculated spectral parameters (func-

tions ofx, y, z, f , θ).

All the equations up to this point have been derived assumingmonochromatic waves. Coupling

with a spectral wave model requires that these equations be extended to include the effect of spectral

waves. To this end, the vertical coordinate ˜s defined in Section4.5, equation4.5.3, using the linear
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wave theory, is redefined here for random waves by letting ˜s to be the sum of the contributions from

each wave train as done inKomen et al.[1996]:

s̃=
∑

αn
(
x, t

)
eiψn + higher order terms (5.2.1)

Equation5.2.1simply expands ˜s into a series of the small parameterǫ1 = k0α0, wherek0α0 is

the maximum wave slope and the higher order terms are neglected. Re-writing equation5.2.1to

conform withMellor’s equations gives:

s̃=
∑

k

FS S(k)A±k eiψk (5.2.2)

whereA±k is the complex amplitude, which is a slow function ofk andψk is the wave phase function

defined as:

ψk = ~k · ~x± ωt +O
(
ǫ2

)
(5.2.3)

ǫ2 is yet another small parameter describing the horizontal variations of the medium the waves

traverse (e.g., bottom slope). Any other first order quantity φk associated with ˜sandk is simply the

sum of two complex componentsφ+k andφ−k . The change of the vertical coordinate performed by

Mellor allows the first order wave quantities inǫ1 and zeroth order inǫ2 and consequently ˜s, to be

written as superpositions of linear wave components (equation 5.2.2). To the lowest order, the wave

spectrum is written as (Ardhuin and Jenkins[2006a]):

E(k) = lim
∆k→0

2A+k A−k
∆k

(5.2.4)

Herbers and Burton[1997] using higher order spectral statistics, evaluated the wave terms of

higher order inǫ1 andǫ2, thus allowing the calculation of the longer wave effects (triad interactions)

in the near-shore region, that might improve wave calculations by the wave models. It is so noted

here, that the higher order terms inǫ1 andǫ2 are related to the wind forcing, the wave dissipation

near the surface, the bottom friction, the wave spreading and the non linear wave-wave interactions.

5.3 Re-modulation of the Wave Energy

The total wave energyE is given by (Komen et al.[1996], LeBlond and Mysak[1979]):

E =
1
2
ρg ζ̃2 ≈ ρgH2

mo

8
(5.3.1)
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whereζ̃2 is the free surface variance andH2
mo is the spectral significant wave height. In terms of the

wave spectrumE is written as:

E = ρg

∞∫

0

2π∫

0

E
(
ω, θ

)
dωdθ (5.3.2)

The usual practice here is to splitE
(
ω, θ

)
into two components, that is a 1D frequency (or

wavenumber) spectrum and a 1D directional spectrum. Using Donelan’s theory (Donelan et al.

[1985], Donelan and Pierson, Jr.[1987]), equation5.3.2is written as:

E = ρg

∞∫

0

S
(
ω
)
dω

2π∫

0

2
π

cos2 (θ − θ̄)dθ (5.3.3)

where θ̄ is the mean angle of wave propagation that is independent of the frequency. From the

above equation it is seen that when|θ − θ̄| > π/2, the energy is nullified. Therefore, equation5.3.3

becomes:

E = 2ρg

∞∫

0

S
(
ω
)
dω (5.3.4)

whereS
(
ω
)

is the one sided frequency spectrum of the waves. Comparisonof equations5.3.4and

5.3.1yields that:
∞∫

0

S
(
ω
)
dω =

H2
mo

16
(5.3.5)

For later use the moments of the variance spectrum are definedhere as (Doering and Donelan

[1993]):

mn =

∞∫

0

ωnS
(
ω
)
dω =

∞∫

0

f nS
(
f
)
df (5.3.6)

whereω = 2πf andmn is the n-th moment of the spectrum. Another spectral parameter defined here

for later use is the spectral width parameterνs:

νs =
(m0m2

m2
1

− 1
)1/2

(5.3.7)

A slightly different definition ofνs is used inSWAN:

νs =

∣∣∣∣
∞∫

0

S
(
ω
)
eiωτ dω

∣∣∣∣

ET
; τ = Tmo2 = 2π

(m0

m2

)1/2 (5.3.8)

andET is the total spectral energy.
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It was mentioned earlier that the evolution of the wave spectrum depends upon a variety of

physical parameters and it is greatly affected by non linear wave-wave interactions. The common

practice is to use the fetch limitedJONSWAPspectrum (Komen et al.[1996]), which is a deep water

wave spectrum, to describe the spectral characteristics ofthe waves in both shallow and deep waters.

Application of JONSWAPin shallow waters becomes possible by adjusting its peak enhancement

parameter (γ). Additional adjustments to the peak enhancement parameter γ are suggested inBouws

et al. [1985, 1987] andLavrenov[2003] to account for the effects of the long period waves on the

shape and evolution of the spectrum.

In the analysis that follows, a generalized version of aJONSWAPtype spectrum is used as

follows:

S
(
ω
)
= α · g2 1

ωm e
−β

(
ω
ωp

)−n

· γΓ

Γ = e
− (ω−ωp)2

2σ2ωp = e
−

( ωωp −1)2

2σ2 (5.3.9)

whereωp is the peak frequency of the spectrum, that is the frequency where the spectrum assumes its

maximum value andm, n, β, α, γ are the spectral parameters allowed to take any value or expression,

depending upon the wave characteristics at a location (x, y) and at a time “t” as calculated by the

wave model.

At ωp = ωp the following should be true:

dS
(
ω
)

dω

∣∣∣∣∣∣
ω=ωp

= 0 (5.3.10)

To transformS
(
ω
)

to wavenumber (k) or frequency (f ) space, the following expressions are used:

S
(
k
)
= S

(
ω
) ω

2k
= S

(
f
) f

2k
(5.3.11)

together with the deep water dispersion equation:

ω2 = (2πf )2 = gk (5.3.12)

which describes how the spectrum developed by the wind forcing disperses according to linear wave

theory (Hanson and Phillips[2001]). Use of equations5.3.11and5.3.12is currently a common

practice. Using equation5.3.11, the wave spectrum (equations5.3.9) in wavenumber space are
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written as:

S
(
k
)
= S

( k
kp

)
= S

(
φ
)
=
αg−

m−5
2

2k
m+1

2
p

f
(
φ
)

(5.3.13)

f
(
φ
)
= φ−

m+1
2 eg(φ) (5.3.14)

g
(
φ
)
= −βφ

n
2 + (ln γ) e

− (
√
φ−1)2

2σ2 (5.3.15)

wherekp is the peak wavenumber.

The objective is to find a simplified expression forS
(
k
)

and subsequently forS
(
f
)
, so that the

spectral energy for different bands of the spectrum can be easily evaluated. An approach similar to

the one described inOnorato et al.[2003]) is used. First,S
(
k
)

or f
(
φ
)

is expanded in a Taylor series

up to the second order about the spectral peakk = kp or φ = 1. To use the Taylor series expansion,

the functionsf
(
φ
)
, g

(
φ
)

and their first and second derivatives are evaluated atφ = 1 as follows:

g
(
1
)
= −β + ln γ; eg

(
1
)
= γe−β (5.3.16)

g′
(
1
)
=
βn
2

(5.3.17)

g′′
(
1
)
= −βn(n+ 2)σ2 + ln γ

4σ2
(5.3.18)

and the corresponding expressions forf
(
1
)
, f ′

(
1
)

and f ′′
(
1
)

are evaluated as:

f
(
1
)
= eg

(
1
)
= γe−β (5.3.19)

f ′
(
1
)
=

[
− m+ 1

2
+
βn
2

]
γe−β (5.3.20)

f ′′
(
1
)
=

{
β2n2

4
− βn(m+ 1)

2
+

(m+ 1)(m+ 3)
4

− βn(n+ 2)σ2 + ln γ

4σ2

}
γe−β (5.3.21)

Since equation5.3.10gives f ′
(
1
)
= 0, thenβ is evaluated from equation5.3.20as:

β =
m+ 1

n
(5.3.22)
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Therefore:

f ′′
(
1
)
= −n(m+ 1)σ2 + ln γ

4σ2
γe−β (5.3.23)

The Taylor series expansion off
(
φ
)

is:

f
(
φ
)
= f

(
1
)
+ (φ − 1) f ′

(
1
)
+

(φ − 1)2

2
f ′′

(
1
)

(5.3.24)

(with f ′
(
1
)
= 0). Using equations5.3.19and5.3.23, equation5.3.24becomes:

f
(
φ
)
= γe−β

{
1− 1

p2
(φ − 1)2

}
; p =

[ 8σ2

n(m+ 1)σ2 + ln γ

]1/2
(5.3.25)

Now, f
(
φ
)

is placed in the following form:

f
(
φ
)
=

1

a(φ − 1)2 + b(φ − 1)+ c
(5.3.26)

Expanding equation5.3.26in a Taylor series and comparing the resulting equation to equation

5.3.24, it is obtained that:

c =
1

γe−β
; b = 0 ; a =

γe−β

p2
(5.3.27)

Therefore, equation5.3.26becomes:

f
(
φ
)
=

p2γe−β

(φ − 1)2 + p2
(5.3.28)

and the spectrumS
(
φ
)

(equation5.3.13) becomes:

S
(
φ
)
=
αg−

m−5
2

2k
m+1

2
p

· p2γe−β

(φ − 1)2 + p2
(5.3.29)

The total wave energy is given by equation5.3.4, therefore, the integration of equation5.3.29

yields:

∫
S
(
k
)
dk= kp

∫
S
(
φ
)
dφ =

αγpg−
m−5

2

2eβk
m−1

2
p

∫
p

(φ − 1)2 + p2
d(φ − 1) =

αγpg−
m−5

2

2eβk
m−1

2
p

arctan

k
kp
− 1

p
(5.3.30)

where the integral in equation5.3.30is evaluated according to equation 3.3.16 inAbramowitz and

Stegun[1972]: ∫
p

(φ − 1)2 + p2
dφ = arctan

φ − 1
p

(5.3.31)
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Using equations5.3.30and5.3.4the wave energy equation can be written as:

E = 2ρg
∫

S
(
k
)
dk=2ρg

αγpg−
m−5

2

2eβk
m−1

2
p

arctan

k
kp
− 1

p
=

2ρg
H2

mo

16
1
π

arctan

k
kp
− 1

p
(5.3.32)

with:

Hmo = 4

[
π
αγpg−

m−5
2

2eβk
m−1

2
p

]1/2

(5.3.33)

whereβ andp are given by equations5.3.22and5.3.25, respectively.

Next equations5.3.32and5.3.33are written in frequency (f ) space using (2πf )2 = gk:

E
∣∣∣∣
2

1
= ρg

H2
mo

8

[1
π

arctanG
(
f
)]f2

f1
(5.3.34)

with:

G
(
f
)
=

( f
fp

)2 − 1

p
; Hmo = 4

[
π

αγpg2

2eβ(2π)f m−1
p

]1/2

(5.3.35)

Equation5.3.34gives the spectral energy contained between frequenciesf1 and f2. To ensure

that E is equal toρg
H2

mo

8
when the integration is performed over the whole spectrum, equation

5.3.34is slightly modified as:

E
∣∣∣∣
2

1
= β∗ρg

H2
mo

8

[1
π

arctanG
(
f
)]f2

f1
(5.3.36)

whereβ∗ is a constant to be determined.

The limits of arctanG
(
f
)

for f → 0 andf →∞ are:

lim
f→0

{
arctanG

(
f
)}
= − arctan (

1
p

) and lim
f→∞

{
arctanG

(
f
)}
=
π

2
(5.3.37)

Performing the integration from zero to infinity, equation5.3.36gives:

ET = ρg
H2

mo

8
= E

∣∣∣∣
∞

0
= β∗ρg

H2
mo

8
1
π

[π
2
+ arctan

(1
p
)]

(5.3.38)

From equation5.3.38the coefficientβ∗ is calculated as:

β∗ =
π

π

2
+ arctan

(1
p
) (5.3.39)
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and equation5.3.36can be written as:

E
∣∣∣∣
2

1
= ρg

H2
mo

8
arctanG

(
f2
) − arctanG

(
f1
)

π

2
+ arctan (

1
p

)
(5.3.40)

and this is the final equation that calculates the wave energycontained between frequenciesf1 and

f2 with (f1 < f2).

Now, as mentioned earlier the wave model assumes that all (ormost) of the energy is contained

between afmax and afmin frequency. fmax and fmin are both user inputs and are usually defined

according to the problem being solved and the expected (guessed) frequency range. The total wave

energy that the model calculates is then:

ET ≈ E
∣∣∣∣
fmax

fmin
(5.3.41)

Because all the wave terms are functions of the total energy of the wave spectrum, the above,

model calculated, wave energy needs to be re-modulated to include the portion of the wave energy

of the Reynolds filtered waves that is not accounted for. The wave energy of the Reynolds fil-

tered waves, according to the Nyquist sampling theorem (Bedford[1994, page 68] andStull [1988,

page 306]), is contained between the frequencies:

(fmin, fmax) = (fR =
1

2∆t
,∞) (5.3.42)

By applying equation5.3.41twice: the first time for the model frequencies (fmin, fmax); and

the second time for the frequencies defined by equation5.3.42, the following two expressions are

obtained:

EM = E
∣∣∣∣
fmax

fmin
= ρg

H2
mo

8
arctanG

(
fmax

) − arctanG
(
fmin

)

π

2
+ arctan (

1
p

)
(5.3.43)

and:

ER = E
∣∣∣∣
∞

fR
= ρg

H2
mo

8

π

2
− arctanG

(
fR

)

π

2
+ arctan (

1
p

)
(5.3.44)

Dividing equation5.3.44by equation5.3.43the factorβε becomes:

βε =
ER

EM
=

π

2
− arctanG

(
fR

)

arctanG
(
fmax

) − arctanG
(
fmin

) (5.3.45)

whereG
(
fR

)
as defined by equation5.3.35.
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Now, in the wave induced equations of motion all the wave terms are functions of the wave

energy and specifically the wave energy of the resolved wavesER. The wave model output gives the

wave energyEM between the specified frequencies (fmin, fmax), therefore, theER is estimated using

5.3.45as follows:

ER =
ER

EM
EM =⇒ ER = βεEM (5.3.46)

and equation5.3.46is the re-modulation of the wave energy.

All the required parameters for the calculation ofβε are computed by the wave model (these

are standard calculations). That is,fp
(
ωp

)
and p are spectral parameters that are computed in the

wave model. The parameter “p”, as stated inOnorato et al.[2003], corresponds to the half-width at

half-maximum of the spectrum and can be estimated (Priestley[1994], page 514) as:

p =
1
2
νs (5.3.47)

where the spectrum width is calculated either by equation5.3.7or 5.3.8. Note thatp andνs are di-

mensionless. The practical application of equations5.3.46and5.3.45implies that the re-modulation

of the wave energy is performed at every point of the solutiondomain at every time step and can be

either incorporated into the wave model or in the hydrodynamic model.

The variation ofβε for various values offp andp, and for∆t = 0 s to 1200 s is shown in Figure

5.1. From the plots, it is clear thatβε > 1 for fR = 1/2∆t ≤ fmin, while for fR > fmax, βε gradually

goes to zero (as∆t → 0). As fp is pushed towards the two endsfmin or fmaxβε increases drastically,

that isβε is controlled byfp. The development of longer waves from the interaction of thegravity

waves pushesfp towards the lower frequencies thus increasing the value ofβε. In any caseβε is not

identically 1 and the re-modulation of the wave energy should be considered in the hydrodynamic

calculations.
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Figure 5.1 Variation of the wave energy re-modulation coefficient as a function of the Reynolds
averaging interval. (Continued)
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Figure 5.1 Continued.
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5.4 Vertical Structure of the Radiation Stress

Let Sαβ
(
~x, σ; k, θ

)
be the symmetric stress tensor defining the 3D representation of the radiation

stress for uni-directional monochromatic waves inσ coordinates,Rαβ
(
~x; k, θ

)
be its vertically aver-

aged counterpart and̃Sαβ
(
~x, σ; k, θ

)
, R̃αβ

(
~x; k, θ

)
be their corresponding spectral representations.

According toLonguet-Higgins and Stewart[1964], Phillips [1977], LeBlond and Mysak[1978]

andMei [1983], Rαβ is calculated by the following expression:

Rαβ = E
[kαkβ

k2

cg
c
+ δαβ(

cg
c
− 1

2
)
]

; δαβ =



0 for: α , β

1 for: α = β
(5.4.1)

where the dummy indexesα, β = (1, 2) are used to represent the horizontal coordinates: (x1, x2) =

(x, y) and a repeated dummy index denotes summation over that index. E (N/m) is the total wave

energy per unit area andδαβ is the Kronecker delta. The remaining variables in equation5.4.1are

as defined in Section4.5.

The vertically averaged radiation stress is defined as:

Rαβ =
1
D

ζ∫

−h

Sαβ dz=

0∫

−1

Sαβ dσ ; D = h+ ζ (5.4.2)

with the verticalσ transformation defined as:σ = (z− ζ)/D. Mellor [2003, 2005], Xia et al.[2004]

and others give expressions for the 3D radiation stressSαβ derived from the conventional equations

of motion by considering linear wave theory. The formulation presented inMellor [2003, 2005],

relatesSαβ to the total wave energyE and to the mean depth of the water columnD by the following

expression:

Sαβ = kDE
[kαkβ

k2
FCSFCC + δαβ

(
FCSFCC − FS SFCS

)]
(5.4.3)

whereSαβ has units of force per unit width. For a detailed derivation of equation5.4.3 from the

phase averaged 3D equations of motion, the reader is referred to Mellor [2003, 2005].

Equations5.4.1and5.4.3are considered as implicitly multiplied byρo to conform with equation

5.4.4. In this sense their present definitions are slightly different from the definitions given by

equations4.1.2and4.7.6, respectively.

The vertically averaged radiation stress is a wave output parameter of the spectral wave models.

However, the calculated̃Rαβ by the spectral wave models, takes into consideration the whole range
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of the wave frequencies and directions.R̃αβ is related toRαβ by the following relationship (Booij

et al.[2004]):

R̃αβ = ρog

2π∫

0

∞∫

0

E̊
(
σ̊, θ

) [kαkβ
k2

cg
c
+ δαβ(

cg
c
− 1

2
)
]
dσ̊dθ = ρog

2π∫

0

∞∫

0

E̊
(
σ̊, θ

) Rαβ
E

dσ̊dθ (5.4.4)

where the symbol̊E
(
σ̊, θ

)
(m2s) represents the wave energy density spectrum. Utilizing the defini-

tion of the total wave energyE in terms of the total spectral energyET (Komen et al.[1996], Mei

[1983], LeBlond and Mysak[1978]):

E = ρogET = ρog

2π∫

0

∞∫

0

E̊
(
σ̊, θ

)
dσ̊dθ (5.4.5)

it can be seen that̃Rαβ in equation5.4.4is simply the weighted average ofRαβ over the complete

spectral space range (σ̊, θ), and thus:

R̃αβ =
1
ET

2π∫

0

∞∫

0

E̊
(
σ̊, θ

)
Rαβdσ̊dθ =

(σ̊, θ)
Rαβ

(
x, y, k, θ

)
(5.4.6)

Extension to the three-dimensional case follows after the above arguments. Using equation

5.4.3, the expression for the 3D spectral wave radiation stressS̃αβ is derived as follows:

S̃αβ = ρog

2π∫

0

∞∫

0

E̊
(
σ̊, θ

)
kD

[kαkβ
k2

FCSFCC + δαβ
(
FCSFCC − FS SFCS

)]
dσ̊dθ =

ρog

2π∫

0

∞∫

0

E̊
(
σ̊, θ

) Sαβ
E

dσ̊dθ =
1
ET

2π∫

0

∞∫

0

E̊
(
σ̊, θ

)
Sαβ dσ̊dθ =

(σ̊, θ)
Sαβ

(
x, y, σ, k, θ

)
(5.4.7)

At this point, it is convenient to introduce a tensor notation using upper case letters as in-

dexes, to denote that no summation over the repeated indexestakes place for the tensor product

AAB BAB. This tensor notation will be followed whenever situationsrequiring the use of upper case

indices arise. LetAαβ
(
k̃D, σ

)
be an arbitrary vertical distribution function, such that the expression

S̃AB − AAB
(
k̃D, σ

)
R̃AB can be expanded in a Taylor series about the point (k̃, θ̃):

S̃AB−AAB R̃AB = S̃AB
(
k̃, θ̃, σ

) − AAB
(
k̃D, σ

)
R̃AB

(
k̃, θ̃

)
+

∂

∂θ

(
S̃AB − AAB R̃AB

)∣∣∣∣∣
θ=θ̃
∆θ +

∂

∂k
(
S̃AB − AAB R̃AB

)∣∣∣∣∣
k=k̃
∆k +O

(
∆θ2,∆k2) (5.4.8)
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As seen from the above equation, it is possible to find a function AAB such that all the terms

of the form:
∂m+n

∂θm∂kn

(
S̃AB − AAB R̃AB

)
either vanish or become very small. Assuming that such a

function has been found, then all the terms on the r.h.s of equation 5.4.8can be neglected as long

as the function satisfies the equation:S̃AB
(
k̃, θ̃, σ

)
= AAB

(
k̃D, σ

)
RAB

(
k̃, θ̃

)
. For such a case, the

spectral averaging of equation5.4.8in combination with equations5.4.6and5.4.7gives:

(σ̊, θ)(
S̃AB − AAB R̃AB

)
=

(σ̊, θ)
S̃AB −AAB

(σ̊, θ)
R̃AB = SAB

(
k̃, θ̃, σ

) − AAB
(
k̃D, σ

)
RAB

(
k̃, θ̃

)
= 0 (5.4.9)

Using the expressions forSAB
(
k̃, θ̃, σ

)
and RAB

(
k̃, θ̃

)
from equations5.4.3 and 5.4.1, respec-

tively, the last of equations5.4.9determinesAAB
(
k̃D, σ

)
, while the second equation determines the

spectrally averaged radiation stressSAB . The spectrally averaged wavenumberk̃ and wave direction

θ̃ are defined as (Booij et al.[2004], The WAMDI Group[1988]):

k̃ =


1
ET

2π∫

0

∞∫

0

1
√

k
E̊
(
σ̊, θ

)
dσ̊dθ



−2

; θ̃ = arctan



2π∫

0

∞∫

0

E̊
(
σ̊, θ

)
sinθdσ̊dθ

2π∫

0

∞∫

0

E̊
(
σ̊, θ

)
cosθdσ̊dθ


(5.4.10)

Following the arguments presented in this Section, equation 4.1.4, written in terms of the radia-

tion stress for monochromatic and uni-directional waves, can be extended to the spectral waves by

simply replacingRαβ with R̃αβ.

5.5 Vertical Shape Function of the 3D Radiation Stress

The objective of this Section is to determine a vertical distribution functionA
(
k̃D, σ

)
, such that

the 3D radiation stressesSαβ can be estimated from the wave model calculatedR̃αβ. This function

should have a simple representation, possibly some kind of polynomial expansion that can be easily

integrable or differentiable, and should satisfy the following two conditions:

Sαβ = A
(
k̃D, σ

)
Rαβ ; with

0∫

−1

A
(
k̃D, σ

)
dσ = 1 (5.5.1)

The choice forA to be a function of the spectrally averaged wavenumberk̃ comes as a result

of the arguments presented in Section5.4. For the case of the monochromatic waves considered

here, it can be shown from the first of equations5.4.10that k̃ is equal tok. Close inspection of the

functionsFCS, FCC andFS S (equations4.5.9a, 4.5.9b) reveals that askD→ 0 then,kDFCS→ 1,
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FCC → 1 andFS S→ 1+ σ; while askD→ ∞ all three functions asymptotically approachekDσ

(Mellor [2003]). The asymptotic behavior of these functions merely suggests the following repre-

sentation forA
(
kD, σ

)
:

A
(
kD, σ

)
= A

(
x, σ

)
=

( M∑

m=0

fm
(
x
)
σm

)
e2xσ (5.5.2)

where,x = kD and fm
(
x
)

are polynomials ofx defined as:

fm
(
x
)
=

N∑

n=0

am
n xn = am

0 + am
1 x+ am

2 x2 + · · · + am
n xn (5.5.3)

The constantsam
n as well as the degreesM andN of theσ andx polynomials, respectively, still

need to be determined. Exactly the same results can be obtained using power series expansions for

all the terms involved in the first of equations5.5.1. Since|σ| ≤ 1, the higher orderσ terms (M > 2)

in equation5.5.2can be truncated andf0
(
x
)

is determined using the vertical averaging property of

A.

A more precise and elegant approach is presented here that supports the previous discussion.

The wavenumber tensor appearing in equations5.4.1and5.4.3is defined as:

kα kβ
k2
=



k2
1

k2

k1 k2

k2

k1 k2

k2

k2
2

k2


=


sin2 θ sinθ cosθ

sinθ cosθ cos2 θ

 (5.5.4)

where,θ is the direction of the propagating waves measured clockwise from the true North.

Caseδαβ = 0 (α , β):

The combination of equations5.4.1, 5.4.3, 4.5.9a, 4.5.9b, 5.5.2and the first of equations5.5.1

yields:

x FCS FCC =
( M∑

m=0

fm
(
x
)
σm

)
e2xσ cg

c
⇒

cosh 2x(1+ σ) + 1︸                  ︷︷                  ︸
2 for x→0

=
( M∑

m=0

fm
(
x
)
σm

)
e2xσ

[ sinh 2x
2x

+ 1
︸        ︷︷        ︸

2 for x→0

]
(5.5.5)

As now x→ ∞, the terme2xσ (σ < 0) vanishes (except at the free surface) along with the whole

equation. To determine the coefficientsam
n , the limits of both sides of equation5.5.5are taken as
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x→ 0, yielding the following equations:

lim
x→0

f0
(
x
)
= 1 ; lim

x→0
fm

(
x
)
= 0 (m= 1,M) (5.5.6)

Equating the coefficients of the same powers of x in both sides of equations5.5.6gives:

a0
0 = 1 and am

0 = 0 (m= 1,M) (5.5.7)

The second of equations5.5.7 suggests that the polynomialsfm
(
x
)

can be represented as:

fm
(
x
)
= x(am

1 +am
2 x+ · · ·+am

n xn−1) (m≥ 1). From the definition ofA (equation5.5.2) it is seen that

A attains its maximum value at the free surface (σ = 0), while at the bottom (σ = −1) approaches

zero asx→ ∞. Rearranging equation5.5.5and taking the limits of both sides asx→∞ it is found

that:

lim
x→∞

A
(
x, σ

)
= lim

x→∞
2x (cosh 2x(1+ σ) + 1)

sinh 2x+ 2x
= 1+ 2x (σ = 0) (5.5.8)

Equation5.5.8suggests that the polynomialsfm
(
x
)

are at most of the first order. Combining the

results from equations5.5.7and5.5.8, the distribution function assumes the form:

A
(
x, σ

)
=

(
f0
(
x
)
+ b1 xσ + b2 xσ2 + · · · + bm xσm

)
e2xσ (5.5.9)

The function f0
(
x
)

was intentionally kept in equation5.5.9so it can serve as the placeholder of all

the truncated terms from the original expression forA and will eventually be determined using the

vertical averaging property ofA. After using equation5.5.9, equation5.5.5is written as:

cosh 2x(1+ σ) + 1 =
(
f0
(
x
)
+ b1 xσ + b2 xσ2 + · · · + bm xσm

)
e2xσ

[sinh 2x
2x

+ 1
]

(5.5.10)

Differentiation of equation5.5.10with respect toσ and after the division of both sides by 2x

gives:

sinh 2x(1+ σ) =
(b1

2
+ b2σ +

3b3

2
σ2 + · · · + m bm

2
σm−1

)
e2xσ

[sinh 2x
2x

+ 1
]
+

(
f0
(
x
)
+ b1 xσ + b2 xσ2 + · · · + bm xσm

)
e2xσ

[sinh 2x
2x

+ 1
]

(5.5.11)

Taking the limits of both sides asx→ 0 of equation5.5.11gives:

b1

2
+ b2σ +

3b3

2
σ2 + · · · + m bm

2
σm−1 ≡ −1 (5.5.12)
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and by equating the coefficients of the same powers ofσ in both sides of equation5.5.12the values

the coefficientsbm are:

b1 = −2 and b2 = b3 = · · · = bm−1 = bm = 0 (5.5.13)

Substitution of the values of the coefficientsbm into equation5.5.9yields:

A
(
x, σ

)
= [ f0

(
x
)
+ f1

(
x
)
σ] e2xσ ; f1

(
x
)
= −2x (5.5.14)

and integration of equation5.5.14by using the vertical averaging property ofA
(
x, σ

)
(the second of

equations5.5.1), gives that:

f0
(
x
)
=

2x

1− e−2x
− f1

(
x
) (2x+ 1)e−2x − 1

2x(1− e−2x)
(5.5.15)

From equation5.5.15, it can be shown using L’Hospital’s rule that lim
x→0

f0
(
x
)
= 1, which satisfies the

first of equations5.5.6as it should.

Caseδαβ = 1 (α = β):

Again, the objective here is to find the distribution function A
(
x, σ

)
with the same properties

as before. Using equations5.4.1, 5.4.3and the first of equations5.5.1and after substituting all the

variables involved with their mathematical definitions, the following equation is derived:

[k2
α

k2
+ 1

][
cosh 2x(1+ σ) + 1

]
− sinh 2x(1+ σ) coshx

sinh 2x︸                      ︷︷                      ︸
2 (1+σ) for x→0

=

( M∑

m=0

fm
(
x
)
σm

)
e2xσ

[k2
α

k2

{sinh 2x
2x

+ 1
}
+ 1

]
(5.5.16)

Since the polynomialsfm
(
x
)

cannot be functions of the wave directionθ, equation5.5.16needs

first to be averaged over the interval [0, 2π] (range of the wave directions). Using the equations

5.5.4, the resulting integrals of the wavenumber terms are evaluated as follows:

1
2π

2π∫

0

k2
1

k2
dθ =

1
2π

2π∫

0

k2
2

k2
dθ =

1
2

(5.5.17)

and equation5.5.16becomes:

3
[
cosh 2x(1+ σ) + 1

]
− 2 sinh 2x(1+ σ) coshx

sinh 2x
=

( M∑

m=0

fm
(
x
)
σm

)
e2xσ

[sinh 2x
2x

+ 3
]

(5.5.18)
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Taking the limits of both sides of equation5.5.18asx→ 0 yields:

lim
x→0

f0
(
x
)
=

1
2

; lim
x→0

M∑

m=1

fm
(
x
)
σm = −σ (5.5.19)

and equating the coefficients of the same powers ofx andσ in both sides of equations5.5.19the

coefficientsam are evaluated as follows:

a0
0 =

1
2
, a1

0 = −1 , and am
0 = 0 (m= 2,M) (5.5.20)

The last of equations5.5.20suggests that the polynomialsfm
(
x
)

can be represented as:fm
(
x
)
=

x(am
1 +am

2 x+ · · ·+am
n xn−1) (m≥ 2). Rearranging equation5.5.18and taking the limits of both sides

asx→ ∞ gives that:

lim
x→∞

A
(
x, σ

)
= 2+ 2x (σ = 0) (5.5.21)

Equation5.5.21suggests that the polynomialsfm
(
x
)

are again at most first order. Combining the

results from equations5.5.20and5.5.21, the distribution function assumes the form:

A
(
x, σ

)
=

(
f0
(
x
)
+ b1σ + b2 xσ2 + · · · + bm xσm

)
e2xσ (5.5.22)

Substitution of equation5.5.22into equation5.5.18the differentiation of the resulting equation with

respect toσ gives:

6xsinh 2x(1+ σ)︸                ︷︷                ︸
0 for x→0

− 4xcosh 2x(1+ σ) sinh 2x
sinh 2x︸                           ︷︷                           ︸
4 for x→0

=

(
b1 + 2b2 xσ + 3b3 xσ2 + · · · +m bm xσm−1

)
e2xσ

[sinh 2x
2x

+ 3
]
+

2x
(
f0
(
x
)
+ b1σ + b2 xσ2 + · · · + bm xσm

)
e2xσ

[sinh 2x
2x

+ 3
]

(5.5.23)

The coefficientb1 is determined by taking the limits of both sides of equation5.5.23asx→ 0:

−4 = 4b1⇒ b1 = −1, thus recovering the second of equations5.5.20as expected. Differentiating

equation5.5.23with respect toσ, dividing the resulting equation by 2x and taking the limits as

x→ 0, determines the coefficientsb2, b3, · · · , bm as previously outlined:

b2 = 2 and b3 = b4 = · · · = bm−1 = bm = 0 (5.5.24)
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Substitution of the values of the coefficientsbm into equation5.5.22yields:

A
(
x, σ

)
= [ f0

(
x
)
+ f1

(
x
)
σ + f2

(
x
)
σ2] e2xσ , f1

(
x
)
= −1 , f2

(
x
)
= 2x (5.5.25)

Vertically integrating the first of equations5.5.25the following expression is derived forf0
(
x
)
:

f0
(
x
)
=

2x

1− e−2x
− f1

(
x
) (2x+ 1)e−2x − 1

2x(1− e−2x)
+ f2

(
x
) (2x2 + 2x+ 1)e−2x − 1

2x2(1− e−2x)
(5.5.26)

From equation5.5.26, it can be shown using L’Hospital’s rule that lim
x→0

f0
(
x
)
= 1/2, which satisfies

the first of equations5.5.19. Summarizing the results, first the vertical distribution function is

represented as the 2D symmetric tensorAαβ
(
x, σ

)
=

(
A11 A12

A21 A22

)
, such that:

A11 = A22 = A =
[
A0(x) + A1(x)σ + A2(x)σ2

]
e2xσ, A1(x) = −1, A2(x) = 2x (5.5.27)

A0(x) =
2x

1− e−2x
− A1(x)

(2x+ 1)e−2x − 1

2x(1− e−2x)
+ A2(x)

(2x2 + 2x+ 1)e−2x − 1

2x2(1− e−2x)
(5.5.28)

A12 = A21 = B =
[
B0(x) + B1(x)σ + B2(x)σ2

]
e2xσ, B1(x) = −2x, B2(x) = 0 (5.5.29)

B0(x) =
2x

1− e−2x
− B1(x)

(2x+ 1)e−2x − 1

2x(1− e−2x)
+ B2(x)

(2x2 + 2x+ 1)e−2x − 1

2x2(1− e−2x)
(5.5.30)

Next, the radiation stress tensor is represented as:SAB = AAB RAB with A,B = (1, 2). The expres-

sions for the normal and cross components of the wave radiation stresses subsequently can be written

in terms of the distribution functionsA andB given by the equations5.5.27and5.5.29, respectively.

The important limiting cases for the stresses are given next:

normal radiation stresses: SAB = AAB RAB = A RAB ; A = B = (1, 2)

lim
x→0

SAB =



1
2

RAB (σ = 0)

3
2

RAB (σ = −1)

and lim
x→∞

SAB =



2x RAB (σ = 0)

0 (σ , 0)
(5.5.31)

cross radiation stresses: SAB = AAB RAB = B RAB ; A , B = (1, 2)

lim
x→0

SAB =



RAB (σ = 0)

RAB (σ = −1)
and lim

x→∞
SAB =



2x RAB (σ = 0)

0 (σ , 0)
(5.5.32)
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The significance of the first of the limiting cases in equations 5.5.31 is that for shallow waters

the normal radiation stresses increase with depth, while the corresponding shear radiation stresses

(equations5.5.32) approach to a constant value. This behavior of the stressesis seen more clearly

in Figure 5.2. In deeper waters, both the normal and the shear radiation stresses attain a maxi-

mum value at the free surface (asymptotically equal to 2kD) while they rapidly approach zero with

increasing depth (Figures5.2), establishing the minimal effect that they have on the bottom physics.

The equations for the 3D stresses given here have a simpler representation than those given by

Mellor [2003], and are more suitable for modeling purposes (for example,an accuracy improve-

ment will probably only require the adjustment of the functionsAi(x) andBi(x) in equations5.5.27

and5.5.29). The results in this Section are consistent with the vertical structure of the wave radia-

tion stresses reported in the literature (e.g.,Xia et al. [2004], Mellor [2003]). Sincee2kDσ → 1 for

kD→ 0, in shallow waters the waves exhibit their full 3D nature. In deeper waters askD→ ∞,

e2kDσ → 0 everywhere in the vertical direction, except at the free surface wheree2kDσ → 1. There-

fore, in deep waters the 3D velocity structure is only slightly affected by the waves and only by

association with the 2D currents and the surface 3D velocities.

5.6 Implementation of the Radiation Stress in the Hydrodynamic Model

The results presented in Section5.5are valid for uni-directional and monochromatic waves. The

extension to a spectrum of waves follows the arguments presented in Sections5.2and5.4by simply

replacingRαβ with R̃αβ, therefore, the relation between the 3D and the vertically averaged radiation

stress is written as:

S̃AB = AAB
(
x, σ

)
R̃AB , x = k̃D ; A,B = (1, 2) (5.6.1)

Since all the wave variables introduced in this Chapter are functions of both the spatial and the

spectral spaces, the notationF(σ̊, θ) for a wave variableF is used here with the understanding that

F
(
σ̊, θ

)→ F
(
x, y, σ̊, θ

)
. The spectral averaging of equation4.1.4gives:

Mα = −
1
ρo

(σ̊, θ)
∂Rαβ
∂xβ

= − 1
ρo

∂
(σ̊, θ)

Rαβ
∂xβ

= − 1
ρo

∂R̃αβ
∂xβ

(5.6.2)

Mα is the momentum per unit mass of the water that collectively represents all the non-wave

terms of the external momentum equation. SinceMα has no wave components attached to it, the

spectral averaging of this term is simplyMα. The wave radiation stress term in equation5.6.2was
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derived by invoking equation5.4.6. The other wave terms present in the equations (e.g., equations

4.10.10, 4.10.24, etc.), are treated exactly the same way producing similar results.

The derivation of the complete, spectrally averaged, equations of motion and scalar transport is

a straight forward process and follows the same procedure asdescribed in the derivation of equation

5.4.6, therefore, there is no need for it to be presented here.

Section5.3presented a methodology to account for the un-resolved portions of the wave spec-

trum by the spectral wave models. In the same Section the re-modulation of the wave energy appear-

ing in the wave terms of the equations of motion is suggested by multiplying the total spectral wave

energy calculated in the wave model by the factorβε (equation5.3.45). Let F = F
(
σ̊, θ

)
= F

(
k, θ

)

be a wave variable and̃F its integral representation over the wave spectrum:

F̃ =

2π∫

0

∞∫

0

E̊
(
σ̊, θ

)
F dσ̊dθ (5.6.3)

Application of the first mean value theorem for integrals (equationB.47) for ξ = (̃σ̊, θ̃) gives:

F̃ =

2π∫

0

∞∫

0

E̊
(
σ̊, θ

)
F dσ̊dθ ≈ F

(̃
σ̊, θ̃

)
2π∫

0

∞∫

0

E̊
(
σ̊, θ

)
dσ̊dθ ≈ EMF

(̃
σ̊, θ̃

)
=

ER

βε
F
(̃
σ̊, θ̃

)
(5.6.4)

where in the above equation,EM is the wave model calculated total spectral wave energy,ER is the

total energy contained in the wave spectrum andF̃ is the wave variable as incorporated into the hy-

drodynamic equations of motion. To account for the completespectral wave energy, equation5.6.4

suggests that all the wave variables in the hydrodynamic equations need to simply be multiplied by

βε. This option is available inM2COPS(user choice).
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Figure 5.2 Plots of the vertical distribution functions for the 3D waveradiation stresses.
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Figure 5.3 Plots of the vertical variation of the 3D wave radiation stress distribution functions.
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CHAPTER 6

WAVE-CURRENT BOTTOM BOUNDARY LAYER MODEL

6.1 Introduction

Bottom boundary layers (BBLs) are thin fluid regions next to the “solid” bottom boundary,which

are very important in coastal engineering practice. The fluid physics in these regions affects the fluid

motions away from the bottom, as well as the entrainment and transport of the bottom sediments.

The presence of wind-driven surface waves additionally produces a thin oscillatory wave boundary

layer (WBL), where the flow is rotational and the bottom friction is significantly enhanced by the

oscillatory nature of the wave motion. TheWBL is nested within the current boundary layer (CBL).

The region resulting from the interaction of the waves and the currents is known as the wave-current

bottom boundary layer (WCBBL). Figure6.1illustrates a conceptual representation of the two layers

along with the corresponding vertical profiles for the flow velocity and the sediment concentration

(source:Glenn[1987]).

Typically the thickness of theWCBBLranges from 2 cm to 20 cmGlenn [1987]. The small

scale of theWCBBLcauses the bottom shear stresses associated with the waves to be much greater

than the shear stresses associated with the currents. The increased bottom friction by the waves

is a function of both the wave and the current induced flow velocities, and expresses the highly

non-linear interaction between the waves and the currents.Since, the flow motions away from the

bottom and the entrainment of the sediments depend upon the bottom shear stresses, the accurate

description of the flow field and the sediment transport requires the accurate description of the near-

bottom flow field and its impact on the water column dynamics.

Various bottom boundary layer models (BBLMs) have been proposed by different researchers

to be used either as stand-alone modeling tools or as modulescoupled with general hydrody-

namic/sediment models. TheseBBL models assume logarithmic near-bottom velocity profiles and
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(CBL): δc

(WCBBL): δcw

Figure 6.1 Definition of a wave-current bottom boundary layer.

are usually distinguished by the turbulence closure model they are using. The more advanced or

second generationBBLM formulations use higher order, time dependent turbulence closure models

(e.g.,κ-ǫ two equation model), while others use eddy viscosity models(e.g., linear, parabolic) that

are less computationally demanding.

Mellor [2002], made the interesting argument that the inclusion of an additional turbulence

production term in the turbulence closure model can effectively simulate the effects of a wave-

current boundary layer model. The possibility of replacingthe completeWCBBLformulation by

an elegant, simple and computationally efficient formulation, is very challenging and needs to be

explored.

Puleo et al.[2004] compared sixBBLM formulations (eddy viscosity: laminar, linear and

parabolic, and turbulence closure:κ one equation,κ-ǫ two equation andκ-ω two equation), and

concluded that the linear eddy viscosity models perform equally well to the higher order turbulence

closure models.

Supported by the above arguments, the linear eddy viscosityBBLM by Glenn[1987] andGlenn

and Grant[1987] (henceforth;GG87) is used as a basis for the development of theM2COPSbottom

boundary layer model (M2BBL) that approximates the near-bottom flow field under the combined

action of the waves and the currents. TheGG87model determines the vertical distribution of the ve-

locity and sediment concentration and it is an enhanced version of the previous models byGrant and

Madsen[1979, 1982] (henceforth;GM79andGM82, respectively) andGrant and Madsen[1986]

(henceforth;GM86), which include the effects of the sediment stratification due to the presence of
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the near-bottom concentration gradients. Two drawbacks ofthe GG87model are the assumption

that the stratification effects inside theWCBBLare negligible and the discontinuity of the eddy dif-

fusivities at the top of theWCBBL. These drawbacks possibly compromise an accurate prediction

of suspended sediment loads and add considerable computingburdens.

More recent research efforts rectify these deficiencies of the model by accounting for suspended

sediment induced stratification and by separating theWCBBLin an upper and a lower portion, and

requiring continuity of the eddy diffusivities at the top of the boundary layer. Such an approach was

adopted byStyles and Glenn[2000, 2002] that separated the overallBBL into a 3-layer region (the

current portion of theBBL layer plus an upper and a lower portion in theWCBBL).

Although theStyles and Glennmodel represents better the physical processes in the bottom

layer, it is still computationally more expensive than the original GG87model. Another point that

is somewhat troubling is the sensitivity of theStyles and Glennmodel to the heightz1 = αku∗/ω

of the lower layer in theWCBBL(see Figure 6 inStyles and Glenn[2000]), whereω is the wave

angular frequency andα is a constant to be determined. The sensitivity of the model to the values

of the constantα makes calibration necessary to ensure that a proper value for this parameter is

being used. Due toCPU time considerations, especially whenever the implementation requires an

increased number of sediment classes, as well as to uncertainty in the estimation of the constantα,

theStyles and Glennmodel is not used inM2COPS.

The modifications/enhancements and corrections to the originalGG87model during the course

of the present study are addressed in the Sections that follow.

6.2 Model Physics and Dynamics

The WCBBLmodel describes the effects of the wind driven surface wave oscillations on the

bottom boundary layer. The presence of the surface waves introduces an oscillatory wave bound-

ary layer at the bottom nested within the current boundary layer (CBL), with a length scale much

smaller than the length scale of theCBL that has a thickness limited by either the water depth or the

Ekman layer heightδE = ku∗/ f . The near-bottom flow field is resolved in theWCBBLmodel by

approximating the vertical structure of the wave/current velocities and the sediment concentration

over a movable sediment bed under the non-linear interaction of the currents and waves. Further-

more, the model enhances the previousWCBBLmodels (GM79, GM82andGM86) by considering
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the effects of the ripple formation/degradation and the sediment induced stratification. Theseare

crucial parameters affecting the bottom shear stresses and the resulting verticalstructures of the

predicted variables.

The model equations are derived assuming slow varying, low frequency currents interacting

with short-period high frequency surface waves. The current is mathematically described by the

temporally averaged flow velocities, having time scales much greater than the time scales of the

waves. The wave velocities are derived from the phase averaged equations of motion, assuming that

the flow variables can be partitioned in three components: anaverage, a periodic and a turbulent

component.

The near-bottom velocity profile is assumed to be logarithmic and associated with the turbu-

lent diffusion of the momentum. Above theWCBBL, the turbulent diffusion is associated with the

enhanced by the waves currents while in theWCBBLthe turbulent diffusion is associated with the

combined effects of the currents and the waves. The increased turbulent momentum diffusion in

theWCBBLreduces the current velocities, resulting in wave velocities that dominate in this region.

Therefore, the observed significant increase of the bottom shear stresses is attributed to the waves.

The effect of the increased bottom stresses is also felt in the region above theWCBBL, where the

shear stresses due to the current are also enhanced.

The shear stresses in the rough turbulent flow of theWCBBLdepend upon the bottom physical

roughness, while the enhanced currents above theWCBBLare related to an enhanced bottom rough-

ness (apparent roughness), which is a function of the bottomphysical roughness and characteristics

of the WCBBL. The issue that two different physical processes (currents and waves) are using a

common physical bottom roughness was addressed in a series of papers byMathisen and Madsen

[1996a,b, 1999]. The authors, during an experimental study at the Ralph M. Parsons Laboratory

at the Massachusetts Institute of Technology, concluded that a single bottom physical roughness

height can be used to characterize pure currents, pure wavesand eventually both currents and waves

in combined wave-current induced flows. Since the single physical roughness assumption is con-

sidered as being verified, the results ofMathisen and Madsenare adopted here as well.

In the present study, theWCBBLmodel is coupled with and driven by the spectral wave models,

thus invalidating the assumption of monochromatic waves used in theGG87model. This issue was

addressed in the third of the previously mentioned series ofpapers (Mathisen and Madsen[1999])
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that presented the results of experiments designed to verify the use of a common bottom physical

roughness for waves (spectral and monochromatic) and currents over a rough sediment bottom. The

spectral waves in the experiment were simulated using a discrete wave spectrum of five components,

while the currents were generated in a 20 m long wave flume witha fixed rippled bottom. The

authors matched theGM86predicted velocity profiles with the measured velocity profiles for both

spectral waves and currents, provided that the modified boundary layer thicknessδcw is used instead

of theδw defined inGG87. The analytical expression forδcw is taken fromMadsen and Salles[1999]

and will be discussed in the following Sections. The resultsof the above work have been adopted in

theM2COPSversion of theWCBBLmodel that implements this modified boundary layer thickness

in place of the definition given inGG87.

The traveling surface waves introduce additional momentumon the water column that is trans-

ported by the currents as an added radiation stress term in the momentum equations. As seen from

Figures5.2 and5.3 for shallow waters, these radiation stress terms are not nilnear the bottom but

can be rather large thus affecting both the near-bottom currents and the sediments being transported.

As it will be shown shortly, the effect of the radiation stresses is felt through an increase of the bot-

tom shear stresses that enhances both the near-bottom currents and the entrained bottom sediments.

In deeper waters (Figures5.2 and5.3) the bottom radiation stresses are almost nil, as they rapidly

decay with water depth and have a minimal effect in the near-bottom region.

Most of the entrainment of the bottom sediments takes place in the near-shore zone, where they

are picked up by the currents to be transported off-shore. It is, therefore, apparent that the radiation

stress terms need to be included in theWCBBLmodel as well, thus completing the full implemen-

tation of the radiation stresses intoM2COPS. To be consistent with the rest of the hydrodynamic

model, the atmospheric pressure forcing is not neglected inthe presentWCBBLformulation, but

rather the bottom pressure gradients are retained in theWCBBLmomentum equations.

6.3 Boundary Layer Equations

The equations governing the near bottom flow and sediment transport are derived in this Section

using the 3D Reynolds averaged continuity, momentum and scalar transport equations. The sedi-

ment volumetric concentration is assumed to be small, less than 0.003 (∼ 8 kg/m3 = 8000 mg/L),

such that there is no interaction among the sediment particles (Lumley[1976]). In anticipation of so-

lutions for rough turbulent flows, the second order molecular viscous and diffusion terms appearing
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in the momentum and scalar transport equations, respectively, are neglected. The equations derived

in this Section for the bottom shear stresses include both the effects due to wave growth (radiation

stresses) and to wave interactions with the bottom sediments. They also include the contributions

of surface barotropic variations during the passage of storms over the calculation domain.

Definition of the coordinate systems used in the derivation of the bottom boundary layer equa-

tions and their relation to each other is shown in Figure6.2and in equations6.3.1.

WCBBL

h

δcw

z=0

z=-h-h

z*

z**=0=0

ζ

σ=−1

σ

Figure 6.2 Definition of the coordinate system for the bottom boundary layer.

D = h+ ζ ; σ =
z− ζ

D
; z∗ = (1+ σ) D = z+ h :


z= ζ → z∗ = D ; σ = 0

z= −h → z∗ = 0 ; σ = −1
(6.3.1)

The boundary layer equations are derived from the full equations 4.10.31and 4.10.33us-

ing the following scaling arguments:(a) the average variables are slow varying, quasi-steady

(∂/∂t ≈ 0 during∆t) and horizontally homogeneous,(b) the convective acceleration terms are ne-

glected, assuming that the current and the wave velocities are much smaller than the wave phase

speed, and(c) the horizontal gradients of the Reynolds stresses can be neglected compared to the

vertical gradients. The last assumption is based on the observation that the length scaleδcw of the

boundary layer is much less than the horizontal length scales so that,∂/∂x; ∂2/∂x2 ∼ O (
1
)

and

∂/∂z∼ O (
δ−1

cw
)
; ∂2/∂z2 ∼ O (

δ−2
cw

)
.

Regarding the sediment transport equation, the horizontalsediment particle velocities are as-

sumed equal to the flow velocities, while the vertical velocity is replaced byw − wsn where,wsn is
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the settling velocity corresponding to the “n-th” sedimentparticle size. For the derivation of the sed-

iment transport equation, it is also assumed that there is nointeraction between the scalar quantity

Cn and the waves (Mellor [2003]).

Applying the boundary layer approximation Zr ≪ Xr, for Ro≪ 1 equation4.10.31gives:

∂uα
∂t
= − ǫα3β

f3
f

(uβ + ustβ) −
∂patm

∂xα
− ∂ζ

∂xα
+ Ekv

∂

∂z

[
Av

∂(uα + ustα)
∂z

]

− F
2r
Ro 1

D

∂Sαβ
∂xβ
−

(F2r
Ro )2

{
1
D

[
∂ζ

∂xβ
+

(Ro
F

2r )
z− ζ

D
∂D
∂xβ

]
∂Sαβ
∂z

}
(6.3.2)

The calculations that follow assume that not only the current velocity is quasi-steady but the Coriolis

effects are minimal within the boundary layer as well. Therefore equation6.3.2is reduced to:

0 = − ∂patm

∂xα
− ∂ζ

∂xα
︸              ︷︷              ︸

(1)

+Ekv
∂

∂z

[
Av

∂(uα + ustα)
∂z

]

︸                         ︷︷                         ︸
(2)

− F
2r
Ro 1

D

∂Sαβ
∂xβ

︸           ︷︷           ︸
(3)

−
(F2r
Ro )2


1
D

[ ∂ζ
∂xβ
+

(Ro
F

2r )z− ζ

D
∂D
∂xβ

]∂Sαβ
∂z


︸                                               ︷︷                                               ︸

(4)

(6.3.3)

where terms (1) are the barotropic terms that are retained inequation6.3.3to account for the sig-

nificant variations in the atmospheric pressure during storm events, as done in the hydrodynamic

model.

Term (2) represents the vertical gradient of the Reynolds turbulent fluxes that have been en-

hanced to account for the dissipation of the wave energy due to viscous wave energy losses near the

free surface and the energy losses in the water column causedby the interactions of the waves with

the mean flow. The energy lost by the waves in the water column is gained by the mean flow field

as a wave induced turbulent kinetic energy and it is parametrized as in term (2) of equation6.3.3.

A close inspection of equation6.3.3shows thatEkv is of orderO
(
Z−2

r
)
, while

F
2r
Ro ≈ O (

Z−1
r

)

and
( F2r
Ro )2

≈ O (
Z−2

r
)
. It is, therefore, clear that the main wave induced momentumcontributions to

the Reynolds fluxes come from term (4), while term (3) is a firstorderO
(
Zr

)
contributor to term

(2). Term (4) represents the vertical momentum flux due toSαβ through the horizontal “z” planes.
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This portion of the wave induced momentum flux becomes apparent when the equation is written

in “z” coordinates, while in “σ” coordinates this vertical flux is lumped into the corresponding term

(3). In the subsequent calculations all terms in equation6.3.3are retained. The dimensional form

of equation6.3.3is:

∂

∂z

{
Av

∂(uα + ustα)
∂z

}
=

1
ρo

∂patm

∂xα
+ g

∂ζ

∂xα
+

1
D

∂Sαβ
∂xβ
+

1
D

{
∂ζ

∂xβ
+

z− ζ
D

∂D
∂xβ

}
∂Sαβ
∂z

(6.3.4)

and the corresponding form of the equation in “σ” coordinates is

∂

∂σ

{
Av

∂(uα + ustα)
∂σ

}
=

D2

ρo

∂patm

∂xα
+ gD2 ∂ζ

∂xα
+ D

∂Sαβ
∂xβ

(6.3.5)

which has a much simpler form than equation6.3.4. Consequently, calculations that follow are

performed in “σ” coordinates using equation6.3.5.

Using the non-dimensional equation for the scalar transport derived in equation4.10.33and

replacingΦ by Cn which represents the mean sediment concentration for sediment class size n,

andw − wst by w − wst− wsn wherewsn represents the particle settling velocity and wst the Stokes

vertical pseudo velocity, the following is obtained:

∂Cn

∂t
+ Ro [

∂(uαCn)
∂xα

+
∂[(w − wst)Cn]

∂z

]
− Rop

∂(wsnCn)
∂z

=

Ekh

Sh

∂

∂xα

[
Dh

∂Cn

∂xα

]
+
Ekv

Sv

∂

∂z

[
Dv

∂Cn

∂z

]
− Ro[ustα

∂Cn

∂xα
+ wst

∂Cn

∂z

]
(6.3.6)

Assuming a smallRo, a quasi-steady variation of the mean sediment concentrationCn and applying

the boundary layer approximation, equation6.3.6reduces to:

−Rop
∂(wsnCn)

∂z
=
Ekv

Sv

∂

∂z

[
Dv

∂Cn

∂z

]
(6.3.7)

HereRop is the particle Rossby number defined as:Rop =
wsn

f Zr
. Equation6.3.7 in dimensional

form is written as:

−∂(wsnCn)
∂z

=
∂

∂z

[
Dv

∂Cn

∂z

]
(6.3.8)

and in “σ” coordinates:

−∂(wsnCn)
∂σ

=
1
D

∂

∂σ

[
Dv

∂Cn

∂σ

]
(6.3.9)
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6.4 Parametrization of the Reynolds Stresses

The Reynolds stresses and turbulent sediment fluxes that appear in equations6.3.2and6.3.6

are related to the mean flow variables via the eddy viscosity concept (Chapter7). The usual eddy

viscosity formulations are enhanced, as described inGlenn[1987], Glenn and Grant[1987] to in-

clude the effects of sediment stratification. By analogy to the stable thermal stratification approach

in the atmospheric boundary layer (ABL), the vertical Reynolds turbulent stresses and mass fluxes

are parametrized using the following equations:

−w′u′ = Av
∂U

∂z
; −w′v′ = Av

∂V

∂z
; −w′C′n = Dv

∂Cn

∂z
(6.4.1)

hereAv (m2/s) is the eddy viscosity andDv (m2/s) is the eddy mass diffusivity, which are related to

their neutral counterpartsAnv andDnv, respectively, by the following expressions (Glenn and Grant

[1987]):

Av =
Anv

1+ β
z∗

L

and Dv =
Dnv

γ + β
z∗

L

(6.4.2)

where the coefficientsβ andγ, given inBusinger et al.[1971], are equal to:β = 4.7 andγ = 0.74.

The parameterL is the well known Monin-Obukhov length, which is a function of the verti-

cal coordinate and the termz∗/L is the so called stability parameter. The neutral eddy viscosi-

ties/diffusivities are assumed to be a linear functions of the depth, thus:

Anv = Dnv = ku∗z
∗ with: u2

∗ =
τb

ρo
(6.4.3)

The symbolsτb andu∗ represent the shear stress and the shear velocity at the bottom boundary and

k = 0.4 is the von Kármán’s constant.

6.5 Solution for the Current

Because of the different definitions used forAv outside and inside theWCBBL, at the top of

the WCBBLequation6.3.5has two solutions. The continuity of the solution atσ = −1+ δcw/D

requires that the following conditions hold:

u+α + u+stα = u−α + u−stα ; A+v
∂(u+α + u+stα)

∂σ
= A−v

∂(u−α + u−stα)

∂σ
(6.5.1)

where:u+α, u+stα andA+v are the Eulerian velocity, the Stokes drift and the turbulent diffusion coeffi-

cient, respectively, outside theWCBBL. The corresponding variables inside theWCBBLare denoted

asu−α , u−stα andA−v .
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Inside theWCBBL(σ ≤ −1+ δcw/D) the integration of equation6.3.5gives:

Av
∂(uα + ustα)

∂σ
= C1 + (1+ σ − zo

D
)

{
D2

ρo

∂patm

∂xα
+ gD2 ∂ζ

∂xα

}
+ D

σ∫

−1+
zo
D

∂Sαβ
∂xβ

dσ (6.5.2)

whereC1 is the constant of integration of the term in the l.h.s of equation 6.5.2andzo is the bottom

roughness. Integration of equation6.3.5for the region outside theWCBBL(σ ≥ −1+ δcw/D) gives:

Av
∂(uα + ustα)

∂σ
= C2 + (1+ σ − δcw

D
)

{
D2

ρo

∂patm

∂xα
+ gD2 ∂ζ

∂xα

}
+ D

σ∫

−1+
δcw
D

∂Sαβ
∂xβ

dσ (6.5.3)

The constant of integrationC2 can be determined as a function ofC1 by using the condition

expressed by the second of equations6.5.1atσ = −1+ δcw/D:

C2 = C1 +
(δcw − zo

D

) {D2

ρo

∂patm

∂xα
+ gD2 ∂ζ

∂xα

}
+ D

−1+
δcw
D∫

−1+
zo
D

∂Sαβ
∂xβ

dσ (6.5.4)

Considering the slight variations ofSαβ within theWCBBL(Figure5.3), the last term in equation

6.5.4can be approximated as follows:

D

−1+
δcw
D∫

−1+
zo
D

∂Sαβ
∂xβ

dσ ≈ (δcw − zo)
∂Sαβ
∂xβ

∣∣∣∣∣∣
σ=−1

(6.5.5)

and, finally, equation6.5.4takes the form:

C2 = C1 +
(
δcw − zo

) { D
ρo

∂patm

∂xα
+ gD

∂ζ

∂xα︸                  ︷︷                  ︸
(1)

+
∂Sαβ
∂xβ

∣∣∣∣∣∣
σ=−1︸       ︷︷       ︸

(2)

}
(6.5.6)

Term (1) in equation6.5.6represents the barotropic effects on the bottom shear stress, while term

(2) represents the enhancement of the bottom shear stressesdue to the wave growth. Furthermore,

term (2) has no relation to wave induced turbulence in theWCBBLby the interactions of waves with

the bottom sediments.

It is noted that:

C1 = Av
∂(uα + ustα)

∂σ

∣∣∣∣∣
σ=−1
= Av

∂uα
∂σ

∣∣∣∣∣
σ=−1

since Av
∂ustα

∂σ

∣∣∣∣∣
σ=−1
= 0 (6.5.7)
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with the definition:

Av
∂uα
∂σ

∣∣∣∣∣
σ=−1
= D

τbα

ρo
(6.5.8)

whereτbα is theα-th component of the bottom shear stress due to currents only. Because of equation

6.5.8, equation6.5.6is written as:

C2 = D

{
τbα

ρo
+
δcw − zo

D

(
D
ρo

∂patm

∂xα
+ gD

∂ζ

∂xα
+
∂Sαβ
∂xβ

∣∣∣∣∣∣
σ=−1

)}
(6.5.9)

with a conceptual representation:

C2 = Dτ̃bcα = D
(
τbcα + τbpα + τbsα

)
(σ coordinates) (6.5.10)

such that:

|τ̃bc|2 = (τbcα + τbpα + τbsα) (τbcα + τbpα + τbsα) (6.5.11a)

τbcα =
τbα

ρo
(6.5.11b)

τbpα =
δcw − zo

D

( D
ρo

∂patm

∂xα
+ gD

∂ζ

∂xα

)
(6.5.11c)

τbsα =
δcw − zo

D

∂Sαβ
∂xβ

∣∣∣∣∣∣
σ=−1

(6.5.11d)

Hereτbcα is the kinematic stress term describing the portion of the bottom shear stress due to

currents only,τbpα is the kinematic stress term describing the portion of the bottom shear stress due

to the surface barotropic variations andτbsα is the kinematic stress term describing the portion of

the bottom shear stress due to the wave induced momentum by the wind generated surface waves.

Again, this last term represents only the effects due to the wave growth that introduce an extra

momentum flux into the system and it is not related to the turbulence production by the interactions

between the waves and the bottom sediments that take place intheWCBBL. With the information

supplied so far, the two equations that describe the vertical distribution of the Lagrangian velocity

uα + ustα are:

Av
∂(uα + ustα)

∂σ
= C2 + (1+ σ − δcw

D
)

{
D2

ρo

∂patm

∂xα
+ gD2 ∂ζ

∂xα

}
+D

σ∫

−1+
δcw
D

∂Sαβ
∂xβ

dσ;

(σ ≤ −1+
δcw

D
)

(6.5.12)
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and:

Av
∂(uα + ustα)

∂σ
= C2 + (1+ σ − δcw

D
)

{
D2

ρo

∂patm

∂xα
+ gD2 ∂ζ

∂xα

}
+D

σ∫

−1+
δcw
D

∂Sαβ
∂xβ

dσ;

(σ ≥ −1+
δcw

D
)

(6.5.13)

From equations6.5.12and6.5.13it is clear that the formulation of the two equations is identical.

Differences arise in:(a) the range ofσ, and(b) theAv, which is defined slightly differently in the

two regions of theWCBBL. C2 in equation6.5.13is the shear stress that the Lagrangian current

above theWCBBLfeels. It is also the current shear stress that is enhanced bythe production of

turbulence due to wave-sediment interactions within theWCBBL.

6.5.1 Velocity Distribution

Assuming that the diffusion coefficientAv varies linearly with respect to the vertical coordinate,

a close inspection of equation6.5.12shows that the terms to the right of termC2 can be lumped into

Av by slightly redefiningAv. This approach reduces equation6.5.12to:

Av
∂(uα + ustα)

∂σ
= C2 ; (σ ≤ −1+

δcw

D
) (6.5.14)

and recastsWCBBLregion as a constant stress region. This re-formulation implies a modification

in the value ofzo (as it is done inGlenn and Grant[1987]), as well as the re-definition of the bottom

shear stresses. Another approach is to use an effective or displacement heightze, as it is done for

the wave induced surface stresses. From equation6.5.14:

lim
σ+1→ zo

D

[
Av

∂(uα + ustα)
∂σ

]
≈ lim

σ+1→ δcw
D

[
Av

∂(uα + ustα)
∂σ

]
= Av

∂(uα + ustα)
∂σ

∣∣∣∣∣
σ=−1
= C2 (6.5.15)

The second of equations6.5.15satisfies the condition described by the second of equations

6.5.1, while the first and the last equations in6.5.15define the bottom shear stresses as they are

affected by the barometric and wave growth effects. As has been shown (equations6.5.12and

6.5.13) the same vertical distribution forAv ∂(uα + ustα)/∂σ is valid for the regions inside and

outside theWCBBL, as long as the logarithmic layer assumption holds (usuallyconfined by the

extent of the bottom Ekman layerδE ≈ 0.4
(
u∗/ f

)
, or in the case of shallow-water flows by the

water depth).
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The logarithmic portion of theBBL is defined asδl = 0.1δE, while the thickness of the constant

stress layer for current only induced flows (δc) is defined in equation6.6.15and the thickness of the

wave-currentWCBBL(δcw) is defined in equation6.7.14. Recasting equation6.5.13such that the

second of equations6.5.15holds everywhere outside theWCBBLwe have:

Av
∂(uα + ustα)

∂σ
= C2 ; (σ ≥ −1+

δcw

D
) (6.5.16)

The differences between equations6.5.12and6.5.14and6.5.13and6.5.16have been absorbed

in the definition ofAv for the regions inside and outside theWCBBL. Finally, assuming that the bot-

tom kinematic shear stressC2 and the Lagrangian velocityU are co-directional, the two equations

for U inside and outside theWCBBLare:

Av
∂|Uh|
∂σ

= |C2| ; (σ ≤ −1+
δcw

D
) (6.5.17)

Av
∂|Uh|
∂σ

= |C2| ; (σ ≥ −1+
δcw

D
) (6.5.18)

whereAv is defined differently inside and outside theWCBBL, Uh is the horizontal vector of the

Lagrangian velocity defined as|Uh|2 = U2 + V2 and |C2| is the total bottom kinematic shear stress

defined inσ coordinates as:

|C2|2 = D τ̃bcατ̃bcα (6.5.19)

with:

τ̃bcα = τbcα +
δcw − zo

D

[
D
ρo

∂patm

∂xα
+ gD

∂ζ

∂xα

]
+
δcw − zo

D

∂Sαβ
∂xβ

∣∣∣∣∣∣
σ=−1

(6.5.20)

6.6 Bottom Roughness

The roughness heightzo introduced in equation6.5.9is actually an integration constant, defining

the height where the current velocity appears to be equal to zero. The roughness heightzo as a

function of the physical bottom roughnesskb is given by equation2.8.1. SinceC2 is the kinematic

total bottom shear stress, it can be written using the concept of the bottom friction velocity as:

|C2| = Du2
∗ (σ coordinates) (6.6.1)

Assuming thatAv varies linearly in the vertical direction, the following two expressions are

considered here inσ coordinates:

Av = ku∗(1+ σ)D ; Av = ku∗(1+ σ + σe− σo)D (6.6.2)
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The second of equations6.6.2considers the concept of the effective roughness (ze) as intro-

duced byJanssen[2004] to account for the wave induced effects in the surface shear stresses. Inz

coordinates the above two equations are written as:

Av = ku∗(z+ h) ; Av = ku∗(z+ h+ ze − zo) (6.6.3)

Modifications tozo

Introduction of equation6.6.1and the first of equations6.6.2into equation6.5.17and integration

of the resulting equation produces:

|Uh| =
u∗
k

ln
(1+ σ)D

zo
(6.6.4)

wherek = 0.4 is the von Karman’s constant. Retaining the Stokes drift and in the absence of the

barotropic and wave induced stress terms:

|Uh| =
u∗
k

ln
(1+ σ)D

zo
; |Uh| =

u′∗
k

ln
(1+ σ)D

z′o
(6.6.5)

where the first of equations6.6.5implies thatU(zo) = 0 and the second thatU(z′o) = 0. Matching

the velocityU at the top of the constant stress layer (σ = −1+ δcw/D) yields:

z′o = zo

(δcw

zo

)1−ǫ1
; ǫ1 =

u∗
u′∗

(6.6.6)

From equation6.6.6whenǫ1 > 1⇒ zo
′ < zo and whenǫ1 < 1⇒ zo

′ > zo. As is the usual prac-

tice,zo is expressed in terms of the physical bottom roughnesskb, therefore,z′o can be expressed as

a function of a modified physical bottom roughnessk′b. In this formulation and in the presence of

pressure/radiation stress terms, all equations should usez′o instead ofzo.

Effective roughnessze

The diffusion coefficient in this case is assumed to follow the second of equations 6.6.2, where

ze is the effective roughness height according toJanssen. The Lagrangian velocityU still goes to

zero atz= zo above the bottom instead ofz′o. Introducing equation6.6.1and the second of equations

6.6.2into equation6.5.17we obtain:

∂|Uh|
∂σ

=
u′∗
k

1
1+ σ + σe− σo

(6.6.7)

In equation6.6.7u∗ has been replaced byu′∗ to reflect the wave enhanced bottom shear stresses.

Now, the integration of equation6.6.7gives:
σ∫

−1+
zo
D

∂|Uh|
∂σ

dσ =
u′∗
k

σ∫

−1+
zo
D

dσ
1+ σ + σe− σo

=⇒ |Uh| =
u′∗
k

ln
(1+ σ)D + ze− zo

ze
(6.6.8)
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whereze, zo are distances above the bottom andU(zo) = 0. Rearranging gives:

u′∗
k

ln
(1+ σ)D + ze− zo

ze
=

u∗
k

ln
(1+ σ)D

zo
=⇒ zo

ze
≈

ln
(1+ σ)D + ze− zo

ze

ln
(1+ σ)D

zo

=
u∗
u′∗
= ǫ1 (6.6.9)

Near the bottom, equation6.6.9reduces to:

ze =
zo

ǫ1
=

zo
(τbc

τ̃bc

)1/2
(6.6.10)

andze has a form similar to what the displacement heightze assumes at the free surface (see equation

2.5.2) to account for the effects of the surface waves on the wind (Janssen[2004]). Through the

calculation of the auxiliary effective roughnessze (usually an iterative process sinceδcw is not known

a priori), the additional wave terms are introduced in the bottom shear stresses (equations6.6.8and

6.6.9).

Relationship betweenz′o andze

For the velocity at the top of the boundary layer the second ofequations6.6.5gives:

U
∣∣∣∣−1+

δcw
D
=

u′∗
k

ln
δcw

z′o
(6.6.11)

while equation6.6.8gives:

U
∣∣∣∣−1+

δcw
D
=

u′∗
k

ln
δcw + ze− zo

ze
(6.6.12)

Equating the above two expressions:

z′o =
zeδcw

δcw + ze − zo
ze ; ze = z′o

δcw − zo

δcw − z′o
(6.6.13)

and 6.6.13establishes the relationship betweenz′o and ze. It should be noted thatz′o ≤ ze since

ze ≥ zo. If atmospheric pressure variations are included, but waves are not considered in the model

calculations, equation6.5.20assumes the form:

τ̃bcα = τbcα +
δc − zo

D

[ D
ρo

∂patm

∂xα
+ gD

∂ζ

∂xα

]
; α = (1, 2) (6.6.14)

whereδc in this case is defined as the thickness of the bottom constantstress layer (Bedford and

Abdelrhman[1987]):

δc = 0.2 C1/2
D

u∗
f

(6.6.15)

and CD is calculated in reference to a heightzr above the bottom where the flow velocity is known

(usually at the half grid spacing above the bottom). If CD is defined as a function ofze andu∗ = u′∗

then an iterative approach should be used to determine the final value ofδc.
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6.7 WCBBL Induced Turbulence

Thus far, only the effects due to the wave growth and the surface barometric changes have

been included in the formulations. To facilitate the effects of the wave interactions with the bottom

sediments within theWCBBL, as well as the sediment stratification effects, the turbulent diffusion

coefficientAv is formulated, by considering the effective roughness approach, as follows:

Av =
k u∗cw

[
(1+ σ)D + ze− zo

]

1+ β
(1+ σ)D + ze − zo

Lcw

; (σ ≤ −1+
δcw

D
) (6.7.1)

Av =
k u∗c

[
(1+ σ)D + zec − zo

]

1+ β
(1+ σ)D + zec − zo

Lc

; (σ ≥ −1+
δcw

D
) (6.7.2)

where the wave enhanced bottom friction velocityu′∗, is replaced byu∗c the current enhanced bottom

friction velocity, that in the absence of theWCBBLeffects is the friction velocity the “current” feels

throughout the water column.

Furthermore, in anticipation thatze will be modified by the wave induced turbulence inWCBBL,

the displacement length,zec, is introduced in equation6.7.2and replacesze. The friction velocity

u∗cw reflects the maximum of the instantaneous bottom shear stress τbcw experienced within the

WCBBLandLc, Lcw are the Monin-Obukhov lengths for the two regions. Outside theWCBBL u∗cw

is nil. This formulation modifiesu∗c to reflect the additional effects within theWCBBL. Substitution

of the expressions6.7.1and6.7.2into equations6.5.17and6.5.18with |C2| = Du2
∗c gives:

∂|Uh|
∂σ

=
Du2
∗c

k u∗cw

{
1

(1+ σ)D + ze− zo
+

β

Lcw

}
; (σ ≤ −1+

δcw

D
) (6.7.3)

∂|Uh|
∂σ

=
Du2
∗c

k u∗c

{
1

(1+ σ)D + zec − zo
+
β

Lc

}
; (σ ≥ −1+

δcw

D
) (6.7.4)

and the integration of the above equations yields:

|Uh| =
u2
∗c

k u∗cw


ln

(1+ σ)D + ze − zo

ze
+ βD

σ∫

−1+
zo
D

1
Lcw

dσ


; (σ ≤ −1+

δcw

D
) (6.7.5)

|Uh| =
u∗c
k


ln

(1+ σ)D + ze− zo

zec
+ βD

σ∫

−1+
zo
D

1
Lc

dσ


; (σ ≥ −1+

δcw

D
) (6.7.6)
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The parameterzec is the enhanced value ofze due to the wave effects within theWCBBL. It reflects

the bottom shear stresses that the current above theWCBBLactually feels. The above formulations

for ze andzec are consistent in the sense thatU|z=zo = 0.

Following the conclusions inGlenn and Grant[1987] that the sediment stratification effects

within theWCBBLare negligible (1/Lcw ≈ 0), and then matching the velocityU atσ = −1+ δcw/D

(top of theWCBBL) given by equations6.7.5and6.7.6, equation6.7.7is obtained:

zec = (δcw − zo)
A

1− A

A =
(δcw + ze− zo

zo

)−ǫ2
; ǫ2 =

u∗c
u∗cw



(6.7.7)

The relationship betweenzec andzoc in theGlenn and Grant’s approach is given by:

zoc = δcw

(δcw + ze− zo

zo

)−ǫ2
= z′o

(δcw + ze− zo

ze

)1−ǫ2

ǫ2 =
u∗c
u∗cw



(6.7.8)

The maximum bottom friction velocity in theWCBBLdue to waves is given by (Styles and

Glenn[2000] andMellor [2002]) as:

u2
∗wm =

1
2

fcwU2
wb (6.7.9)

where fcw is the friction coefficient andUwb is the maximum (within a wave cycle) bottom orbital

velocity. For monochromatic waves, linear wave theory gives the following expression for the

maximum bottom wave orbital velocityUwb, as related to the bottom wave excursion amplitude

Awb:

Uwb = Awbω with Awb =
a

sinhkD
(6.7.10)

here,ω is the wave radian frequency anda is the surface wave amplitude. The wave bottom orbital

velocity and the excursion amplitude of the spectral waves are given by equations3.4.8. Comparison

of equations6.7.10and3.4.8yields the expression:

Uwb = Awb
˜̊σ (6.7.11)

which is the same expression as the one suggested inMadsen et al.[1988], Mathisen and Madsen

[1999] and used inStyles and Glenn[2002] in their calculation of the bottom roughness. Equation

159



6.7.11slightly modifies the expression inGG87by replacing the wave angular frequency with the

spectrally averaged Doppler shifted frequency (equation3.4.6). In the wave models used here,Uwb

represents the root mean square of the maximum values of the near-bottom orbital velocity.

To avoid the unnecessary iterations of theGG87model and to account for the spectral waves

(Mathisen and Madsen[1999]), the following expressions forfcw are used (Mellor [2002]):

fcw = 0.23
(Awb

kb

)−0.62
;

Awb

kb
≤ 12.5 (6.7.12)

fcw = 0.13
(Awb

kb

)−0.40
;

Awb

kb
> 12.5 (6.7.13)

TheWCBBLthickness is defined in theGG87model as:

δcw = A
ku∗cw
ω

(6.7.14)

where the value of the constantA = 2. Grant and Madsen[1979] state that the value of the constant

A ranges between 1 and 2, but it can be taken equal to 2 as it is done in theGG87model.Madsen and

Salles[1999] in an effort to calculate theWCBBLthickness more precisely, derived the following

alternative analytical expression forA:

A = exp
[
2.96

(Awb

kb

)−0.071
− 1.45

]
(6.7.15)

Using equation6.7.15, the valueA = 2 is obtained forAwb/kb = 100. Mathisen and Madsen

[1996b] showed that using the analytical expression forA instead of a constant value into equation

6.7.14, improved the results of theGM86model for monochromatic waves significantly.Mathisen

and Madsen[1999] considered the same formulation for the constantA in considering spectral

waves and showed equally good comparisons between the modelpredicted and the measured data.

Consequently,Mathisen and Madsen’s recommendation is that equation6.7.15be used for the deter-

mination ofδcw in both monochromatic and spectral waves. Adopting the above recommendation,

M2COPSuses equation6.7.15in its calculations as well.

The friction velocity due to the wave-current interactionsat the bottom of theWCBBLis com-

puted by:

u2
∗cw = CR u2

∗wm (6.7.16)

CR =

{
1+ 2

( u∗c
u∗wm

)2
cosφ +

( u∗c
u∗wm

)4
}1/2

(6.7.17)
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whereφ (0 ≤ φ ≤ 90◦) is the angle between the current and the wave, with thex-axis aligned to

the wave direction at the bottom. Substituting equation6.7.16 into equation6.7.17 and using

ǫ2 = ǫ =
u∗c
u∗cw

the following expression forCR is derived:

(
ǫ4 − 1

)
C2

R+ 2CR ǫ
2 cosφ + 1 = 0 (6.7.18)

Equation6.7.18has the solution:

CR =
ǫ2 cosφ +

√
1− ǫ4 sin2 φ

1− ǫ4
=
ǫ2 cosφ +

√
(1− ǫ4) + (ǫ2 cosφ)2

1− ǫ4
; ǫ < 1 (6.7.19)

where only the root of6.7.18that gives a positiveCR value is used. InM2COPSthe angleφ is

calculated using:

sinφ =
|Uwbyτ̃bcx− Uwbxτ̃bcy|

Uwb|τ̃bc|
; 0 ≤ φ ≤ π

2
(6.7.20)

whereτ̃bcx andτ̃bcy are given by equation6.5.20and|τ̃bc| =
[
(τ̃bcx)2 + (τ̃bcy)2].

The two components of the bottom wave orbital velocity are defined as:

Uwbα = Uwb
kα
k

(6.7.21)

where inM2COPSthe spectrally averaged wavenumber componentskα = k̃α (a wave model output)

are used.

6.8 Effects on Bottom Sediment Concentration Distributions

The solution of equation6.3.9requires the specification of two boundary conditions. The first

is applied at the top of theBBL, where the sediment concentration flux is specified, and the sec-

ond at the bottom of theBBL, where the sediment concentration at a reference height is specified.

Integration of equation6.3.9gives:

Dv
∂Cn

∂σ
+ Dwsn Cn = C1 ; (σ ≥ −1+

δcw

D
) (6.8.1a)

where the constant of integrationC1 is evaluated at the top of the overallBBL (Figure6.1).

The continuity of the sediment concentration flux at the top of the BBL gives (Boudreau and

Jørgensen[2001]):

C1 = D−v
∂C−n
∂σ
+ Dw−sn C−n = D+v

∂C+n
∂σ
+ Dw+sn C+n (6.8.1b)
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The variablesw−sn, C−n andD−v represent the settling velocity, the concentration and themass diffusiv-

ity, respectively, just below the top of theBBL for the sediment particle classn. The corresponding

variables for the region just above the top of theBBL are denoted byw+sn, C+n andD+v , respec-

tively. In shallow waters the heightδc of the bottom boundary layer is usually limited by the water

depth, therefore, in the case that the atmospheric sedimentinputs are nil, the last of equations6.8.1b

reduces to:D+v ∂C+n/∂σ + Dw+sn C+n = 0, that isC1 = 0, and equation6.8.1abecomes:

Dv
∂Cn

∂σ
+ DwsnCn = 0 ; (σ ≥ −1+

δcw

D
) (6.8.2)

In deep waters the height of theBBL is less than the water depth (limited though by the Ek-

man layer heightδE), but significantly exceeds the height of theWCBBL. Because the sediment

concentrations are low at the top of theBBL, the zero sediment flux boundary condition used for

the derivation of equation6.8.2can be adopted in this case as well, without degrading the model’s

accuracy significantly (Boudreau and Jørgensen[2001]).

With the appropriate expression for the mass diffusivity, equation6.8.2is valid both inside and

outside theWCBBL(Glenn and Grant[1987]), that is:

Dv
∂Cn

∂σ
+ DwsnCn = 0 ; (σ ≤ −1+

δcw

D
) (6.8.3)

The turbulent mass diffusivityDv in terms ofze, zec is defined in the two regions of theWCBBL

as:

Dv =
k u∗cw

[
z+ ze− zo

]

γ + β
z+ ze− zo

Lcw

=
k u∗cw

[
(1+ σ)D + ze− zo

]

γ + β
(1+ σ)D + ze− zo

Lcw

; (σ ≤ −1+
δcw

D
) (6.8.4)

Dv =
k u∗c

[
z+ zec − zo

]

γ + β
z+ zec − zo

Lc

=
k u∗c

[
(1+ σ)D + zec − zo

]

γ + β
(1+ σ)D + zec − zo

Lc

; (σ ≥ −1+
δcw

D
) (6.8.5)

Substituting the appropriate expressions forDv into equations6.8.2and6.8.3yields:

∂Cn

∂σ
= −D

wsn Cn

k u∗cw
·
{

γ

(1+ σ)D + ze − zo
+

β

Lcw

}
; (σ ≤ −1+

δcw

D
) (6.8.6)

∂Cn

∂σ
= −D

wsn Cn

k u∗c
·
{

γ

(1+ σ)D + zec − zo
+
β

Lc

}
; (σ ≥ −1+

δcw

D
) (6.8.7)
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where the concentration is known atz= zo, that isCno = Cn(zo) = reference concentration. Integra-

tion of equations6.8.6and6.8.7gives:

Cn = Cno

{
(1+ σ)D + ze− zo

ze

}− γ wsn
k u∗cw

· exp

[
− D βwsn

k u∗cw

σ∫

−1+
zo
D

dσ
Lcw

]
; (σ ≤ −1+

δcw

D
) (6.8.8)

Cn = Cn
(
δcw

) { (1+ σ)D + zec − zo

zec

}− γ wsn
k u∗cw

· exp

[
− D βwsn

k u∗c

σ∫

−1+
zo
D

dσ
Lc

]
; (σ ≥ −1+

δcw

D
) (6.8.9)

whereCno = Cn(zo) is the sediment concentration atσ = −1+ zo/D andCn
(
δcw

)
is the concentration

at the top of theWCBBL(σ = −1+ δcw/D). To determine the relationship betweenCn
(
δcw

)
and

Cn
(
zo

)
, equation6.8.8 is applied atσ = −1+ δcw/D and taking into consideration that 1/Lcw ≈ 0

(Glenn and Grant[1987]), then:

Cn
(
δcw

)
= Cno

{
δcw + ze − zo

ze

}− γ wsn
k u∗cw

(6.8.10)

For a particular sediment class, the suspended load is defined as:

Ssn = |Uh|Cn (6.8.11)

where|Uh| is the total flow velocity at levelσ (or z) andCn = Cn
(
σ
)

is the corresponding sediment

concentration. Equation6.8.11is evaluated at each vertical level (as defined in the hydrodynamic

model) and it can be a source term in the sediment transport equation representing the shoreline

erosion. Whenσ ≤ −1+ δcw/D, equations6.7.5and6.8.8are used in the calculation ofSsn. When

σ ≥ −1+ δcw/D, equations6.7.6and6.8.9are used instead.

6.8.1 Definition of the Stability Parameter

The stratification correction terms appearing in equations6.7.6and6.8.9do not have a known

analytical representation and they are usually evaluated iteratively. However, a simplification of the

equations is possible, if it can be shown that the sediment stratification or strong vertical gradients

within theWCBBLare negligible. TheWCBBLis a highly energetic region of the near-bottom flow

field where mixing is strong relative to the background stratification, especially at its lower portion.

The almost uniform vertical concentration gradients limitthe stratification effects in this region.

Glenn and Grant[1987], using scaling arguments and typical values for the variables, determined
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that the stratification correction termβz∗/L is small (less thanO
(
1
)
) relative to the vertical turbulent

momentum fluxes in theWCBBL. It is noted here that this statement is more likely to be truenear

the bottom and invalid near the top of theWCBBL.

The system of equations described so far is not considered “closed” until an expression for the

stratification correction factor is determined. FollowingGlenn and Grant, the stability parameter

1/Lcw within theWCBBLis set equal to zero and stratification is assumed negligibleinsideWCBBL.

Following Glenn and Grant[1987] andStyles and Glenn[2000], the stability parameter outside the

WCBBLis related to the sediment concentration as follows:

z+ zec − zo

Lc
= −Dnv

u4
∗c

N∑

n=1

g (Spn − 1)Dv
∂Cn

∂z
(6.8.12)

(1+ σ)D + zec − zo

Lc
= −Dnv

u4
∗c

N∑

n=1

1
D

g (Spn − 1)Dv
∂Cn

∂σ
(6.8.13)

where the neutral mass diffusivity (Dnv), defined in equation6.4.3, is modified here to include the

effective roughness concept:Dnv = k u∗c (z+ zec − zo) = k u∗c [(1 +σ)D + zec − zo]. Using equation

6.8.2and equation6.8.13, the expression for 1/Lc, valid in both coordinate systems, is:

1
Lc
=

gk

u3
∗c

N∑

n=1

(Spn − 1)wsn Cn (6.8.14)

Equation6.8.14defines the required vertical profile of the stability parameter 1/Lc for sediment

stratification and it must be determined iteratively.

6.9 Solution Procedure

Calculation of theBBLvariables is complex and the following pseudo-code is applicable to each

case:

Case (1): Currents only

The bottom shear stresses are readily calculated from equations 2.1.19and2.1.20where the

reference elevationzr is taken to be at the first grid point above the bottom where theflow velocity

is known (for the staggered grid used inM2COPS, this is the half grid point above the bottom).

Case (2): Currents plus barotropic effects

(a) Calculateτbcα, α = (1, 2) using equations2.1.19and2.1.20
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(b) Calculateu∗ = τ
1/2
bc ; τ2

bc = τbcατbcα, α = (1, 2) using equation6.5.11b

(c) Calculate the thickness of the boundary layer as:δcw = δc, using equation6.6.15

(d) Calculate ˜τbcα = τbcα + τbpα, α = (1, 2) using equations6.5.11band6.5.11c

(e) Calculateze from equation6.6.10; τ̃2
bc = τ̃bcατ̃bcα, α = (1, 2)

(f) Calculate the new value of CD using: CD = k2[ln (zr + ze− zo)/ze]−2

(g) Calculate the updated value ofu∗ = τ̃
1/2
bc . Repeat steps(c) through(g) until unew

∗ ≈ uold
∗ (within

some tolerance)

(h) The bottom boundary conditions become: ˜τbcx = CD |uh|uα

Case (3): Currents and waves, no sediment stratification

(a) Calculate or obtain from the wave model output all relevant wave parameters:

(1) Obtain the wave bottom orbital velocityUwb

(2) Obtain the spectrally averaged variables:˜̊σ, k̃, k̃α, α = (1, 2)

(3) CalculateAwb = Uwb/ ˜̊σ

(4) Calculate the bottom radiation stress gradients
(
∂Sαβ/∂xβ

)|σ=−1 from the wave model

supplied radiation stressRαβ

(b) Calculatefcw using equations6.7.12and6.7.13

(c) Calculate the maximum bottom wave friction velocityu∗wm from equation6.7.9

(d) Determine the initial value ofu∗c from equations2.1.19and2.1.20

(e) Calculate the angleφ using equation6.7.20

(f) CalculateCR using equation6.7.17

(g) Calculateu2
∗cw using equation6.7.16

(h) Calculateδcw = δcw using equation6.7.14

(i) Calculateze as in case(2) andzec from equation6.7.7

(j) Calculate the updated value ofu∗c from equation6.5.20. Repeat steps(e) through(j) until:

unew
∗c ≈ uold

∗c (within some tolerance). The result gives the wave induced bottom shear stresses

which is exported to hydrodynamic model.
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Case (4): Currents and waves with sediment stratification

This case is only used when the calculation of the vertical distribution of the suspended load

source termsSsn is desired. First perform the calculations for the unstratified field (complete case

(3)) to determine all relevant parameters and then:

(a) From equation6.8.9and with
1
Lc
≈ 0 calculate the initial unstratified concentration profile

(b) Use equation6.8.14to calculate the vertical profile for
1
Lc

(c) CalculateCn for each sediment class using equation6.8.9

(d) Repeat steps(b) and(c) until Lnew
c ≈ Lold

c at each vertical level (within some tolerance)

(e) Use the calculated profile for
1
Lc

and calculate the velocity profile using equation6.7.6

(f) CalculateSsn for each sediment class at each vertical level using equation 6.8.11

(g) Export the results to sediment model.
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CHAPTER 7

TURBULENCE CLOSURE

The solution of the derived turbulent Navier-Stokes and scalar transport equations requires the

determination of the horizontal and vertical viscosities/diffusivities so that the system of the equa-

tions can be closed. One way to approach this problem is by solving these equations in the length

scale of the large eddies and by resolving the subgrid turbulence using appropriate turbulence clo-

sure models. The higher order correlations of the turbulentfluctuating terms are simulated in the

turbulence closure models by using mean flow properties to close the time averaged transport equa-

tions.

M2COPSfollows the above approach and uses a two equationκ-ǫ turbulence closure model that

solves the two differential equations ofκ (turbulent kinetic energy per unit mass) andǫ (dissipation

rate of the turbulent kinetic energy) to determine the turbulent viscosities and diffusivities. Theκ-ǫ

model, parametrized via empirical constants and equations, has been widely used for more than two

decades in successfully predicting the turbulent flows in the case of:(a) 2D and 3D weakly swirling

and recirculating flows,(b) conduit and channel flows, and(c) boundary layer flows near plain wall.

It is known though that theκ-ǫ model has not been equally successful in predicting:(a) strongly

swirling and buoyant flows,(b) boundary layer flows near curved walls, and(c) low Re number

flows.

7.1 Governing Equations of the Turbulence Transport

The transport of the turbulent kinetic energy per unit massκ = 0.5 u′i u
′
i and its viscous dissipa-

tion rateǫ = ν (∂u′i /∂x j + ∂u′j/∂xi)(∂u′i /∂x j) (summation over the repeated indicesi, j = (1, 3)) are

modeled using the eddy viscosity/diffusivity concept (ASCE Task Committee on Turbulence Mod-

els in Hydraulic Computation[1988a,b], Rodi [1994]). The turbulent transport terms resulting from
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the temporal averaging of the Navier-Stokes and scalar transport equations are related to the eddy

viscosities/diffusivities and the mean flow variables as follows (Cheng and Smith[1990]):

∂u′u′

∂x
+
∂u′v′

∂y
+
∂u′w′

∂z
= − ∂

∂x

[
Ah

∂u
∂x

]
− ∂

∂y

[
Ah

∂u
∂y

]
− ∂

∂z

[
Av

∂u
∂z

]
(7.1.1)

∂u′v′

∂x
+
∂v′v′

∂y
+
∂v′w′

∂z
= − ∂

∂x

[
Ah

∂v

∂x

]
− ∂

∂y

[
Ah

∂v

∂y

]
− ∂

∂z

[
Av

∂v

∂z

]
(7.1.2)

∂u′Φ′

∂x
+
∂v′Φ′

∂y
+
∂v′Φ′

∂z
= − ∂

∂x

[
Bh

∂Φ

∂x

]
− ∂

∂y

[
Bh
∂Φ

∂y

]
− ∂

∂z

[
Bv
∂Φ

∂z

]
(7.1.3)

In the case of homogeneous turbulence the vertical coefficientsAv andBv are defined in terms

of κ andǫ, by the following empirical equations (Rodi [1994]):

Av = cµ
κ

2

ǫ

and Bv =
Av

Prt
(7.1.4)

wherePrt is the turbulent Prandtl number. For completely unstratified flows the vertical eddy vis-

cosities and diffusivities are equal. The one dimensional transport equations forκ andǫ as presented

in Burchard and Baumert[1995], Chapman et al.[1996] are:

κ-equation:
∂κ

∂t
=
∂

∂z

[
Av

σκ

∂κ

∂z

]
+ P+G− ǫ (7.1.5)

ǫ-equation:
∂ǫ

∂t
=
∂

∂z

[
Av

σǫ

∂ǫ

∂z

]
+ cǫ1

ǫ

κ

(P+ cǫ3G) − cǫ2
ǫ

2

κ

(7.1.6)

where P represents the production of turbulence due to the interaction of the turbulent stresses

with the vertical gradients of the horizontal mean flow velocities andG represents the buoyancy

production of turbulence. These two terms are defined as (Burchard and Baumert[1995], Chapman

et al.[1996]):

P = −u′αw′
∂ua

∂z
= −u′w′

∂u
∂z
− v′w′ ∂v

∂z
= Av

[(∂u
∂z

)2
+

(∂v
∂z

)2]
; G =

Av

Prt

g

ρo

∂ρ

∂z
(7.1.7)

The values of the constantscµ, cǫ1, cǫ2, and cǫ3 are not model tunable and have been deter-

mined from numerous experimental applications (Rodi [1994]). The constantcǫ3, which multiplies

the buoyancy production term, does not have a universal value, but rather depends upon the flow

conditions. For unstable-stratified conditions (G > 0) is taken close to 1, while for stable-stratified
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flows (G < 0) is taken close to 0. InM2COPSthese constants are used as defined inBurchard and

Baumert[1995]:

σκ = 1.0 , σǫ = 1.3 , cµ = 0.09 , cǫ1 = 1.44 , cǫ2 = 1.92 and cǫ3 = 0 (7.1.8)

Writing the equation of theTKEusing the triple decomposition of the variables (SectionB.1.2),

as it is done inReynolds and Hussain[1972] and Finnigan and Einaudi[1981], the term for the

shear production of theTKE can be approximated as:

P = Pc + Pw = − u′i u
′
j
∂ūi

∂x j
− û′i u

′
j

∂ũi

∂x j
= − u′αw

′ ∂uα
∂z
− û′αw′

L(∂ũα
∂z
+
∂w̃

∂xα

)
(7.1.9)

It has been shown inArdhuin and Jenkins[2006b], that
L

∂ũα
∂z
=

L
∂w̃

∂xα
=

1
2
∂ustα

∂z
(7.1.10)

therefore, equation7.1.9becomes:

P = − u′αw
′ ∂uα
∂z
− u′αw

′ ∂ustα

∂z
= − u′αw

′ ∂Uα
∂z

(7.1.11)

The wave enhanced production termP given by the above equation is now used in place of the

first of equations7.1.7in theκ-ǫ model equations7.1.5and7.1.6. The inclusion of the Stokes shear

production terms in the turbulence model accounts for the additional production of theTKE by the

Langmuir cells (Kantha and Clayson[2004], Carniel et al.[2005]). The complete form ofP is:

P = − u′αw
′ ∂Uα
∂z
= Av

∂uα
∂z

∂Uα
∂z

(7.1.12)

7.1.1 Boundary Conditions

The boundary conditions for equations7.1.5and7.1.6are parametrized using the surface and

bottom shear stresses (Section2.1.3). Assuming local equilibrium for the turbulence (that is, the

turbulence production equals the dissipation of turbulence), the boundary conditions forκ andǫ are

Dirichlet type conditions defined by the following equations (Chapman et al.[1996]):

κ|ζ =
u2
∗ |ζ√
cµ
=
τs/ρo√

cµ
and κ|−h =

u2
∗ |−h√
cµ
=
τb/ρo√

cµ
(7.1.13)

ǫ |ζ =
u3
∗ |ζ

k(∆z/2)
=

(τs/ρo)3/2

k(∆z/2)
and ǫ |−h =

u3
∗ |−h

k(∆z/2)
=

(τb/ρo)3/2

k(∆z/2)
(7.1.14)

169



7.2 Turbulent Prandtl Number

The turbulent Prandtl numberPr is crucial in the calculations performed by theκ-ǫ model,

since an incorrect definition of this number can easily yieldphysically unacceptable results from

the turbulence model and, subsequently, erroneous resultsfrom the hydrodynamic model. Matters

become even more complicated when multiple constituents are modeled.

The originalCH3D model code uses the following definition of the turbulent Prandtl number,

as described inBloss et al.[1988]:

Prt =
(
1+ 3Rig)2

(7.2.1)

therefore, the combination of equations7.2.1and the second of equations7.1.4yields:

Bv =
Av

(
1+ 3Rig)2

(7.2.2)

whereRig is the gradient Richardson’s number defined as:

Rig = − g
ρo

∂ρ

∂z
(∂u
∂z

)2
+

(∂v
∂z

)2
(7.2.3)

The Richardson’s number accounts for the effects of stratification due to resulting vertical den-

sity gradients influenced by the temperature and salinity changes in the flow field. From equation

7.2.2, it is clear that asRig increases,Bv rapidly goes to zero, therefore, implicitly this definitionof

Prt introduces an artificial laminarization of the flow field. A common modeling practice is to define

the critical gradient Richardson number (Rigc ≈ 0.2− 0.25) beyond which the turbulent diffusivities

are set equal to zero (forRig ≥ Ric). Thus, only the molecular effects become active for thisRig
range.

Oceanic measurements ofRig (Large et al.[1994] and Large and Gent[1999]) show that the

Rig values are usually within the range: 0.4 ≤ Rig ≤ 1.0 rarely falling as low as 0.2− 0.25. If

this is the case, then equation7.2.2gives very low values forBv (Bv = 0.16Av for Rig = 0.5 and

Bv = 0.06Av forRig = 1.0), that is, the flow is treated as laminar (turbulence is suppressed by strat-

ification). Close to zero (Rig≪ 0.1) equation7.2.2asymptotically reaches its full active turbulence

status, assuming a well mixed flow field with:Bv ≈ Av. Furthermore, this formulation predicts

unrealistically low values for the flux Richardson numberRif as well, implying that a well mixed

flow regime always exists in the calculations (Figure7.1b).
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The expected values ofRif in oceanic environments are less than 0.25 (Rif ≤ 0.2), (Thorpe

[2005]), a finding that is also reported inShih et al.[2005], Pardyjak et al.[2002] and implicitly in

Large et al.[1994]. The above values forRif imply thatRig > 0.4 (Thorpe[2005]). Therefore, as

stated inZilitinkevich et al.[2008], the concept of a criticalRic number beyond which turbulence is

completely suppressed is not valid, an argument that has also been verified by recent observations

(Zilitinkevich and Esau[2007], Grachev et al.[2007], Peters and Baumert[2007]).

Due to its erratic behavior, the formulation ofBloss et al. was criticized inAbraham[1990]

as being applicable only in well mixed environments, where the locally produced turbulence is

dissipated at the rate at which it is produced, thus limitingits applicability in more general flow

fields. Indeed,Bloss et al.applied their proposedPrt formulation only in estuaries with low density

gradients (Bloss et al.[1988, 1990], Lang et al.[1989]).

Nunes Vaz and Simpson[1994] evaluated seven different parametrizations for the vertical mix-

ing coefficients for momentum and mass, among others the formulationsof Munk and Anderson

[1948], Pacanowski and Philander[1981], Bloss et al.[1988] andMellor and Yamada[1982]. The

authors found that in stably stratified estuarine flows all the parametrizations produced poor results

by under-predicting stratification, although the schemes by Mellor and YamadaandPacanowski and

Philanderproduced the best quantitative fits to the measured data.

The latest research efforts and analyses of observational data reveal that turbulence and mixing

do exist atRig > Ric = 0.2− 0.25 and well beyondRig > 1 (Ivey et al.[2008], Shih et al.[2005],

Pardyjak et al.[2002], van Haren and Howarth[2004], Esau and Grachev[2007] and possibly

others). Consequently, the standard understanding that turbulence is suppressed beyond the critical

Richardson number (0.2-0.25) is not a valid argument.Zilitinkevich et al. [2008] suggests that

to separate the stratified flow regime it is better to replace the terms “turbulent high energetic”

and “laminar” based on the definition of theRic number by the terms “strong mixing” and “weak

mixing” (the latest being the region where molecular effects become the controlling factor), based

on the definition of an intermediate regime, as proposed byShih et al.[2005] whereRif ≈ 0.2.

The above discussion shows the difficulties in the parametrization ofPrt, which is not a function

of theRig only, but asRig increases, it becomes a function of the Reynolds number as well (Shih

et al.[2005]). The objective of this Section is to define an appropriate parametrization forPrt to be

used inM2COPS. To this end the following empirical, semi-empirical or theoretical schemes have

been investigated:
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(a) Munk and Anderson[1948] (henceforthMA):

Prt =

(
1+

10
3
Rig)3/2

(
1+ 10Rig)1/2

(7.2.4)

(b) Pacanowski and Philander[1981] (henceforthPP):

Prt =

(
1+ 5Rig) + 10−2

(
1+ 5Rig)3

1+ 10−2
(
1+ 5Rig)2

+ 10−3
(
1+ 5Rig)3

(7.2.5)

(c) Bloss et al.[1988] (henceforthBL):

Prt =
(
1+ 3Rig)2

(7.2.6)

(d) Mellor and Yamada[1982] (henceforthMY):

Prt =
1

0.725

Rig
Rig+ 0.186−

(
R

2ig− 0.316Rig+ 0.0346
)1/2

(7.2.7)

(e) Nakanishi[2001] (henceforthNK):

Prt =
1

0.774

Rig
Rig+ 0.220−

(
R

2ig− 0.328Rig+ 0.0484
)1/2

(7.2.8)

(f) Schumann and Gerz[1995] (henceforthSG):

Prt = Prn · exp
(
−
Rig

0.25Prn

)
+
Rig
0.25

(7.2.9)

(g) Zilitinkevich and Esau[2007] (henceforthZL):

Prt =
1

1.25

(
1+ 19Rig)2.7

(
1+ 36Rig)1.7

(7.2.10)

(h) LinearZilitinkevich et al.[2008] (henceforthZLL):

Prt = 0.8+ 5Ri (7.2.11)

wherePrt = Av/Bv = Rig/Rif,Av is the vertical eddy viscosity,Bv is the vertical eddy diffusivity,

Rig is the gradient Richardson number andRif is the flux Richardson number defined as:

Rif = − g
ρo

ρ′w′

u′w′
∂u
∂z
+ v′w′

∂v

∂z

(7.2.12)
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All the above parametrizations were obtained by assuming locally stationary and homogeneous

turbulence or an asymptotic approximation of the theoretical equations for steady homogeneous

turbulence (e.g.,Zilitinkevich and Esau). Equations7.2.1to 7.2.11are plotted in7.1and7.2.

From Figure7.1b, it can be seen that bothBL andPPequations give unrealistic results. ThePP

solution predicts infiniteRif for largeRig and thus contradicts the assumption of local equilibrium

of the turbulence (Rif < 1). TheBL parametrization predicts very lowRif numbers at any range of

Rig values. Therefore, both parametrizations have not been considered as good candidates for use

in M2COPS.

The MA equation also predicts unreasonably high values forRif (Rig→ 0.52 for large values

of Ri) and in combination with the conclusions ofNunes Vaz and Simpson, it has been abandoned

as well. The equation ofNakanishi[2001] is actually a modified version of theMY equation where

the values of the coefficients were improved usingLEScalculations, therefore, bothNK andMY are

viewed as a unified approach. Both predict reasonableRif valuesRig→ 0.25 (MY) andRig→ 0.3

(NK) for largeRig values, generally within the acceptable ranges forRif.
As seen from Figures7.1aand 7.1b, SG gives results identical to the ones produced by the

MY type equations, except for the slight differences that appear in the region 10−2 < Rig < 0.293.

The valueRic = 0.293 is a critical value for the gradient Richardson number predicted by theMY

parametrization. All three parametrizations are possiblecandidates for theM2COPSparametriza-

tion of theκ-ǫ model, bearing in mind the conclusions ofNunes Vaz and Simpson[1994] that MY

performs rather poorly in stably stratified flow environments.

From Figure7.2a, it is clear that all equations agree in the region whereRig < 0.1. The dif-

ferences are pronounced in the region 0.1 ≤ Rig ≤ 1, which is considered as the crucial range for

Rig in oceanographic modeling (Large et al.[1994]). In this region theZL type equations seem to

give more reasonable results and not so sharp gradients in the profile (Figure7.2a) for Rif, while for

large values ofRig theZL type equations are bounded by:Rig ≤ 0.2. The linear approximationZLL

equation gives almost the same results as theZL equation, except the very slight differences shown

for the region where 0.1 ≤ Rig ≤ 1.0 (Figure7.2b).

As Rig→ 0, all the equations predict a neutral Prandtl number of about Prn ≈ 0.8. MY gives

Prn = 0.75,NK givesPrn = 0.74≈ 0.75 theZL and theZLL equations givePrn = 0.8. These values

for Prn contradict the common assumption thatPrn ≈ 1.0. However, experimental values for thePrn
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Figure 7.1 Plots of the turbulent Prandtl and the gradient Richardson’s numbers using the equa-
tions of (a) Munk and Anderson (1948),(b) Pacanowski and Philander (1981),(c)
Bloss and Lehfeldt (1988),(d) Mellor and Yamada (1982),(e) Nakanishi (2001) and
(f) Schumann and Gertz (1995).
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Figure 7.2 Comparative plots of the turbulent Prandtl and the gradientRichardson’s numbers us-
ing the equations of(a) Mellor and Yamada (1982),(b) Nakanishi (2001),(c) Zil-
itinkevich (2007),(d) Zilitinkevich (linear) (2008).
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reported in the literature are: 0.7-1.0 (Schumann and Gerz[1995]), Prt = 0.7− 0.9 asRig→ 0 and

Prn ≈ 0.85 (Shih et al.[2005]), 0.5-1.0 (Burchard[2002]), 0.6-1.0 (Grachev et al.[2007]), and

Prn ≈ 0.85 (Churchill [2002]). In view of the above findings the value adopted for the neutral

Prandtl number inM2COPSis Prn = 0.8.

The theory ofZilitinkevich et al.[2007] predicts a value ofPrn = 0.8, while it predictsRif ≈ 0.2

asRig→ ∞, both values fully consistent with the observational findings discussed above. The

results of this theory were compared against a significant amount of observational andLESproduced

datasets from independent sources, and exhibited very goodagreement between the theoretical and

observational results (Esau and Grachev[2007], Zilitinkevich et al.[2008, 2007]). Since the theory

of Zilitinkevich and Esaupredicts results very close to the experimental findings andalso satisfies

the conditions forRif andPrn, it is the one adopted byM2COPSfor thePrt parametrization in the

κ-ǫ turbulence model.

The novel theory ofZilitinkevich and Esau[2007] andZilitinkevich et al. [2008] uses a stress

/flux approach (ASCE Task Committee on Turbulence Models in Hydraulic Computation[1988a,b])

that examines the budget of the turbulent kinetic energy (TKE) and the turbulent potential energy

(TPE). Their equations are written in terms of the total turbulent energy (TTE, main energy budget)

and theTPE (function of the potential temperature) instead of the classical approach that uses the

TKEbudget only. The expression for theRif, for the case of steady homogeneous turbulence, based

on their theory is equation7.2.10and an approximation to this expression is the linear equation

7.2.11. Since the differences between the two equations are small (Figures7.2a and 7.2b), the

linear approximationZLL has been chosen over the initialZL to be used inM2COPSto reduce the

extensive computational load.

7.3 Stratification

Density stratification effects are incorporated inM2COPSby: (a) the calculation of the densityρ

as a function of the temperature (T), the salinity (S), the pressure (p) and the sediment concentration

(C), and(b) the use of an augmented version of the standardκ-ǫ model in which certain terms and

coefficients are defined in terms of the gradient Richardson number.

In the absence of sediment calculations, the water density is calculated asρw = ρw(T, S, p)

using the equation of state. In the presence of sediment in the water, the mixture densityρm is
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calculated using equation2.7.3(Zhou and McCorquodale[1992]). The form of equation2.7.3is

valid for non-adhesive, quartz type sediments, that is, allsediment classes assume the same specific

gravity. If sediments are modeled as having different properties, then equation2.7.3 should be

re-cast as:

ρm = ρw +

ns∑

i=1

Ci

(
1− 1

Spi − 1

)
(7.3.1)

wherens is the total number of sediment classes,Ci is the sediment concentration of the “i-th”

sediment class with a specific gravity of Spi andρw is the water density calculated by the equation

of state.

Theκ-ǫ turbulence model used inM2COPSis an augmented version of the standard version of

the model, such that the buoyancy production or destructiontermG, is calculated using the second

of equations7.1.7and the turbulent Prandtl number is a function of the local gradient Richardson

number defined as:

Rig = − g
ρo

(∂ρ
∂z

)

∂u
∂z
·∂U
∂z
+
∂v

∂z
·∂V
∂z

(7.3.2)

In the absence of waves, equation7.3.2, is the same as equation7.2.3however, in view of the

results of the present work, shear production of turbulenceP will be adjusted to also include the

wave effects. The eddy diffusivities (Bv) are calculated from the eddy viscosities (Av) using a

Richardson number type expression, as described by the second of the equations7.1.4. In M2COPS

equation7.1.4is used only for the temperature and salinity calculations.In the case of sediment

calculations, the mass diffusivities (Dv) are calculated using the empirical formulations ofvan Rijn

(van Rijn[1984a,b, 2007b,c]), as discussed in Section2.8.4.

The formulation of theκ-ǫ model inM2COPSuses theǫ equation7.1.6with its coefficients

defined as in equation7.1.8. While the coefficientscǫ1, cǫ2 andσǫ are well established empirical

constants, thecǫ3 coefficient, as mentioned in Section7.1, does not have a universally accepted con-

stant value. Furthermore,cǫ3 is not a constant, but rather a function of the local conditions affected

by the shear production, the buoyancy production/destruction and the mean flow characteristics. The

cǫ3 term and other issues related to ocean turbulence modeling are currently being addressed within

the framework of the Global Ocean Turbulence Model (GOTM, http://www.gotm.net/). GOTM is

in active development and testing, but specifics like thecǫ3 issue are still remain unresolved.
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Burchard and Baumert[1995], Burchard[2002], Baumert et al.[2000] andPeters and Baumert

[2007], using the usual assumption of the local equilibrium of turbulence (stationarity and homo-

geneity), derived a value forcǫ3 = −1.4. In Burchard and Baumert[1995], the authors derived this

value from the condition that for theκ-ǫ model to reach steady state, the conditioncǫ3 < 0 be sat-

isfied. Using the best fit approach, between modeled and measured data, it was concluded that the

value cǫ3 = −1.4 should be used in the standardκ-ǫ model. This result contradicts the accepted

values 0≤ cǫ3 ≤ −1.4 (Rodi [1994], ASCE Task Committee on Turbulence Models in Hydraulic

Computation[1988a,b]) used routinely in theκ-ǫ turbulence models today.

Following the suggestions ofBurchard[2002], Peters and Baumert[2007] andBurchard[2001],

van Rijn [2007b] examined the effects of sediment stratification using a value ofcǫ3 = −1.4. He

found that by using this value forcǫ3 in the ǫ equation, the calculated results for the flow velocity

and concentration profiles exhibit better agreement with the measured data.Van Rijn suggests

the use ofcǫ3 = −1.4 in theκ-ǫ turbulence model to account for the sediment stratificationeffects.

Setting aside the limited data set used for the comparisons,Figures 13a and 13b invan Rijn[2007b]

show a good agreement for the concentration profile within the limits of the bottom boundary layer

(∼ 10 cm) and a fair to poor agreement in the region above the bottom boundary layer. The velocity

profile in Figure 13b shows a fair to poor agreement with the measured data throughout the water

column (with the best agreement reported at locations away from the bottom).

To further complicate matters,Baumert et al.[2000] states that standardκ-ǫ models augmented

to account for stratification effects and using a value ofcǫ3 < 0, perform reasonably well only in the

case ofRig≪ 0.25 (weak stable stratification). As theRig increases, theκ-ǫ model results (with

cǫ3 < 0) exhibit strong deviations from the measured data. In the same paper, they suggest the use

of yet another value forcǫ3, that is:cǫ3 ≈ 1/cǫ1.

The work ofBurchard and Baumert[1995], Baumert and Peters[2000] presents an advanced

version of theκ-ǫ model that uses stress/flux algebraic formulations (see alsoASCE Task Committee

on Turbulence Models in Hydraulic Computation[1988a,b]) to derive an expression forcǫ3. This

latest effort is the one actually implemented inGOTMand it is fully documented inBurchard[2002],

but although it sounds promising, it is still in the development stage. In this advanced version of

the κ-ǫ model, theG term is basically defined as the product of a functional form of cǫ3 with the

buoyancy gradient. The functioncǫ3 is related to the local conditions viaRig representations, similar
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to the representations that define the turbulent Prandtl number. The essence of all the above efforts

in definingcǫ3 (and also the turbulent Prandtl number) is the concept of a critical Ric above of which

turbulence is completely suppressed by buoyancy.

Large et al.[1994] and Large and Gent[1999] in their analysis of the mixing processes at the

boundaries and the interior of the ocean state that according to oceanic field measurements, theRig
values rarely fall as low as the criticalRic value; most often being in the range of 0.4-1.0. It is also

shown inIvey et al.[2008] that mixing in the ocean is still present beyond theRic value, as turbulent

fluxes sustained by winds, waves and the local topography.

The brief analysis/discussion presented so far is not directed towards the incorporation of a

new turbulence model inM2COPS, but it is rather intended for the identification of possibleerror

sources due to problematic turbulence formulations in theκ-ǫ model used. The inconclusive results

about thecǫ3 issue presented in the literature prohibits the use of any suggestedcǫ3 formulations,

until universally accepted values are in place. InM2COPSonly stably stratified flows are modeled

as usually done in marine hydrodynamic calculations, thus avalue ofcǫ3 = 0 is used. For stably

stratified calculationsG < 0 it is assumed that∂ρ/∂z< 0, that is the fluid density increases with

depth. There will be limited regions whereG > 0, especially in the presence of sediments. In those

regions the flow is treated as neutrally stratified and the turbulent Prandtl number assumes its neutral

value.

7.3.1 Relative Effects of Stratification

As described in the previous Section, the calculations in a density stratified flow field are affected

by the same scalars, temperature (T), salinity (S), pressure (p) and sediment concentration (C) that

contribute to the evolution of the density field. The relevant contribution of each scalar to the

stratification can be determined by using the equation of state in combination with equation2.7.3.

Equation2.7.3gives:

− 1
ρo

∂ρm

∂z
= − 1
ρo

∂ρ

∂z
− 1
ρo

(
1− 1

Sp − 1

) ∂C
∂z

(7.3.3)

where in the absence of sediments:ρm = ρ. The term∂ρ/∂z (< 0) is calculated from the equation

of state, whenρ = ρ(T,S, p):

− 1
ρo

∂ρ

∂z
= − 1
ρo

∂ρ

∂T
∂T
∂z
− 1
ρo

∂ρ

∂S
∂S
∂z
− 1
ρo

∂ρ

∂p
∂p
∂z

(7.3.4)

179



with:

α = − 1
ρo

( ∂ρ
∂T

)
S,p

; β =
1
ρo

( ∂ρ
∂S

)
T,p

; K = − 1
ρo

(∂ρ
∂p

)
T,S

(7.3.5)

whereα is the thermal expansion coefficient, β is the salinity contraction coefficient andK is the

isothermal compressibility coefficient (bulk modulus). Defining the scalar (Φ) related buoyancy

frequency as:

N2
Φ = −

g
ρo

∂ρ

∂Φ

∂Φ

∂z
(7.3.6)

The combination of equations7.3.3and7.3.4gives:

N2
ρ = N2

T + N2
S + N2

p + N2
C (7.3.7)

where:

N2
ρ = −

g
ρo

∂ρ

∂z
; N2

T = αg
∂T
∂z

; N2
S = −βg

∂S
∂z

; N2
p = −Kg

∂p
∂z

; N2
C = −

g
ρo

(
1− 1

Sp − 1

) ∂C
∂z

(7.3.8)

and in terms of the gradient Richardson’s number:

Rigρ = RigT + RigS + Rigp+ RigC (7.3.9)

Equations7.3.7or 7.3.9, break the vertical buoyancy profile in its four contributing components,

thus helping in the identification of regions where stratification is controlled by one or another

component or from a combination of individual contributions.

7.4 Oscillatory Surface Boundary Layer

The surface boundary layer is a thin (compared to the water depth) region below the free surface

with a similar vertical structure as the bottom boundary layer. In the presence of surface waves,

three regions comprise the wave affected surface region (Benilov and Ly[2002], Craig and Banner

[1994]): (a) a wave-turbulent viscous layer where the production of turbulent energy due to the

wave breaking exceeds the mean shear production,(b) a wave-turbulent diffusion layer where the

wave motion effects are small, but still the turbulent diffusion exceeds the mean shear production,

and(c) a logarithmic turbulent layer where the laws of wall turbulence are valid and the turbulent

characteristics are controlled by the wave breaking and thedynamics in the overlying wave-turbulent

layers. The above three layers comprise the upper part of thesurface Ekman layer, a region defined

as the constant stress layer. In this region, it is assumed that the mean current exhibits quasi-steady
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characteristics that complement the constant stress law, thus allowing an analysis similar to the one

for the wave-current bottom boundary layer.

The boundary layer equation6.3.5is valid for the area immediately below the free surface and

strictly speaking is evaluated at the bottom of the viscous surface layer (Ardhuin et al.[2008b]).

To determine the constant surface stress that the mean flow feels, equation6.3.5is integrated in the

interval (zos, δs), wherezos is the roughness height for the water side at the free surfaceandδs is the

distance from the free surface to approximately the beginning of the surface turbulent logarithmic

sublayer. Both parameterszos andδs do not have established analytical expressions and are usually

determined empirically, thus introducing additional uncertainty in the model calculations. Later in

this Section a method of determiningzos is presented, but the calculation ofδs is not well defined.

Scaling arguments (Benilov and Ly[2002], Shen et al.[2000], Soloviev and Lukas[2003], Craig

and Banner[1994], Wüest and Lorke[2003]) classifyδs as a length ofO
(
10 cm

)
. In the subsequent

derivationsδs is regarded as the thickness of the surface thin layer where viscous and turbulent

diffusion effects are important.

Integrating equation6.3.5over the vertical distanceδs we obtain:

Av
∂Uα
∂σ

︸   ︷︷   ︸
(1)

= Av
∂Uα
∂σ

∣∣∣∣∣
σ=−zos/D≈0

︸                  ︷︷                  ︸
(2)

−
−zos/D∫

−δs/D

(D2

ρo

∂patm

∂xα
+ gD2 ∂ζ

∂xα

)
dσ

︸                                ︷︷                                ︸
(3)

−D

−zos/D∫

−δs/D

∂Sαβ

∂xβ
dσ

︸           ︷︷           ︸
(4)

(7.4.1)

where term (1) is evaluated at the distanceδs below the free surface, term (2) is evaluated almost

at the free surface, while the remaining terms represent theintegral effects in the interval (zos, δs),

of their respective parameters. The individual terms in ther.h.s of equation7.4.1are evaluated as

follows:

(2) : Av
∂Uα
∂σ

∣∣∣∣∣
σ≈0
= Av

∂uα
∂σ

∣∣∣∣∣
σ=−zos/D≈0︸                  ︷︷                  ︸

Eulerian part

+ Av
∂ustα

∂σ

∣∣∣∣∣
σ=−zos/D≈0︸                   ︷︷                   ︸

Stokes part

(7.4.2a)

The Stokes part in equation7.4.2ais actually the termνw ∂ustα/∂σ
∣∣∣
σ≈0 (νw is the water viscosity)

that represents the viscous wave energy dissipation and hasbeen lumped into the Reynolds flux term

Av ∂Uα/∂σ. Therefore:

Av
∂ustα

∂σ

∣∣∣∣∣
σ≈0
≈ νw

∂ustα

∂σ

∣∣∣∣∣
σ≈0
= νw

(
2kD

)2Ustα
sinh 2kD(1+ σ)

sinh 2kD

∣∣∣∣∣
σ≈0
= νw

(
2kD

)2 Ustα (7.4.2b)
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The Eulerian part in equation7.4.2ais:

Av
∂uα
∂σ

∣∣∣∣∣
σ≈0
= D

τca

ρo
= Du2

∗α (7.4.2c)

whereu∗ represents the friction velocity at the water side of the free surface interface. Putting all

these together, term (2) is written as:

(2) : Av
∂Uα
∂σ

∣∣∣∣∣
σ≈0
= D

τca

ρo
+ νw

(
2kD

)2 Ustα (7.4.2d)

(3) :

−zos/D∫

−δs/D

(D2

ρo

∂patm

∂xα
+ gD2 ∂ζ

∂xα

)
dσ =

(D2

ρo

∂patm

∂xα
+ gD2 ∂ζ

∂xα

)−zos/D∫

−δs/D

dσ

= (δs − zos)
( D
ρo

∂patm

∂xα
+ gD

∂ζ

∂xα

)
(7.4.3)

and term (4) is evaluated as:

(4) : D

−zos/D∫

−δs/D

∂Sαβ

∂xβ
dσ ≈ (δs − zos)

∂Sαβ

∂xβ

∣∣∣∣∣∣
σ≈0

(7.4.4)

The combination of equations7.4.1, 7.4.2d, 7.4.3and7.4.4gives:

Av
∂Uα
∂σ
= D

τca

ρo︸︷︷︸
(1)

+

{
νw

(
2kD

)2 Ustα − (δs − zos)
∂Sαβ

∂xβ

∣∣∣∣∣∣
σ≈0

}

︸                                               ︷︷                                               ︸
(2)

−
{

(δs − zos)
( D
ρo

∂patm

∂xα
+ gD

∂ζ

∂xα

)}

︸                                      ︷︷                                      ︸
(3)

(7.4.5)

where the r.h.s of equation7.4.5represents the wave induced constant total shear stress that also

accounts for the possible variations of the atmospheric pressure. In equation7.4.5, term (1) rep-

resents the direct wind input into the mean current that is calculated using the drag law, term (2)

represents the wind input to the waves for the maintenance oftheir growth, and term (3) represents

the contributions of the surface barometric terms. Assuming that near the surface, winds, currents

and waves are co-linear and co-directional, sharing the direction of the generating winds, equation

7.4.5can be written in terms of the total Lagrangian velocity as:

Av
∂U

∂σ
= D

τca

ρo︸︷︷︸
(1)

+
{
νw

(
2kD

)2 Ust− (δs − zos)SR

}

︸                                  ︷︷                                  ︸
(2)

− (δs − zos)PB

︸        ︷︷        ︸
(3)

(7.4.6)
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where Ust is the vertically averaged Stokes drift velocity and:

SR = SR|σ≈0 =

[(∂Sxx

∂x
+
∂Sxy

∂y

)2
+

(∂Syx

∂x
+
∂Syy

∂y

)2
]1/2

(7.4.7a)

PB =

[( D
ρo

∂patm

∂x
+ gD

∂ζ

∂x

)2
+

( D
ρo

∂patm

∂y
+ gD

∂ζ

∂y

)2
]1/2

(7.4.7b)

Assuming small spatial variations ofPA andζ and taking into consideration the smallness of the

term (δs − zos), the term (δs − zos)PB in equation7.4.6can be neglected. Consistency requires that

the similar terms in the bottom boundary layer formulation to be neglected as well. It is noted here

that the atmospheric pressure gradients are still retainedin the momentum equations. Using the def-

inition of the kinematic stress (stress divided by the fluid density), equation7.4.6can conceptually

be written as:

τtot = τc + τw (7.4.8)

whereτtot is the total shear stress at the free surface,τc represents term (1) in equation7.4.6and

τw represents term (2). The stressτtot is the shear stress that the mean flow feels near the free

surface (a similar situation as with the bottom stresses) and it is the stress used for the definition of

the boundary conditions in the momentum equations for a waveinduced mean flow field. The wave

induced stressτw is a complicated construct (equation7.4.6), but it is evaluated using the expression

derived byJanssen[2004] (see alsoJanssen[2008]):

~τw = ρw

2π∫

0

∞∫

0

β
ρair

ρw

(u#

cp

)2 max
[
0, cos

(
θ − θW

)]2
E(σ̊, θ) σ̊2

~k
k

dσ̊dθW (7.4.9)

whereρair andρw are the densities of the air and the water, respectively,β is the Miles constant

(Miles [1957]), u# is the friction velocity at the air side of the free surface and cp is the wave phase

speed.

7.4.1 Wave Breaking

Waves break and they more often do so in shallow waters due to the bottom topography varia-

tions. In deep waters waves also break, a phenomenon known aswhite capping, and in both cases

the breaking waves inject turbulent kinetic energy into themean flow. As noted inCraig [2005],

breaking waves act as a source of turbulent kinetic energy atthe free surface and the phenomenon is
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modeled by modifying of the turbulence closure model (Craig[2005], Mellor and Blumberg[2004],

Craig and Banner[1994], Craig[1996], Benilov and Ly[2002], Jones and Monismith[2008]).

The modifications of theκ-ǫ turbulence model, used inM2COPS, to account for the effects

of wave breaking follow the work ofCraig and Banner[1994] and Craig [1996], as outlined in

Burchard[2001]. In M2COPS, the κ-ǫ model uses surface boundary conditions forκ and ǫ as

defined by the first of equations7.1.13and the first of equations7.1.14respectively. The friction

velocityu∗ already accounts for the effects due to the wave growth and it is calculated from the total

surface shear stress (equation7.4.8). Burchard[2001] used the results ofCraig and Banner[1994]

andCraig[1996] to calculate the steady state solutions forκ andǫ as follows:

κ =
u2
∗√
cµ

[
1+ γ αcb c1/4

µ

(3σκ
2

)1/2(z′ + zos

zos

)−m
]2/3

(7.4.10)

ǫ =
u3
∗

k (z′ + zos)

[
1+ γ αcb c1/4

µ

(3σκ
2

)1/2(z′ + zos

zos

)−m
]

(7.4.11)

m2 =
3
2

c1/2
µ σκ

k2
(7.4.12)

wherek = 0.41 is the von Kármán constant andcµ, σκ are the usualκ-ǫ model parameters. The

coefficientγ in equations7.4.10and7.4.11is assigned a value of 0, if wave breaking is not modeled

and a value of 1 otherwise. The elevationz′ + zos below the free surface is assigned the value:

z′ + zos = ∆z/2, as in equation7.1.14, while the roughness heightzos is calculated by the Charnock

type equation (Mellor and Blumberg[2004]):

zos = max
(0.14ν

u#
, αch

u2
#

g

)
; αch = 0.45

u#

cp
(7.4.13)

whereu# = (τ/ρair)1/2 andcp is the wave phase speed. The coefficientαcb in equations7.4.10and

7.4.11is calculated (Mellor and Blumberg[2004]) as a curve fit of the observation data inTerray

et al.[1996]:

αcb = 15
cp

u#
exp

[
−

(
0.04

cp

u#

)4]
(7.4.14)

In Burchard[2001], is stated that in addition to the above modifications, the termcǫ3 needs to

be modified as well, otherwise theκ-ǫ model will produce inaccurate results related to the wave

breaking. The analytical expression forcǫ3 is difficult to be derived in the presence of both wave

breaking and shear production and the suggestion inBurchard[2001] is to use the linear fit forcǫ3
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shown in his Figure 1. ForP/ǫ = 0,σǫ = 1.111, and forP/ǫ = 1 it isσǫ = 2.4, therefore, the linear

fit gives:

σǫ = 1.289
P
ǫ

+ 1.111 (7.4.15)

where:
ǫ

P
= 1+ γ αcb c1/4

µ

(3σκ
2

)1/2(z′ + zos

zos

)−m
(7.4.16)

7.5 Alternative Representation of theWCBBL

As discussed in Chapter6 the effects of the waves near the bed can be divided into:(a) effects

due to the wave growth expressed in the form of the bottom waveradiation stresses, and(b) effects

due to the interaction of the waves with the bottom sedimentsin the region within the wave-current

bottom boundary layer. If these effects are not resolved within the hydrodynamic model, then a

wave-current bottom boundary layer model should be used to describe them. TheWCBBLmodel

calculateszo, ze andzec and exports these parameters in the hydrodynamic model for the calculation

of the wave enhanced bottom shear stresses. This approach requires the calculation of the thickness

of theWCBBLand the matching of the flow velocities above and inside theWCBBLat z= δcw.

Mellor [2002] proposed an alternative approach that actually resolves these effects within the

hydrodynamic model by introducing an additional production term in the turbulence model that

possibly eliminates a significant overhead in the calculations performed by theWCBBLmodel.

It should be noted here that this approach takes care of only the effects due to the wave-bottom

interaction in theWCBBLand not the effects due to the wave growth (radiation stresses).

The effects due to the wave growth are easily included, as they can belumped into the bottom

shear stresses, as long asδcw is known and subsequently introduced into the hydrodynamicand tur-

bulence model through their respective bottom boundary conditions. The thicknessδcw is calculated

using equations6.7.14and6.7.15as before, and the wave induced shear stresses at the bottom are

calculated using equations6.7.16and6.7.17.

The bottom physical roughnesskb is still calculated using the methods presented in Section

2.8.1, while the current induced bottom shear stress is calculated using the drag law:

u∗ = |Uh|r
k

ln (
zr

zo
)

; r = reference location (7.5.1)
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Finally, the angle between the “current” and the “wave” is calculated using equation6.7.20.

Therefore, all the parameters required for the calculationof the enhanced bottom shear stresses due

to the wave growth are known and the calculation steps are outlined in Chapter6.

The remaining part includes the effects due to the wave-bottom interactions that introduce addi-

tional turbulence into the main flow. Here is used the approach described inMellor [2002], which

is based upon a turbulence production termPwb defined as:

(Pwb

A2
wb

)1/3
= ˜̊σ Fφ Fz′ (7.5.2a)

Pwb =
˜̊σ

3
A2

wb F3
φ F3

z′ (7.5.2b)

Fφ = 1.22+ 0.22 cos 2φ (7.5.3)

Fz′ ≥ 0 ; Fz′ = α0 + α1 ln (
z′

Awb
) + α2 ln2 (

z′

Awb
) (7.5.4)

α0 = −0.0488− 0.0102Azo (7.5.5a)

α1 = 0.02917− 0.00253Azo (7.5.5b)

α2 = 0.01703+ 0.00273Azo (7.5.5c)

Azo = 1.125
[
log10

( zo

Awb

)
+ 5

]
+ 0.125

[
log10

( zo

Awb

)
+ 5

]4
(7.5.5d)

wherez′ represents the verticalzcoordinate referenced relative to the bottom (z′ = 0 at the bottom),

Awb is the bottom wave excursion amplitude (a wave model output parameter) andzo is the bottom

roughness height determined by the methods described earlier. To be consistent with theM2COPS

coordinate system (z= 0 at the mean water level),z′ = 0 is replaced in equations7.5.2athrough

7.5.6by z′ → z+ h while, inσ coordinatesz′ is replaced by:z′ → (1+ σ)D.

It is noted that the expressions7.5.2a, 7.5.3and7.5.4were derived under “wave” only condi-

tions. The overall goal is to replace theWCBBLmodel in the hydrodynamic model by a simple
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modification of the turbulence model. The suggestion is thatthe shear production term in the turbu-

lence model be modified as:

P = Av
∂uα
∂z

∂Uα
∂z
+ Pwb (7.5.6)

RepresentingPwb as:A∗v (∂uα/∂z)(∂Uα/∂z), the terms in the r.h.s in equation7.5.6can be com-

bined together through the modified eddy viscosityA′v = Av +A∗v, whereA∗v is used to model the

wave-bottom interactions in theWCBBLand the final modified eddy viscosityA′v is used to rep-

resent all the shear turbulence production in the water column. Using equation7.5.2bPwb can be

written as:

Pwb = A∗v
∂uα
∂z

∂Uα
∂z
= ˜̊σ

3
A2

wb F3
φ F3

z′ (7.5.7)

and assuming that near the bottom the direction of the current is independent of the depth, equation

7.5.7gives:

A∗v
∂|uh|
∂z

∂|Uh|
∂z
= ˜̊σ

3
A2

wb F3
φ F3

z′ (7.5.8)

Evaluation of7.5.8near the bottom, with lim
z→zo
A∗v (∂|uh|/∂z) = u2

∗cw equation7.5.8gives:

u2
∗cw

∂|Uh|
∂z
= ˜̊σ

3
A2

wb F3
φ F3

z′ (7.5.9a)

and integration of7.5.9agives:

u2
∗cw

z∫

zo

∂|Uh| = ˜̊σ
3
A2

wb F3
φ

z∫

zo

F3
z′ dz ; |Uh|z=zo

= 0 =⇒ u2
∗cw|Uh| = ˜̊σ

3
A2

wb F3
φ

z∫

zo

F3
z′ dz (7.5.9b)

As in WCBBLmodel, near the bottom, we apply equation6.7.5(without stratification), there-

fore:

|Uh| =
u2
∗c

k u∗cw
ln

( z′

zo

)
=⇒ u∗cw =

u2
∗c

k |Uh|
ln

( z′

zo

)
(7.5.9c)

Combination of equations7.5.9band7.5.9cyields:

u2
∗c =

k |Uh|1/2
ln (z′/zo)

˜̊σ
3/2

Awb F3/2
φ

[ z∫

zo

F3
z′ dz

]1/2
(7.5.10)

where ˜̊σ, Awb are wave model output parameters,z′ = zr is defined as the location where the flow

velocity is matched and|u| is the flow velocity atz′ = zr . Usuallyzr is taken as the half grid point

above the bottom. Equation7.5.10defines a modified bottom friction velocity enhanced by the

wave-bottom interactions within theWCBBL. Combination of equations7.5.9cand7.5.10produces:

u∗cw = |Uh|−1/2 ˜̊σ
3/2

Awb F3/2
φ

[ z∫

zo

F3
z′ dz

]1/2
(7.5.11)
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and this equation gives the contribution of theWCBBLproduced turbulence in the bottom friction

velocity. Equation7.5.10is used as a boundary condition in both the turbulence model and in the

hydrodynamic model. To include the effects due to the wave growth and/or barometric variations,

equation7.5.10should be modified such that:z′/zo→ (z′ + ze− zo)/ze, whereze is calculated as

in Chapter6. In principle, the integral in equations7.5.10and7.5.11should be evaluated in the

interval (zo, δcw), whereδcw is the thickness of theWCBBL. The flow velocity is still matched at the

top of theWCBBLand it is approximated as the velocity atz′ = zr .

Now, let Iz′ represent the integral term in equation7.5.11. First, Iz′ should be evaluated nu-

merically, since the exact integration produces a very complicated term. Second,δcw should be

determined by an iterative process afterIz′ is evaluated atz′ = δcw. This process is very compli-

cated however, an approximate value forIz′ (z′ = δcw) can be calculated from the equation given in

(Mellor [2002]) for the wave energy dissipationDb due to the bottom sediments in theWCBBL:

Db =
˜̊σU2

wb

δcw∫

zo

F3
z dz≈ 0.029·2log10 (zo/Awb) (7.5.12)

Using the valueIz′ (z′ = δcw) from equation7.5.12, u∗c andu∗cw can be easily computed from

equations7.5.10and 7.5.11, respectively. The thicknessδcw of the WCBBL is still determined

iteratively, as described in Section6.9using equation6.7.14.

While Mellor’s approach introduces a degree of complexity in the calculations similar to the

WCBBLmodel described in Chapter6, it has the advantage of not requiring the exact matching

of the flow velocities at the top of theWCBBL. This is a very important consequence since the

commonly used practice in the application of theWCBBLformulation is to match the flow velocities

at the half grid point above the bottom. Depending upon the total depth of the flow field, the vertical

grid size and the vertical coordinate transformation used,the half grid point might be further away

from the top of theWCBBL(in deeper waters), or it might be within theWCBBL(in shallower

water). Despite the fact that the functionsFφ andFz still do not have a universally accepted form,

Mellor’s WCBBLapproach is implemented inM2COPSas an option so that this alternativeWCBBL

formulation can be closer investigated. Upon successful evaluation, it is expected to replace the

currently usedWCBBLmodel.
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CHAPTER 8

FIELD DATA

The development of the newly enhanced prediction system, aswell as the analysis of the model

results requires that three levels of data need to be considered: (a) input data for the model forcing

and the free surface boundary conditions,(b) data to be used for the internal model calculations

during the initial and intermediate computational stages (e.g., initialization of the wave field pa-

rameters, suspended and bottom sediment calculations, heat flux calculations), and(c) data for the

validation of the model results during specified skill tests.

8.1 Meteorological Data

The principal source of the meteorological data is the Marine Observation System (MAROBS,

http://coastwatch.glerl.noaa.gov/marobs/). The dataset used here was obtained from the Great Lakes

Forecasting SystemMAROBSdatabase and consists of more than a decade of archived data.Eleven

years (1991 to 2001) of meteorological records were used to examine long term or recurring patterns

in the weather data and to extract long term mean values of parameters such as the barometric

pressure.

The MAROBSdata contain values for:(a) the wind (speed and direction),(b) the ambient air

and dew point temperatures and cloud cover (used for the calculation of the surface heat fluxes),

and(c) the barometric pressure (directly incorporated into the model calculations). Details for the

format of the data and the location of the various weather stations can be found athttp://coastwatch.

glerl.noaa.gov/marobs/, while the more specific technical information can be found in the Federal

Meteorological Handbook No. 1 (FMH 1 [2005]).

The MAROBSdata are reported at stations scattered all over the Great Lakes (as shown in

Figure8.1 for Lake Michigan), with a reporting frequency up to five times per hour. The data can
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be acquired every hour, as hourly averaged values, and subsequently be decoded to produce the field

of the meteorological parameters. During this stage, the data are adjusted (where applicable) to:(a)

include the effects of the stability of theABL and account for the transition from land to water, and

(b) a common reference height of 10 m above the mean water level.

Data gaps, due to the fact that not all the weather stations report data continuously, are filled

using a simple linear interpolation in time with a variable interpolation window width of up to three

days. The next step requires the production of model compatible, gridded meteorological fields

therefore, the data are spatially interpolated on the 2x2 km Lake Michigan grid to produce these

fields. Here the natural neighbor interpolation technique (Watson[1992]), as implemented in the

natural neighbor algorithms bySambridge et al.[1995] (see Section10.5.1), is used to create the

spatial interpolation.
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Figure 8.1 MAROBS, NOAA-COOPSstations and bottom sediment sampling locations.
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8.1.1 Wind Field

TheMAROBSwind observations are reported as wind speed and direction pairs where the wind

speed is in knots (1 kn= 0.514444 m/s) and the wind direction is defined as the direction (measured

clockwise from the true North) the wind is blowing from. The wind speeds considered here range

from calm (0− 1 m/s) to violent storms (30 m/s), according to the Beaufort scale shown in Table

8.1(WMO-No. 702[1998]), although a minimum wind speed of 0.01 m/s is imposed to the data.

Beaufort Descriptive Equivalent Intervals
number term wind speed

m/s m/s kn

0 Calm 0.8 0−1 0−2
1 Light air 2.0 2 3−5
2 Light breeze 3.6 3−4 6−8
3 Gentle breeze 5.6 5−6 9−12
4 Moderate breeze 7.8 7−9 13−16
5 Fresh breeze 10.2 9−11 17−21
6 Strong breeze 12.6 12−14 22−26
7 Near gale 15.1 14−16 27−31
8 Gale 17.8 17−19 32−37
9 Strong gale 20.8 19−22 38−43

10 Storm 24.2 23−26 44−50
11 Violent storm 28.0 26−30 51−57
12 Hurricane 31− 58−

Table 8.1 Beaufort wind scale.

The wind observations are modified to account for the land to water transition (wind speeds are

generally lower over land), as referenced inSchwab and Morton[1984], Liu and Schwab[1987]

andCEM II [2006], using the following equations (Schwab[1978]):

UW = UL·
(
1.2+

1.85
UL

)
·
1.0−

∆T
|∆T |

(
|∆T |
1920

)1/3 (8.1.1)

∆θ = (1.25− 1.5∆T) − UW·(0.38− 0.03∆T) (8.1.2)

whereUL andUW represent the over-land and over-water wind speeds (m/s), respectively,∆T =

Tair −Tw is the air-water temperature difference (oC) and∆θ is the angle between the over-land and

the over-water winds (deg, measured clockwise).
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The measurements are further adjusted to a common referenceheight of 10 m above the mean

water level, according to the profile methods described in Section2.5.1, equation2.5.18(ABLstabil-

ity effects are included). The corrected wind observations are then spatially interpolated to produce

the 2x2 km Lake Michigan hourly wind fields.
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Figure 8.2 Time series of the hourly averaged wind speed and direction (1998).

The plots in Figure8.2, show time series of lake-wide averaged hourly wind speeds and di-

rections. From these plots, based on the meteorological definition for the seasons of the year, one

can identify for analysis:(a) two Winter storm events (01/07-01/10 and 12/22-12/25, 1998),(b) two

Spring storm events (03/08-03/11 and 04/08-04/09), (c) two Summer storm events (05/31-06/03 and

07/03-07/06), and(d) two Autumn storm events (10/04-10/07, and 11/08-11/11).
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Figure 8.3 Mean daily wind speed distribution during the March 8-11, 1998 storm event in Lake
Michigan.
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The storm chosen to be examined in the present study is the early Spring storm ((03/08-03/11),

which is associated with the appearance of the Spring plume.The wind distribution maps (Figure

8.3) show the direction the intensity of the wind and their changes during the storm event. On

March 8th and 9th the wind direction as indicated by the wind barbs is southwestward due to the

Northeastern blowing winds. The direction changes southward on March 10th and 11th and the

winds become Northerly. The storm initially covers the southern area of the lake and gradually

advances to cover the whole lake, while the intensity of the winds increases from around 12 m/s

to around 17 m/s (that is, from Strong Breeze to Gale in the Beaufort scale).Affected from the

storm areas in the Lake are all those confined between the Manitowoc and Lake counties, that is

the South-Western shores. Most heavily affected is Sheboygan County where the wind intensity on

March 9th reaches 20− 21 m/s (Storm in the Beaufort scale).

8.1.2 Air and Dew Point Temperatures

The importance of the air-water temperature differences in the calculation of the surface drag

coefficients and the heat fluxes has been demonstrated in Sections2.5.1and2.6, respectively. The

temperatures are reported in theMAROBSdataset inoC and they are filtered to include temperature

values between−40oC and 40oC.

Since, the dew point temperature observations are only available from land stations, the tem-

peratures are corrected according to the methods describedin Philips and Irbe [1978] as referenced

in Beletsky and Schwab[2001]. The over-water dew point temperatures are estimated fromthe

over-land values (assuming neutralABLstability) by the following empirical equation:

Tdw = −1.31+ 0.7Tdl + 0.35Tw (8.1.3)

whereTdw andTdl are the dew point temperatures over water and over land respectively (oC) and

Tw is the lake-wide averaged water surface temperature (oC). The air temperatures reported from

the land stations are similarly adjusted using the following empirical formula (Beletsky and Schwab

[2001]):

Tair = 0.4Tairl + 0.6Tw (8.1.4)

The results of the interpolated, lake-wide averaged, air and dew point temperatures are given in

Figure8.4. The yearly averaged air and dew point temperatures for 1998, are about 10oC and 6oC

respectively with the highest values observed during the month of July.
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Figures8.5and8.6, present the air and dew point temperature maps for Lake Michigan for the

March 8-11 storm event. In these maps, the effect of the storm is clearly shown as colder air masses

are being transported by the wind over the lake, resulting tothe gradual drop of the air temperatures.
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Figure 8.4 Time series of the hourly averaged air and dew point temperatures (1998).

During Winter, ice is formed in Lake Michigan, and the first waters to be affected are Green Bay

and Bay de Noc, followed by the Straits of Mackinac and the shallow waters North of the Beaver

Island. The hydrodynamic model can be run only under ice-free conditions and since there is no

ice model currently implemented inM2COPSspecial attention needs to be given in the definition

of the ice-free simulation period.
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Figure 8.5 Mean daily temperature distribution during the March 8-11,1998 storm event in Lake
Michigan.
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Figure 8.6 Mean daily dew point temperature distribution during the March 8-11, 1998 storm
event in Lake Michigan.

197



Ice maps for Lake Michigan were obtained fromGLERL/NOAA (http://www.glerl.noaa.gov/

data/pgs/ice.html). From these ice maps, it was clear that year 1998 was an almost ice-free year for

Lake Michigan, therefore, the ice-free model simulations may start as early as January 1, 1998 in

contrast to other years that simulations have to be postponed until the end of Winter.

8.1.3 Barometric Pressure

The barometric pressure is reported in theMAROBSdata in tenths of ambar, transformed in kPa

to meet the model’s requirements (1 mb= 0.1 kPa). Over-land to over-water transition corrections

are not applied to the pressure observations and only the adjustment to the common height over the

mean water level is considered.
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Figure 8.7 Time series of the hourly averaged barometric pressure (1998).

The time series of the lake-wide averaged barometric pressure for 1998 (Figure8.7) show sig-

nificant fluctuations, as high as 2 kPa, from the mean values. The March 8-11 storm event pressure

maps (Figure8.8) show the drop in the barometric pressure before the storm and its gradual increase

afterwards.

More careful examination of the pressure data revealed thattemporal pressure deviations from

the yearly mean ( 101.50 kPa) are as high as∼ 8 kPa for specific regions within the lake (e.g., at the

Mackinaw City,NOAA-COOPSwater elevation station, Figure8.14). Spatial atmospheric pressure

differences of about 6− 9 kPa are not uncommon over the water, especially during storm events.

Converting a pressure difference of 1 kPa to an equivalent height of water, yields an equivalent

water level fluctuation of about 10 cm. It is apparent that thepresence of horizontal atmospheric
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Figure 8.8 Mean daily barometric pressure distribution during the March 8-11, 1998 storm event
in Lake Michigan.
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pressure gradients might affect the model calculations if they are significant. In the current imple-

mentation ofM2COPSit was decided, due to the above reasoning, that the atmospheric pressure

forcing is to be included by appropriately modifying the governing equations (see Section2.1.2).

In order to be consistent with the local Lake Michigan environment, the local standard baromet-

ric pressure was recalculated from the pressure observations using the available data from eleven

years (1991-2001). The standard barometric pressure is defined as the mean of the observations (in

our case the lake-wide mean of the observations) and it was calculated to be equal to 101.654 kPa.

This value of the atmospheric pressure is the standard valueused here in all the model related cal-

culations.

8.1.4 Cloud Cover

The cloud cover (FMH 1 [2005]) is reported as the percent of the sky covered by the clouds.

A value of 0 defines a clear sky, while a value of 1 corresponds to a sky that is 100 % covered by

the clouds. The principal use of the cloud cover data is for the estimation of the shortwave (Section

2.6.1) and the longwave (Section2.6.4) radiation terms in the surface heat balance equation. As

seen from Figure8.9, the winter sky coverage by the clouds almost reaches 100 % while clearer

skies are observed during Spring and Summer, so that the radiative heating of the deeper waters is

more pronounced during the spring/summer months. The calculated yearly mean cloud cover for

1998 is∼ 56 %. In the cloud cover maps for the March 8-11, 1998 storm event (Figure8.10), it

can be seen that during 03/09/1998 the lake is almost covered by clouds and after that the clouds

gradually clear.

0 20 40 60 80 100 120 140 160 180 200 220 240 260 280 300 320 340 360 380
Day of the year

0

10

20

30

40

50

60

70

80

90

100

C
lo

ud
 c

ov
er

 (
%

)

Max. Value: 100.00 %
Ave. Value:  55.79 %
Min. Value:   0.00 %

Cloud Cover Time Series (hourly data) Lake Michigan  ( 01/01/1998 -- 12/31/1998 )

Figure 8.9 Time series of the hourly averaged cloud cover (1998).
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Figure 8.10 Mean daily cloud cover distribution during the March 8-11, 1998 storm event in Lake
Michigan.
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8.2 Water Elevation Data

The water levels in the lakes are affected by factors like precipitation, runoff from the lake basin,

riverine inflows, diversions of water into the lake, evaporation, outflows at the lake outlets and losses

to groundwater. Most of these factors, exhibit highly variable temporal behaviors, since they depend

upon the local weather patterns and the nature of the varioususes of the surrounding land. The result

of the above factors is that the water levels in the lakes attain minima (usually during Winter) and

maxima (usually during Summer) with fluctuations about their mean values.

The water elevation status of the Lake at the time of the plumewas examined using theNOAA

gage elevation data set for the year 1998, as well as historical data that covered the ten year pe-

riod from 1990 to 2001. Comparison of calculated lake-wide averaged water elevations for 1998

(Figure8.12) to yearly averaged historical water elevation data for Lake Michigan obtained from

GLERL/NOAAat http://www.glerl.noaa.gov/data/now/wlevels/ indicates that the year 1998 with a

mean water elevation of 176.73 m, approximately 23 cm above the long term mean elevation re-

ported in Figure8.11, can be regarded as a year of high water. During high water years higher

waves are created and they cause higher erosion activity.

The oscillatory motion behavior of the Lake and its effect on the water elevation was also exam-

ined through inspection of the water elevation time series power spectra. The 1998 power spectra

are given in Figure8.13. Distinct spectral peaks are identified at periods of 12.42 h, 12.0 h, 8.8 h,

∼ 5.2 h and∼ 3.2 h. The spectral peaks at 12.42 h, 12.0 h and 8.8 h were found to be consistently

present in all the power spectra that were were examined (years 1996-2001). Spectral peaks with

periods of 12.42 h and 12.0 h are associated with semidiurnal (lunar and solar) tides in the lake, a

fact also exploited inAs-Salek and Schwab[2004] andSawicki [1999]. Furthermore,Sawickies-

tablishes the claim that the semidiurnal tides in the Great Lakes have amplitudes in the order of 5 cm.

Spectral peaks with periods of 9 h or less are associated withthe presence of seiches (free oscillation

modes) in Lake Michigan, generated by the blowing winds (As-Salek and Schwab[2004]).

Examination of the power spectra of the water elevations at the individualNOAA-COOPSgage

stations confirmed the 12.42 h, 12.0 h and 8.8 h peaks in all cases, except at the Ludington, MI gage

station. The∼ 5.2 h and∼ 3.2 h spectral peaks were observed at the spectral plots of all gage stations

and every year in the period 1996-2001.
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Figure 8.11 Historical water levels for Lake Michigan (source:http://www.glerl.noaa.gov/data/
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Figure 8.12 Time series of the hourly averaged, interpolated water elevations (1998).
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Figure 8.14 Mean daily interpolated water elevation distribution during the March 8-11, 1998
storm event in Lake Michigan.
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Finally, theGLERL/NOAAgage elevation data set for 1998 was used to produce water eleva-

tion data on the 2x2 km Lake Michigan grid by interpolation. Figure8.14presents selected water

elevation maps for the storm event March 8-11, 1998 created by the interpolated water elevation

data. The surge generated by the Northerly winds blowing over Lake Michigan during the storm,

is clearly indicated in the maps by the initial water accumulation at the Southern part of the lake

(03/09/1998) and its release towards the end of the storm (03/11/1998).

8.3 Suspended Particle Data

Suspended particles in Lake Michigan can be organic or inorganic in nature, the result of shore-

line erosion, bottom sediment resuspension or biological activity and calcite formation in the water

body. The present study is interested only in the fate of suspended particles that originate from

the entrainment of the bottom sediments. To this end, the separation of the particles into inorganic

and organic is not consider necessary, but the separation into particles originating from the bottom

and particles added in the water column due to biological or chemical activities is important for the

comparisons between the model calculated fractions, fluxesand concentrations of the suspended

solids and the available measured ones.

8.3.1 Total Suspended Particulate Matter

A considerable amount of suspended particle data were collected the years 1997 to 2001 during

theEEGLEprogram for the Southern part of Lake Michigan. The suspended particle data can be

separated into the total suspended mass, the phytoplanktonmass expressed as chlorophyll-a, and

the zooplankton mass. Measurements of suspended particle mass include:(a) collection of water

samples at various locations and depths that were further analyzed to give total suspended mass,

chlorophyll-a concentrations and particle size fractions, (b) collection of data on light scattering and

fluorescence by various instruments moored withCTD (conductivity, temperature, depth) profilers

that were further related to total mass and chlorophyll-a concentrations,(c) collection of continuous

data on zooplankton concentrations, and(d) collection of settling suspended particles onto sediment

traps.

Data from 1998, the year selected for the preliminary model test, are being used in the present

study. The focus of the suspended particle data collection operations during 1998 is the Spring

plume and the pre-plume and the post-plume periods. Regression analysis was used to examine
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Figure 8.15 EEGLEsurvey January 28 to February 5, 1998 (source:http://www.glerl.noaa.gov/
eegle/cruises/cruises1998.html).

the statistical significance between:(a) the total suspended mass (TSM) and chlorophyll-a,(b) the

total suspended mass and the particulate organic carbon (POC), and(c) the chlorophyll-a and the

particulate organic carbon. Water samples were collected during the January 28th to 31st and the

May 20th to 23rd deployments (pre-plume and post-plume periods) at various stations along the

four transects shown in Figure8.15. The samples were analyzed forTSM, POC, and chlorophyll-a

among other parameters. Only data at stations with depth less than 15 m have been considered for

the regression analysis and the results are shown in FiguresD.21andD.22(appendixD).

During the pre-plume winter period the regression of theTSMversus the phytoplankton biomass

expressed as chlorophyll-a, shows a weak negative relationwith R2 = 0.23. TheTSM versus the

POC regression shows no relation between the two parameters (R2 = 0.0002). ThePOC with the

phytoplankton biomass shows a weak positive relation withR2 = 0.23.

During the post-plume period the regression of theTSM versus the phytoplankton biomass,

expressed as chlorophyll-a, shows an improved relationship betweenTSMand chlorophyll-a with

R2 = 0.34. TheTSM regression versus thePOCshows an also improved relation between the two

parameters withR2 = 0.34. ThePOCregression with the phytoplankton biomass shows a significant
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positive relationship betweenPOC and phytoplankton biomass, expressed as chlorophyll-a, with

R2 = 0.73.

The behavior of these three parameters during the pre-plumeperiod can be explained by the

dominance of suspended material of terrestrial origin overphytoplankton. This behavior changed

during the post-plume period pointing to a larger contribution of the phytoplankton biomass to the

total suspended mass.

Calcite formation and precipitation in the lake, a process known as whiting, happens from mid

to late summer. Since suspended particle mass concentrations do not include this constituent during

the study period, the phenomenon will not be examined any further in the present study.

Description of the Particle Size Fractions, Solids Concentrations and Water Samples

Water samples were collected from January 28 to February 4, 1998 on the four transects at the

Southern part of Lake Michigan. The transects start near thecities of Racine (R), Gary (G), St.

Joseph (J) and Saugatuck (S), and are directed off-shore (Figure8.15). Stations were made at the

intersections of the transects with the 15 m, 30 m and 45 m bathymetry contours. Water samples

were collected from three depths at the 15 m depth locations,from four depths at the 30 m depth

locations and from five depths at the 45 m depth locations. At all stations there is always one sample

1 m below the water surface and another sample 1 m above the bottom of the lake.

The concentrations of the total suspended solids were calculated from the volume of the samples

and the weight of the solids remaining on Whatman 44 mm GFF filters. The weight was determined

gravimetrically with a 0.01 mg precision. The particle sizes of the suspended solids were determined

by a Spectrex Laser Particle Counter. The operation, the limitations of the instruments and the

analysis process are described byWinkelman et al.[1999] and in theSpectrex Corporation[2003]

manual. Sediment data at each station are the result of threescanning trials per water sample.

A total of 48 samples were collected in 8 L Niskin bottles (height= 50 cm, diameter= 14 cm),

they were analyzed and the results were reported as the average mass fraction of the three trials

for each particle size bin. The particle bin size consists oftwo 16 size range groups. The first

group includes bin ranges 1− 16µm (bin size= 1µm), and the second group includes bin ranges

17− 100µm (bin size= 5µm). This particle size range includes clay size particles, silt size par-

ticles and partially very fine sand size particles (1µm < clay ≤ 4µm, 4µm < silt ≤ 62.5µm and

62.5µm < very fine sand≤ 125µm) according to the Wentworth sediment classification scale.
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The suspended sediment solids data are presented in plots of(a) the mass fractions versus the 32

(16+ 16) particle sizes for each location and depth,(b) the mass fractions of the clay, silt and very

fine sand particle size ranges versus the water depth at each transect and(c) the suspended solids

concentration profiles.

The graphs show a clear dominance of the silt size particles everywhere in the Southern part of

the lake and an increased total suspended solids concentration on the Southwestern part of the lake

(Racine transect).

Total Suspended Particle and Phytoplankton ConcentrationProfiles

CTDattenuation and fluorescence data as 1 m depth increment profiles were collected at various

transects around the Southern part of Lake Michigan. The majority of the data were collected at

depths less than 45 m (shallower waters). The collection dates are January 28 to February 5, March 9

to March 19 and April 24 to April 28. The attenuation coefficient was measured by transmissometers

moored with theCTDprofilers. The equipment measures the loss of light of a monochromatic light

beam as it travels through a water column due to both absorption by the water and scattering by

the suspended solids and reports an attenuation coefficient (corrected for absorption) that is related

to the suspended solid concentrations. Regression equations between the attenuation coefficient

(A) and the suspended solids concentrations (SSC) have been developed by Andrew Winkelman

(GLERL/NOAA), which for the year 1998 the regression equation is writtenas:

S SC(mg/L) = 1.58·A (m−1) − 0.24 , R2 = 0.84 (8.3.1)

while, for other years the equations are reported in thePPSLight Attenuance/ TSMmetadata file

(http://www.glerl.noaa.gov/eegle/data/objects/obj 17.TSM.2.html).

Fluorescence emitted by chloroplyll-a, which is one of phytoplankton pigments, was measured

by fluorometers also moored with theCTD profilers. Regression equations between the fluores-

cence (F) and chlorophyll-a (Chl-a) for Lake Michigan, havebeen developed by James Liebig

(GLERL/NOAA). The regression equations for the year 1998 are:

Jan/Feb: Chl− a (µg/L) = 0.030
[
10F (volts) − 100.486

]
+ 0.137 , R2 = 0.698 (8.3.2)

March: Chl− a (µg/L) = 0.077
[
10F (volts) − 100.486

]
− 0.772 , R2 = 0.753 (8.3.3)
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while regressions for other years and seasons are reported at the previously mentionedEEGLE

website (PPSfluorescence/ chlorophyll metadata file).

Chlorophyll-a mass concentrations can be expressed as phytoplankton mass concentrations

whenever the mass fraction of chlorophyll-a to the total mass of the living phytoplankton organism

is known. The chlorophyll-a content of a phytoplankton celldepends on the phytoplankton species

(Tolstoy [1979]), the nutritional status (chlorophyll-a content is higher under nutrient abundance),

and the season of the year (chlorophyll-a content is higher during the winter months (Nicholls

[1976])). For Lake Michigan a relationship between chlorophyll-a and phytoplankton biomass has

not been developed (Brian J. Eadie,GLERL/NOAA, personal communication).

An estimate of the phytoplankton biomass for the present study has consequently been based

upon previous studies and specifically on the research ofTolstoy [1979] on the chlorophyll-a con-

tent of various phytoplankton species in four Swedish Lakesin the period 1965 to 1974. The

chlorophyll-a to phytoplankton volume ratio reported ranges vary from 0.3− 0.6 % for Bacillar-

iophyceaeand Cyanophycaae, to 0.5− 0.7 % for Cryprophyceae. Other researchers referenced

by Tolstoy also report similar ratio values, ranging from 0.3− 2.0 % on samples of single phyto-

plankton species and on samples of mixed species taken at various lakes around the world. The

percentage of chlorophyll-a to phytoplankton volume ratiocan also be expressed inµg of Chl-a per

mm3 of phytoplankton biovolume or by assuming a specific gravityof 1 (ρ = 1000 kg/m3) for

the phytoplankton (Makarewicz et al.[1994]), which can be expressed inµg of Chl-a per mg of

phytoplankton biomass.

In Lake Michigan the Sub-PhylumBacillariophyceae/Diatomaceaeprevails in the phytoplank-

ton population (49.1− 85.6 % of the total phytoplankton biomass), especially during the spring

bloom (Makarewicz et al.[1994], Scavia and Fahnenstiel[1987]). Table8.2 (a) has been prepared

by converting the measured chlorophyll-a concentrations during the Spring and the Summer of

the years 1998-2000 to phytoplankton volume using the rangeof chlorophyll-a to phytoplankton

volume ratios reported byTolstoy [1979] for the Bacillariophyceae. Table8.2 (b) lists the mea-

sured average biomass for the Spring and Summer period of theyears 1983-1992 in Lake Michigan

(Makarewicz et al.[1994]). By comparison, the chlorophyll-a to phytoplankton volume ratio that

gives phytoplankton biomass values closer to the ten year record isr = 0.3 % or 3µg of Chl-a per

mg of phytoplankton biomass, and this is the value to be used in the present study.
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(a) (b)

r = 0.3 % r = 0.4 % r = 0.5 % r = 0.6 %
Year Biomass (mg/L) Year Biomass (mg/L)

1998 0.330 0.247 0.198 0.165 1983 0.391
1999 0.358 0.268 0.215 0.179 1984 0.610
2000 0.530 0.397 0.318 0.265 1985 0.530

1986 1.190
1987 0.267
1988 0.391
1989 0.410
1990 0.470
1991 0.427
1992 0.633

Table 8.2 Estimated and measured averaged phytoplankton biomass during the
Spring and the Summer.

Zooplankton Concentration Profiles

Zooplankton measurements during the period of interest were collected from January 29 to

February 3 and from March 16 to March 18 at transects that started near the cities of Racine (R),

Gary (G), St. Joseph (J), Saugatuck (S), and Muskegon (M) andmoved off-shore. The size and the

number of zooplankton particles were measured with a Focal Technologies Mini-Optical Plankton

Counter mounted on an Endeco/YSI Type 493 V-fin. The instrument works by sending a laser

beam and transmits the cross-sectional area of each particle passing through the beam. The wet

zooplankton biomass is decided from the particle geometry and its specific gravity (Herman[2000]).

The system with the instrument moved both horizontally (at 2.5 m/s speed) and vertically (surface

to bottom and back again) collecting data in a wavy mode. The water depth was decided by a depth

sounder and the location by a differentialGPS. During the period of model simulations, however,

zooplankton biomass measurements are not available, consequently, total suspended mass cannot

be corrected for the zooplankton biomass in the lake.

8.4 Sediment Trap Data and Mass Fluxes

Sediment traps are instruments that intercept settling particles and collect time integrated sed-

iment samples. They come in a variety of shapes; cylinders, flat plates, domed cylinders, funnels,

and they are manufactured from a variety of materials, glass, plexiglass,PVC, polyethylene. In
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quantitative studies the use of the material collected by the sediment trap to calculate the total mass

fluxes and the various constituents mass fluxes presents someserious problems.

One issue arises from the definition of the flux. Mass fluxes areconsidered to be the product of

the concentration of the particles and their settling velocity, as this is decided by the local turbulent

field and the settling velocities of the particles. Since theflux is a vector quantity, at some instance

the flux may have a downward direction and at some other instance an upward one. Such temporal

changes of the fluxes cannot be captured by the sediment traps. From the total massMt collected

in the trap, the trap collection areaAt and the duration of the sampling periodts, the “settling

flux” is calculated asFs = Mt/(At·ts) (Eadie et al.[1984], Ittekkot et al.[1996]). Sample collection

intervals range from a couple of days to many months providing “settling fluxes” that should be

better characterized as collection rates.

Another issue associated with the sediment traps is their collection efficiency. Laboratory tests

on the efficiency of the sediment traps shows that the parameters affecting the collection efficiency

are the geometric shape of the traps, the density and the sizedistribution of the suspended sedi-

ments, known as the snowfence effect, and the current velocity and flow direction. Best collection

efficiencies were shown by axially symmetric traps especially the cylindrical ones. Even with such

trap designs the snowfence effect remains a problem causing smaller particles to be carried over and

away from the trap while larger particles to be carried up toward the edge of the trap and drop inside

it, thus leading to an under- or an over-estimation of the overall collection rate and of the collection

rates of the individual sediment grain sizes (Gardner[1980], Hung and Chung[1998]).

Field experiments with sediment traps have shown that cylindrical traps have good performance

in environments with current velocities less than 10 cm/s (Eadie[1997], Bale [1998]), especially

when their aspect ratio (length to diameter ratio) is greater than two. In higher magnitude cur-

rent environments, the possibility for loss of collected material from resuspension requires taller

sediment traps. Studies within the region of the nepheloid layer of Lake Michigan that employed

plexiglass cylindrical sediment traps with aspect ratios of 5:1 and 8:1 showed about 90 % efficiency

(Eadie et al.[1984, 2000a,b]). Further studies in Grand Traverse Bay, Lake Michigan on mass

fluxes collected by duplicate cylindrical traps with 10 cm and 20 cm diameters and an aspect ratio

5:1 showed smaller capture efficiencies by the 20 cm diameter traps. The efficiency of the higher

diameter traps was improved and inter-calibration of the two trap sizes that were used was achieved

when the aspect ratio of the 20 cm traps was increased to 8:1 (Eadie et al.[2000a]).
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The sediment trap design used during theEEGLEproject was based on the results of the above

experiments and studies with sediment traps. The program used three sizes of cylindrical traps

with diameters 5, 10 and 20 cm. The length to width ratios thatwere used are 5:1 for the smaller

diameter traps and 8:1 for the 20 cm traps. The traps are designed such that the bottom of them

leads to a funnel that directs the particles into a polyethylene bottle where they are collected (Eadie

et al.[1991]). Both simple traps with variable range of exposure (from afew days to many months)

and sequencing traps that have the ability to rotate and empty the particles in a new bottle in defined

pre-programmed time intervals were used. The usual exposure time interval for the sequencing traps

was 9 days, they carried 23 bottles and they had the ability tocollect settling particles for a total of

six months uninterrupted.

After collection, the trap samples were screened to separate larger particles (in some cases

greater than 500µm and in others greater than 335µm), dried, and the weight of the particles that

passed the sieves and of the particles retained on them determined with a precision of less than 1 %

(Moored Arrays Workgroup[1997]). Some of the samples were further screened to separate the

finer particles (less than 64µm) that were then examined for carbon, nitrogen and other chemical

ingredients. The composition of the trap samples consistedof inorganic particles, diatoms and

other phytoplankton species, zooplankton, zooplankton fragments and fecal pellets, fish eggs and

unidentified organic debris (Evans et al.[1998]). Zooplankton usually is screened out with the

350µm screens since most species are greater than 0.3 mm.

Phytoplankton content may be estimated from the organic carbon in the screened samples and

the phytoplankton flux may be subtracted from the total mass.The ratio of carbon to chlorophyll-a

in phytoplankton cells depends on the growth stage of the phytoplankton and the nutrient availability

in the water. Antia et al. 1963 (as referenced byParsons et al.[1984]) studied an algal bloom event

of phytoplankton of the Sub-PhylumBacillariophyceae/ Diatomaceaefor 12 days. The carbon to

chlorophyll-a ratios ranged between 23 to 79 with the smallest ratios representing the fast growing

initial phase and the highest ratios the final nutrient-limiting stage. The average ratio over the

duration of the bloom event is 47.5 and the median ratio is 49.Similar average C:Chl-a ratios have

been reported byFaugeras et al.[2003], who used a C:Chl-a= 55 for their phytoplankton modeling

and Bernal et al., 1989, as referenced byGraco et al.[2006], who used a C:Chl-a= 42.5 to transform

Chl-a fluxes in carbon fluxes. Using the chlorophyll-a to phytoplankton ratio from above and a ratio
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of wet biomass to dry biomass equal to 5, it has been calculated that 0.75 mg of carbon correspond

to 1 mg of dry phytoplankton. The trap locations, their diameters and their deployment schedules

for the year 1998 are presented in Table8.3.

All the available trap data for 1998 are presented as bar plots (FiguresD.23 throughD.26,

appendixD) of mass fluxes at each station and depth versus the collection time interval. The graphs

show a sudden increase in the mass flux of about 800 g/m2/d in the time period between March 4

and March 13 for traps T-15 and T-20 that are located at the Southwestern and the Southern part of

Lake Michigan correspondingly. An increase in the mass flux of this size is not evident either in the

deep water area represented by trap T-12 nor in the Southeastern part of the lake represented by traps

T-24, T-27 and T-28 at any time. A small gradual increase of only 5 − 8 g/m2/d is noted at stations

T-24, T-27 and T-28 that started on the March 4 and March 13 time period but it reached its highest

value during the March 22 and March 31 time period with a delayof 9 days. Immediately after the

plume, the graphs show a reduction of the mass flux to about 100g/m2/d for the Southwestern traps

and to 2.5 g/m2/d for the Southeastern traps.

Duplicate traps were set at the stations T-12 (deep water) and T-24 (South region near Gary) to

examine the performance of the 20 cm (8:1 aspect ratio) and the 5 cm (5:1 aspect ratio) diameter.

From the available data for 1998 the following comparisons took place in the present study:(a)

between the 20 cm (8:1 aspect ratio) and the 5 cm (5:1 aspect ratio) diameter duplicate traps at

T-12 that gave a slope of−0.5423 with R2 = 0.0366 (n = 5); (b) between the 20 cm (8:1 aspect

ratio) and the 5 cm (5:1 aspect ratio) diameter duplicate traps at T-24 that gave a slope of 0.8986

with R2 = 0.1445 (n = 11); (c) between the 20 cm (8:1 aspect ratio) at T-24 and its duplicate20 cm

(8:1 aspect ratio) diameter at T-24A that gave a slope of 0.941 with R2 = 0.4259 (n = 11); and(d)

between the 20 cm (8:1 aspect ratio) at T-24A and its duplicate 5 cm (5:1 aspect ratio) diameter at

T-24 that gave a slope of 1.047 withR2 = 0.408 (n = 11).

The 5 cm diameter and the 20 cm diameter traps give quite different sediment fluxes and the

question that arises here is which one of the sediment traps used during theEEGLEproject gives

more reliable sediment fluxes estimates. Literature reviewsuggests examination of the trap aspect

ratio and Reynolds number. Traps with smaller Reynolds numbers, that is with smaller diameters

under similar environmental conditions, have a higher collection efficiency and traps with smaller

aspect ratios, other factors kept constant, have a smaller collection efficiency. In four out of five
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cases at station T-12 (deep water) the 5 cm diameter traps (5:1 aspect ratio) presented higher sed-

iment fluxes, but this was true only in half of the cases at station T-24. The above investigation is

obviously inconclusive and an independent means of calculating the sediment flux is not available.

Based on the reported performance issues of the sediment traps, measured data by this method

cannot be used for the evaluation of the sediment model, however, they can be used in a qualitative

initial understanding of the Michigan plume behavior. In this case it is better to rely on data from

the 20 cm diameter traps that exhibit a better overall performance (personal communication with B.

J. Eadie (GLERL/NOAA)), especially during periods of high sediment concentrations when the 5 cm

diameter traps performance is questionable (Moored Arrays Workgroup[1997]).

8.5 Bottom Sediments

The second important source for the suspended sediment loadis the bottom of the lake. The

bottom has been designed, in modeling terms, to act as a continuous pool of sediments that under

critical local flow conditions may entrain to become part of the sediments already in suspension.

The amount of the sediments that actually entrain, directlydepends upon their particle sizes and the

corresponding mass fractions.

Bottom sediment grain size distribution data were collected for the Lake Michigan Mass Balance

(LMMB) and the Environmental Mapping and Assessment (EMAP) studies conducted by theEPA.

During theLMMB study two cruises were deployed, the first in August to September, 1995 and

the second in May, 1996. Samples were taken at 74 locations with the methods of box coring,

ponar, and gravity coring. During theEMAP study samples were collected in July and October,

1994 at 35 locations with the ponar method. In both cases, thegrain size analysis was performed on

sub-samples taken from the upper 1 cm of the coring samples (Eadie and Lozano[1999]).

TheLMMB dataset reports the measured mass fraction distributions for grain sizes ranging from

2µm to sizes greater than 1000µm. TheEMAPdata set contains the measured mass fraction distri-

butions for grain sizes ranging from about 0.08µm to sizes greater than 2000µm. The data collected

from the two studies were further combined and linearly interpolated as necessary, to produce a final

dataset. In the combined dataset, the data are reported for grain sizes≤ 4µm (cumulative), 4µm to

60µm (in 4µm increments), and> 60µm (cumulative).

To meet the requirements of the present study, the reported data in the above three datasets were

further: (a) linearly interpolated to produce four clay size ranges (0− 4µm) of 1µm increments,
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14 silt size ranges (4− 60µm) of 4µm increments and six sand size ranges (> 60µm): 60− 70µm,

75− 100µm, 150− 300µm, 300− 500µm, 1000− 2000µm, and(b) spatially interpolated using

Watson’s natural neighbor interpolation method to produce the size distributions for any missing

station data. The results of the interpolation are given in Table8.5 at the end of this Chapter and

represent the complete data set of the Lake Michigan bottom sediments to be used in the present

study. The data were prepared in accordance to the Wentworth’s scale (CEM III [2006]), which

classifies the sediments as clay (0− 4µm), silt (4− 60µm), and sand (60− 2000µm). For each

sediment size range an equivalent particle diameter was assigned to be equal to the diameter corre-

sponding to the midpoint of each size range.

8.5.1 Spatial Distribution of the Sediment Classes

The initialization of the bottom sediment model requires that the mass fractions and the corre-

sponding grain sizes to be known a priori at every grid point of the calculation domain. The gridded

bottom sediment data, therefore, are obtained from the datain Table8.5 using again the natural

neighbor interpolation approach. After the completion of the spatial interpolation, the size distribu-

tion (24 grain sizes) at each grid point is known and the summation of the mass fractions of all grain

size ranges within each sediment class will give the spatialdistribution of the clay, silt and sand

sediment classes on the 2x2 km Lake Michigan grid. The results of this interpolation are shown as

2D maps in Figures8.16(a,b,c).

Figures8.16(a-c) show a clear dominance of the sandy material, covering almost half the bot-

tom of Lake Michigan with mass fractions above 50 %. The highest bottom sand mass fractions

(> 99 %) are noticed at the Southern part of the lake near the Cookand the Lake counties, and at the

Northern part near the Marinette, Menominee and Delta counties. Another area with high bottom

sand mass fractions (> 95 %) starts at Milwaukee County and extends to about 40 km off-shore.

Figure8.16(c) shows that the contribution of the clay sediment is limited to a maximum of 2 %,

mostly deposited on the Eastern and Central areas of both theSouthern and the Northern parts of the

lake. Figure8.16(b) indicates the Eastern and Central areas of both the Southernand the Northern

part of the lake as the deposition areas of the silt size sediment as well. In the case of the silt size

sediment the highest bottom mass fractions can be observed at the deeper water areas of the South

Chippewa Basin in the Central part of the lake and of the Ludington Basin in the Eastern part of the

lake. In these areas the bottom silt mass fractions reach up to 95 %, with sand mass fractions not

exceeding 6 %.
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8.5.2 Spatial Distribution of the Sediment Sizes

Four typical diameters were chosen to represent the spatialdistribution of the sediment sizes

in Lake Michigan, that is, thed10, d90, d50 and the mass fraction weighted diameterdW. Thed10

and thed90 diameters are defined as the particle diameters for which 10 %and 90 %, by weight, of

the sediments have smaller diameters, respectively. Thed50 is defined as the median diameter and

the dW is the grain diameter used as an input to the sediment model, and it is reported here to be

compared to the other sediment sizes.

As described inCEM III [2006], plotting the cumulative percent coarse value (F) versus the

sediment diameter (d), produces a nearly Gaussian distribution for well sorted sediments, that will

appear as a nearly straight line on a log-log plot, describedby the equation:

logF = A logd + B ; d = 10Λ ; Λ =
logF − B

A
(8.5.1)

Since at each grid point the sediment size distribution is known, the coefficientsA and B are

determined by fitting a straight line to the data as describedby the first of the equations8.5.1. The

d10, d90 andd50 diameters are determined from the second of equations8.5.1by settingF to be

equal to 10 %, 90 % and 50 %, respectively. The mass fraction weighted, average diameterdW is

calculated using the following expression:

dW =

N∑
i=1
βi di

N∑
i=1
βi

;
N∑

i=1

βi = 100 % (8.5.2)

whereβi is the mass fraction of the “i-th” diameterdi .

The spatial distributions of the four sediment sizes are shown in Figures8.17,and show that the

coarser material is found in the Northern and Southern edgesof the lake, while the finer material

is mainly found in the lower, middle and the upper basins of the lake. Figure8.17 (d) represents

the nearly actual state of the bottom sediments as opposed toFigure8.17(c), which represents the

central tendency of the size distribution.

8.6 Salinity

The interest on salinity in the present study is a more accurate calculation of the water density.

The measurements of salinity in Lake Michigan, during theEEGLEproject, took place from March
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11 to March 10 in 1999, at the Racine, Chicago and Saint Josephtransects and again from March

22 to March 30, April 25 to May 5 and May 17 to May 20 in 2000, at the Milwaukee transects.

Stations were made at the intersections of the Racine, Chicago and Saint Joseph transects with the

20 m, 30 m, 45 m and 80 m bathymetry contours and at the intersections of the Milwaukee transect

with the 10 m, 20 m, and 30 m bathymetry contours. Conductivity measurements were taken at 1 m

vertical intervals from the water surface to the lake bottomand salinities were calculated.

Deployment Salinity (psu)Year
period max. mean min. std. dev.

03/10-03/12 0.17190 0.13711 0.13240 0.006181999
Average: 0.17190 0.13711 0.13240 0.00618

03/22-03/30 0.13390 0.13272 0.13210 0.00032
04/25-05/05 0.14920 0.13303 0.13150 0.00217

2000 05/17-05/26 0.18170 0.13403 0.13170 0.00451

Average: 0.15493 0.13326 0.13177 0.00233

1999-2000 Average: 0.16342 0.13519 0.13209 0.00426

Table 8.4 Lake Michigan salinity levels measured during theEEGLEproject.

Vertical profiles of the salinity show a uniform distribution from top to bottom in all cases.

The one exception is the salinity profile at the station of theSaint Joseph transect with the 20 m

bathymetry contour, where the salinity increases with the depth and presents higher values than the

ones at other stations. This behavior might be explained by the mixing of higher temperature and

halogen content municipal/industrial effluents into the near-shore waters at this location. The mean

salinity of the data reported for each individual year and for the two year period along with the

observed maximum and minimum salinity values during each deployment are shown in Table8.4.

From the reported salinity data an overall mean value equal to 0.13519 psu was calculated (Table

8.4). Since, theEEGLEdata salinity profiles exhibit almost constant and uniform distributions in

Lake Michigan, no additional salinity related calculations are required and a constant value for the

salinity equal to the calculated mean salinity value is assigned inM2COPS. Use of this value for the

salinity instead of a commonly used for fresh waters salinity value of zero is expected to increase

the water density by∼ 0.1 kg/m3 (∼ 0.01 %).
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8.7 Data for Model Evaluations

Extensive wave, current and temperature datasets are available for year 1998. Most of the data

were collected during theEEGLEproject, while the rest of the data were collected on a regular basis

from theNOAAmeteorological stations. Only a selected sub-set of these data is used here for model

evaluations during specified time periods.

Wave data are available at the National Data Buoy Center (NDBC) buoys 45002 (at the Northern

basin of Lake Michigan, lat: 45.30o, lon: 86.40o) and 45007 (at the Southern basin of Lake Michi-

gan, lat: 42.67o, lon: 87.02o). These data are presented in the form of hourly averaged significant

wave heights and periods.

Additional wave data for 1998 collected during theEEGLEproject consisted of tripod deploy-

ment data collected towards the end of the year. Three tripoddeployments are available:(a) Benton

Harbor (lat: 42.135o, lon: 86.493o, starting day: 10/14/1998); (b) Michigan City (lat: 41.735o,

lon: 86.907o, starting day: 10/14/1998); and(c) Milwaukee (lat: 42.958o, lon: 87.813o, starting

day: 10/26/1998). The data are reported as “instantaneous” wave heights and periods.

The current data were obtained during theEEGLEproject from Acoustic Doppler Current Pro-

filer (ADCP) moorings (11/02/97 to 06/12/98), Smart Acoustic Current Meter (SACM) moorings

(06/15/98 to 04/26/99) and from Vector Averaging Current Meter (VACM) moorings (10/06/97 to

06/02/99). Both theSACMand theVACMdata report the values of the horizontal currents as East-

ward and Northward components at various locations in Lake Michigan.

The temperature data accompanying both the wave and the flow velocity data can be used in the

model evaluations as well, for depth averaged temperature comparisons. The additional temperature

data taken at the transects shown in Figure8.15, asCTD (Conductivity-Temperature-Depth) casts

are used for direct comparisons between the model results and the data for the vertical temperature

distributions at these locations.
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CHAPTER 9

SHORELINE EROSION

Sediments enter Lake Michigan via river and runoff loading and shoreline erosion by the wind

and the waves. A study on the US Great Lakes Shoreline ErosionLoadings (Monteith and Sonzogni

[1976]) shows that the sediment contribution from the rivers is about 5.5 % while the sediment con-

tribution from runoff and aeolian erosion is much less, even with the increased erosion of the dunes

by the wind on the east side and the upper peninsula of Lake Michigan (Monteith and Sonzogni

[1976]). This points to material eroded from the shoreline due to wave action as the major external

sediment loading source for Lake Michigan. The shoreline ofLake Michigan is about 2160 km

and the amount of sediments that are being eroded from it and transported under water has been

estimated to be, on average, 8.375· 106 m3 annually (Monteith and Sonzogni[1976]).

9.1 Lake Michigan Beach Classification

In 1986 the U.S. Army Corps of Engineers, Detroit District (Stewart[1994, 1997]) started an

effort to re-classify the various reaches within each county along the Lake Michigan shoreline ac-

cording to their erodibility characteristics and to compute the measured recession rates data for the

lake. It may be worth mentioning here that this new classification is based on an improved and more

detailed version of the 1975 US Army Corps of Engineers shoreline classification that initially in-

cluded only ten shoreline types (Monteith and Sonzogni[1976]). Recession and erosion rates, based

on the new shoreline classification, although expected to bemore accurate are not available at the

present time. The 17 new shoreline types from the above study, along with the calculated percent-

ages of each shoreline type for Lake Michigan during the present study, are presented in Table9.1

and graphically presented in Figure9.1.
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SL∗ SL∗

Classification # Classification Type Total (%) Total (%) Reaches (%)

1 High Bluff (> 15 m) 2.85 6.08 92.29
2 High Bluff (> 15 m) with Beach 13.00 25.83 85.90
3 Low Bluff (< 15 m) 4.15 2.01 21.05
4 Low Bluff (< 15 m) with Beach 1.90 4.40 100.00
5 Sandy/Silt Banks 0.63 1.48 100.00
6 Clay Banks 0.00 0.00 0.00
7 Sandy Beach/ Dunes 49.35 34.25 30.00
8 Coarse Beaches 0.58 0.18 13.67
9 Baymouth-Barrier Beaches 8.70 11.77 58.44

10 Bedrock (Resistant) 2.84 0.00 0.00
11 Bedrock (Non-Resistant) 5.57 0.00 0.00
12 Low Riverine/Coastal Plain 0.00 0.00 0.00
13 Open Shoreline Wetlands 0.47 0.00 0.00
14 Semi-Protected Wetlands 0.00 0.00 0.00
15 Composites 0.00 0.00 0.00
16 Artificial 6.32 13.70 93.75
17 Unclassified 3.64 0.30 3.56

(*) Southern Lake

Table 9.1 Lake Michigan shoreline classification.

From the above new classification scheme (Table9.1), a file with Lake Michigan shoreline type

data was prepared during theEEGLE/NOAAproject (http://www.glerl.noaa.gov/eegle/resources/#

reg met) by assigning the number that corresponds to the shoreline type of each shoreline segment

to the first grid point nearest to the shoreline as based upon a2x2 km grid. Analysis of the shoreline

data show that Sheboygan County (location shown on Figure9.2, to give an example), consists

of 8 % high bluffs, 16 % high bluffs with beach, 4 % low bluffs, 4 % low bluffs with beach, 12 %

sandy/silty banks, 48 % sandy beaches/dunes and 8 % baymouth barrier beaches. Distribution of the

shoreline types within each of the other counties can be decided in a similar way.

Table9.1shows the distributions of the various shore types along thewhole lake shoreline and

along the Southern part (SL) of the lake shoreline. The last column indicates the percent of reaches

of a specific soil type that exist at the Southern part of the lake. For example, 55.53 km of the whole

lake shoreline is classified as high bluffs and 51.25 km of the Southern part of the lake is classified

as high bluffs. This shows that 92.29 % of the total high bluff reaches are positioned in the Southern

part of the lake.
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Figure 9.1 Lake Michigan shoreline classification.
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9.2 Lake Michigan Shoreline Erosion

The work of Armstrong et al. [1976], as cited byMonteith and Sonzogni[1976], is the main

source of all the available information that exists on the erosion rates of the Great Lakes to date,

and is used in the present study. The erosion rates in the above study were calculated for each

reach within a county from measured or estimated recession rates and then summed to reflect the

total erosion rate for the county. Erosion rates from measured recession rates consisted 77 % of the

cases, while the rest were estimated by analysis of recession rates from areas with similar erosion

characteristics, soil consistency, and exposure to waves.

The measured recession rates were derived from field measurements or aerial photos and they

are included in a report by the University of Michigan (Armstrong et al. [1976]). The report incor-

porated most of the known studies on the shoreline erosion ofthe Great Lakes that took place until

the mid 1970’s. Taking into account the estimated recessionrates, the calculated overall quality of

the potential erosion rates have been characterized as “only fair”. Maximum confidence is placed on

the erosion rates of the Berrien, Van Buren, Allegan and Ottawa Counties where 96 %, were calcu-

lated from measured recession rates (Monteith and Sonzogni[1976]). According toStewart[1994],

the recession rates presented by Armstrong et al. [1976] do not indicate the actual time period over

which the recession rates were calculated. Most current works on the shoreline erosion of the Great

Lakes accept the data collected by Armstrong et al. [1976] and add information on recession rates

from more recent studies at regions where recession rate gaps existed (Stewart[1994]).

The average, maximum and minimum annual bluff erosion rates are calculated using the fol-

lowing rectangular prism method:

Ec = B · L · R (9.2.1)

whereEc (m3/yr) is the erosion rate for a given shoreline reach (average,maximum or minimum),

B (m) is the bluff height for the reach,L (m) is the shoreline length andR (m/yr) is the recession rate

(average, maximum or minimum). In other words, the volume ofthe sediment removed from the

bluff is equated to the volume of an equivalent rectangular prism with height equal the bluff height,

length equal to the length of the bluff toe along the shoreline and width equal to the distance of the

bluff recession within the observed time period, that is, the recession rate. Reaches characterized as

non-erodible and beach fills are assigned a zero recession rate.
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Since the recession rate is a parameter that varies continuously with the ever changing charac-

teristics of each reach, the water levels and the weather patterns, the above authors reported their

results as an average, a maximum and a minimum erosion rate, expressed as the volume of material

eroded from each county along the shoreline of the lake annually. Wherever measured maximum,

average and minimum recession rates were available, they were used for the calculation of the corre-

sponding erosion rates. For reaches lacking measured recession rates, the maximum recession rates

were estimated as being equal to 1.8 the value of the estimated average value and the minimum

recession rates were estimated as being equal to 0.4 times the estimated average value. The average,

maximum and minimum erosion rates per county per year and thecalculated average, maximum

and minimum erosion rates per km of shoreline per year are listed in Table9.2 and their graphical

representation is given in Figure9.2.

From Table9.2, Leelanau with 1.44 · 106 m3/yr, is the county that contributes the highest sedi-

ment load annually, followed by Allegan with 8.27 · 105 m3/yr and Ozaukee with 5.90 · 105 m3/yr.

However, the contribution of eroded material per kilometerof shoreline is highest at Allegan County

with 2.11 · 104 m3/yr · km, followed by Ozaukee with 1.43 · 104 m3/yr · km and Porter with 1.35 ·

104 m3/yr · km. The Southern part of the lake with 823 km shoreline, defined by the border of Ke-

waunee County with Door County on the Western lake side and bythe border of Benzie County

with Leelanau County on the Eastern side, contributes 6.215· 106 m3 of eroded soil annually on

average, or 74 % of the total lake erosion loadings, while theNorthern part of the lake with 1336 km

shoreline contributes 2.159· 106 m3 of eroded soil annually on average or 26 % of the total loadings.

9.3 The Soil Types of Lake Michigan

Clay, silt and sand mass fractions per county, measured or estimated, are given in Table9.3.

Measured data (Table9.3, table footnote 1) exist for only 11 counties, mostly at the Southwestern

part of the lake, and were obtained fromGLERL/NOAA. The data are expressed in kg/yr · km of

eroded clayey, loamy and sandy soils. The fractions of the clay, silt and sand particle size classes

are inferred from the soil texture using theUSDAsoil textural triangle.

The soil types for counties without measured data were decided from the geological map and the

soil descriptions inVeach[1953] (Table9.3, table footnote 2), and the Web Soil Survey maps and

soil descriptions (Table9.3, table footnote 3). From the soil types present at each sub-reach of the

shoreline, the fractions of the clay, silt and sand particlesize classes are inferred using theUSDAsoil
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County Name Source Clay (%) Silt (%) Sand (%)

Marinette (1) 28 36 36
Oconto (3) 7 9 84
Brown (2) 18 17 65
Kewaunee (1) 10 45 45
Door (3) 10 35 55
Manitowoc (1) 10 25 65
Sheboygan (1) 14 43 43
Ozaukee (1) 10 41 49
Milwaukee (1) 30 35 35
Racine (1) 7 25 68
Kenosha (3) 8 19 73
Lake I11 (1) 9 42 49
Cook (1) 6 15 79
Lake Ind. (3) 6 9 85
Porter (3) 5 5 90
LaPorte (3) 5 5 90
Berrien (2) 9 13 78
Van Buren (2) 6 6 88
Allegan (2) 16 27 57
Ottawa (2) 7 10 83
Muskegon (2) 7 9 84
Oceana (1) 5 7 78
Mason (2) 15 8 77
Manistee (2) 15 14 70
Benzie (2) 10 14 76
Leelanau (2) 14 14 72
Grand Traverse (2) 16 27 57
Antrim (2) 6 6 88
Charlevoix (2) 6 11 84
Emmet (2) 10 15 75
Mackinac (2) 17 15 68
Schoolcraft (2) 5 5 90
Delta (1) 7 19 74
Menominee (2) 20 10 70

(1) D. Schwab,GLERL/NOAApersonal communication
(2) Inferred from the geological map and soil descriptions in Veach

[1953]
(3) Inferred from Web Soil Survey maps and soil descriptions, http://

websoilsurvey.nrcs.usda.gov/app/

Table 9.3 Particle size fractions of the eroded material along the Lake Michigan shoreline.

textural triangle. The fractions of each size class are calculated as the sum of the weighted fractions

of all the reaches, with the weight for each reach set equal tothe ratio between the shoreline length

of the reach and the total erodible shoreline length of the county. Rocky non-erodible shoreline

types have not been considered in the calculations.
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From Table9.3 it is evident that the majority of the eroded material from the Lake Michigan

shoreline is sand, followed by silt and clay. It can be calculated that 6.018· 106 m3 of the material

that enters the lake on a year with average erosion activity is sand, 1.591· 106 m3 is silt and only

7.65 · 105 m3 is clay. These percentage amounts of eroded material per particle size class correspond

to 72 % sand, 19 % silt, and 9 % clay.Monteith and Sonzognialso reported that Lake Michigan has

the highest percentage of sandy soils among the Great Lakes.

9.4 Beach Erosion Models

Most of the developed beach erosion models are empirical or semi-empirical models that focus

on the changes of the beach profiles (Fox and Davis, Jr.[1973], Wright et al.[1985], Masselink and

Short[1993], Leont’ev[1996], Larson and Kraus[1994], Ostrowski[2003]). Modeling of the beach

profile changes usually deal with the underwater erosion of the sandy surf zone (Figure9.3) caused

by monochromatic waves and the transport and re-distribution of the sand longshore or crossshore

under the effect of the wave enhanced currents. The beaches under examination are treated as closed

systems with lengths determined by the beach extent (scale of one to a few kilometers) and widths

equal to the distance between a moving berm and an also movingfirst bar (Figure9.3).

Beach profile changes as a result of random wave action have been studied bySato and Mit-

sunobu[1991] and have been modeled inLarson[1996] by superimposing the action of the individ-

ual waves within a wave spectrum (Larson[1996]). Fewer models have been developed that focus

on establishing relationships between the intensity of thewave generated forces and the erosion

rates of various shoreline types (Wright [1970], Sunamura[1977], Trenhaile[2000]).

The existing beach models work reasonably well when they areapplied to small spatial scales

and focus on specific problems, such as the longshore transport of sediments and the displacement

of the shoreline position (Rosati et al.[1991], Hanson[1989]) or the fate of the beach fills (Larson

and Kraus[1991]) or the effect of various coastal structures on beach erosion and the corresponding

profile evolution (Leont’ev [1996, 1999], Gonzalez et al.[1999]). Use of any of these models to

predict the shoreline erosion in Lake Michigan, however is not practical. The shoreline types of

Lake Michigan vary from high bluffs to silty banks and from barrier beaches to beaches with dunes.

Prediction of short term shoreline erosion (a few days, a fewmonths or a year) for the whole of

Lake Michigan under the effect of the incident waves and the local shoreline characteristics must
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Figure 9.3 Conceptual diagram of a beach profile (source:CEM III [2006]).

rely heavily on empirical formulations with various coefficients requiring calibrations. To avoid the

complexity and the uncertainties of such a modeling undertaking, it was decided to introduce the

eroded from the shoreline sediments into the water column through an appropriate formulation of

the lateral erosion termSsi (equation2.7.4), based on concepts and parameters readily available from

the sediment and the wave models. The suggested formulationdoes not have predictive capabilities

of either the shoreline erosion or the beach evolution. It israther an effort of reasonably describing in

lumped fashion the spatial and temporal variations in the sediment mass entering the water column

by relating the observed yearly erosion rates to the action of the waves, as explained in the following

Section.

9.5 Correlation between Beach Erosion and Incoming Waves

Table9.2 reports the shoreline erosion as an estimated average, maximum and minimum rate.

Monteith and Sonzogni[1976], suggest that during years of high water level, the maximumerosion

rates should be used. Indeed, a study of the recession rates in Lake Michigan during high water

elevation (years 1970 and 1980) showed an increased erosionactivity on the lake shoreline (Stewart
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[1997]). Based on the above studies the maximum erosion rates havebeen selected in the formula-

tion of the shoreline erosion for the dissertation simulation year 1998; a year recognized from gage

data analysis as a year of high water elevation.

Erosion rates from the shoreline of each county around Lake Michigan are reported as the vol-

ume of eroded material per year. To be expressed in mass of eroded material entering the water

column per year and per kilometer of shoreline, the erosion rates are first multiplied by the density

of the sediments (ρs, same as the sediment density used by the sediment model) andthen they are

divided by the total shoreline length of each county, to produce the erosion loadings for that county.

The county shoreline lengths were determined using the geospatial data file (ESRIshapefile) for

the continental U.S political boundaries (freely downloadable, upon registration, fromhttp://data.

geocomm.com/catalog/US/group21.html). The shoreline length consists of a number of segments

(identifiable by their midpoints), each of which is assigneda uniform erosion loading such that the

sum of all these loadings multiplied by their correspondingshoreline segment length is equal to the

total erosion rate for that county.

Since the model requires that the erosion loadings should beset at a grid point of the calculation

domain, the natural neighbor interpolation method was usedto determine the erosion loadings at all

the “wet” grid points adjacent to the shoreline. The interpolation helps to smooth out overlapping

effects at the borders of the counties, as well as the effects from shoreline irregularities, and existing

structures.

The number of the “wet” grid points corresponding to each county in general is not equal to the

number of the shoreline segments. Since both represent the same shoreline length, the grid point

loadings need to be multiplied by the factor:

f =
Number of segments

Number of grid points
(9.5.1)

to produce the adjusted grid point erosion loadings. Finally, the loadings are further slightly adjusted

by evenly distributing the very small residual introduced from the interpolation smoothing, such that

the sum of all grid point loadings is exactly equal to the sum of all shoreline erosion loadings.

For all practical purposes, the above approach simply assigns the erosion rates at the grid points

where they can be picked up by the model calculations such that the shoreline sediments are either

transported as suspended load or become part of the bottom sediments depending upon the local

flow conditions.
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The shoreline erosion by the mechanical action of the near-shore breaking waves has long been

recognized as the chief mechanism of beach evolution and profile changes. Various researchers have

correlated the beach erosion to the action of the waves (e.g., Trenhaile[2000], Larson[1996], Dally

[1990], Wright [1987] and others). The same approach is followed here, e.g., to correlate the waves

to the spatial erosion loadings and to produce temporal distributions of these loadings.

The point shoreline erosion loadingǫs
(
x, y, t

)
in kg/m · s, is linearly related to the total wave

energy flux per unit wavelength, also called the wave powerP(
x, y, t

)
in N/s, through a coefficient

m
(
x, y

)
in s2/m2, that expresses the soil removed from the shoreline when it is acted upon by a unit

wave power as follows:

Es =

N∑

n=1

∆tǫsb ∆t ; ∆tǫsb = m· ∆tPb ;
∆tPb =

1
t2 − t1

t2∫

t1

Pdt =
1
∆t

∆t∫

0

Pdt (9.5.2)

where,Es
(
x, y

)
is the total mass of the eroded sediments (kg/m), ∆t (s) is the time step used in the

model calculations, ∆tǫsb is the temporal average of the point erosion loading,
∆tPb is the temporal

average of the total wave power,m is the average value of the coefficient m for the total length of

records considered andN is the total number of records. For a time period equal to one year, the

coefficientm is calculated as:

m=
Es

N∑
n=1

∆tPb

with: N =
1 yr
∆t(yr)

(9.5.3)

whereEs is already known from the previous spatial calculations of the point shoreline erosion

loadings. The two horizontal components of the wave powerPx andPy are calculated from the

wave model at each model time step, with the wave powerP =
√
P2

x + P2
y calculated using the

following equations:

Px = ρog

2π∫

0

∞∫

0

cxE̊
(
σ̊, θ

)
dσ̊dθ ; Py = ρog

2π∫

0

∞∫

0

cy E̊
(
σ̊, θ

)
dσ̊dθ (9.5.4)

From equation9.5.3a coefficientm at each grid point adjacent to the shoreline can be decided

by running the wave model for the simulation period (year 1998) and subsequently incorporating the

calculatedmvalues intoM2COPS, so that the erosion loadings at each time step can be determined

from the wave power.
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At this point, the concept of the “virtual bedload rate” is introduced, which is equal to the above

calculated grid point erosion loading. The sediments of the“virtual bedload” at the location were

they are introduced, do not physically interact at all with the bottom sediments, but rather, depending

upon the local flow conditions and the wave characteristics,are possibly entrained to become part

of the suspended load. At each model time step the fraction ofthe “virtual bedload” that is not

entrained becomes part of the bedload to complete the mass balance for the “virtual bedload rate”.

In practice some or all of the “virtual bedload” sediments entrains when the local shear stresses

exceed their critical limits and remains at the bottom as part of the local bedload in any other case.

Physically, this is the same behavior that a shoreline exhibits under the action of the weather patterns

and the wave conditions. The details of how much of the sediments are eroded at each time step are

explained in the next Section.

9.6 Incorporation of the Shoreline Erosion intoM2COPS

The suggested method for the inclusion of the shoreline loadings into the model is to vertically

distribute the sediments as point sources (equation2.7.4) at the shoreline grid nodes instead of

imposing concentration profiles that prescribe a fixed solution of the transport equation at all the

neighboring to the shoreline “wet” grid points. This approach allows the model to transport the

shoreline sediments the same way it treats the suspended andthe bottom sediments.

The shoreline sediments are divided in three particle size classes (clay, silt and sand), and their

mass fractions are estimated as reported in Table9.3. Therefore, the “virtual” bedload flux can be

written as:

∆tǫsb =

3∑

i=1

βi
∆tǫsbi;

3∑

i=1

βi = 1 (9.6.1)

where,βi represents the mass fraction of the “i-th” particle size andǫ∆t
sbi is the bedload flux corre-

sponding to that particle size.

Starting with the suspended sediment concentration mass balance equation in a finite volume

and assuming a streamline type, steady state and uniform flow, the differential equation of Rouse’s

distribution of the suspended sediments in the vertical direction takes the form (Vanoni [1977]):

Dv
dC
dz
+ wsC = 0 , C < 0.001 ; Dv ≈ Av =

τ

ρo

[ du
dz

]−1
(9.6.2)
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whereC is the volumetric sediment concentration. The second of equations9.6.2 assumes that

the vertical mass diffusivity is approximately equal to the turbulent momentum diffusivity, which

exhibits the vertical distribution shown. It is also assumed that, the shear stress is a linear function

of the vertical coordinate according to:

τ = τb

(
1− z+ h

D

)
= ρo u2

∗

(
1− z+ h

D

)
with:

du
dz
=

u∗
k

1
z+ h

(9.6.3)

where, equations9.6.3conform to the model’s coordinate system (Figure2.1). Integration of the

first of equations9.6.2and of the second of equations9.6.3in the interval [−h+ α, ζ] and substitu-

tion of all the relevant terms, yields:

u
(
z
)
= uα +

u∗
k

ln
(z+ h
α

)
; C

(
z
)
= Cα

[
α

D − α
ζ − z

D − (ζ − z)

]ws/k u∗
(9.6.4)

and inσ-coordinates:

u
(
σ
)
= uα +

u∗
k

ln
[D
α

(1+ σ)
]

; C
(
σ
)
= Cα

[
− α

D − α
σ

1+ σ

]ws/k u∗
(9.6.5)

where all the variables in equations9.6.2through9.6.5are defined in Chapter2. All the parameters

in equation9.6.5, except thez-coordinate, are invariant under any vertical coordinate transformation,

since a steady, uniform flow is assumed for this derivation ofthe concentration profile.

Combining equations2.8.17aand2.8.27, the near bottom dimensionless concentration for the

“i-th” particle size sediment class is calculated as follows:

Cαi = 0.283
∆tǫsbi T−0.6

i

ρsα
√

(Sp − 1)g dsi

with: ∆tǫsbi = ρsCαi uαi α (9.6.6)

Equations9.6.6define the concentration and velocity at the reference height α above the mean

bed surface. Therefore, the vertical distribution of the source termsSsi is calculated using equations

9.6.4or 9.6.5as follows:

Ssi = ui
(
z
)
Ci

(
z
)
= ui

(
σ
)
Ci

(
σ
)
, i = 1, 3 (9.6.7)

Using actual data from Lake Michigan,∆tǫsb = 0.00404 kg/m · s (maximum shoreline erosion

loading), whereds = 2µm, 26µm, 106µm (average particle diameters of the three sediment classes).

Equation9.6.7is plotted for various water depths, shear velocities and reference heights as shown

in Figures9.4, (a) through(f).
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From these plots, it is apparent that a value ofα = 0.10 m gives the most reasonable results since,

the profiles seem to converge around this value ofα. Smaller values ofα seem to overestimate the

source termsSsi . Similar conclusions have been obtained byvan Rijn [1984b], who suggests that

the use of reference heights very close to the bed should be avoided because they introduce large

errors.

The amount of the “virtual bedload” subject to entrainment is given by ∆tǫsbi T−0.6
i consequently

the amount that remains at the bottom is given by (∆tǫsbi)R =
∆tǫsbi (1− T−0.6

i ). To complete the mass

balance for the “virtual bedload” at each model time step, equation2.7.9is written as follows:

ρs (1− p)
∂(βi Em)

∂t
+
∂qbi x

∂x
+
∂qbiy

∂y
= −Sei + Sdi + S f i +

( ∆tǫsbi)R

α
(9.6.8)
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Figure 9.4 Suggested vertical distribution of the shoreline erosion loadings. (Continued)
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Figure 9.4 Continued.
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Figure 9.4 Continued.
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CHAPTER 10

MODEL APPLICATION AND IMPLEMENTATION TECHNOLOGY

This Chapter summarizes the grid technology, particle tracking, model coupling strategy, and

computational constructs forM2COPS.

10.1 The Lake Michigan Computational Domain

The implementation of the model in Lake Michigan and the hydrodynamic model calculations

take place on a rectilinear horizontal 2x2 km Cartesian coordinate grid and on aσ-stretched vertical

coordinate grid. The horizontaly-axis is aligned with the greater axis of the lake (oriented South to

North) and thex-axis is aligned with the smaller axis (oriented West to East). The above grid for

Lake Michigan has been derived from a 9 arc-second grid defined on a Lambert conformal conic

map projection and has been created by the cooperation of theNational Geophysical Data Center

(NGDC) with theGLERL/NOAALaboratory.

The basic wave computational domain is defined as an irregular orthogonal Cartesian mesh

derived from an irregular orthogonal mesh in geographical coordinates. The wave grid in geograph-

ical coordinates considers two different grid point spacings, one for the longitudinal and one for

the latitudinal direction, respectively. The geographic grid spacings have been derived such that the

resulting Cartesian grid cells are close in size and alignment to the hydrodynamic grid cells.

10.1.1 Details of the Horizontal Hydrodynamic Model Grid

The Lambert conformal conic map projection used in Lake Michigan is based on the “two

standard parallels” method, as described inSnyder[1987], to minimize distortions introduced by its

large latitudinal extent. The equations for the transformations from geographic to Cartesian space
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and the corresponding inverse equations are given as (Snyder[1987]):

x = ρ sinθ (10.1.1)

y = ρ0 − ρ cosθ (10.1.2)

ρ = R F tan−n
(
φ

2
+
π

4

)
(10.1.3)

ρ0 = R F tan−n
(
φ0

2
+
π

4

)
(10.1.4)

F =
1
n

cosφ1 tann
(
φ1

2
+
π

4

)
(10.1.5)

θ = n (λ − λ0) (10.1.6)

n =
ln(cosφ1/ cosφ2)

ln
[
tan(φ2/2+ π/4)/ tan(φ1/2+ π/4)

] (10.1.7)

while, the inverse equations for the sphere are written as follows:

φ = 2 arctan (R F/ρ)1/n − π
2

(10.1.8)

λ =
θ

n
+ λ0 (10.1.9)

ρ = sign(n)
[
x2 + (ρ0 − y)2

]1/2
(10.1.10)

θ = arctan
[
x/(ρ0 − y)

]
(10.1.11)

where (λ, φ) are the longitude and latitude, respectively, (λ0, φ0) are the longitude and latitude for

the origin of the Cartesian coordinates,λ0 is the central meridian, (φ1, φ2) are the two standard

parallels andR is the radius of the earth which, is taken equal to 6366197.724 m. Using chain rule

differentiation equations10.1.1and10.1.2give:

dx= (nρ cosθ)dλ − nρ sinθ

sin
(
φ +

π

2

) dφ (10.1.12)

dy = (nρ sinθ)dλ +
nρ cosθ

sin
(
φ +

π

2

) dφ (10.1.13)

and the inverse equations are:

dλ =
cosθ
n ρ

dx+
sinθ
n ρ

dy (10.1.14)

dφ = −sinθ
n ρ

sin(φ +
π

2
)dx+

cosθ
n ρ

sin(φ +
π

2
)dy (10.1.15)
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The two standard parallels have been chosen at latitudes 43o N and 45o N, while the central

meridian is at longitude 86.5o W. The origin of the grid has been set at latitude 41.5976372o N and

longitude 87.9898071o W. Derivation of the projected coordinates (x, y) from the known geograph-

ical coordinates (lat, lon) has been made using the two standard parallels formula.

The horizontal grid yields 131 grid points on thex-direction and 251 points on they-direction.

The total number of surface grid points is 32881, 14459 of which are the “wet” or water points and

18422 are the land points.

10.1.2 Details of the Vertical Hydrodynamic Model Grid

The vertical grid is based on the so called “σ stretching” that transforms the vertical physical

domain into a rectangular computational domain with an upper boundaryσ = 0 at the free surface

and a lower boundaryσ = −1 at the lake bottom. The verticalσ-coordinates allow for a better

resolution of the bottom boundary layer with fewer number oflayers compared to the ones needed

by a Cartesian vertical grid to achieve a similar resolution.

The vertical coordinate system used for the model implementation in Lake Michigan consists

of 20σ levels or 19 layers. Starting from the free surface the top 10layers use a uniform vertical

spacing with∆σ = 0.0227. From the 11th layer until the 15th layer, spacings increase linearly and

from the 16th layer till the bottom they decrease again linearly for a better resolution near the lake

bottom (Table10.1). The maximum physical spacing is 37.183 m and it is found at the central part

of the lake while the minimum physical spacing is 0.068 m.

10.1.3 Details of the Wave Computational Domain

The two wave models used in the prediction system can be configured to run either using spher-

ical or Cartesian coordinates. Furthermore,M2SWANaccepts curvilinear coordinates, a feature that

makes this model more compatible withM2HYD. The Cartesian coordinates inM2WAM are de-

scribed by the definition of a uniform rectangular grid in geographical coordinates where the grid

spacing∆x = ∆y = 2000 m is defined at the equator such that:∆λ = ∆φ = (360x2000)/40000000=

0.018o.
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Physical spacing (based on model depths)

Level σ Layer ∆σ max. depth min. depth aver. depth
number number 273.0 m 3.0 m 84.44m

1 0.0000
2 −0.0227

1 0.0227 6.197 0.068 1.917

3 −0.0454
2 0.0227 6.197 0.068 1.917

4 −0.0681
3 0.0227 6.197 0.068 1.917

5 −0.0908
4 0.0227 6.197 0.068 1.917

6 −0.1135
5 0.0227 6.197 0.068 1.917

7 −0.1362
6 0.0227 6.197 0.068 1.917

8 −0.1589
7 0.0227 6.197 0.068 1.917

9 −0.1816
8 0.0227 6.197 0.068 1.917

10 −0.2043
9 0.0227 6.197 0.068 1.917

11 −0.2270
10 0.0227 6.197 0.068 1.917

12 −0.2724
11 0.0454 12.394 0.136 3.834

13 −0.3405
12 0.0681 18.591 0.204 5.750

14 −0.4313
13 0.0908 24.788 0.272 7.667

15 −0.5448
14 0.1135 30.986 0.341 9.584

16 −0.6810
15 0.1362 37.183 0.409 11.501

17 −0.7945
16 0.1135 30.986 0.341 9.584

18 −0.8853
17 0.0908 24.788 0.272 7.667

19 −0.9534
18 0.0681 18.591 0.204 5.750

20 −1.0000
19 0.0466 12.722 0.140 3.935

Table 10.1 Definition of theσ layers used in Lake Michigan.

The above definition introduces significant distortion intothe resulting rectangular grid because

of the latitudinal extent of Lake Michigan. Therefore,M2WAMhas been modified to accept a non-

uniform Cartesian mesh, such that∆λ , ∆φ. The value of∆λ is calculated from the longitudes of

the hydrodynamic grid points and an average value of∆λ = 0.0259o is used.

The origin of the wave computational mesh is set atλ0 = 88.0940oW andφ0 = 41.6044oN.

Starting from this point, each grid point location is calculated as:λi = λi−1 + ∆λ (i = 1, 131) and

φ j = φ j−1 + ∆φ ( j = 1, 251). While the resulting grid is orthogonal with constant cell sizes in geo-

graphical space, the transformation of the coordinates in Cartesian space produces a slightly curvi-

linear grid, as shown by the equations10.1.1and10.1.2. In other words, the wave and the hydrody-

namic computational domains do not coincide.

Though both grids are aligned together, the slightly different cell sizes introduce differences in

the longitudinal direction with a maximum value of∼ 200 m (in the Southernmost part of the lake).

To remedy this problem, two approaches can be used:(a) redefine the hydrodynamic computational
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domain to be the same as the wave computational domain, and(b) simply interpolate the required

parameters that are being exchanged between the models. Using the first approach, bothM2HYD

andM2SWANshould be run using curvilinear coordinates, whileM2WAM uses the above defined

Cartesian mesh. This approach is elegant, however, it introduces significant computational load

by calculating the metrics of the transformations during the course of the various interpolations

performed within the models.

The second approach requires interpolation of the fields being exchanged between the models.

All the models have been adapted to output the data in user defined grids, where the required in-

terpolations are performed in all the models using the Natural Neighbor interpolation described in

10.5.1. This interpolation method is an improvement to the simple bi-linear interpolation scheme

used in the wave models.

10.2 Grid Refinement and Nesting

The accurate description of the near-shore sediment transport dynamics requires, if possible, the

accurate forecasting of the near-shore wave field. The near-shore region is defined as the area where

the bathymetric effects on both the wave and the current fields become dominant. For the case

at hand, that is, the prediction of the evolution of the Lake Michigan Spring plume, the accurate

prediction of the near-shore wave parameters ensures a better or a more accurate representation of

the magnitudes of the shoreline and the bottom erosion rates, therefore, a better representation of

the plume. Both erosion rates are input to the sediment modeland are defined at locations (grid

points) where they can be picked up by the model for their subsequent transport under the action of

the currents and the waves.

The accuracy of the near-shore wave calculations depends on: (a) the quality of the input of the

boundary and the initial conditions,(b) the existence of shallow water related physics in the wave

model (e.g., depth induced wave breaking), and(c) the resolution of the computational grid. Usually

finer grid calculations are used as a means to obtain better shallow water wave predictions.

M2SWANis specifically designed for coastal wave predictions, while M2WAM is more of a

global model extensively used for deep water or ocean wave calculations. Both models use the

same basic physics:(a) wave propagation in both space and time,(b) depth induced shoaling and

refraction,(c) current induced shoaling and refraction,(d) whitecapping,(e)bottom friction, and(f)
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quadruplet wave-wave interactions. In addition to the above,M2SWANincorporates depth induced

wave breaking and triad wave-wave interactions, making this model to be more suitable for near-

shore wave calculations.

Figure 10.1 Suggested near-shore 3-level nested computational grid.

The description of the characteristics and limitations of the two wave models and the required

accuracy of the prediction of the near-shore wave field implythat a more refined computational grid

is needed near the shore. The region of interest (ROI) in the near-shore computations is defined

by the near-shore control volumes and it is the region whereM2SWANis applied. To avoid errors

caused by numerical diffusion (see Section3.5) M2SWANshould be run with a grid resolution of

∼ 1000 m or less. The transition from the∼ 2000 m resolution of the coarse wave computational

grid to the∼ 1000 m resolution is achieved by incorporating an intermediate M2WAM nest. As

described inWornom et al.[2001], this approach gives superior results than runningM2SWANin

the∼ 1000 m resolution and coupling it directly to the∼ 2000 mM2WAM domain. After the fine

M2WAM nest,M2SWANassumes the computations using a resolution of∼ 500 m. The proposed

double nesting is shown in Figure10.1and is implemented here.
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10.3 Definition of the Eulerian Particle Tracking (M2EPT)

Eulerian particle tracking is the modeling method that quantifies the distribution pathways of

any scalar quantity that can be treated as a particulate matter. The method shares the same Eulerian

framework as the underlying computational models and can beapplied to a variety of substances

that can be identified by principal characteristics such as density and particle size. Examples of such

substances are sediments, phytoplankton, zooplankton, oil-spills and even water. This technique has

been fully explained inBedford et al.[1999] andVelissariou et al.[1999] and is only summarized

here.

The particle tracking framework requires the complete identification of the source or sources

of origin (location and area of extent) of the modeled scalarquantity. The sources of origin can

extend to occupy areas as large as the whole computational domain or as small as the neighborhood

of a single point. Within each source area, multiple substances can be identified based on their

principal characteristics. With more than one source of origin and more than one substance or

component identified within the domain, a multi-source, multi-component Eulerian particle tracking

framework is established. Figure10.2shows the definition of various sources of origin for a single

scalar quantity within the computational domain.

Let us assume that for the multi-source, single component formulation shown in Figure10.2

the modeled substance is sediment. We further assume that the extended sourcesE1 andE2 supply

sediments found both at the bottom and in suspension. The point sourcesP1 andP2 only supply

sediments found at the bottom. The boundary point sourcesC1 supply the sediments eroded from the

boundary (shoreline) under the action of various physical elements on the boundary. The sediment

model calculates the sediment distribution in the domain for each sediment particle size, therefore,

to identify the origin of the sediments we just need to assigndifferent particle sizes for each source.

For all practical purposes, the sources should be located atareas or points where the sediment

supply can be picked up by the sediment model (e.g., at grid point locations). SourcesP1, P2 andC1

are exactly located at model grid points, while the extendedsourcesE1 andE2 contain a number of

grid point locations that supply the sediments. If the sediment particle size distribution is known or

can be determined at all these grid points (one for the bottomand one for the suspended sediments)

it is simply supplied to the sediment model. The sediment diameters (model input) are set equal to
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Figure 10.2 Representation of an Eulerian particle tracking system of sources.

the diameters corresponding to the midpoint of each sediment range found within the particle size

distribution.

The sediment model is initialized with a zero sediment concentration everywhere in the domain.

After the initialization period is over, the sediments fromeach source are tracked by looking up their

diameter and their corresponding concentration (C > 0) everywhere in the domain. For the method

to be successful, all the assigned sediment diameters should be different from each other. In case that

two sediment diameters are indistinguishable, one can slightly be perturbed such that the settling

velocity of the particular sediment size remains virtuallythe same.

In the case of limited availability of sediment data, it willbe necessary to slightly perturb the

sediment diameters as discussed above to apply the method successfully. The final question is:

“What is the limit in the number of particle diameters that can be used?” The answer is that depends

upon the available computer resources and the amount of available storage. Considering only the

three main sediment size classes, that is, sand, silt and clay, the number of the particle diameters

decreases drastically, while the number of the sources considered can at the same time be increased

to achieve a better resolution.

255



10.3.1 Particle Tracking Formulation

As explained previously the spring plume is directly related to the general near-shore advective

and diffusive transport mechanisms that control the long-shore andcross-shore transport of the

suspended mass. To study the transport processes at the near-shore regions, the entrainment and

settling of the sediments from the lake bottom at near-shoreand off-shore locations and the re-

distribution of the entrained sediments must be resolved inthe model of Lake Michigan.

According to this modeling system, the lake shoreline is divided in a number of segments with

each one identified as a separate source of sediments. Furthermore, the lake bottom is divided in

areas of various sizes that consist of additional sediment sources (Section10.3.3). Each source is

represented using three sediment size classes (sand, silt,and clay), but the sediment particle diam-

eters for these classes vary among the sources. This is necessary to be able to “track” the different

particle sizes in their journey from a sediment source to a depositional area, to examine the sediment

transport patterns, to identify deposition areas and to quantify the sediment load transported from

each source and sediment size to each deposition area.

10.3.2 Definition of the Control Volumes

For a closer study of the sediment transport during the spring plume event, the lake is divided

into a number of control volumes (Figure10.4) the bottom area of which corresponds to the sediment

sources described in Section10.3.3. Due to computational considerations, only a limited number of

such control volumes can be established. In the present implementation, the lake and the lake shore

are divided into 17 control volumes, which are considered asa heavy computational load.

Six of the control volumes (C−V8-C−V13) have been established at the near-shore area of the

Southern part of the lake to study the along-shore and cross-shore movement of the sediments, as

well as the entrainment and the deposition rates of the sediments within these control volumes.

Three of the near-shore control volumes are set on the Western part of the lake and three on the

Eastern part of the lake.

Figure10.3shows a near-shore control volume segment and the definitions of the various net

sediment fluxes in that control volume, whereqs is the sediment flux due to the net shoreline ero-

sion rate,qx, qy are the net bedload fluxes in thex and y directions, respectively,Sz is the net

sediment entrainment flux andSx, Sy are the net horizontal suspended sediment fluxes in thex and

y directions, respectively.
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Figure 10.3 Conceptual diagram of a beach profile.

The width of the near-shore control volumes (off-shore distance from the shoreline) shown in

Figure10.4 (b) is between 15 and 25 km (depending on the shoreline irregularities) to capture the

plume, the width of which has been estimated to be between 10 km to 16 km. The length of the

shoreline included in each control volume varies from 104.5 km to 167.8 km (average shoreline

length 137 km). In the definition of the control volumes besides the size, some consideration was

also given to the erosion loadings, the soil texture, the shore types and the shoreline exposure to the

waves. Since erosion loadings and soil texture informationare given for counties rather than sub

regions within each county, the control volumes have been set so that they include the undivided

shoreline of each county.

Three control volumes have been set at the off-shore part of the lake, two of which cover the

Southernmost area of the lake (C−V16-C−V17) and one the area between the Two Rivers Ridge and

the Door-Leelanau Ridge (C−V15), to study the entrainment and deposition rates of the sediments at

the off-shore regions, as well as to identify sediment deposition areas within these control volumes.

The Northern part of the lake does not affect the evolution and transport of the Spring plume and in

the present study it has been set as one control volume (C−V14) that includes both the near-shore and

the off-shore regions.

Finally, seven more control volumes (C−V1-C−V7) have been named at the shoreline (foreshore

and backshore regions), where sediments from the beaches, the bluffs and the lake banks are eroded

and enter the near-shore region or sediments from the near-shore region are accreted under the

action of the waves. The bottom area of the control volumes onthe lake shore are defined by the

grid points immediately neighboring to the shoreline definition.
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10.3.3 Computational Definition of the Control Volumes

Starting with the shoreline definition obtained fromGLERL(David Schwab, personal communi-

cation) a region of interest (ROI) can be defined by setting all the points that lie inside the shoreline

definition as foreground points and all the points that lie outside the shoreline definition as back-

ground points. Shrinking theROI gradually by one grid point each time a newROI is constructed.

The difference between the new and the oldROI gives a segment parallel to the shoreline definition.

This process is repeated until the required width of this segment is obtained. The whole procedure

was performed using theIDL (Interactive Data Language) scripting language (http://www.ittvis.

com/).

The core procedures (subroutines) for the code that calculate theROI boundary are part of the

publicly available Coyote’s library of the Fanning Consulting (http://www.dfanning.com/). This

code was substantially modified and enriched by personally developedIDL code to produce the

required results. Irregularities of the domain (e.g., islands) and of the shoreline (e.g., sharp edges),

limits the ability of the code to be run automatically, therefore, the user intervention to remove

unwanted points so that a smoothROI outline can be obtained is necessary.

After the completion of the procedure two files are generated, the first containing the grid points

(i, j) of the outline of each control volume going counterclockwise (starting from the top), and

the other contains all the grid points (including the boundary that defines the area of the control

volume). The first file is used to outline the control volumes,as shown in Figure10.4a, and to

calculate property fluxes through the faces of the control volumes. The second file is used to define

the average bottom sediment properties for each control volume using the bottom sediment particle

size distribution. The grid points defined in the later file are also used by the sediment model to

differentiate sediment sources with different properties.

10.3.4 Definition of the Sediment Sizes and Fractions

The particle tracking method described in Section10.3.1requires tagging of the sediment par-

ticles in such a way that the various sediment sources/ control volumes can be safely identified.

Tagging of the sediments is done here by assigning three sediment diameters (one for the clay, one

for the silt and one for the sand size classes) to each controlvolume. Since 17 control volumes are

defined in Section10.3.2the total number of sediment diameters required is 51.
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In Sections8.5and8.5.1the procedure followed to create the gridded sediment data is described.

The gridded sediment data give the distribution of 24 grain sizes (4 from the clay, 14 from the silt

and 6 from the sand size class) at each grid point. To calculate a representative diameter for each

size class and for each control volume, using the gridded sediment data, the following approach

is used: (a) calculate the average mass fraction for each grain size within a control volume as:

β̄ j =
1
N

N∑
i=1
βi ( j = 1, 24) where,N is the total number of the grid points in the control volume,βi

is the mass fraction of the particular grain size at the “i-th” grid point andβ̄ j is the control volume

averaged mass fraction of the particular grain size (repeatfor all 24 grain sizes),(b) slightly adjust

(if necessary) the averaged mass fractions such that
24∑
j=1
β̄ j = 1 and(c) calculate an average diameter

for each size class using the following expression:

C−V
ds =

Ns∑
s=1

β̄sDs

Ns∑
s=1

β̄s

(10.3.1)

The process is repeated for all the control volumes. The selected diameters per control volume

and sediment size class are shown in Table10.2.

Control Volume Clay (m) Silt (m) Sand (m)

C−V1 0.0000019115 0.0000309215 0.0002295079
C−V2 0.0000019132 0.0000285939 0.0001875699
C−V3 0.0000018872 0.0000284318 0.0002488595
C−V4 0.0000017533 0.0000257123 0.0003167730
C−V5 0.0000018267 0.0000206898 0.0002531482
C−V6 0.0000019877 0.0000206072 0.0003212457
C−V7 0.0000020642 0.0000234938 0.0002644130
C−V8 0.0000019111 0.0000279773 0.0002511235
C−V9 0.0000019000 0.0000247554 0.0002217254

C−V10 0.0000018687 0.0000264239 0.0002946005
C−V11 0.0000016793 0.0000249549 0.0003385879
C−V12 0.0000017400 0.0000209555 0.0002447994
C−V13 0.0000019670 0.0000205854 0.0003430683
C−V14 0.0000020885 0.0000234153 0.0003052565
C−V15 0.0000019292 0.0000225324 0.0002931433
C−V16 0.0000018574 0.0000231655 0.0002962815
C−V17 0.0000017660 0.0000222718 0.0002712074

Table 10.2 Sediment particle diameters (m) defined for the Control Volumes of Lake Michigan.
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The final mass fraction for the sediment represented by each average diameter at the near-shore

and off-shore volume is the one calculated in step (b) above. The mass fractions for the on-shore

control volumes are assigned according to the mass fractions per size class that have been estimated

for each county around the lake, and are shown in Table9.3.

10.4 Model Coupling

M
2

SWANM
2

SWAN M2WAM

M2HYD

M2SED

S
E
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F

S
E
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F

E, ε, Hs
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Uwb, Awb,Rab

uhs, D

uhb

uhb, D, ρ, Sd

fcw

u
*

u
*

Ss

Se

ds, d50, C, ρs

ε, σ

Tair

W

M2BBLM

Figure 10.5 Schematic representation of the model coupling.

Figure10.5shows the exchange of the variables defined as follows that takes place among the

various coupled model components:(a) hydrodynamic variables:W is the wind speed,Tair is the

air temperature,D is the total water depth,U is the vertically averaged mean flow velocity, ˆuA is

the Doppler velocity,uhs anduhb are the velocity vectors representing the horizontal flow velocity

components at the free surface and the bottom, respectively, u∗ is the friction velocity at the bottom

and fcw is the combined wave-current bottom friction factor;(b) wave variables:E andE are the total
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and spectral wave energy, respectively,ω̃ and˜̊σ are the spectrally averaged radial and intrinsic wave

frequencies, respectively,k̃ and θ̃ are the spectrally averaged wave number and direction,Hs is the

significant wave height,Uwb is the maximum near bottom wave orbital velocity,Awb is the bottom

wave excursion amplitude,τw is the surface wave induced shear stress,Rαβ is the wave radiation

stress tensor and ust is the Stokes drift; and(c) sediment variables:C is the volumetric concentration

of the suspended sediments,ρs andρ are the sediment and mixture densities respectively,ds is the

sediment particle diameter,d50 is the median diameter,Sd is the depositional flux of the suspended

sediments near the bottom,Se is the entrainment flux of the bottom sediments andSs is the erosion

flux of the shore sediments.

The various models and sub-models used inM2COPSare coupled either directly within the main

hydrodynamic code or indirectly using the parallel MessagePassing Interface (MPI) described in

Section10.5.2. The hydrodynamic, sediment and bottom boundary layer models are coupled di-

rectly so that the parameter exchange mechanisms are hardcoded into the main hydrodynamic and

sediment models. The default exchange frequency among the directly coupled models is every

time step. The user, however, has the options to start the sediment calculations at a time differ-

ent than the hydrodynamic start time or to control the exchange frequency. Since all calculations

performed inM2COPSare highly tied together when the full spectrum of physics isused (hydrody-

namic, sediment), use of the default exchange frequency (that is every time step) is preferable and

computationally more correct.

The wave models are considered external to the hydrodynamicmodel and to each other and as

such are coupled using the Message Passing Interface (MPI). The requirement here is that all the

codes implement all the necessary calls to exchange the needed data and that the resulting code

is executed in computer platforms with parallel capabilities (cluster or multi-processor systems).

Simplifications to the above procedure can be achieved by using available coupling software that

is already extensively tested and adoptable in different computer environments (e.g., theOASIS

software at:https://prismtrac.cerfacs.fr/wiki / and the Model Coupling Toolkit at:http://www-unix.

mcs.anl.gov/mct/).

The M2COPSframework is constructed with the use of theMPI, which is highly tied with

MPICH (http://www-unix.mcs.anl.gov/mpi/) and OpenMPI (http://www.open-mpi.org/) projects.

OpenMPIhas the additional capability to allow coupled models to runsequentially. The latter is
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important in the case that coupled model components need to be switched off and on or when the

models need to be run in sequential mode.

10.5 Implementation Technology

Solving large scale problems requires the use of complex modeling systems that generate ex-

traordinary amounts of output data the analysis of which requires special handling. Therefore, an

important objective is to identify the necessary technology, methodology and resources required to

execute the model, to store and retrieve the usually huge data outputs produced by the model com-

putations, to manipulate and analyze the data sets and finally to visualize the results. The various

aspects of the technological requirements as implemented in M2COPSare outlined in the following

Sections. Their use though is not strictly limited to the current modeling system but can rather be

incorporated in any modeling framework.

10.5.1 Natural Neighbor Interpolation

In M2COPSand its application to the Lake Michigan turbidity plume, Natural Neighbor inter-

polation is used as the basic interpolation technique. Natural Neighbor is employed to create the

gridded meteorological and sediment input files and to compare the model output data to measured

water elevation, velocity, wave and sediment data. This method has been successfully used for the

interpolation of scattered or arbitrarily distributed meteorological and geophysical data for many

years. Some properties of the Natural Neighbor interpolation are that:(a) the original observed or

measured variable values (Fi) are recovered exactly at the sampling points; and(b) the interpolated

function has continuous derivatives, except at the sampling points (Sambridge et al.[1995]).

The method is applied here by constructing Delaunay triangles and their dual Voronoi cells

(known in 2D spaces as Thiesen polygons) for the given data set using theWatsontriangulation

algorithm. The Natural Neighbor code used inM2COPSwas obtained from Dr. M. Sambridge

(personal communication) and his contribution is gratefully acknowledged. Natural neighbors of

any sampling point are considered:(a) the sampling points in the neighboring Voronoi cells, and(b)

the sampling points to which it is connected by the sides of the Delaunay triangles. Each sampling

point has only one Voronoi cell (known as first order Voronoi cell) associated with it.

The two dimensional horizontal domain of Lake Michigan is partitioned by assigning each grid

point (x, y) to the nearest sampling point or observation station (S) such that:
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Voronoi Cell=
{
(x, y) : |Si − (x, y)| ≤ |S j − (x, y)| for all j , i

}
(10.5.1)

Each grid point also has only one Voronoi cell (known as second order Voronoi cell) associated

with it. The Natural Neighbor interpolation on the given grid is local and influenced only by its

natural neighbor Voronoi cells. The interpolated valuesF
(
x, y

)
are calculated from the observed

valuesFi using the following equation:

F
(
x, y

)
=

N∑

i=1

wi(x, y)Fi (10.5.2)

where i = (1,N) represents the index of the neighboring sampling points orobservation stations,

wi
(
x, y

)
represents the weight functions andFi is the observed value at the neighboring Voronoi cell

“i”. Full details of the method can be found inSibson[1981], Watson[1992] andSambridge et al.

[1995].
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Figure 10.6 Definition of the Natural Neighbor interpolation weight functions.

The weight functions are defined as the area of overlap between the second and the first order

Voronoi cells (see Figure10.6). Mathematically, the weight functions are defined as:

wi(x, y) =
Ai(x, y)
A(x, y)

(10.5.3)

Using the above definition of the weight functions equation10.5.2is written as:
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F
(
x, y

)
=

N∑

i=1

Ai(x, y)
A(x, y)

Fi (10.5.4)

whereAi
(
x, y

)
is the overlapped area of the first order Voronoi cell “i” and the second order Voronoi

cell for the grid point (x, y) andA
(
x, y

)
is the total area of the second order Voronoi cell for the grid

point (x, y). The definition of the weights implies that
N∑

i=1
wi

(
x, y

)
= 1.

The Natural Neighbor interpolation method produces smoothinterpolated fields. Physically, the

smoothness of the interpolated data set is necessary to avoid sharp gradients, however, the accuracy

of the final gridded surfaces is not related to the degree of smoothness of the interpolated field, but

rather to the correct determination of the weight functions.

10.5.2 MPI Implementation

As previously described, the model components are parallelized using the Message Passing In-

terface (MPI) where information exchanged among the model components (coupling) is achieved

throughMPI calls. Initially M2COPSused theMPICH libraries (http://www-unix.mcs.anl.gov/

mpi/, that have currently been replaced by theOpenMPI libraries (http://www.open-mpi.org/).

OpenMPI is a continual effort on MPI development, which is fully compatible with theMPICH

and theMPI standards, and it is actively supported. Specific portions of theM2COPSparallel code

were adopted from theGLFSdeveloped code (Welsh et al.[2000]). The parallelM2COPScode is

currently run on quad-core Intel Systems with the possible use of up to 16 processor cores. The

code can be also used also in sequential mode by running each model component individually.

The parallelM2COPSis still under development and a future objective is the use of a coupler

toolkit for the model couplings, such that additional modelcomponents can be easily added. One

such solution for model couplings and communication among the different processes that needs to

be further investigated is the use of the Model Coupling Toolkit (MCT athttp://www-unix.mcs.anl.

gov/mct/). MCT allows both parallel and sequential model runs by usingMPI and emulatedMPI

interfaces, respectively.

10.5.3 Programming Language Interfacing

The availability of the high performance compilers and vectorization techniques requires the use

of modern programming languages as well. TheM2HYD , M2SED , M2BBL andM2WAM sub-

models useFortran 77 as their core programming language, but certain portions ofthe M2COPS
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system have been extended to useFortran 90. The M2SWAN model is completely written in

Fortran 90/95. While it is not the principal objective of the current work to translate and test the

Fortran 77 code toFortran 90 code, it is suggested that all new model components be written in

Fortran 90 towards a full implementation of the latestFortran standards. Furthermore, the needs

of the CPU speed utilization and the “on demand loading” of resources is achieved by the use of

modern computing languages.

The IDL (Interactive Data Language) software used for the analysisand visualization needs of

M2COPShas implemented facilities for callingFortran andC functions and subroutines, while the

Fortran andC programs can call neededIDL procedures.IDL has a sophisticated Advanced Pro-

gramming Interface (API) in C that can be used to develop specialized calls from other languages.

Various model components inM2COPSare written inC programming language (e.g., natural

neighbor interpolation and various utilities) which need to be accessed fromFortran as well. Consis-

tency requires that specificFortran andC utilities of M2COPSshould be accessible by the graphics

and analysis packages as well.Fortran 77 and evenFortran 90/95 have very limited capabilities

for the development of a re-usable interface among the various languages and it usually requires

extensive programming effort. In M2COPSthe interfacing amongFortran, C andIDL is achieved

by the use of a package calledCFortran (http://www-zeus.desy.de/∼burow/cfortran/). CFortran is

not a regular software package, but rather just a header file that contains directives compatible with

the majority of the computer platforms, and can be used to construct the necessary calls for the

various computing languages. The resulting code is compiled in a library subsequently used in the

final linking of the model executable code with the theIDL, Fortran, andC libraries of the system.

IDL uses the dynamic counterpart of the above created library. This procedure, as implemented

in M2COPS, produces facilities that are common to all modeling components, thus ensuring the

consistency in the data analysis and manipulation.

10.6 Visualization and Computer Resources

A multi-component modeling system that utilizes additional software packages and is designed

to perform scheduled runs (either continuous or discrete) requires use of some sort of automation

software, since continuous user intervention is impractical. M2COPSextensively uses “glue” scripts

to automate the various aspects of its runs. Model runs, datastorage and extraction, data analysis
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and visualization are all controlled byC shell scripts (UNIX) that have been developed side by side

with theM2COPSdevelopment efforts.

The data analysis and visualization needs ofM2COPSare fulfilled using the Interactive Data

Language (IDL at http://www.ittvis.com/ProductServices/IDL.aspx) which has numerous facili-

ties for data analysis and visualization. Individual facilities have also been developed as part of

M2COPS. Other tools required for the production of the final products (e.g., image manipulation,

animations, data format handling) are either part of a standard UNIX/LINUX operating system or

are usually available as an open-source software package. The documents related toM2COPS(in-

cluding the present document) are generated usingLATEXin bothPostscriptandPDF formats.

The memory and storage requirements for the fullM2COPSsimulations are mainly controlled

from the presence of the 4-dimensional arrays in the sediment and wave models. A reasonable

estimate, based on personal experience with these models, for the memory requirements is∼ 2 GB.

The most computationally expensive model is the sediment model. Depending upon the number of

the sediment particle sizes used, the memory requirements easily reach∼ 2 GB and use of refined

requirements can easily reach even higher levels.

M2COPScurrently runs on four computers with 8 GBRAM each. This is sufficient for a full

Lake Michigan simulation. Considering the Lake Michigan 2x2 km computational grid as a basis

of a large scale simulation, the output requirements for a full 3D model simulation per week is

estimated to be∼ 1.5 GB to∼ 2 GB. Therefore, a full Lake Michigan simulation for one yearusing

51 sediment classes, 3D velocity and temperature fields rises the storage requirements to∼ 7 TB.

Data analysis and visualization will introduce an additional ∼ 1 TB to∼ 2 TB storage requirement

that brings the storage requirements to a total of∼ 10 TB.

If the data are to be archived, a compression/decompression scheme should be used. Depending

upon the data type the usual compression rates are between 75% to 95 %. An alternative and more

efficient approach is to write and read the model data inCDF (http://cdf.gsfc.nasa.gov/) or HDF5

(http://www.hdfgroup.org/) format that compress the data on the fly. However, using either method

the storage requirements and data handling at the end are still expensive.

Modern computers are very fast and subsequently the numerical models are executed fast as

well. The time for a weekly model run depends upon the model components used and the detail in

the computations and can take as little as 10− 20 min and as high as 2− 3 days per simulation week.
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A compression/decompression approach of a∼ 2 GB stored file can take as long as 10− 15 min at

a time and needs to be further multiplied by the number of the variables being retrieved. This

makes the whole approach a very time consuming process. Since most numerical models, including

M2COPS, are equipped with restart facilities to facilitate long term runs, the model restart files can

be utilized to overcome the requirements related to storageand compression of the data. Personal

experience shows that the long term model simulation data can be discarded after the generation of

the final products and only the model restart files at specifieddays (e.g., once per week) need to be

retained. This approach, in combination with the use of theCDF/HDF format reduces the storage

requirements to a bare minimum without losing the capability of retrieving/regenerating the data

for any specified date within the simulation period. The above approach has been tested in many

previous model simulations and is certainly adopted inM2COPS.
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CHAPTER 11

M2COPS PRELIMINARY TEST RESULTS AND CONCLUSIONS

11.1 Initial Model Application and Testing

The developed prediction system and its associated code components need to be applied and

tested under different conditions and varying flow domains so that code bugs can be isolated and

model behavior can be tested. The model output may include the following physical variables:(a)

currents,(b) temperatures,(c) sediment concentrations,(d) free surface elevations,(e)surface wave

parameters (height, period, energy and direction),(f) vertically integrated currents,(g) vertically

integrated sediment concentrations, and(h) bottom characteristics (bedload fluxes, bottom evolution

and sediment grain size distributions). Derived physical parameters may include:(a) horizontal and

vertical momentum and mass fluxes at selected locations,(b) control volume fluxes,(c) numerical

collection rates at selected locations,(d) total suspended sediment mass (local and global), and(e)

temporal histories of the above parameters.

Although the individual model components of theSMFhave been thoroughly tested and evalu-

ated, the improvements and additions to individual model components as well as the new compre-

hensive model approach still need evaluation and verification. Switching on and off the different

model components shows the relative importance of each model component with respect to each

other and to the problem being modeled.

In the present initial model evaluation its behavior with and without the effect of the waves is

examined in the physical domain of Lake Michigan and specifically during the Spring plume event

of 1998.
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11.2 Boundary and Initial Conditions and Model Forcing for the Preliminary Tests.

The lake domain in the present application is considered closed without inflows from the basin

rivers or outflow to Huron Lake. Daily lake stage elevation adjustments are determined as the

average of the hourly water elevation data at 6 gage stationsaround the Lake shoreline (stations

numbers: 9087023 at Ludington, MI, 9087044 at Calumet Harbor, IL, 9087057 at Milwaukee, WI,

9075080 at Mackinow, MI, 9087079 Green Bay, WI, 9087096 at Port Inland, MI).

The boundary conditions for the hydrodynamic and sediment models mathematically are defined

as:

free surface: Av

[
∂u
∂z
,
∂v

∂z

]
=

[
τsx

ρo
,
τsy

ρo

]
, Kv

∂T
∂z

∣∣∣∣∣
ζ
=
HN

ρo cp
and

∂S
∂z
= 0 (11.2.1)

bottom: Av

[
∂u
∂z
,
∂v

∂z

]
=

[
τbx

ρo
,
τby

ρo

]
,

∂T
∂z
=
∂S
∂z
= 0 and w = 0 (11.2.2)

The wave boundary conditions are set as:N(x, y, σ̊, θ, t)
∣∣∣
Land
= 0, that is, the land boundary absorbs

all incoming waves.

For the “cold” model start all the fields in the water column (velocities, temperature, sediments)

are initialized by setting them equal to zero. The initial conditions for the bottom sediments of

Lake Michigan are set according to the data presented in Figures8.16(a-c) and details of how the

bottom sediment data were obtained are given in Section8.5. The wave models may assume one

of the following two initial conditions:(a) no waves at all; and(b) some very young sea state.

Here, the wave field is set to zero (that is, no waves exist att = 0). The above set up for the initial

conditions of the hydrodynamic and wave model requires thatthe model run for some time to allow

the initial conditions to propagate through the computational domain and the model to reach a state

of statistical equilibrium. This procedure in modeling practice is known as spin up. In the present

wind driven 3D model application, one week spin up period is adequate for the model to reach

equilibrium and the results to become realistic.

Forcing of the model during the spin up (February 22nd to February 28th, 1998 ) and the actual

simulation period (March 1st to March 31st, 1998 ) requires meteorological data (air temperature,

cloud cover and dew point), wind speed and direction, and temperature data. Details of how these

data where obtained and processed are found in Section8.1.
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11.3 Statistical Tests

Only parametric statistical tests are used in the initial evaluation of the developed model predic-

tion ability that include the mean (m) of the differences between the calculated and the measured

or observed data sets, therangeof variability, the standard deviation (σ) and the root mean square

error (RMSE).

The mean of the differences between the modeled and measured data provides a gross overall

measure of the model performance and is calculated as:

m=

n∑
i=1

(
Oi − Mi

)

n
(11.3.1)

wheren is the total number of observation or modeled points,Mi are the modeled andOi are the

observed values of each evaluated variable. The smaller themean difference the better the agreement

between the model and the observed values, with a value of zero denoting absolute agreement.

The standard deviation (s) is a measure of the distance of the difference between the calculated

and observed data from the mean difference. Small standard deviations indicate that the differences

are closer to the mean. The standard deviation is calculatedas:

s=

√√√√ n∑
i=1

[(
Oi − Mi

)
−m

]2

n
(11.3.2)

The root mean square error (RMSE) is another test of the overall model performance that mea-

sures how close the modeled value of a variable is to the observed value. Mathematically, the test is

defined as:

RMS E=

√√√√ n∑
i=1

(
Oi − Mi

)2

n
(11.3.3)

The differences between the modeled and observed data are squared sothat more weight is

given to larger errors. All the above tests give informationon the size, but not of the nature of the

error, which make them adequate measures for the preliminary model evaluation. However, deeper

analysis may require specific tests that can reveal the nature of the errors and help with in future

model improvements.
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11.4 Preliminary Test Results and Discussion

Water Level Simulations Without Waves

A comparison between observed and modeled without the effect of the waves water elevation

data take place here. Modeled water elevations have been interpolated to the location of the water

elevation gage stations using the Natural Neighbor method.The mean of each data set is calculated

and subtracted from the water elevation data in this data setto produce two new data sets one for

the observed and another for the modeled water level fluctuations about their corresponding means.

Then, time series of hourly modeled water fluctuations are compared to hourly water fluctuations

observed at six gage stations around the lake. A summary of the evaluation statistics and the maxi-

mum positive and negative deviations from the zero mean level denoted as max and min are shown

in Table11.1. Graphical representation of the time series is shown in Figures11.1to 11.6.

Location max (cm) min (cm) s (cm) RMSE (cm)

Mackinaw, MI 21.18 −32.66 6.75 8.28
Ludington, MI 14.83 −14.35 3.69 3.81

Calumet, IL 39.21 −18.91 5.84 6.26
Milwaukee, WI 24.20 −18.63 3.96 4.87
Green Bay, WI 29.57 −48.92 13.02 13.37
Port Inland, MI 15.60 −35.18 5.51 6.56

Table 11.1 Evaluation of water level fluctuations; effect of waves not included

From Figures11.1to 11.6it is apparent that the model predicts well for all the significant set-

up and draw-downs of the water surfaces. Although specifically designed tests need to be applied

to accurately decide whether the modeled and observed waterfluctuations are in phase, the visual

agreement seems encouraging. The magnitude of the differences expressed by the standard devi-

ation and theRMSEis variable around the Lake. The best agreement is found at Ludington and

the worst at Green Bay with standard deviations 3.69 cm and 13.02 cm andRMSE3.81 cm and

13.37 cm, respectively. Actual water differences range from 14.83 cm to 48.92 cm. Because the

differences are calculated by subtracting the model from the observed fluctuations, the model shows

a general tendency to underestimate the observed water elevations.

272



30 60 90
Day of the year (d)

-0.6

-0.4

-0.2

0.0

0.2

0.4

0.6

W
at

er
 L

ev
el

 (
m

)

Gage Elevation Data (G) Model Elevation Data (M)

Lake Michigan Water Level Comparison (hourly)
Year: 1998,  Station: Mackinaw City, MI

std:   0.0675 m
rms:   0.0828 m

max:   0.2118 m
min:  -0.3266 m

Lat:  45.7800 o N
Lon:  84.7200 o E

Figure 11.1 Water fluctuation time series at the Mackinaw, MI gage station.
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Figure 11.2 Water fluctuation time series at the Ludington, MI gage station
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Figure 11.3 Water fluctuation time series at the Calumet, IL gage station
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Figure 11.4 Water fluctuation time series at the Milwaukee, WI gage station
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Figure 11.5 Water fluctuation time series at the Green Bay, WI gage station
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Figure 11.6 Water fluctuation time series at the Port Inland, MI gage station
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Water Level Simulations; Wave effects included

The comparison between modeled and observed water elevation data is repeated to examine this

time the barotropic response of the model when the wave effect is included. Time series of hourly

modeled water fluctuations are compared to hourly water fluctuations at the same 6 gage stations

around the lake. A summary of the evaluation statistics and the maximum positive and negative

deviations from the zero mean level, denoted as max and min, are shown in Table11.2. Graphical

representation of the time series is shown in Fiqures11.7to 11.12.

Location max (cm) min (cm) s (cm) RMSE (cm)

Mackinaw, MI 20.26 −34.97 6.85 8.44
Ludington, MI 13.92 −14.33 3.71 3.82

Calumet, IL 39.33 −17.49 5.79 6.28
Milwaukee, WI 24.91 −18.09 3.97 4.91
Green Bay, WI 32.98 −36.80 11.07 11.18
Port Inland, MI 14.10 −34.24 5.49 6.57

Table 11.2 Evaluation of water level fluctuations; effect of waves included.

From Figures11.7 to 11.12and Table11.2 it is obvious that water level simulations with the

wave effects included improved the magnitude differences at all the stations around the lake. The

biggest improvement is noticed at the Green Bay area where maximum water fluctuation difference

dropped from 48.92 cm to 36.8 cm. Overall improvements are approximately between 1− 8 cm.

11.5 Conclusions

The main objective of this dissertation has been the development of a coastal prediction system

that includes the 3D effect of the waves on water circulation and sediment transport. The momentum

and scalar equations have been re-derived to incorporate the extra momentum produced by the

waves, known as radiation stress, not only on 2D fields but on 3D fields as well. The need to

consider the 3D radiation stresses when studying the interactions between waves and currents has

been recognized and a few efforts have been made towards this direction in the recent years. This

dissertation has taken into consideration all the known previous studies on this subject and has

developed a full theoretical background for the incorporation of the 3D radiation stresses. The

developed theoretical background has become part of the coastal prediction system presented as a

whole for the first time here.
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Figure 11.7 Water fluctuation time series at the Mackinaw, MI gage station; waves included.
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Figure 11.8 Water fluctuation time series at the Ludington, MI gage station; waves included.
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Figure 11.9 Water fluctuation time series at the Calumet, IL gage station; waves included.
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Figure 11.10 Water fluctuation time series at the Milwaukee, WI gage station; waves included.
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Figure 11.11 Water fluctuation time series at the Green Bay, WI gage station; waves included.

30 60 90
Day of the year (d)

-0.6

-0.4

-0.2

0.0

0.2

0.4

0.6

W
at

er
 L

ev
el

 (
m

)

Gage Elevation Data (G) Model Elevation Data (M)

Lake Michigan Water Level Comparison (hourly)
Year: 1998,  Station: Port Inland, MI

std:   0.0549 m
rms:   0.0657 m

max:   0.1410 m
min:  -0.3424 m

Lat:  45.9700 o N
Lon:  85.8700 o E

Wave effects included

Figure 11.12 Water fluctuation time series at the Port Inland, MI gage station; waves included.
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In addition to the incorporation of the 3D radiation stresses, many features of the models that

consist the basis for theM2COPScoastal prediction system have been replaced or modified to reflect

the latest advancements in the hydrodynamic and sediment fields. Such modifications include use of

theUNESCOequation of state; re-formulation of the surface drag coefficients for heat and momen-

tum to account for the effect of the Atmospheric Boundary Layer stability in both the hydrodynamic

and wave models; use of variable barometric pressure along the solution domain; re-formulation of

the bottom roughness height, the Shields critical stress and the skin friction coefficients in the sedi-

ment models; and re-formulation of the bottom boundary layer and turbulence model to account for

the radiation stresses.

TheM2COPScoupled wave, current and sediment transport coastal prediction system is appli-

cable in lake and coastal ocean environments and it is expected to aid specifically in the modeling

and analysis of flood surges, near-shore current systems, coastal and rip currents and surf zone

waves. Techniques required to make modeling efforts usingM2COPSeasily adaptable to future ap-

plications and identification of programming and code organizational issues required for the efficient

incorporation of the new research advancements into the model have also been discussed.

The system has been applied in the Lake Michigan domain during the Spring plume of 1998.

A detailed analysis of measurements taken during theEEGLEproject has been presented, accom-

panied by a methodology capable of examining the genesis, evolution and disappearance of the

Spring sediment plume. The proposed methodology includes an Eulerian Particle Tracking formu-

lation and a conceptual and computational set up of control volumes at the shore and the bottom of

the lake. A complete database for the texture of the eroded material from each shoreline segment

and lake county has been developed by collecting existing data and by inferring data from various

sources. A relationship between the chlorophyll-a contentand the phytoplankton biomass has been

established for Lake Michigan to allow the exclusion of suspended mass due to biological activity

from the total suspended particulate matter measurements.The developed methodology is based on

the ability of the sediment model to accept an unlimited number of sediment particle sizes.

The present preliminary evaluation of the system, althoughlimited to water elevations, shows

the improvement from the inclusion of the effect of the waves. Future work is needed to evaluate

the performance of the other system components and to examine the effect of the added features and

modifications on the prediction ability of the system.
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APPENDIX A

NOTATION

Symbol Units Definition

A, A
Ah,Av m2·s−1 Horizontal and vertical eddy viscosities (turbulent eddy

diffusion coefficients)

α dimensionless Water surface albedo

B, B
β dimensionless Fraction of the sediment size class currently in the active

layer

βs dimensionless Fraction of the sediment size class currently in the active
stratum

C,Ψ
C, Co, Cr dimensionless Dimensionless sediment concentration of the particular

sediment size class and its reference definitions

CD dimensionless Drag coefficient

CM, CNM dimensionless Wind surface, drag and neutral drag coefficients

cp J·kg·oC Specific heat of the water

ca
p J·kg·oC Specific heat of the air

CH dimensionless Aerodynamic bulk heat transfer coefficient

D, ∆
Dh,Dv m2·s−1 Horizontal and vertical mass diffusivities (turbulent mass

diffusion coefficients)

ds m Diameter of a sediment size class

δ radians Sun’s declination angle (angular postion of the sunat solar
noon with respect to the plane of equator)
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Symbol Units Definition

E, E
Em m Active layer thickness

η Horizontal coordinate in the Curvilinear coordinate system
(mapping of they direction)

ǫ m2·s−3 Dissipation rate of the turbulent kinetic energy

ε dimensionless Emittance of the water surface:ε = 0.98

Ek, Ekh, Ekv dimensionless Ekman number and the horizontal and verticalEkman
numbers respectively

F,Φ
Φ, Φo,Φr General modeled scalar quantity and its reference

definitions

Fr, Frd dimensionless Froude number and densimetric Froude number
respectively

G, Γ
g m·s−1 Gravitational acceleration

γs N·m−3 Specific weight of the sediments

γs N·m−3 Specific weight of the water (also represents the specific
weight of the mixture of the water and the suspended
sediments (all size classes)

γair N·m−3 Specific gravity of the air

γo, γr N·m−3 Reference water specific gravities

γw N·m−3 Specific gravity of the pure water

H, H
h m Mean water depth (from bathymetry)

D m Total water depth (D = h + ζ)

H W·m−2 Heat flux at the water surface

HN W·m−2 Net heat flux

HS W·m−2 Sensible heat flux

HL W·m−2 Latent heat flux

HLR W·m−2 Longwave radiation heat flux

HSR W·m−2 Shortwave radiation heat flux

HCSR W·m−2 Clear sky shortwave radiation heat flux

hq dimensionless Specific humidity of the air
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Symbol Units Definition

ha
q dimensionless Specific humidity of the air at the instrumentheight

(usually 10 m above the surface

hwq dimensionless Specific humidity of the air at the water surface

I , I
I W·m−2 Incident shortwave radiation

Io W·m−2 Average solar constant taken equal to: 1373 W/m2

J, Ξ
ξ Horizontal coordinate in the Curvilinear coordinate system

(mapping of thex direction)

K , K
Kh,Kv m2·s−1 Horizontal and vertical eddy diffusivities (turbulent eddy

diffusion coefficients)

κ m2·s−2 Turbulent kinetic energy per unit mass

k von Kármán’s constant (equal to 0.4)

K W·m−2·oC Bulk heat transfer coefficient

L , Λ
l m Surface mixing layer height

M , M
µ N·s·m−2 Dynamic viscosity of the water

µair N·s·m−2 Dynamic viscosity of the air

µo, µr N·s·m−2 Reference dynamic viscosities of the water

µw N·s·m−2 Dynamic viscosity of the pure water

N, N
ns dimensionless Total number of the sediment size classes

ν m2·s−1 Kinematic viscosity of the water

νair m2·s−1 Kinematic viscosity of the air

νo, νr m2·s−1 Reference kinematic viscosities of the water

νw m2·s−1 Kinematic viscosity of the pure water

P,Π
p dimensionless Porosity of the bottom material (constant)
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Symbol Units Definition

p N·m−2 Pressure (gage or absolute) of the water

patm N·m−2 Pressure (gage or absolute) of the moist air above the water

pd N·m−2 Pressure of the dry air

po, pr N·m−2 Reference Pressures of the water

ps N·m−2 Saturation vapor pressure of the moist air (absolute)

pv N·m−2 Vapor pressure of the moist air (absolute)

Pr, Prt dimensionless Prandtl and turbulent Prandtl numbers respectively

Q
Qb mg·m−2 Vertically integrated (in respect toEm) sediment mass per

unit horizontal area of the particular size class currentlyat
the bottom

qbi , qbix, qbiy mg·m−1·s−1 Vertically integrated (in respect toEm) sediment mass flux
per unit horizontal area of the particular size class currently
at the bottom, and its two components

qL J·kg−1 Latent heat of vaporization of the water

qL0 J·kg−1 Latent heat of vaporization at 0oC taken as:
2500297.8 J/kg

R, P
ρ mg·L−1 Density of the water (also represents the density of the

mixture of the water and the suspended sediments (all size
classes)

ρs mg·L−1 Density of the sediments

Re, Rep dimensionless Reynolds number and particle Reynolds number
respectively

Ri dimensionless Richardson’s number

Ro dimensionless Rossby number

ρair kg·m−3 Density of the air

ρo, ρr kg·m−3 Reference water densities

ρw kg·m−3 Density of the pure water

S, Σ
S, St dimensionless Schmidt and turbulent Schmidt numbers

Shp dimensionless Particle Sherwood number
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Symbol Units Definition

Se mg·m−2·s−1 Source sediment term representing the entrainment or
resuspension flux of the bottom sediments. This term is
only evaluated near the bottom and it is zero everywhere
else in the water column

Sd mg·m−2·s−1 Sink sediment term representing the settling flux of the
suspended sediments into the bottom. This term is only
evaluated near the bottom and it is zero everywhere else in
the water column

S f mg·m−2·s−1 Source sediment term representing the exchange of
particles between the active layer and the active stratum
(specific to a particular size class)

Sp dimensionless Specific gravity

σ Vertical coordinate in the Curvilinear coordinate system
(mapping of thez direction)

SΦ General source/sink term of a modeled scalar

S psu Salinity (practical salinity) of the water

So, Sr psu Reference salinities of the water

σSB W·m−2·K−4 Stefan-Boltzmann’s constant that equals to:
5.673· 10−8 W/m2·K4

T, T
t s Time

τ N·m−2 Shear stress

τs, τsx, τsy N·m−2 Surface shear stress and its two components

τb, τbx, τby N·m−2 Bottom shear stress and its two components

T oC Temperature of the water

Tair
oC Temperature of the air

Td
oC Dewpoint temperature

Te
oC Equilibrium temperature

To, Tr
oC Reference temperatures

Tw oC Temperature at the free surface of the water

U,Θ
u m·s−1 Flow velocity in the x-direction

U m·s−1 Vertically integrated flow velocity in the x-direction

Ubx, Uby m·s−1 Vertically integrated average horizontal velocities in the x-
and y-directions respectively of the moving sediment size
classes currently at the bottom
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Symbol Units Definition

θ dimensionless Factor to reflect the availability of the particular sediment
size class in the active layer control volume (0 or 1)

ϑ dimensionless Stability height (function of the Monin-Obukhov stability
length)

u∗ m·s−1 Shear velocity

θ oC Potential temperature of the water

θair
oC Potential temperature of the air

θe
oC Equilibrium potential temperature

θo, θr
oC Reference potential temperatures

θw
oC Potential Temperature at the free surface of the water

θh radians Hour angle (angular displacement of the sun from thelocal
meridian)

V,Ω
v m·s−1 Flow velocity in the y-direction

V m·s−1 Vertically integrated flow velocity in the y-direction

W
ws m·s−1 Settling velocity for the particular sentiment size class

w m·s−1 Flow velocity in the z-direction

W, Wx, Wy m·s−1 Wind speed and its two horizontal components respectively

X, X
x m Horizontal coordinate (x direction) in the Cartesian

coordinate system

Y, Υ
y m Horizontal coordinate (y direction) in the Cartesian

coordinate system

Z, Z
zb m Bed surface elevation

z m Vertical coordinate (z direction) in the Cartesian coordinate
system

ζ m Water surface fluctuation

zo m Roughness height

Z radians Solar zenith angle
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APPENDIX B

MATHEMATICAL DEFINITIONS

B.1 Averaging Operations

Turbulent flows are defined as unsteady swirling fluid motionsthat strongly affect the distribu-

tion of mass, momentum and scalar quantities in the flow field.The highly random nature of the

turbulent flows, makes the exact calculation of the flow parameters nearly impossible, a problem

that is remedied by separating the flow in mean and turbulent components. Filtering out the fine

scale turbulence effects introduces additional terms in the equations of motionand transport that

are usually evaluated using an appropriate turbulence closure model. In the presence of the wind

generated higher frequency surface waves, matters become even more complicated as the waves

impose additional oscillatory type motions on the flow field that need to be resolved as well. In the

next short Sections are introduced the basic principles of the averaging procedure in the presence

and in the absence of surface waves.

B.1.1 Reynolds Averaging

The separation of the flow in mean (temporally averaged) and turbulent components is per-

formed by considering a decomposition of a flow variableα, into a temporally averaged component

ᾱ and a turbulent componentα′ such thatStanišić[1988]:

α = ᾱ + α′ ; ᾱ =
1
∆t

t+∆t∫

t

αdt (B.1)

where, the following Reynolds averaging rules are defined:

α′ = 0 ; ᾱ β = ᾱ β̄ ; ᾱ β′ = ᾱ β′ = 0 ; α β = ᾱ β̄ + α′ β′ ;
∂α

∂ξ
=
∂ᾱ

∂ξ
;
∫
αdξ =

∫
ᾱdξ (B.2)
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B.1.2 Extended Reynolds Averaging

Since the wave dynamics are represented by wave phase averaged equations and the hydrody-

namics are represented by temporally averaged equations, there will be a gap in the time domain

when the wave and the turbulence dynamics are coupled. Therefore, during the coupling process

either, the hydrodynamic equations need to be phase averaged or the relevant wave terms used in

the model coupling need to be temporally averaged.

The analysis of the interaction between the waves and the turbulence is performed by con-

sidering a decomposition of a flow variableα, into a temporally averaged component ¯α, a wave

component ˜α and a turbulent componentα′ (Reynolds and Hussain[1972], Finnigan et al.[1984],

Thais and Magnaudet[1995]) such that:

α = ᾱ + α̃ + α′ (B.3)

In this decomposition, the time and length scales of the wavecomponent are assumed to be

smaller than the corresponding scales of ¯α. As also noted inFinnigan et al.[1984], there is a

correspondence between the wave and turbulence time scales, mainly due to the fact that the wave

frequencies often coincide with the energy containing frequencies of the turbulence. Therefore, the

separation of the wave and the turbulence fields must be done,as shown in equationB.3, in time and

not in length scales. To accompany the definition of this triple decomposition, they are introduced

here two wave phase averaging operations:

(a) aphase-conditioned averaging, denoted by the use of the symbol(̂·), that separates the orga-

nized contributions to the variableα (that is,ᾱ andα̃) from the random contributions (background

turbulence) defined by the following equation:

α̂ = ᾱ + α̃ = lim
N→∞

{ 1
N

N∑

m=1

α(t +mTr)
}

(B.4)

where, α̂ is the phase averaged component of the variableα, with the wave phase defined as:

ψ = kαxα − ωt (summation overa, a = 1, 2) andTr is a reference wave period. The above men-

tioned triple decomposition and the accompanying phase-conditioned averaging operation, is de-

scribed in detail in the series of publications byHussain and Reynolds[1970, 1972] andReynolds

and Hussain[1972], and it has been used to separate the background turbulencefrom the organized

flow motions from field and laboratory wave data (seeHussain and Reynolds[1972], Finnigan and

Einaudi[1981], Finnigan et al.[1984], Einaudi and Finnigan[1993]).
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This phase-conditioned averaging procedure, defines the average of all realizations of the values

of the variableα at a particular phaseψ and its application on the Navier-Stokes equations, allows

the derivation of the equations of the wave velocities. In the absence of waves ( ˜α = 0), the rules for

the averaging of any flow variable are described by the Reynolds averaging procedure presented in

SectionB.1.1. To account for the wave-turbulence interaction,Hussain and Reynolds[1970] and

Finnigan et al.[1984] presented an extension to the usual Reynolds averaging, byintroducing a set

of additional rules summarized as follows:

α̂′ = ¯̃α = 0 ; ̂̃α β = α̃ β̂ ; ̂̄α β = ᾱ b̂ ; ̂̄α = α̂ = ᾱ ; α̃ β′ = ̂̃α β′ = 0 (B.5)

where, the last of the above equations implies that the background turbulence and the mean wave

motions are uncorrelated.

(b) aphase averaging, denoted by the symbol
ψ

(·) , that is used for the separation of the interac-

tions between the waves and the mean flow (Mellor [2003] andArdhuin and Jenkins[2006a]), and

it is defined as follows:

ψα =
1
2π

2π∫

0

αdψ (B.6)

where, the phase averages of the odd powers of sinψ, cosψ and the products of sinψ and cosψ are

zero (e.g.,
ψ

ũ = 0).

B.2 Boundary Fitted Transformations

Most modern three-dimensional hydrodynamic numerical models for free surface flows (lakes,

estuaries, coastal areas, etc.) are designed to better resolve the complex geometries in the horizon-

tal directions and to adequately follow the bottom topography. This is accomplished by using:(a)

general boundary-fitted coordinate systems horizontally (curvilinear coordinate systems with coor-

dinate lines coinciding with all boundary segments), and(b)σ-coordinate transformations (stretched

σ-grids) vertically.

B.2.1 Horizontal Curvilinear Transformation

The transformation of the horizontal solution domain requires the transformation of both the

coordinates and the equations being solved where, the transformation of the Cartesian physical

domain with the curvilinear coordinates as independent variables, maps the boundary segments in
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the physical domain to vertical or horizontal lines in the transformed domain. In the subsequent

analysis it is defined the symbolxi to reflect the Cartesian coordinates (x, y, z), and the symbolξi to

reflect the curvilinear coordinates (ξ, η, z), therefore:

xi = xi(ξ1, ξ2, ξ3); ξi = ξi(x1, x2, x3)

(x1, x2, x3) = (x, y, z); (ξ1, ξ2, ξ3) = (ξ, η, z)
(B.7)

Since the coordinatesxi andξi are independent among themselves, the following expressions

are valid:
∂xi

∂x j
=
∂ξi

∂ξ j
= δi

j ; δi
j =



1 if i = j

0 if i , j
(Kronecker’s delta) (B.8)

The partial derivative of any scalar variablef that is a function ofxi and therefore ofξi,

f = f (x1, x2, · · · , xn) = f (ξ1, ξ2, · · · , ξn), can be written using the chain rule for the differentiation

of a composite function as:

∂ f
∂xi
=
∂ξ j

∂xi

∂ f
∂ξ j
=
∂ξ1

∂xi

∂ f
∂ξ1
+
∂ξ2

∂xi

∂ f
∂ξ2
+ · · · + ∂ξn

∂xi

∂ f
∂ξn

(B.9)

∂ f
∂ξi
=
∂x j

∂ξi

∂ f
∂x j
=
∂x1

∂ξi

∂ f
∂x1
+
∂x2

∂ξi

∂ f
∂x2
+ · · · + ∂xn

∂ξi

∂ f
∂xn

(B.10)

Designating the notation that a partial derivative of a function is represented by a variable sub-

script (fa = ∂ f /∂a), the application of the above equations for the case of the two-dimensional

coordinate transformation (x, y)→ (ξ, η) yields:


fξ fη

fx fy

 =

xξ fx + yξ fy xη fx + yη fy

ξx fξ + ηx fη ξy fξ + ηy fη

 (B.11)

Since now the coordinates (x, y) and (ξ, η) are related by (Thompson et al.[1985]):

ξx ξy

ηx ηy

 =
1
J


yη −xη

−yξ xξ

 and


xξ yξ

xη yη

 = J

ηy −ηx

−ξy ξx

 (B.12)

whereJ is the Jacobian of the transformation:J = xξ yη − xη yξ. For the functionf , using the

equationsB.10andB.12, it can be easily derived that the following equations are true:

fx =
1
J

[
( fyη)ξ − ( fyξ)η

]
and fy =

1
J

[
−( f xη)ξ + ( f xξ)η

]
(B.13)

where the metric tensor of the transformation is defined as follows:

gi j =


x2
ξ + y

2
ξ xξxη + yξyη

xηxξ + yηyξ x2
η + y

2
η

 =

g11 g12

g21 g22

 (B.14)
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and its inverse is:

gi j =


x2
η + y

2
η −xξxη + yξyη

−xηxξ + yηyξ x2
ξ + y

2
ξ

 =

g11 g12

g21 g22

 (B.15)

with det (gi j ) = det (gi j ) = J 2. In addition to the coordinate and equation transformation, the flow

velocities are also transformed so that their components are contravariant that is, normal to the (ξ,η)

coordinate lines. This transformation follows the rule:ui =
∂xi

∂ξ j
u j and therefore, the two horizontal

physical velocities (u, v) are given in terms of their contravariant counterparts (˘u, v̆) by the following

equations (Chapman et al.[1996]):

u = xξŭ+ xηv̆ and v = yξŭ+ yηv̆ (B.16)

B.2.2 Vertical Stretched Transformation

The transformation of the vertical coordinatez to theσ coordinate (Figure2.1) is defined as:

σ =
z− ζ(x, y, t)

h(x, y) + ζ(x, y, t)
=

z− ζ(x, y, t)
D(x, y, t)

(B.17)

h is the still water depth,ζ is the free water surface fluctuation andD is the total water depth.

According to equationB.17, the coordinateσ takes the value 0 at the free surface (z= ζ) and

assumes the value -1 at the bottom (z= −h). The partial derivatives ofσ in respect to (x, y, z, t) are

easily obtained from equationB.17as follows:

∂σ

∂x
= − 1

D
∂ζ

∂x
− σ

D
∂D
∂x
= − 1

D

[∂ζ
∂x
+ σ

∂D
∂x

]
(B.18)

∂σ

∂y
= − 1

D
∂ζ

∂y
− σ

D
∂D
∂y
= − 1

D

[∂ζ
∂y
+ σ

∂D
∂y

]
(B.19)

∂σ

∂z
=

1
D

(B.20)

∂σ

∂t
= − 1

D
∂ζ

∂t
− σ

D
∂D
∂t
= −1+ σ

D
∂D
∂t
= −1+ σ

D
∂ζ

∂t
(B.21)

The operation of the partial differentiation of any field variablef in respect to the independent

variables (x1, x2, x3, x4) = (x, y, z, t) is redefined using the chain rule for differentiation (equation

B.9) for (ξ1, ξ2, ξ3, ξ4) = (x, y, σ, t), and the corresponding partial derivatives are replaced by the
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following expressions:

∂ f
∂x
=
∂ f ∗

∂x∗
+
∂σ

∂x
∂ f ∗

∂σ
=
∂ f ∗

∂x∗
− 1

D

[∂ζ
∂x
+ σ

∂D
∂x

] ∂ f ∗

∂σ
(B.22)

∂ f
∂y
=
∂ f ∗

∂y∗
+
∂σ

∂y

∂ f ∗

∂σ
=
∂ f ∗

∂y∗
− 1

D

[∂ζ
∂y
+ σ

∂D
∂y

] ∂ f ∗

∂σ
(B.23)

∂ f
∂z
=
∂σ

∂z
∂ f ∗

∂σ
=

1
D
∂ f ∗

∂σ
(B.24)

∂ f
∂t
=
∂ f ∗

∂t∗
+
∂σ

∂t
∂ f ∗

∂σ
=
∂ f ∗

∂t∗
− 1+ σ

D
∂D
∂t

∂ f ∗

∂σ
(B.25)

Under theσ transformation the two horizontal velocities (u =
dx
dt
, v =

dy
dt

) are invariant but in

the vertical direction a new velocity
⋆
ω is introduced:

⋆
ω =

dσ
dt
=
∂σ

∂t
+ u

∂σ

∂x
+ v

∂σ

∂y
+ w

∂σ

∂z
⇒

D
⋆
ω = w − (1+ σ)

∂D
∂t
− u

[∂ζ
∂x
+ σ

∂D
∂x

]
− v

[∂ζ
∂y
+ σ

∂D
∂y

]
(B.26)

B.2.3 Curvilinear Transformation of Symmetric Tensors

Let Fi j be a contravariant symmetric tensor in Cartesian coordinates andF̆pq be its contravariant

components in curvilinear coordinates. These two tensors obey the following transformation law:

Fi j =
∂xi

∂ξp

∂x j

∂ξq
F̆pq ; i, j, p, q = 1, 2 (B.27)

where,xi represent the Cartesian andξi the curvilinear coordinates defined as (x1, x2) = (x, y) and

(ξ1, ξ2) = (ξ, η) respectively. The components ofF in terms of the components of̆F are derived

using equationB.27:

F11 = F(xx) = x2
ξ F̆(ξξ) + 2xξxηF̆(ξη) + x2

ηF̆(ηη) (B.28)

F22 = F(yy) = y
2
ξ F̆(ξξ) + 2yξyηF̆(ξη) + y

2
ηF̆(ηη) (B.29)

F12 = F21 = F(xy) = F(yx) = xξyξF̆(ξξ) + (xξyη + xηyξ)F̆(ξη) + xηyηF̆(ηη) (B.30)

while, using the inverse transformation the components ofF̆ are written in terms of the components

of F:

F̆11 = F̆(ξξ) =
y2
η

J
2
F(xx) − 2

xηyη

J
2

F(xy) +
x2
η

J
2
F(yy) (B.31)
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F̆22 = F̆(ηη) =
y2
ξ

J
2
F(xx) − 2

xξyξ

J
2

F(xy) +
x2
ξ

J
2
F(yy) (B.32)

F̆12 = F̆21 = F̆(ξη) = F̆(ηξ) = −
yξyη

J
2

F(xx) +
xξyη + xηyξ

J
2

F(xy) −
xξxη

J
2

F(yy) (B.33)

The notationF(·) in the above equations is used to denote the spatial direction of F thus, avoid-

ing the notation conflict whenFx is used to represent the partial derivative ofF in respect tox.

The divergence terms∂Fi j/∂x j are evaluated in curvilinear coordinates using equationsB.13 after

replacing all occurrences ofFi j by the corresponding expressions as given by the equationsB.28,

B.29andB.30, resulting in the following equations:

∂F(xx)

∂x
+
∂F(xy)

∂y
=

1
J

{[
J (xξF̆(ξξ) + xηF̆(ξη))

]
ξ
+

[
J (xξ F̆(ξη) + xηF̆(ηη))

]
η

}
(B.34)

∂F(xy)

∂x
+
∂F(yy)

∂y
=

1
J

{[
J (yξ F̆(ξξ) + yηF̆(ξη))

]
ξ
+

[
J (yξ F̆(ξη) + yηF̆(ηη))

]
η

}
(B.35)

B.2.4 Non-Dimensional Variables

The governing equations inM2COPSare modeled using their non-dimensional form mak-

ing it easier to compare the relative importance of one physical process to another. The non-

dimensionalization of the governing equations is based upon the normalization of all dependent

and independent variables in respect to reference constantvalues, presumably the largest values

encountered in the problem being solved (Streeter et al.[1998]), and therefore, the newly created

variables will have values ranging between -1 and 1. The equations are non-dimensionalized using

the following variables: Xr and Zr that are reference length scales for the horizontal and vertical

directions respectively, Ur a reference flow velocity,ρr a reference water density,Φr a reference

value of the modeled scalar quantity, andBrh andBrv are reference eddy viscosities/diffusivities for

the horizontal and vertical directions respectively (B is conveniently replaced byA in the momen-

tum equations and byD orK in the scalar equations). The dimensionless variables, denoted by the

carats, are written using the following equations:

(x̌, y̌, ž) =
1
Xr

(x, y, z
Xr

Zr
) ; ζ̌ =

gζ
f UrXr

; (ȟ, Ď) =
1
Zr

(h,D) ; ť = f t (B.36)

(ǔ, v̌, w̌) =
1
Ur

(u, v, w
Xr

Zr
) ; (τ̌x, τ̌y) =

1
τr

(τx, τy) =
1

ρo f UrZr
(τx, τy) (B.37)
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(ǔst, v̌st, w̌st) =
1
Ur

(ust, vst,wst
Xr

Zr
) ; ( ˇ̊σ, ω̌) =

Zr

Ur
(σ̊,ω) ; Ě =

g

f 2U2
r X2

r
E (B.38)

Ω̌ =
Xr

Ur
Ω ; ρ̌ =

ρ − ρo

ρr − ρo
; p̌ =

p
ρo f UrXr

; p̌atm =
patm

ρo f UrXr
(B.39)

Φ̌ =
Φ − Φo

Φr − Φo
; Ť =

T − To

Tr − To
; Š =

S − So

Sr − So
(B.40)

B̌h =
Bh

Brh
; B̌v =

Bv

Brv
; Ǎh =

Ah

Arh
; Ǎv =

Av

Arv

Ďh =
Dh

Drh
; Ďv =

Dv

Drv
; Ǩh =

Kh

Krh
; Ǩv =

Kv

Krv

(B.41)

Using the equationsB.36throughB.41, dimensional analysis yields the following dimensionless

numbers:

Fr = Ur(
gZr

)1/2 ; Frd =
Fr√
ρr − ρo

ρo

=
ρ

1/2
o Ur[

g(ρr − ρo)Zr
]1/2 (B.42)

Ro = Ur

f Xr
; Ekh =

Arh

f X2
r

; Ekv =
Arv

f Z2
r

(B.43)

Sh =
Arh

Drh
; Sv =

Arv

Drv
; Prh =

Arh

Krh
; Prv =

Arv

Krv
(B.44)

whereFr is the Froude number,Frd is the densimetric Froude number,Ro is the Rossby number,

Ekh andEkv are the horizontal and vertical Ekman numbers,Sh andSv are the horizontal and

vertical Schmidt numbers, andPrh andPrv are the horizontal and vertical Prandtl numbers. Since

∂x̌/∂x = ∂y̌/∂y = 1/Xr, ∂ž/∂z= 1/Zr and∂ť/∂t = f , all the partial derivatives are evaluated using

the following equations:

∂n

∂xn =
(∂x̌
∂x

)n
·∂

n

∂x̌n =
1

Xn
r

∂n

∂x̌n ;
∂n

∂yn =
(∂y̌
∂y

)n
·∂

n

∂y̌n =
1

Xn
r

∂n

∂y̌n

∂n

∂zn =
(∂ž
∂z

)n
·∂

n

∂žn =
1
Zn

r

∂n

∂žn ;
∂n

∂tn
=

(∂ť
∂t

)n
·∂

n

∂ťn
= f n ∂

n

∂ťn

(B.45)
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B.3 Useful Calculus Theorems

(a) Leibnitz’s rule for integrals (Pacanowski and Griffies[2000], page 49):

∂

∂x

b(x)∫

a(x)

f (x, x′)dx′ =

b(x)∫

a(x)

∂ f (x, x′)
∂x

dx′ + f (x, b(x))
∂b(x)
∂x
− f (x, a(x))

∂a(x)
∂x

(B.46)

(b) First mean value theorem for integrals (Fulks[1978], page 161):

The theorem states that, given two continuous and integrable functions f (x) andg(x) on the

interval [a, b] such that:g(x) ≥ 0 and
b∫

a
g(x)dx≥ 0 or g(x) ≤ 0 and

b∫
a
g(x)dx≤ 0, the following

expression is true:

1
b− a

b∫

a

f (x)dx= f (ξ) =

b∫
a

f (x)g(x)dx

b∫
a
g(x)dx

; a ≤ ξ ≤ b (B.47)

where, f (ξ) is the weighted mean of the functionf (x) in respect to the weight functiong(x).

(c) Second mean value theorem for integrals (Fulks[1978], page 163):

The theorem states that, given two functionsf (x) andg(x) such thatf (x) is monotone andf ′(x)

is integrable and thatg(x) is continuous on the interval [a, b] then, there is aξ ∈ [a, b] for which the

following expression is true:

b∫

a

f (x) g(x)dx= f (a)

ξ∫

a

g(x)dx+ f (b)

b∫

ξ

g(x)dx (B.48)
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APPENDIX C

COORDINATE TRANSFORMED EQUATIONS

The transformed equations of motion and scalar transport, in the (ξ,η, z) and the (ξ,η,σ) coor-

dinate systems are presented here in both their dimensionaland non-dimensional forms. The 3D

equations were derived from equations2.1.1, 2.1.10, 2.1.11and2.1.5, using the methods described

in SectionsB.2.1andB.2.2. Following the usual practice, during the derivations all the higher order

terms involving the gradients ofD and ζ were neglected. The vertically averaged (external mode)

equations were derived from equations2.1.26b, 2.1.29band2.1.30busing a similar approach. The

wave induced effects on the averaged flow field are introduced in the equationsby the addition of

(a) the various Stokes drift related terms and(b) the wave radiation terms. The final curvilinear

forms of the equations are written in terms of their respective contravariant variables, denoted by

the symbol ˘(·) while, the notationsas anda(s) are used to represent the differentiation and the spatial

representation of the variablea respectively. The various contravariant variables appearing in the

subsequent equations are defined as follows:

Velocities:

u = u(x) = ŭ(ξ) = xξŭ+ xηv̆ ; v = u(y) = ŭ(η) = yξŭ+ yηv̆ (C.1a)

ŭ =
1
J

(yηu− xηv) ; v̆ =
1
J

(−yξu+ xξv) (C.1b)
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Doppler velocities:

u− ûA = (ŭ− ˘̂uA)(ξ) = xξ(ŭ− ˘̂uA) + xη(v̆ − ˘̂vA) ; ˘̂uA =
1
D

ζ∫

−h

ŭζs(z)dz=

0∫

−1

ŭζs(σ)dσ (C.2a)

v − v̂A = (ŭ− ˘̂uA)(η) = yξ(ŭ− ˘̂uA) + yη(v̆ − ˘̂vA) ; ˘̂vA =
1
D

ζ∫

−h

v̆ ζs(z)dz=

0∫

−1

v̆ ζs(σ)dσ (C.2b)

Stokes velocities:

ust = ust(x) = ŭst(ξ) = xξŭst + xηv̆st ; vst = ust(y) = ŭst(η) = yξŭst + yηv̆st (C.3a)

ŭst =
1
J

(yηust− xηvst) ; v̆st =
1
J

(−yξust+ xξvst) (C.3b)

|ust|2 = u2
st + v2

st = g11ŭ
2
st+ 2g12ŭstv̆st+ g22v̆

2
st (C.3c)

w̆st(z) =
1
J

{ [
JDŬst(1− f2 f3)

]
ξ
+

[
JDV̆st(1− f2 f3)

]
η

}
(C.3d)

w̆st(σ) = λ(ξ)ŭst+ λ(η)v̆st+
1
J

{ [
JDŬst(1− f2 f3)

]
ξ
+

[
JDV̆st(1− f2 f3)

]
η

}
(C.3e)

σ vertical velocities:

D
⋆
Ω = D⋆

ω − w̆st ; D⋆
ω = w − λ(ξ)ŭ− λ(η)v̆ + (1+ σ)

∂D
∂t

(C.4)

Wave radiation stresses:

S̆(ξξ) =
y2
η

J
2
S(xx) − 2

xηyη

J
2

S(xy) +
x2
η

J
2
S(yy) ; S̆(ηη) =

y2
ξ

J
2
S(xx) − 2

xξyξ

J
2

S(xy) +
x2
ξ

J
2
S(yy) (C.5a)

S̆(ξη) = S̆(ηξ) = −
yξyη

J
2

S(xx) +
xξyη + xηyξ

J
2

S(xy) −
xξxη

J
2

S(yy) (C.5b)

where:

λ(x) =
∂ζ

∂x
+ σ

∂D
∂x

; λ(y) =
∂ζ

∂y
+ σ

∂D
∂y

(C.6a)

λ(ξ) =
∂ζ

∂ξ
+ σ

∂D
∂ξ

; λ(η) =
∂ζ

∂η
+ σ

∂D
∂η

(C.6b)

λ(x) =
1
J

(
yηλ(ξ) − yξλ(η)

)
; λ(y) =

1
J

(
− xηλ(ξ) + xξλ(η)

)
(C.6c)
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When the calculations are performed in the Cartesian instead of the curvilinear coordinate sys-

tem (user’s choice) the transformation is defined as: (x, y, σ)→ (x, y, σ), and the modeled equations

can readily be recovered from the transformed equations using the following expressions:

xξ = yη = 1; xη = yξ = 0; J = xξ yη − xη yξ = 1

ŭ = u; v̆ = v; Ŭ = U; V̆ = V

g11 = g
11 = g22 = g

22 = 1; g12 = g
12 = g21 = g

21 = 0



(C.7)

The leading coefficientsβi , γi andδi appearing in equationsC.9throughC.18are used to differ-

entiate between the dimensional and the non-dimensional equations and are defined as:

dimensional equations non-dimensional equations

β1 = 1 γ1 = 1 δ1 = 1 β1 =
Ro2

Fr2
γ1 = Ro δ1 = Ro

β2 = 1 γ2 = f δ2 = 1 β2 = Ro γ2 = 1 δ2 =
Ekh

Sh

γ3 =
1
ρo

δ3 = 1 γ3 = 1 δ3 =
Ekv

Sv

γ4 = g γ4 = 1

γ5 =
g
ρo

γ5 =
Ro2

Frd2

γ6 = 1 γ6 = Ekh

γ7 = 1 γ7 = Ekv

γ8 =
1
ρo

γ8 = 1

γ9 = 1 γ9 =
Fr2

Ro2

Table C.1 Definition of the leading coefficients in the non-dimensional equations of motion.
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Continuity (curvilinear-z coordinates):

1
J

[
∂(J ŭ)
∂ξ

+
∂(J v̆)
∂η

]
+
∂(w − w̆st)

∂z
= 0 (C.8)

Continuity (curvilinear-σ coordinates):

∂ζ

∂t
+ β1


1
J

[
∂(JDŭ)
∂ξ

+
∂(JDv̆)
∂η

]
+
∂(D

⋆
Ω)

∂σ


= 0

∂D
∂t
+ β2


1
J

[
∂(JDŭ)
∂ξ

+
∂(JDv̆)
∂η

]
+
∂(D

⋆
Ω)

∂σ


= 0



(C.9)

Vertically integrated continuity:

∂ζ

∂t
+ β1

1
J

[
∂(JDŬ)
∂ξ

+
∂(JDV̆)
∂η

]
= 0

∂D
∂t
+ β2

1
J

[
∂(JDŬ)
∂ξ

+
∂(JDV̆)
∂η

]
= 0



(C.10)
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X-momentum (curvilinear-z coordinates):

∂ŭ
∂t
+γ1

{
yη

J
2

[∂(J ŭŭ(ξ))

∂ξ
+
∂(J v̆ŭ(ξ))

∂η

]
−

xη

J
2

[∂(J ŭŭ(η))

∂ξ
+
∂(J v̆ŭ(η))

∂η

]
+
∂[(w − w̆st)ŭ]

∂z

}
=

+
γ2

J
(g12ŭ+ g22v̆)

︸              ︷︷              ︸
Coriolis terms

− γ3

J
2

(
g22

∂patm

∂ξ
− g12

∂patm

∂η

)
− γ4

J
2

(
g22

∂ζ

∂ξ
− g12

∂ζ

∂η

)

︸                                                            ︷︷                                                            ︸
Barotropic terms

− γ5

J
2

ζ∫

z

(
g22

∂ρ

∂ξ
− g12

∂ρ

∂η

)
dz′

︸                            ︷︷                            ︸
Baroclinic terms

+γ6
yη

J 2



[
Ah

J

(
g22

[
ŭ(ξ)

]
ξ − g12

[
ŭ(ξ)

]
η

)]

ξ

+

[
Ah

J

(
g11

[
ŭ(ξ)

]
η − g12

[
ŭ(ξ)

]
ξ

)]

η



− γ6
xη

J
2



[
Ah

J

(
g22

[
ŭ(η)

]
ξ − g12

[
ŭ(η)

]
η

)]

ξ

+

[
Ah

J

(
g11

[
ŭ(η)

]
η − g12

[
ŭ(η)

]
ξ

)]

η


︸                                                                                           ︷︷                                                                                           ︸

Horizontal diffusion terms

+ γ7
∂

∂z

[
Av

∂ŭ
∂z

]

︸          ︷︷          ︸
Vertical diffusion terms

+
γ2

J
(g12ŭst+ g22v̆st)

︸                  ︷︷                  ︸
(W) Stokes-Coriolis terms

+
γ1

J
2

σ̊ |ust|
sinh 2kD

(
g22

∂D
∂ξ
− g12

∂D
∂η

)

︸                                  ︷︷                                  ︸
(W) Stokes terms

+ γ1

{
g12ŭst+ g22v̆st

J
2

[[
g12ŭ+ g22v̆

]
ξ −

[
g11ŭ+ g21v̆

]
η

]
− w̆st

∂ŭ
∂z

}

︸                                                                              ︷︷                                                                              ︸
(W) Stokes vorticity terms

−γ1
ŭst(ξ)

J
2

{
g22

[
(ŭ− ˘̂uA)(ξ)

]
ξ
− g12

[
(ŭ− ˘̂uA)(ξ)

]
η

}
− γ1

ŭst(η)

J
2

{
g22

[
(ŭ− ˘̂uA)(η)

]
ξ

− g12

[
(ŭ− ˘̂uA)(η)

]
η

}

︸                                                                                                      ︷︷                                                                                                      ︸
(W) Stokes terms
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−γ9

D

yη

J
2

{[
J (xξS̆(ξξ) + xηS̆(ξη))

]
ξ
+

[
J (xξS̆(ξη) + xηS̆(ηη))

]
η

}

+
γ9

D

xη

J
2

{[
J (yξS̆(ξξ) + yηS̆(ξη))

]
ξ
+

[
J (yξS̆(ξη) + yηS̆(ηη))

]
η

}

−
γ2

9

D

λ(ξ)
∂S̆(ξξ)

∂z
+ λ(η)

∂S̆(ξη)

∂z


︸                                                                   ︷︷                                                                   ︸

(W) Radiation stress terms

(C.11)

Y-momentum (curvilinear-z coordinates):

∂v̆

∂t
+γ1

{
xξ

J
2

[∂(J ŭŭ(η))

∂ξ
+
∂(J v̆ŭ(η))

∂η

]
−
yξ

J
2

[∂(J ŭŭ(ξ))

∂ξ
+
∂(J v̆ŭ(ξ))

∂η

]
+
∂[(w − w̆st)v̆]

∂z

}
=

− γ2

J
(g11ŭ+ g21v̆)

︸              ︷︷              ︸
Coriolis terms

+
γ3

J
2

(
g21

∂patm

∂ξ
− g11

∂patm

∂η

)
+
γ4

J
2

(
g21

∂ζ

∂ξ
− g11

∂ζ

∂η

)

︸                                                            ︷︷                                                            ︸
Barotropic terms

+
γ5

J
2

ζ∫

z

(
g21

∂ρ

∂ξ
− g11

∂ρ

∂η

)
dz′

︸                            ︷︷                            ︸
Baroclinic terms

+γ6
xξ

J
2



[
Ah

J

(
g22

[
ŭ(η)

]
ξ − g21

[
ŭ(η)

]
η

)]

ξ

+

[
Ah

J

(
g11

[
ŭ(η)

]
η − g21

[
ŭ(η)

]
ξ

)]

η



− γ6
yξ

J
2



[
Ah

J

(
g22

[
ŭ(ξ)

]
ξ − g21

[
ŭ(ξ)

]
η

)]

ξ

+

[
Ah

J

(
g11

[
ŭ(ξ)

]
η − g21

[
ŭ(ξ)

]
ξ

)]

η


︸                                                                                           ︷︷                                                                                           ︸

Horizontal diffusion terms

299



+ γ7
∂

∂z

[
Av

∂v̆

∂z

]

︸         ︷︷         ︸
Vertical diffusion terms

− γ2

J
(g11ŭst+ g21v̆st)

︸                  ︷︷                  ︸
(W) Stokes-Coriolis terms

− γ1

J
2

σ̊ |ust|
sinh 2kD

(
g21

∂D
∂ξ
− g11

∂D
∂η

)

︸                                  ︷︷                                  ︸
(W) Stokes terms

− γ1

{
g11ŭst+ g21v̆st

J
2

[[
g12ŭ+ g22v̆

]
ξ −

[
g11ŭ+ g21v̆

]
η

]
− w̆st

∂v̆

∂z

}

︸                                                                             ︷︷                                                                             ︸
(W) Stokes vorticity terms

+γ1
ŭst(ξ)

J
2

{
g21

[
(ŭ− ˘̂uA)(ξ)

]
ξ
− g11

[
(ŭ− ˘̂uA)(ξ)

]
η

}
+ γ1

ŭst(η)

J
2

{
g21

[
(ŭ− ˘̂uA)(η)

]
ξ

− g11

[
(ŭ− ˘̂uA)(η)

]
η

}

︸                                                                                                      ︷︷                                                                                                      ︸
(W) Stokes terms

+
γ9

D

yξ

J
2

{[
J (xξS̆(ξξ) + xηS̆(ξη))

]
ξ
+

[
J (xξS̆(ξη) + xηS̆(ηη))

]
η

}

−γ9

D

xξ

J
2

{[
J (yξS̆(ξξ) + yηS̆(ξη))

]
ξ
+

[
J (yξS̆(ξη) + yηS̆(ηη))

]
η

}

−
γ2

9

D

λ(ξ)
∂S̆(ξη)

∂z
+ λ(η)

∂S̆(ηη)

∂z


︸                                                                    ︷︷                                                                    ︸

(W) Radiation stress terms

(C.12)
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X-momentum (curvilinear-σ coordinates):

∂(Dŭ)
∂t
+γ1


yη

J
2

[∂(JDŭŭ(ξ))

∂ξ
+
∂(JDv̆ŭ(ξ))

∂η

]
−

xη

J
2

[∂(JDŭŭ(η))

∂ξ
+
∂(JDv̆ŭ(η))

∂η

]
+
∂(D

⋆
Ωŭ)
∂σ


=

+ γ2
D
J

(g12ŭ+ g22v̆)
︸                 ︷︷                 ︸

Coriolis terms

− γ3
D

J
2

(
g22

∂patm

∂ξ
− g12

∂patm

∂η

)
− γ4

D

J
2

(
g22

∂ζ

∂ξ
− g12

∂ζ

∂η

)

︸                                                                  ︷︷                                                                  ︸
Barotropic terms

− γ5
D

J
2


D

0∫

σ

(
g22

∂ρ

∂ξ
− g12

∂ρ

∂η

)
dσ′ +

(
g22

∂D
∂ξ
− g12

∂D
∂η

)( 0∫

σ

ρdσ′ + σρ
)


︸                                                                                        ︷︷                                                                                        ︸
Baroclinic terms

+γ6
yη

J 2



[
Ah

J

(
g22

[
Dŭ(ξ)

]
ξ − g12

[
Dŭ(ξ)

]
η

)]

ξ

+

[
Ah

J

(
g11

[
Dŭ(ξ)

]
η − g12

[
Dŭ(ξ)

]
ξ

)]

η



− γ6
xη

J
2



[
Ah

J

(
g22

[
Dŭ(η)

]
ξ − g12

[
Dŭ(η)

]
η

)]

ξ

+

[
Ah

J

(
g11

[
Dŭ(η)

]
η − g12

[
Dŭ(η)

]
ξ

)]

η


︸                                                                                                     ︷︷                                                                                                     ︸

Horizontal diffusion terms

+ γ7
1

D2

∂

∂σ

[
Av

∂(Dŭ)
∂σ

]

︸                    ︷︷                    ︸
Vertical diffusion terms

+ γ2
D
J

(g12ŭst + g22v̆st)
︸                     ︷︷                     ︸
(W) Stokes-Coriolis terms

+ γ1
1

J
2

σ̊D |ust|
sinh 2kD

(
g22

∂D
∂ξ
− g12

∂D
∂η

)

︸                                      ︷︷                                      ︸
(W) Stokes terms

+γ1

{
g12ŭst+ g22v̆st

J
2

[ [
D(g12ŭ+ g22v̆)

]
ξ −

[
D(g11ŭ+ g21v̆)

]
η

− ∂
∂σ

[
(g21λ(ξ) − g11λ(η))ŭ+ (g22λ(ξ) − g12λ(η))v̆

] ]
− w̆st

∂ŭ
∂σ

}

︸                                                                                                          ︷︷                                                                                                          ︸
(W) Stokes vorticity terms
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−γ1
ŭst(ξ)

J
2

g22

[
D(ŭ− ˘̂uA)(ξ)

]
ξ
− g12

[
D(ŭ− ˘̂uA)(ξ)

]
η
− g22

∂[λ(ξ)(ŭ− ˘̂uA)(ξ)]

∂σ

+g12
∂[λ(η)(ŭ− ˘̂uA)(ξ)]

∂σ



−γ1
ŭst(η)

J
2

g22

[
D(ŭ− ˘̂uA)(η)

]
ξ
− g12

[
D(ŭ− ˘̂uA)(η)

]
η
− g22

∂[λ(ξ)(ŭ− ˘̂uA)(η)]

∂σ

+g12
∂[λ(η)(ŭ− ˘̂uA)(η)]

∂σ


︸                                                                                          ︷︷                                                                                          ︸

(W) Stokes terms

−γ9
yη

J
2

{[
J (xξS̆(ξξ) + xηS̆(ξη))

]
ξ
+

[
J (xξS̆(ξη) + xηS̆(ηη))

]
η

}

+ γ9
xη

J
2

{[
J (yξS̆(ξξ) + yηS̆(ξη))

]
ξ
+

[
J (yξS̆(ξη) + yηS̆(ηη))

]
η

}

︸                                                                   ︷︷                                                                   ︸
(W) Radiation stress terms

(C.13)
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Y-momentum (curvilinear-σ coordinates):

∂(Dv̆)
∂t
+γ1


xξ

J
2

[∂(JDŭŭ(η))

∂ξ
+
∂(JDv̆ŭ(η))

∂η

]
−
yξ

J
2

[∂(JDŭŭ(ξ))

∂ξ
+
∂(JDv̆ŭ(ξ))

∂η

]
+
∂(D

⋆
Ωv̆)

∂σ


=

− γ2
D
J

(g11ŭ+ g21v̆)
︸                 ︷︷                 ︸

Coriolis terms

+ γ3
D

J
2

(
g21

∂patm

∂ξ
− g11

∂patm

∂η

)
+ γ4

D

J
2

(
g21

∂ζ

∂ξ
− g11

∂ζ

∂η

)

︸                                                                  ︷︷                                                                  ︸
Barotropic terms

+ γ5
D

J
2


D

0∫

σ

(
g21

∂ρ

∂ξ
− g11

∂ρ

∂η

)
dσ′ +

(
g21

∂D
∂ξ
− g11

∂D
∂η

)( 0∫

σ

ρdσ′ + σρ
)


︸                                                                                        ︷︷                                                                                        ︸
Baroclinic terms

+γ6
xξ

J 2



[
Ah

J

(
g22

[
Dŭ(η)

]
ξ − g21

[
Dŭ(η)

]
η

)]

ξ

+

[
Ah

J

(
g11

[
Dŭ(η)

]
η − g21

[
Dŭ(η)

]
ξ

)]

η



− γ6
yξ

J
2



[
Ah

J

(
g22

[
Dŭ(ξ)

]
ξ − g21

[
Dŭ(ξ)

]
η

)]

ξ

+

[
Ah

J

(
g11

[
Dŭ(ξ)

]
η − g21

[
Dŭ(ξ)

]
ξ

)]

η


︸                                                                                                     ︷︷                                                                                                     ︸

Horizontal diffusion terms

+ γ7
1

D2

∂

∂σ

[
Av

∂(Dv̆)
∂σ

]

︸                    ︷︷                    ︸
Vertical diffusion terms

− γ2
D
J

(g11ŭst+ g21v̆st)
︸                     ︷︷                     ︸
(W) Stokes-Coriolis terms

− γ1
1

J
2

σ̊D |ust|
sinh 2kD

(
g21

∂D
∂ξ
− g11

∂D
∂η

)

︸                                      ︷︷                                      ︸
(W) Stokes terms

−γ1

{
g11ŭst+ g21v̆st

J
2

[ [
D(g12ŭ+ g22v̆)

]
ξ −

[
D(g11ŭ+ g21v̆)

]
η

− ∂
∂σ

[
(g21λ(ξ) − g11λ(η))ŭ+ (g22λ(ξ) − g12λ(η))v̆

] ]
− w̆st

∂v̆

∂σ

}

︸                                                                                                          ︷︷                                                                                                          ︸
(W) Stokes vorticity terms
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+γ1
ŭst(ξ)

J
2

g21

[
D(ŭ− ˘̂uA)(ξ)

]
ξ
− g11

[
D(ŭ− ˘̂uA)(ξ)

]
η
− g21

∂[λ(ξ)(ŭ− ˘̂uA)(ξ)]

∂σ

+g11
∂[λ(η)(ŭ− ˘̂uA)(ξ)]

∂σ



+γ1
ŭst(η)

J
2

g21

[
D(ŭ− ˘̂uA)(η)

]
ξ
− g11

[
D(ŭ− ˘̂uA)(η)

]
η
− g21

∂[λ(ξ)(ŭ− ˘̂uA)(η)]

∂σ

+g11
∂[λ(η)(ŭ− ˘̂uA)(η)]

∂σ


︸                                                                                          ︷︷                                                                                          ︸

(W) Stokes terms

+γ9
yξ

J
2

{[
J (xξS̆(ξξ) + xηS̆(ξη))

]
ξ
+

[
J (xξS̆(ξη) + xηS̆(ηη))

]
η

}

− γ9
xξ

J
2

{[
J (yξS̆(ξξ) + yηS̆(ξη))

]
ξ
+

[
J (yξS̆(ξη) + yηS̆(ηη))

]
η

}

︸                                                                   ︷︷                                                                   ︸
(W) Radiation stress terms

(C.14)
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Vertically integrated x-momentum:

∂(DŬ)
∂t
+γ1


yη

J
2


∂(JDŬŬ(ξ))

∂ξ
+
∂(JDV̆Ŭ(ξ))

∂η

 −
xη

J
2


∂(JDŬŬ(η))

∂ξ
+
∂(JDV̆Ŭ(η)

∂η


 =

+ γ2
D
J

(
g12Ŭ + g22V̆

)

︸                   ︷︷                   ︸
Coriolis terms

− γ3
D

J
2

(
g22

∂patm

∂ξ
− g12

∂patm

∂η

)
− γ4

D

J
2

(
g22

∂ζ

∂ξ
− g12

∂ζ

∂η

)

︸                                                                  ︷︷                                                                  ︸
Barotropic terms

− γ5
D2

2J 2

(
g22

∂ρ

∂ξ
− g12

∂ρ

∂η

)

︸                         ︷︷                         ︸
Baroclinic terms

+γ6
yη

J
2



[
Ah

J

(
g22

[
DŬ(ξ)

]
ξ − g12

[
DŬ(ξ)

]
η

)]

ξ

+

[
Ah

J

(
g11

[
DŬ(ξ)

]
η − g12

[
DŬ(ξ)

]
ξ

)]

η



− γ6
xη

J
2



[
Ah

J

(
g22

[
DŬ(η)

]
ξ − g12

[
DŬ(η)

]
η

)]

ξ

+

[
Ah

J

(
g11

[
DŬ(η)

]
η − g12

[
DŬ(η)

]
ξ

)]

η


︸                                                                                                         ︷︷                                                                                                         ︸

Horizontal diffusion terms

+ γ8 (τ̆s(ξ) − τ̆b(ξ))
︸             ︷︷             ︸

Shear stress terms

+ γ2
D
J

(
g12Ŭst+ g22V̆st

)

︸                       ︷︷                       ︸
(W) Stokes-Coriolis terms

+ γ1
1

J
2

σ̊D |Ust|
sinh 2kD

(
g22

∂D
∂ξ
− g12

∂D
∂η

)

︸                                      ︷︷                                      ︸
(W) Stokes terms

+ γ1
D

J
2

(
g12Ŭst+ g22V̆st

) {[
g12 ˘̂uA + g22˘̂vA

]
ξ −

[
g11 ˘̂uA + g21˘̂vA

]
η

}

︸                                                                           ︷︷                                                                           ︸
(W) Stokes vorticity terms

−γ9
yη

J
2

{[
J (xξR̆(ξξ) + xηR̆(ξη))

]
ξ
+

[
J (xξR̆(ξη) + xηR̆(ηη))

]
η

}

+ γ9
xη

J
2

{[
J (yξR̆(ξξ) + yηR̆(ξη))

]
ξ
+

[
J (yξR̆(ξη) + yηR̆(ηη))

]
η

}

︸                                                                     ︷︷                                                                     ︸
(W) Radiation stress terms

(C.15)
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Vertically integrated y-momentum:

∂(DV̆)
∂t
+γ1


xξ

J
2


∂(JDŬŬ(η))

∂ξ
+
∂(JDV̆Ŭ(η))

∂η

 −
yξ

J
2


∂(JDŬŬ(ξ))

∂ξ
+
∂(JDV̆Ŭ(ξ)

∂η


 =

− γ2
D
J

(
g11Ŭ + g21V̆

)

︸                   ︷︷                   ︸
Coriolis terms

+ γ3
D

J
2

(
g21

∂patm

∂ξ
− g11

∂patm

∂η

)
+ γ4

D

J
2

(
g21

∂ζ

∂ξ
− g11

∂ζ

∂η

)

︸                                                                  ︷︷                                                                  ︸
Barotropic terms

+ γ5
D2

2J 2

(
g21

∂ρ

∂ξ
− g11

∂ρ

∂η

)

︸                         ︷︷                         ︸
Baroclinic terms

+γ6
xξ

J
2



[
Ah

J

(
g22

[
DŬ(η)

]
ξ − g21

[
DŬ(η)

]
η

)]

ξ

+

[
Ah

J

(
g11

[
DŬ(η)

]
η − g21

[
DŬ(η)

]
ξ

)]

η



− γ6
yξ

J
2



[
Ah

J

(
g22

[
DŬ(ξ)

]
ξ − g21

[
DŬ(ξ)

]
η

)]

ξ

+

[
Ah

J

(
g11

[
DŬ(ξ)

]
η − g21

[
DŬ(ξ)

]
ξ

)]

η


︸                                                                                                        ︷︷                                                                                                        ︸

Horizontal diffusion terms

+ γ8 (τ̆s(η) − τ̆b(η))
︸             ︷︷             ︸

Shear stress terms

− γ2
D
J

(
g11Ŭst+ g21V̆st

)

︸                       ︷︷                       ︸
(W) Stokes-Coriolis terms

− γ1
1

J
2

σ̊D |Ust|
sinh 2kD

(
g21

∂D
∂ξ
− g11

∂D
∂η

)

︸                                      ︷︷                                      ︸
(W) Stokes terms

− γ1
D

J
2

(
g11Ŭst+ g21V̆st

) {[
g12 ˘̂uA + g22˘̂vA

]
ξ −

[
g11 ˘̂uA + g21˘̂vA

]
η

}

︸                                                                           ︷︷                                                                           ︸
(W) Stokes vorticity terms

+γ9
yξ

J
2

{[
J (xξR̆(ξξ) + xηR̆(ξη))

]
ξ
+

[
J (xξR̆(ξη) + xηR̆(ηη))

]
η

}

− γ9
xξ

J
2

{[
J (yξR̆(ξξ) + yηR̆(ξη))

]
ξ
+

[
J (yξR̆(ξη) + yηR̆(ηη))

]
η

}

︸                                                                     ︷︷                                                                     ︸
(W) Radiation stress terms

(C.16)
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Scalar (curvilinear-z coordinates):

∂Φ

∂t
+δ1

{
1
J

[∂(J ŭΦ)
∂ξ

+
∂(J v̆Φ)
∂η

]
+
∂[(w − w̆st)Φ]

∂z

}
=

+
δ2

J



[
Bh

J

(
g22

∂Φ

∂ξ
+ g12

∂Φ

∂η

)]

ξ

+

[
Bh

J

(
g11

∂Φ

∂η
+ g12

∂Φ

∂ξ

)]

η


︸                                                                       ︷︷                                                                       ︸

Horizontal diffusion terms

+ δ3
∂

∂z

[
Bv

∂Φ

∂z

]

︸          ︷︷          ︸
Vertical diffusion terms

− δ1

{
ŭst
∂Φ

∂ξ
+ v̆st

∂Φ

∂η
+ w̆st

∂Φ

∂z

}

︸                                 ︷︷                                 ︸
Stokes driven advection terms

(C.17)

Scalar (curvilinear-σ coordinates):

∂(DΦ)
∂t
+δ1


1
J

[∂(JDŭΦ)
∂ξ

+
∂(JDv̆Φ)

∂η

]
+
∂(D

⋆
ΩΦ)
∂σ


=

+
δ2

J



[
Bh

D
J

(
g22

∂Φ

∂ξ
+ g12

∂Φ

∂η

)]

ξ

+

[
Bh

D
J

(
g11

∂Φ

∂η
+ g12

∂Φ

∂ξ

)]

η


︸                                                                            ︷︷                                                                            ︸

Horizontal diffusion terms

+
δ3

D
∂

∂σ

[
Bv

∂Φ

∂σ

]

︸            ︷︷            ︸
Vertical diffusion terms

− δ1

{
D
(
ŭst
∂Φ

∂ξ
+ v̆st

∂Φ

∂η

)
+

(
w̆st− λ(ξ)ŭst − λ(η)v̆st

)∂Φ
∂σ

}

︸                                                                 ︷︷                                                                 ︸
Stokes driven advection terms

(C.18)
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Turbulence model equations(curvilinear-z coordinates):

∂κ

∂t
=
∂

∂z

[
Av

σκ

∂κ

∂z

]
+ (P+ Pwb) +G− ǫ (C.19a)

∂ǫ

∂t
=
∂

∂z

[
Av

σǫ

∂ǫ

∂z

]
+ cǫ1

[
(P+ Pwb) + cǫ3G

]
ǫ

κ

− cǫ2
ǫ

2

κ

(C.19b)

P = Av Pu ; Pu = g11

(∂ŭ
∂z
·∂Ŭ
∂z

)
+ g12

(∂ŭ
∂z
·∂V̆
∂z
+
∂v̆

∂z
·∂Ŭ
∂z

)
+ g22

(∂v̆
∂z
·∂V̆
∂z

)
(C.19c)

Pwb = 0 ; Av = cµ
κ

2

ǫ

; G =
Av

Prt

g

ρo

∂ρ

∂z
; Prt = 0.8+ 5Ri ; Ri = − g

ρo
·

∂ρ

∂z
Pu

(C.19d)

Turbulence model equations(curvilinear-σ coordinates):

∂(Dκ)
∂t
=

1
D
∂

∂σ

[
Av

σκ

∂κ

∂σ

]
+ D

[
(P+ Pwb) +G− ǫ

]
(C.20a)

∂(Dǫ)
∂t
=

1
D
∂

∂σ

[
Av

σǫ

∂ǫ

∂σ

]
+ D

{
cǫ1

[
(P+ Pwb) + cǫ3G

]
ǫ

κ

− cǫ2
ǫ

2

κ

}
(C.20b)

P =
Av

D2
Pu ; Pu = g11

( ∂ŭ
∂σ
·∂Ŭ
∂σ

)
+ g12

( ∂ŭ
∂σ
·∂V̆
∂σ
+
∂v̆

∂σ
·∂Ŭ
∂σ

)
+ g22

( ∂v̆
∂σ
·∂V̆
∂σ

)
(C.20c)

Pwb = 0 ; Av = cµ
κ

2

ǫ

; G =
Av

DPrt

g

ρo

∂ρ

∂σ
; Prt = 0.8+ 5Ri ; Ri = − g

ρo
·
D
∂ρ

∂σ
Pu

(C.20d)

where, the symbol̆(·) represents the contravariant velocities, (u, v) are the two horizontal compo-

nents of the Eulerian velocity, and (U, V) = (u + ust, v + vst) are their Lagrangian counterparts.
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APPENDIX D

SUMMARY OF THE LAKE MICHIGAN FIELD DATA
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Mich R15, Jan 29, 0035 GMT
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Figure D.1 Size distribution of the suspended solids at the Racine (R) transect (15 m contour
depth).
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Mich R30, Jan 28, 2230 GMT
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Figure D.2 Size distribution of the suspended solids at the Racine (R) transect (30 m contour
depth). (Continued)
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Figure D.2 Continued.
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Mich R45, Jan 28, 2120 GMT
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Figure D.3 Size distribution of the suspended solids at the Racine (R) transect (45 m contour
depth). (Continued)
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Figure D.3 Continued.
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Mich G20, Jan 31, 0950 GMT
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Figure D.4 Size distribution of the suspended solids at the Gary (G) transect (20 m contour
depth).
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Mich G30, Jan 31, 0625 GMT
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Figure D.5 Size distribution of the suspended solids at the Gary (G) transect (30 m contour
depth). (Continued)
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Figure D.5 Continued.
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Mich G45, Jan 31, 0140 GMT
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Figure D.6 Size distribution of the suspended solids at the Gary (G) transect (45 m contour
depth). (Continued)
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Figure D.6 Continued.
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Mich J15, Feb 4, 1735 GMT
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Figure D.7 Size distribution of the suspended solids at the St. Joseph (J) transect (15 m contour
depth).
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Mich J30, Feb 4, 1000 GMT
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Figure D.8 Size distribution of the suspended solids at the St. Joseph (J) transect (30 m contour
depth). (Continued)
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Figure D.8 Continued.
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Mich J45, Feb 4, 0715 GMT
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Figure D.9 Size distribution of the suspended solids at the St. Joseph (J) transect (45 m contour
depth). (Continued)
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Figure D.9 Continued.
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Mich S15, Feb 1, 1705 GMT

0

0.03

0.06

0.09

0.12

0.15

0.18

0.21

0.24

0.27

0.3

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 22 27 32 37 42 47 52 57 62 67 72 77 82 87 92

Particle sizes (µm)

M
a

ss
 F

ra
ct

io
n

s 
%

Depth 1m

Mich S15, Feb 1, 1705 GMT

0

0.03

0.06

0.09

0.12

0.15

0.18

0.21

0.24

0.27

0.3

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 22 27 32 37 42 47 52 57 62 67 72 77 82 87 92

Particle sizes (µm)

M
a

ss
 F

ra
ct

io
n

s 
%

Depth 8m

Mich S15, Feb 1, 1705 GMT

0

0.03

0.06

0.09

0.12

0.15

0.18

0.21

0.24

0.27

0.3

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 22 27 32 37 42 47 52 57 62 67 72 77 82 87 92

Particle sizes (µm)

M
a

ss
 F

ra
ct

io
n

s 
%

Depth 14m

Figure D.10 Size distribution of the suspended solids at the Saugatuck (S) transect (15 m contour
depth).
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Mich S30, Feb 1, 2210 GMT
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Figure D.11 Size distribution of the suspended solids at the Saugatuck (S) transect (30 m contour
depth). (Continued)
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Figure D.11 Continued.
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Mich S45, Feb 2, 0015 GMT
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Figure D.12 Size distribution of the suspended solids at the Saugatuck (S) transect (45 m contour
depth). (Continued)
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Figure D.12 Continued.
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Figure D.13 Class size distribution of the suspended solids at the Racine (R) transect.
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Figure D.14 Class size distribution of the suspended solids at the Gary (G) transect.
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Figure D.15 Class size distribution of the suspended solids at the St. Joseph (J) transect.
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Figure D.16 Class size distribution of the suspended solids at the Saugatuck (S) transect.
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Suspended Sediment Profiles Station R-15
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Figure D.17 Vertical distribution of the suspended solids at the Racine(R) transect.
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Suspended Sediment Profiles Station G-15
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Figure D.18 Vertical distribution of the suspended solids at the Gary (G) transect.
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Suspended Sediment Profiles Station J-15
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Figure D.19 Vertical distribution of the suspended solids at the St. Joseph (J) transect.
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Suspended Sediment Profiles Station S-15
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Figure D.20 Vertical distribution of the suspended solids at the Saugatuck (S) transect.
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   TSM to CHL-a, Deployment Jan 28-31,  Depth 1-15m
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Figure D.21 Pre-plume correlations between the suspended solids parameters.
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TSM to CHL-a,  Deployment May 20-23,  Depth 1-15m
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Figure D.22 Post-plume correlations between the suspended solids parameters.
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Year: 1998, Station: T-12, Station depth: 160 m, Trap depth: 30 m 
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Year: 1998, Station: T-12, Station depth:160 m, Trap depth: 155 m 
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Figure D.23 Sediment trap data for the trap location T12.
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Year: 1998, Station: T-15, Station depth: 22 m,Trap depth: 12 m 
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Year: 1998, Station: T-20, Station depth: 25 m, Trap depth: 12 m 
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Figure D.24 Sediment trap data for the trap locations T15 and T20.
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Year:1998, Station:T-24/20, Station depth:56 m,Trap depth: 30 m 
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Year: 1998, Station:T-24A, Station depth:56 m, Trap depth:30 m 
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Figure D.25 Sediment trap data for the trap location T24.
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Year:1998, Station:T-27, Station depth:100 m, Trap depth:30 m 
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Year:1998, Station: T-28, Station depth:110 m, Trap depth:30 m 
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Figure D.26 Sediment trap data for the trap locations T27 and T28.
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Comparison of trap types at T-12
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Figure D.27 Comparisons of the data between the 5 cm and the 20 cm diametertraps (trap loca-
tions T12 and T24).
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Comparison of trap types at T-24
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Figure D.28 Comparisons of the data between the 5 cm and the 20 cm diameterduplicate traps
(trap locations T24 and T24A).
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74. J. J. Finnigan, F. Einaudi, and D. Fuà. The Interaction Between an Internal Gravity Wave and
Turbulence in the Stably-Stratified Nocturnal Boundary Layer.Journal of the Atmospheric Sciences,
41(16):2409–2436, Aug. 1984.

75. FMH 1. Federal Meteorological Handbook No. 1: Surface Weather Observations and Reports.
Technical Report FCM-H1-2005, US Department of Commerce/National Oceanic and Atmospheric
Administration, Washington, D.C., Sept. 2005.

76. N. P. Fofonoff and R. C. Millard. Algorithms for Computation of Fundamental Properties of Sea-
water.Unesco Technical Papers in Marine Science 44, 1983. Pages 54.

77. N. P. Fofonoff and R. C. Millard, Jr. Calculation of Physical Properties ofSeawater. WHP Opera-
tions and Methods Manual. WOCE Reports 68/91, Woods Hole Oceanographic Institution, Woods
Hole, Massachusetts, 02543, U.S.A, 1990. Unpublished Manuscript.

78. W. T. Fox and R. A. Davis, Jr. Simulation Model for Storm Cycles and Beach Erosion on Lake
Michigan. Geological Society of America Bulletin, 84:1769–1790, 1973.

79. W. Fulks. Advanced Calculus. An Introduction to Analysis. John Wiley & Sons, Inc., New York,
NY, 3rd edition, 1978. Pages 731, ISBN 0-471-02195-4.

80. W. D. Gardner. Sediment Trap Dynamics and Calibration: aLaboratory Evaluation.Journal of
Marine Research, 38(1):17–39, 1980.

81. E. Garnier, B. Barnier, L. Siefridt, and K. Béranger. Investigating the 15 Years Air-Sea Flux Clima-
tology From the ECMWF Re-Analysis Project as a Surface Boundary Condition for Ocean Models.
International Journal of Climatology, 20:1653–1673, 2000.

82. C. Garrett and J. Smith. On the Interaction Between Long and Short Surface Waves.Journal of
Physical Oceanography, 6:925–930, Nov. 1976.

83. S. M. Glenn. A Continental Shelf Bottom Boundary Layer Model: The Effects of Waves, Cur-
rents and a Movable Bed. PhD thesis, Woods Hole Oceanographic Institution, Woods Hole, Mas-
sachusetts, 02543, Feb. 1987.

84. S. M. Glenn and W. D. Grant. A Suspended Sediment Stratification Correction for Combined Wave
and Current Flows.Journal of Geophysical Research, 92(C8):8244–8264, July 1987.

85. M. Gonzalez, R. Medina, and M. A. Losanda. Equilibrium Beach Profile Model for Perched
Beaches.Coastal Engineering, 36:343–357, 1999.

86. A. A. Grachev, E. L. Andreas, C. W. Fairall, P. S. Guest, and P. O. G. Persson. On the Turbulent
Prandtl Number in the Stable Atmospheric Boundary Layer.Boundary-Layer Meteorology, 125:
329–341, 2007.

351



87. M. Graco, D. Gutierrez, and L. Farias. Inter-Annual Variability of the Pelagic-Benthic Coupling in
the Upwelling System off Central Chile.Advances in Geosciences, 6:127–132, 2006.

88. W. D. Grant and O. S. Madsen. Combined Wave and Current Interaction With a Rough Bottom.
Journal of Geophysical Research, 84(C4):1797–1808, Apr. 1979.

89. W. D. Grant and O. S. Madsen. Movable Bed Roughness in Unsteady Oscillatory Flow.Journal of
Geophysical Research, 87(C1):469–481, Jan. 1982.

90. W. D. Grant and O. S. Madsen. The Continental-Shelf Bottom Boundary Layer.Annual Review of
Fluid Mechanics, 18:265–305, Jan. 1986.

91. J. Groeneweg and G. Klopman. Changes of the Mean VelocityProfiles in the Combined Wave-
Current Motion Described in a GLM Formulation.Journal of Fluid Mechanics, 370:271–296, Sept.
1998.

92. H. Günther, S. Hasselmann, and P. A. E. M. Janssen.Report No. 4: The WAM Model Cycle 4. Max-
Planck Instituut für Meteorologie, Hamburg, Germany, Oct. 1992. URL:http://www.mad.zmaw.de/
fileadmin/extern/documents/reports/ReportNo.04.pdf.

93. S. K. Gupta, D. P. Kratz, P. W. Stackhouse, Jr., and A. C. Wilber. The Langley Parameterized
Shortwave Algorithm (LPSA) for Surface Radiation Budget Studies. Technical report, National
Aeronautics and Space Administration, Langley Research Center, Hampton, Virginia 23681-2199,
Dec. 2001. NASA/TP-2001-211272.

94. H. Hanson. Genesis — A Generalized Shoreline Change Numerical Model. Journal of Coastal
Research, 5(1):1–27, 1989.

95. J. L. Hanson and O. M. Phillips. Automated Analysis of Ocean Surface Directional Wave Spectra.
Journal of Atmospheric and Oceanic Technology, 18:277–293, Feb. 2001.

96. T. H. C. Herbers and M. C. Burton. Nonlinear Shoaling of Directionally Spread Waves on a Beach.
Journal of Geophysical Research, 102(C9):21101–21114, Sept. 1997.

97. A. Herman. Sampling Characteristics of Vertical Towed Plankton Nets and Intercomparison With
an Optical Plankton Counter.Journal of Plankton Research, 2000. Under Review.

98. G. W. Hung and Y.-C. Chung. Particulate fluxes,210Pb and210Po Measured From Sediment Trap
Samples in a Canyon off Northeastern Taiwan.Continental Shelf Research, 18:1475–1491, 1998.

99. A. K. M. F. Hussain and W. C. Reynolds. The Mechanics of an Organized Wave in Turbulent Shear
Flow. Journal of Fluid Mechanics, 41:241–258, 1970.

100. A. K. M. F. Hussain and W. C. Reynolds. The Mechanics of anOrganized Wave in Turbulent Shear
Flow. Part 2. Experimental Results.Journal of Fluid Mechanics, 54:241–261, 1972.
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