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ABSTRACT

A jobshop is a manufacturing system well-known iferoperational complexity
due to the conditions under which it operates, sashinstability of order volumes,
product mix, product routings, customer bases, ettd A fundamental approach to
improve the performance and efficiency of jobshibas been to transform the Functional
Layout that they traditionally use into a Cellulaayout. Functional Layouts have
noticeable advantages such as flexibility and nreehitilization; however, they also have
major disadvantages such as high production leadsti high WIP (work-in-progress)
inventory levels, and complex scheduling. In corngmar, Cellular Layouts provide
shorter production lead times, lower WIP inventlayels, simpler scheduling, and better
control of product quality.

However, Cellular Layouts have major disadvantagesh as low machine
utilization, high cost of cell reconfiguration wheemand or product mix change, and
high risk of disruption to production due to machimreakdowns and operator
absenteeism. These disadvantages are especialyfuhdior jobshops because they
operate in a high-mix low-volume (HMLV) environmenTherefore, a complete
reorganization of the Functional Layout of a johshimto a Cellular Layouts, especially

when operating in a HMLV environment, is never adble. At the same time, retaining



the existing Functional Layout does not make a hobstype manufacturer
competitive. These major shortcomings of these axtremes of facility layouts for
jobshops encouraged as to investigate alternaéiyeuts that retain the advantages of
both layouts, and mitigate their disadvantagesthadveaknesses.

In this dissertation, two novel layouts that intggrthe attributes of the traditional
Functional, Cellular and Flowline layouts are iwlwoed. These layouts are a Modular
Layout and a Hybrid Flowshop Layout. A modular layaerives its flexibility and
efficiency by decomposing a complex material floetvwork into a network of layout
modules that exhibit flow pattern characteristi€svell-known standard types of layout.
A hybrid flowshop layout derives its simplicity byransforming a complex
material flow network into a flowline-like materidlow network so that the simple
factory logistics of the Toyota Production Systeould potentially be applied in the
jobshop. This dissertation introduces the mathmalatodels, optimization methods
and heuristics for design of these two novel layamrifigurations. Performance analyses
were done to compare the traditional and proposgduts. The role of the PFAST
software, which was developed during the coursthefdissertation, in a man-machine

interactive process to design any facility layaugkplained.
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CHAPTER 1

INTRODUCTION

1.1 Introduction

Surveys conducted by the Small Business AdministigiSBA) show that about
99 percent of all manufacturing companies in Anwriare small-and-medium
manufacturing companies (SMEs) [Conner, 2001]. #hesmpanies are suppliers to
larger companies and may have as few as 50 or thare 200 customers and do not
make the same products every day. They are alsarkias job shops that are typically
operating in a high-mix low-volume (HMLV) manufadtugy environment. An HMLV
manufacturing environment has complex operatingagtaristics, such as high variety in
product mix, uncertainty in production demand, amdny different manufacturing
routings resulting in a complex material flow netlwdn order to survive and compete in
the business these days, these SMEs have beguopb llean Manufacturing approach
since this approach has proven to vastly reducerib@uction cost and improve delivery

performance [Achanga et al., 2005]. Lean manufagjuis a manufacturing philosophy
1



that aims to shorten lead time from the point metiwhen an order is received to the
point in time when the order is shipped by elimimgumanufacturing wastes (non-value
added activities) during the flow of the order tgh the factory [Womack and Jones,
1996]. There are Seven Forms of Waste that caratsgarized as (1) Overproduction,
(2) Underperformance due to non-standardized w@kQueue time, (4) Transportation
(material handling) time, (5) Inventory (raw ma#briwork-in-process inventory, and

finished foods), (6) Unnecessary motion and tréyefesources (tools, operations, etc.),
and (7) Defective products. Among these wastesye|tiene and transportation time are
primary factors that increase production lead timeonventional jobshops, since a part
may spend up to 95% of the total production timéting or traveling as illustrated in

Figure 1.1 [Crowson, 2005].

TIME ON MACHINE

|

e

——___ MOVING & WAITING

5%
TIME ON MACHINE (EXPANDED)

(1 S

W W
INCUT LESS THAN  pOSITIONING, LOADING, GAGING, IDLE, ETC.
A0k 70%

Figure 1.1: Production time for a part in a jobshop
[Source: Crowson, 2005, p. 170]



To shorten production lead time, these two domineadtes must be minimized
or eliminated so that the velocity of material flowan increase, inventories can be
reduced, and operating costs can be reduced. Adesigned facility layout that is flow-
efficient can help HMLV manufacturers to elimindteese major wastes and shorten
production lead times.

Facility layout design determines how to arrangegate and distribute the
equipment and support services in a manufacturadlity to serve physical flow
relationships between manufacturing activitiesc8ifftows of materials, personnel, tools
and related resources in a manufacturing faciliy ghysical moves, without physical
changes in the layout, the production flow in ailitigc can hardly improve. Lean
practitioners and manufacturers have long undedstthat the facility layout is a
fundamental reason for the complexity of flow ifaaility. For decades, to facilitate the
flow, converting an existing functional layout tocallular layout has been promoted.
Cellular layouts have made the production flows any facilities more efficient
[Wemmerlov and Hyer, 1989]. Once the productionvfis “fixed”, Lean Manufacturing
can be adopted effectively.

However, in today's market, customers are demandioge customized, better
quality products at low cost. With demand charasties changing and small-niche
market glowing, product life cycles are rapidly geaing. Manufacturing companies are
forced to offer more wide variety of products widirays of options and features
produced in small batches or even one-of-a-kinds Té¢ads to higher complexity in the
production flows in the facilities of these manutatchg companies. The cellular layout is
no longer an efficient solution for these comparbesause manufacturing cells are

3



designed to produce specific sets of products (ak@duct families). In addition,
manufacturing cells demand sufficient productiofuates in order to operate efficiently.
In volatile environments where product mix changed demand volumes are not stable,
the cellular layout is not flexible enough to maintits efficiency and it is often found to
have inferior performance compared to a functidengbut in this situation. Therefore, the
manufacturing companies that are operating in arL¥Mnvironment these days need to
evaluate new approaches for designing their layoutscilitate the flows and allow them
to exploit the benefits of implementing Lean Marutiteing, even in high-mix low-
volume (HMLV) conditions.

In summary, Lean Manufacturing is the most prodwectapproach that in
manufacturing industries and manufacturing comgsareund the world have adopted to
improve performance of their facilities. A core apgch for Lean Manufacturing is to
facilitate efficient production flow in a facilitpy removing wastes that delay production
flow. The layout of a facility has a profound andedt effect in the production flow in a
facility; without designing a suitable layout tocilitate the flow, adopting Lean

Manufacturing may not achieve maximum benefits.

1.2 Objectives of This Research

The primary objectives in our research are two-fdltie first objective is to
introduce new approaches to design two novel lsythdt are suitable for manufacturing
companies operating in an HMLV environment. Thege layouts are a Modular Layout
and a Hybrid Flowshop Layout. These hybrid layomtigegrate the attributes of the
traditional Functional, Cellular and Flowline laysu
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A modular layout derives its flexibility and effemcy by decomposing a complex
material flow network into a network of layout mades that exhibit flow pattern
characteristics of well-known standard types oblay These layout modules are similar
to small (fractional) manufacturing cells but thase not dedicated to specific product
families and machines are allowed to be sharedsaarltiple product families. Since
the machines in any module are shared by more @ahanproduct family, that gives a
modular layout the flexibility that a Functional yaut also does provide. And since the
layout modules are pseudo-cells, a modular laytaat mherits some of the benefits of
having a Cellular Layout such as short travel dists and improved control of product
quality. Therefore, this new layout gains severdvamtages by combining multiple
structures of traditional layouts in one layout.

Since a modular layout is designed to integratetipial layout characteristics
contained in a single facility, theoretically itahd perform efficiently in a complex,
volatile HMLV environment. However, in practice spgonal difficulties could arise
with this layout since it involves operating seVesab-factories simultaneously in one
facility. Without having an efficient material coal strategy, chaos could result. This
downside of the modular layout has led us to develnother layout which is still a
modular layout but exhibits more simplified flow.hi§ layout is called a Hybrid
Flowshop Layout, one of the main contributions of oesearch to both the archival
literature and practice of facility layout. Thisytaut retains the advantages of having a
modular structure and being simply it transformsoaplex network of material flows

into a flowline-like material flow network.



A hybrid flowshop layout allocates machines inteesal groups (called stages)
similar to layout modules in a modular layout; heee these groups are arranged in a
line. The majority of production flows in this laypare forward (either in-sequence or
bypass) while backtracking flows are minimized maated if possible. This layout
imitates a flowline layout and allows the produntiocontrol of flowline production
systems, such as Toyota Production System (TPi®) &ffectively used.

Along with this layout, a new material control st called the Next Stage
Awareness System (NSAS) has been developed anéxpariments show that when
using this system, a hybrid flowshop layout outperfs other layouts in most cases. The
hybrid flowshop layout with NSAS can be used by H¥imanufacturing companies to
design flowline-like production facilities to simfyl their operational controls and
increase their production efficiencies.

The second objective in our research is to proddsystematic approach for
selecting and designing appropriate layouts for Mvihanufacturing companies. The
design and selection of an appropriate layout foHMLV facility poses a major
challenge since a layout can serve different ppa@nd provides different advantages
and disadvantages based upon different criteriagbeonsidered. There is no absolute
method or solution for layout design that suitdeddnt flow networks, product variety,
production volume, and demand stability. Therefare,introduce a range of conceptual
layout configurations and provide a flowchart fetexting and designing both traditional
and non-traditional layouts for HMLV facilities ugj the PFAST software that has been

developed at The Ohio State University.



1.3 Organizations of This Research

The remaining of this dissertation is organizedadlews. Chapter 2 provides an
introduction and background on traditional faciléyouts used in HMLV manufacturing
environments. The modular layout and hybrid flowsHayout are also introduced
briefly.

Chapter 3 introduces the details of a modular layou layout modules. Flow
pattern characteristics of each module type arednted. A mathematical model for the
problem of designing modular layouts is developed solved. The original problem is
then divided into two phases with some simplifioai and assumptions made to reduce
its complexity.

Chapter 4 presents a cut-tree based heuristic agpmroposed and developed for
solving the real-world instances of the modulaolayproblem.

Chapter 5 introduces the details of a hybrid flomgslayout and its advantages. A
mathematical model for the problem of designingridyflowshop layouts is developed
and solved. The original problem is simplified danito what was done for the modular
layout problem. A ratio cut partitioning heurisapproach is proposed for solving large
real-world instances of this layout design problem.

Chapter 6 presents the current man-machine approadacilities design in a
HMLV environment using Production Flow Analysis @F The PFAST supports this
current man-machine approach to design facilitplas.

Chapter 7 presents an experimental evaluation arfbrpnance comparison
between the traditional layouts and our proposegbuts using simulation. Our
simulation model is based on the experimental stusiyng simulation approach to

7



investigate the performances of different manufaatu layouts [Suresh and Slomp,
2005]. In our experiments, the performance of fiomatl layouts, cellular layouts,
modular layouts and hybrid flowshop layouts arelwat®d using the Arena discrete
simulation software.

Chapter 8 contains conclusions, contributions awbmmendations for future
research based on this study.

Chapter 9 introduces a new concept for a mateoatrol system called the next
stage awareness system developed for a hybrid Higgvdayout to promote pull

scheduling in high-mix low-volume facilities.
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CHAPTER 2

BACKGROUND

2.1 Traditional Layouts

Manufacturing companies nowadays are facing ineegatemand from their
customers for prompt response and product custtimizaThis leads to increased
complexity and diversification of the productioropesses and manufacturing systems in
the companies. As the complexity and diversityhaf product mix increases, companies
migrate towards HMLV operating environment. In ard® be competitive, the
manufacturing companies have to maintain manufaxgufiexibility but keep their
processes and management practices simple despitemplications of diversity.

The layouts of manufacturing companies have pradoeffects on the complexity
of their production processes and flexibility oethmanufacturing systems. As a result,
the problem of designing layouts for manufacturifagilities is one of the most

recognized and critical problems in Industrial Ewgiring with considerable research
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done in this area. [Meller and Gau, 1996] A fagiléyout determines how to arrange,
locate, and distribute machines, equipment, anga@tservices in a large area. An
effective facility layout helps to maximize produbiroughputs. Traditionally, there are
three types of facility layouts that have been u$ed decades to layout discrete
manufacturing systems. They are Functional, Cellutamd Flowline layouts. These
layouts allocate machines, equipment, and supgovices in a manufacturing facility
based on different criteria. Therefore, each obé¢hbas advantages and disadvantages
with no single layout always being superior to ttieer two.

Functional Layout (Figure 2.1) is a layout in whigkachines, equipment, and
support services are arranged based on their anadticapabilities. It is also called a
Process Layout because machines, equipment, apdrsgervices with similar process
and operational functions are grouped into one @eaepartment). These departments
are located in such a way that the total mateaalhng costs for material flows between
all departments the facility are minimized.

Cellular Layout (Figure 2.2) is a layout that hhs tarrangement of machines,
equipment, and tooling is based of product familidss layout is referred to as Product
Layout. In contrast to a functional layout, maclkinequipment, and support services in a
cellular layout are segmented into different groupalled manufacturing cells. Each
manufacturing cell is responsible for producingraug of similar products, called a
product family. Each manufacturing cell can gergradrocess different operation
sequences required to manufacture the productbanptoduct family. Because each

manufacturing cell focuses on similar products #edcell has a small footprint, material

11



transfers within the cell can be done using oneeittow. The benefits of a cellular

layout are excellent quality control and low madkhandling costs.
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Figure 2.1: Functional Layout
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Figure 2.2: Cellular Layout
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Figure 2.3: Flowline Layout
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Flowline Layout (Figure 2.3) is similar to a cellnllayout and is essentially a
product-oriented layout. In this layout, machineguipment, and services are once again
allocated according to the needs of one produatsmall product family. However, they
are arranged in a linear layout according to theraoon sequences of the product or the
product family. The highest production efficienciand the product quality can be
achieved using this type of layout. Nevertheldsis, type of layout can be justify mostly
for a high volume of production of a low-varietyopuct mix in order to justify the use of

expensive dedicated machines and equipment.

2.2 HMLYV Facilities

The three traditional layouts described earliefqrer differently on performance
criteria, such as costs, quality, output, delivéigxibility, and adaptability. Each of these
layouts is suited best for only a certain manufacguenvironment, e.g. either high-mix
low-volume or low-mix high-volume manufacturing émnment. Figure 2.4 shows how
the traditional layouts are compared by their déf¢ performance criteria such as
product variety, production volumes, etc. The mantufring outputs as shown the figure,
which can be categorized into delivery, cost, dualperformance, flexibility, and
innovativeness, are influenced significantly by theice of employing different layouts.
In this research, our focus was on the first thoagputs (delivery, cost, and quality),
which are often lacking but considered the most artgmt outputs for HMLV
manufacturing companies. As seen in this figurewliihe layouts (which are line-flow
operator paced, line-flow equipment paced, andioats flow) are the most preferable
because they are proven to achieve all three kégutsi However these layouts are
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suited only for manufacturing companies operating low-mix high-volume
environments. For HMLV manufacturing companieswfloe layouts are impractical.
Thus, achieving the three key outputs for HMLV miacturing companies seems to be a

difficult and challenging goal.
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Figure 2.4The product/volume-layout/flow matrix and its réaiship to manufacturing
outputs [source: Miltonburg, 1995, p. 41]

In Figure 2.4, a jobshop (JS) production systepositioned at the left top corner
of the chart. The attributes of this productiosteyn are wide variety products, small lot
(or batch) production, and demand volume rangimgnfrone to a few. Products in a
jobshop production system mostly require a unigeteup and sequence of processing

steps. Examples of a jobshop manufacturing compase-called jobshops) include
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machine shops, forge shops, paint shops, and édleéities that make products that
require customization in small lot sizes. Becaukghe complexity and the need of
flexibility, functional layouts are the most prefed layouts by jobshops because
flexibility and highly skilled operators are neededcomplex HMLV manufacturing

facilities. Since the jobshop production system famdtional layouts score poorly on the
three key outputs (cost, quality, and delivery),ondler to improve their performance,
jobshops has been attempting to adopt lean manwifagtto help improving their

performances and reduce their production costs.

2.3 Lean Manufacturing

Lean manufacturing was probably originated in 1926en Henry Ford and his
associates recognized the potential of flow impno@et in Ford automotive production.
Henry implemented synchronized assembly line prbdado promote continuous flow
from raw materials to shipments of finished car tfgir Model T Ford automobile. His
method has shown significant productivity leap bas been only in thepecial caseof
large-lot high-volume high-speed assembly productithree quarters of a century later,
Ohno, a chief engineer at Toyota Motor Companydacted a thorough study of large-
lot American production systems in order to imprbngcompany’s production system to
compete and survive in the global market competif®hno, 1988] It is understood that
Japanese corporations cannot afford large amouhtinol to warehouse finished
products and parts. Adopting large-lot productionathieve economic lot size would
cost even more. Therefore, he developed an alteenapproach to promote continuous
flow for small-lot production in Toyota plants asdon his developed production system
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has become one of the most productive systemseirglitbal manufacturing industry.
This production system is referred to as ToyotadBetion System (TPS). It is a special
line flow production system that can produce magety of products in lower volumes
or smaller lot-sizes than the traditional large-l8imerican production system.
[Miltenburg, 1995]

The small-lot production allows TPS to operate urlde/ inventories. When the
inventories decrease, problems or wastes are edpOsee these problems or wastes are
found, they are removed and the production systapraves. This is referred to as a
waste identification and removal strategy in TP8e Bystem continues to reduce the
inventories and the next problems or wastes are tbentified and removed. The
repeating process of identifying and eliminatingstea is referred to as a continuous
improvement strategy in TPS. Therefore, this martufang philosophy aims directly to
attack any form of waste in the production proddssugh continuous improvement in
pursuit of perfection.

TPS best practice has brought lean approach begothe most productive
approach in the manufacturing industry. It has bezothe general caseof lean
manufacturing these days. The values of the systethits strategies have proven to
global manufacturing industry and a considerablmlmer of manufacturing companies
are keen to adopt this model to their own productgystems. [Papadopoula and

Ozbayrak, 2005]
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2.4 Lean Manufacturing in HMLV Facilities

Although lean manufacturing can be a universal tfwol all manufacturing
companies, lean strategies and techniques in TP&S; not fit to all types of
manufacturing companies. According to a lean piiaokr who has 20 years of lean
manufacturing experience in both low-mix high-vokinand high-mix low-volume
environments, Lean Manufacturing and TPS are teringt can be referred
interchangeably but they mayot be interchangeable. [Nelson] TPS is suited for the
manufacturing companies in a low-mix high-volumevimnment where flow patterns
are simplified and recognized and flowline layoarts most suitable for these companies.
In a HMLV environment, most manufacturing comparaes jobshops. Their products
are wide variety and their production volumes amryvsmall compared to the
manufacturing environment in which TPS was devealopEunctional layouts are
therefore most implemented in these companies tadlbathe complexity of the
production flows. While their production flows arery complex and their layouts are not
supporting and smoothing the production flow, adaptTPS to these manufacturing
companies without properly adapting is akin to ipgttsmaller-size shoes without
adjusting.

The adaptation of the layout when implementing I@aanufacturing in most
manufacturing companies has traditionally been dopeonverting from the existing
functional layouts to cellular layouts. Howeversearchers and practitioners have found
that it is ill-advised to completely convert then@itional layout of a jobshop operating in
a HMLV environment into a cellular layout. The maieason is that the inherent
inflexibility of manufacturing cells cannot adapd thanging capacity requirements
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(machine and labor), product mix, and demand voluhnerefore, the design of facility
layouts for Lean implementation in the jobshopsrafieg in this complex environment
needs a new research.

In this research, we have developed two new laydutsthe manufacturing
companies operating in a HMLV environment. The tagouts are a Modular Layout

and a Hybrid Flowshop Layout that will be briefiytioduced next.

2.5 Modular Layout

In a cellular layout, the majority of inter-machifiews are intra-cell with some
inter-cell flows between different manufacturingll€e The ideal case for cellular
manufacturing is to have completely disjointed s@lhere there is no flow among the
cells. That ideal rarely happens in HMLV facilitiéecause product mix and order
guantities change, and machines in the cells avayal shared. Even though machine
duplication could make cells disjoint, the duplicatcost is always a huge factor for the
small and medium-sized HMLV companies. Modular Lays similar in concept to a
cellular layout. It is layout containing small-sizeanufacturing cells; however, products
are not required to be manufactured in only oné aall machines are allowed to be
shared across multiple product families. This sra@k manufacturing cell is called a
layout module. In a modular layout, machines areenflexible than they are in a cellular
layout. At the same time, flow distances are shdhan in a functional layout resulting
in less material handling cost. Therefore, the cije for designing modular layouts is to

design several machine groups that absorb the s$tiglogvs within different groups and
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have low volumes of flows between the differentugp® The graphical representation of

a modular layout and other traditional layoutssrewn in Figure 2.5.

Cellular Layout

Modular Layout

Figure 2.5: Modular layout, Functional layout anellGlar Layout

2.6 Hybrid Flowshop Layout

In a general flowshop layout, machines are allat@téo several groups (called
stages) and these groups are arranged in a flawBeaerally, product routings in this
layout are identical and machines within each stagedentical or have similar process
capabilities. Products can flow in forward direatiwithout backtrackings in this layout.
In a hybrid flowshop layout, product routings are not simiewd machines are not

necessary identical; however, the products cahnflsiV in one direction from beginning
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stages to finishing stages without backtrackingvilolor less backtracking flows), as

shown in Figure 2.6.

[w]f | Cok [wl] | Cok
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[ml] | [k el )
(a) Pure Flowshop (b) Hybrid Flowshop

Figure 2.6: Pure flowshop and hybrid flowshop

Each stage in a hybrid flowshop layout is a grodipmachines similar to a
manufacturing cell or a layout module. However jkenb manufacturing cell or a layout
module described earlier, it does not contain agmf machines that produces a product
family as a manufacturing cell. It does not conthigh traffic machines as a layout
module either. Each stage in a hybrid flowshop ldayoontains machines that can
perform one or more consecutive operations ocagininnthe operation sequences of a
large number of parts. Importantly, when alignihgge groups of machines (stages) in a
line, it must assure that most parts do not neettaeel back to preceding stages to
perform their remaining operations. The remainipgrations will always be performed
by machines within the current stages or the nexges. The graphical representation of

a hybrid flowshop layout and other traditional latgare shown in Figure 2.7.
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Hybrid Flowshop Layout

Figure 2.7: Hybrid Flowshop layout, Functional layand Cellular layout

In the next chapters, the mathematical modelshi@iproblems of designing a
modular layout and a hybrid flowshop layout arespréed. Optimization and heuristic
approaches for solving these layout problems aveldped and exercised with an

example data set from literature.
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CHAPTER 3

DESIGN OF MODULAR LAYOUTS: A REVISED AND SIMPLIFIED

METHOD

3.1 Introduction

Considerable research has been done in designithgxile layout to hedge
against future changes in product mix, productingst and demand volumes in these
days manufacturing environment. A modular layoutoise of the flexible layouts
developed to combine the attributes and advantageised by different traditional
layouts [Irani and Haung, 2000]. In a modular laydhe material flow network in a
manufacturing facility is decomposed into a netwoflsegments called Layout Modules.
A layout module is essentially a group of machioasnected by a material flow network
that exhibits a flow pattern characteristic of ad@fic type of layout, such as the
Flowline, Cellular or Functional Layout.

A layout module is similar to a manufacturing cetlit can be considered as a

fractional manufacturing cell. The differences #rat products may not necessarily be
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completely manufactured in one module and macharesallowed to be shared by
multiple product families. The objective of desiggia modular layout is to select the
best set of machines for each layout module antjrassach product to the best
combination of layout module(s), such that the Itqgteoduction cost incurred is

minimized and all resource constraints are satistigtuitively, since this new layout is a
hybrid combination of traditional layouts, it cahosten throughput time, lower WIP
inventory levels, and incur less material handbogt while retaining flexibility and high

machine utilization.

Among all flexible layouts, a modular layout isfdient from others because it
combines different types of traditional layouts ate&ploys them together in the same
facility [Balakrishnan and Cheng, 2007]. Concegdtyait should perform better than
other layouts because of all the advantages that b= expected from selecting,
combining and deploying several types of layoust #re suited best to different areas in
the same facility. The advantages of this layoat\aary promising but the application of
this layout in the industry is limited. It can Heetreasons that the layout solution is not
validated and also the problem of designing a nardldyout is very complex. The
modular layout problem has proven to fall into tlass of NP-complete problem. In
addition, this designing problem required the gréetiail of data input which is very
difficult in practical for manufacturing companigsacquire. These two issues can be the
most obstacles for adopting this layout to the stdu Therefore, in this research, a
recent mathematical model for designing a modudgout is revised and the layout
solution is validated. Then the current mathembatiocadel is simplified to be suited to
practical conditions where the availability and wecy of data input is difficult to
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acquire, especially in the manufacturing facilitibsit are operating in high-mix low-
volume environment where a modular layout was tndeally designed to suit for.

This chapter is organized as follows. Literatueziew on flexible layouts is
presented. The prior research and mathematical Infod¢he problem of designing a
modular layout are described. The problem modetl@digning a modular layout is
revised. An optimization technique using CPLEX, ammercial IP solver, is used to
demonstrate and validate a solution approach farirgp a modular layout problem
optimally. Then a simplified version of the currenathematical model with a two-stage
solution approach is introduced. The performanceparison between the original

approach and the simplified approach is discusedctancluded.

3.2 Literature Review

The design of flexible facility layouts has beemagnized in recent research
tremendously. Examples of these layouts are frdetguts, virtual cellular layouts,
distributed layouts, and modular layouts. In typidéexible layouts are designed to
hedge against the variability and variety of prdduand demand in manufacturing
facilities. Fractal Layouts[Askin, Ciarallo and Lundgren, 1999; Venkatadrgré&n, and
Montreuil, 1997] divide the facility into a materigow network of fractals. Fractals are
considered as small factories within a factory.cdn be considered as a small
manufacturing cell; however, these fractals areabbgpof producing a wide variety of
products than a manufacturing cell. Because eaddtalris more like a complete factory
than a complete cell, they have the material hagdlischeduling and teamwork
advantages of manufacturing cells, but are mordabile to demand and product (mix)
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changesVirtual Cellular Layouts[lrani et al, 1993; Babu et al, 2000; Prince arayK
2003] implement product family-oriented schedulimga functional layout facility.
Unlike typical manufacturing cellular layout, thhysical rearrangement of machines in a
facility to form manufacturing cells is not necagsdrather, the manufacturing cells are
formed logically and products within the same fasilare routed through appropriate
logical cells. While this makes scheduling complie flexibility and ability to adapt to
the changes of product mix and demand for thisuay® exceptional because there is
never the need to dissolve and relocate the maxhmehe cells when the product
families change.Distributed Layouts[Lahmar and Benjaafar, 2005] disaggregate
departments in a functional layout into subdepantsiend statically distribute them
throughout a facility. The degrees of distributiange from a non-distributed layout,
which is a functional layout, to a completely disited layout, where the departments
are down to single machines and placed individuallythe facility. The completely
distributed layout is similar to the conceptblonic Layouts[Montreuil et al, 1993]
where individual machines are placed throughowcify with an objective to provide
efficient process routes for any products with aimum delay. Both distributed and
holonic layouts aim to reduce the long travel dists in functional layouts and the
inflexibility of cellular layouts.Modular Layouts[lrani and Huang, 2000 and 2005]
decompose the overall material flow network fogaaeility into a network of one or more
different layout modules. Each module has a unigyeut, material flow pattern and
scheduling characteristics, such as single maadhioamter, flowline, branched flowline,

cell, flowshop, and jobshop. Thereby, differerdaa of the facility have a layout that
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best suits the material flow network for the maekirand products that comprise that

area. Layout modules can be categorized genemaligllaws:

* Flowline Module(Figure 3.1a): A Flowline module is a linear arrangent of
machines such that all inter-machine moves for eocutsve pairs of operations on
any product moving through the line would be forsyaeither in-sequence or
bypass. In case of backtracks, due to multiple caovsecutive operations on the
same machine, a decision could be taken to (a)fgntdd linear shape into linear
segments with circular/loop segments separatingspai consecutive linear
segments, (b) retain the linear shape but utilibédirectional material handling
system for backtrack moves, or (c) duplicate thmesanachine at multiple

locations to convert backtrack moves into forwammves.

* Cell Module(Figure 3.1b): Similar to a Flowline module, a Celbdule is a
set of dissimilar machines which, if placed togettwwuld produce a family of
parts or products without the products requiring visiting any additional
departments or machines external to the moduldo&tih the parts in a family
may not use all the machines and/or have the samersce of operations, their
operation sequences have high commonality of machequirements and high

similarity of operation sequences.

* Functional Module(Figure 3.1c): A Functional module is analogoushe
process-focussed department in a traditional Fanatilayout in which material

flows are random. The random flows are due to dbhsence of any flow
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dominance or patterns in the sequences in whicditfexrent machines within the

module are used by different parts.

In this research, the concept of modular layouts heen studied further. A

revised mathematical model for this problem is @né=sd in the next section.

e e e e b

(a) Flowline Module

v

(b) Cell Module (c) Functional Mddu

Figure 3.1: Three types of layout modules
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3.3 Problem Formulation and Recent Mathematical Moe!|

The problem of designing a modular layout is atrraulteria decision problem

that can be described as follows:

Given

Determine

Production volume of each product in a single pilagmperiod

Operation sequences for each product (i.e. macbintergs) and processing
time for each operation

The production quantity of each product type inglanning period

The transfer batch size of each product type

The material handling cost per transfer batch ohgaoduct type traveling
between each pair of machine types in the planparopd

There is a fixed rate penalty for products trawgletween layout modules
The rates of the setup cost and processing ca&staf product type at each
machine type in the planning period

The loading/unloading cost of each product typeagah machine is
negligible and can be ignorable

The amortized purchase price per unit of each madype in the planning
period

Number of machine type available in the planning

Penalty factor for product traveling between module
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= Number of layout modules, denotedrny
= To which module in the existing layout each machénallocated

= To which machine each operation for each produasssgned

Minimize
= Material handling cost
= Machine purchasing cost for additional machine thay be required

=  Production cost

Such that

o Each operation is assigned to one and only one imach

0 Machine capacity constraints are satisfied

The following model is the revised version of thegmal non-linear mixed
integer programming model for the problem of deisigna modular layout [lrani and

Huang in 2005]:

K M
Minimize Y E, 1 1, - ij (1)

k=1 m=1
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"m> 0 and integral, for eack,(m) (8)
Xiikm Dinary, for eachi(j, k, m) (9)
Wim binary, for eachiq m) (20)
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[ z] denotes the smallest integer that is larger thamoal taz

Variables:
Mem = Number of units of machine typassigned to modula.
Xijkm =1 if thej"™ operation of product typeis processed at machine type
in modulem;
=0 otherwise.
Wim =1 if machine typdis assigned to modulg;
=0 otherwise.
Parameters:
u = Penalty factor for products traveling betwessdules
Bi = Transfer batch size of product tyipe
BN = Any big number
Ex = Annualized cost of purchasing a unit of maehiypek
Fx = Annual production time available per unit cdichine typek
HBC i = Material handling cost for transferrindpatchof product type from

machine typd to machine typé
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HUC = Material handling cost for transferring a singtet of product type

from machine typ& to machine typé

K = Number of machine types

Lk = Existing number of units of machine type

MaxLy = Maximum number of units of machine tyballowed

M = Maximum number of modules in the layout

N; = Number of operations in the routing of prodiyptei

Pijk = Processing time of th@ operation of product typeat machine typ&
Sik = Setup cost for th& operation of product typieat machine typ&

Uik = Cost per unit time of processing fffeoperation of product typieat

machine type

Qi = Annual production quantity of product type
SIZE =Maximum number of machine types in one module
T = Number of product types

The objective function (1) minimizes the sum of rated machine purchasing
cost, production cost and material handling cobe machine purchasing cost in the first
part of the objective function (1) is the amortizsabt of purchasing extra machines in
the planning period. The second part of (1) catesléghe production cost that consists of

setup cost and processing cost. The processingstst cost of producing all units of
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products at their designated machines. The setapisdhe cost of setups required by
batches of products at their designated machinbks. tiird part of (1) calculates the
material handling cost that consists of intra-medaihd inter-module material handling
costs. The intra-module material handling costhes ¢ost of moving a unit of product
from one machine to another machine inside a modillkCy, is the cost of moving a
unit of product from machinek to machind where these two machines are in the same
module. The inter-module material handling coghescost of moving products normally
in batch from one module to another modH&Cy; is the cost of moving aatch of
producti from machinek to machind when these two machines are located in different

modules.

Constraint set (2) ensures that each operatiolenrauting of each product is
performed at one and only one machine. Constrai{3 guarantees enough capacity
for operations performed on each machine type ¢h éayout module. This constraint set
implies that the number of machines of the same &flocated to one or more modules is
constrained by the total number of machines of tyya¢ currently available on the shop
floor i.e. acquisition of extra machines incursapital expense. Constraint set (4) ensures
that at least one machine of the same type isrssitp a layout module. Constraint set
(5) ensures that the number of machines for eagé ity not larger than it is allowed.
Constraint sets (6) and (7) ensure that the nurmberachine types in a module will not
exceed its maximum size. The size of module isnéefiby the number of different
machine types in the module instead of the numbéhe copies of machines. This is
because there will be no move of parts between mestof the same type. Therefore,

the multiple copies of the same machine type inodute are grouped and considered as
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one unit machine in a modular layout. Constraints s@), (9) and (10) ensure

nonnegativity, binary and integer requirementstiierdecision variables.

There are three types of cost embedded in the tlgefunction. The material
handling cost is the only cost affected directlytbg different arrangements of machines
in various layout solutions. The production costngisting of the setup cost and
processing cost, is affected mostly by the perforreaof operations on the machines, not
by the different arrangements of machines. Alse,dbst of purchasing extra machines
could be affected mostly by the limited capacitynmdchines. In practice, the capacity
problem can be managed by reducing setup timesciregl operation times, adding over-
time, or having alternate routes to move operatamay from overloaded machine types.
Therefore, the material handling cost is core o globlem, especially the inter-module
material handling cost. Not only do the inter-m@ukips result in higher material
handling costs, they also imply a batching prodéss leads to queuing delays, non-
uniform machines loads and high work-in-proceseimtery levels. This is the reason for
having parameter in the formulation to allow the inter-module magéttandling cost to

reflect the hidden costs of queuing delays and \WEntory levels in the model.

3.4 Problem Complexity

In this section, the proof of problem complexitygiven for the IP model of a
modular layout problem that falls into the clasa\éf-complete problem. The 3-Portion

Problem which is known to be an NP-complete probkemsed in this proof as follows:
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“Set A of 3m elements, a bourl8 0 Z*, and a size(a) 0 Z* for eacha O A such

thatB/4 <s(a) <B/2 and such theZs(a) = mB. CanA be patrtitioned into m disjoint sets
allA

A1, A, ... An such that , fordi < m, ZS(a) =B (note that eacl\ must therefore

allA
contain exactly three elements fréj¥” [Garey and Johnson, 1979]

In this chapter our proof follows the proceduregsented [Logendran and
Ramakrishna, 1995]. The problem of designing a ravdiayout was constructed by
reducing the original problem to the problem ofeséhg and assigning products to
machines in pre-determined modules. The instantieeo$pecial problem is described as

follows:

Let Q be a layout problem that containé oducts andN machine types. There
areN machines of each type and the machines of the sgmeeare assigned to the same
module. There arl fixed modules in this problem. Processing timeparducti wherei
=1, 2, ..., } at assigned machinevherej = 1, 2, ...,N is a; and available processing
time on machine type j ig. There is only one batch for each product gslthe cost of
moving a batch of product from one module to anothedule. Each product requires a
unique operation to be performed on every machype;thowever, there is no specific
order for the operation. The problem is to minimilze total inter-module moves of the

products subject to machine capacity constraints.

It can be noticed from the problem description timatdules are predetermined

and constructed as Functional modules containingnd¢hines of the same type. The
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objective is then to select and assign all prodtmtsiachines in N modules where the

machine capacity is satisfied and total inter-medubves are minimized.

Let S be a solution of probler® andT(S) is a function to calculate the total cost
of the inter-module moves of solutidh It can be clearly shown that the maximum
number of moves isSNEN-1) since there I8 products and each product requihés
moves forN operations. Thereford@(S) < 3N@(N-1) should be satisfied by any solution
S of problemQ. So the problen@Q can be stated that “givesm;, B; and ¢ is there a

solution thafT(S) < 3N@(N-1)?

The next step in the procedure is to transformittstance of the 3-partition
problem into the instance of the probl€nSo letm, B, andA = {a,, a,, ..., asm} be any
instance of the 3-partition problem. The notationsboth problems are transformed as

follows:

N (problemQ)

m (3-partition)

ajj (problemQ) a (3-partition) where = 1,2,...,3nandj = 1,2,...m

B;j (problemQ) B (3-partition)

a (problemQ) s(a) (3-partition)

From the transformation, there aremachines andm products in the problem.
Each product requires the same amount of processing tyman any maching¢. Each
machinej has the same amount of available tiBidn addition, functiors(a) in the 3-
partition problem is equal to the valueatind the total processing time required by all

the operations of productsnsB. It can be realized that the entire transformasibave is
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polynomially bounded. Therefore the next step isitow that there is a soluti@for the
problemQ if andonly if there exists a solution to the 3-partition prohldine proof is as

follows:

If there exists a solution: Suppose there is a three partition solution ofigjooht setsA,

Az, ... Ansuch the Y s(a) = B. The solution can be:

alA
A; = {a,az,as} wherea; +a, + a3 =B

Az = {as,a5,86} Wherea, +as + a =B

Anm = {asm-283m-1,83m} Whereagm.-2 + agm-1+ asm =B

From the solution of the 3-partition problem aboie;an be seen that we can
assign the first operation of products 1,2,3 to mvae #1, products 4,5,6, to machine #2
and so on to finally productsn82, 3m-1,3m are assigned to machime in the first
module. The assignment procedure repeats untithallremaining operations of the
products are assigned to remaining machines in inémga modules. Each product
requiresm-1 moves form operations and each move cogtsherefore the total cost of
inter-module moves will be equal tan@n-1) which is satisfied the conditioR(S) <
3m(m-1) of the problemQ. Accordingly, it can be seen that any instanc&-pfrtition

problem can provide a solution to the probl@mHence this part is proven.
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Only if there exists a solution: In the 3-partition problem, the following conaditis must

be satisfied for any instance.

B/4 <s(a) <B/2and ) s(a) =mB
alA

Sinces(a) is equal tag, it can be seen that a machine cannot be asstgn2ar
less than 2 products, since there will be one atrem@maining machines that needs to be
assigned to 4 or more products. If there is onehmacassigned to 4 products and each
product requires a processing time larger tB&h, then this machine must have an
available time greater thaB. If that happens, it will violate the capacity stmains
because each machine has oBlyvailable time. In contrast, any machine cannot be
assigned to 4 or more products as it violates thblpm constraints as well. Therefore,
there must be exactly 3 products assigned to eadhime proving that there exists a 3-
partition solution to the 3-partition problem. Henthis part is proven and we can
conclude that the proble® falls into the class of NP-complete problem sotlzes

original modular layout problenm

The next section illustrates and validates thenapation approach to solve the
problem of designing a modular layout with the sed mathematical model presented
earlier. CPLEX which is a commercial integer prognaing solver is used in this

experimental study.
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3.5 Experimental Study

To illustrate the procedure of formulating and saivthe problem of designing a
modular layout, the Vakharia dataset containingpdd®ucts and 12 machines shown in
Table 3.1 was used to setup the problem. The ptmstuquantity for each product from
this table is the demand per week so each value masplied be 50 to obtain a

production figure for one year.

[N
N

26 11-7-10

34 57-11-10-11-12
89 57-11-10-11-12
45 11-57-12

23 6-7—10

23 12

[ S =
0 N o O

Product  Quantity Routing # of Operations (N;)
1 2 1-4—-8-9 4
2 34 1-4-7—-4-8-7 6
3 23 1-2—-4-7-8-9 6
4 12 1-4-7-9 4
5 65 1-6—10-7—-9 5
6 98 6-10-7—8—-9 5
7 34 6-4—8-9 4
8 87 3-5—-2-6—4—-8-9 7
9 45 3-5—-6—4—-8-9 6

10 12 4-7—-4—-8 4
11 67 6 1
12 34 11-7-12 3
13 7 11-12 2
3
6
6
3
3
1

=
[Ce]

Table 3.1: Product routings

Table 3.2 shows the available number of machindstagir purchase costs. From
the table, there are 3 machines with low duplicatiosts. This simply implies that these

3 machines are preferred to be duplicated firsteifessary. While the other machines
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have much higher cost of duplication, any of thesehines could still be duplicated if

its duplication provides a better solution to thelpem.

Machine Type Quantity (Lk) Cost [Ek) Avail. Time (Fk)
1 2 300 2,000
2 1 300 2,000
3 1 300 2,000
4 2 10 2,000
5 1 300 2,000
6 2 300 2,000
7 4 10 2,000
8 1 300 2,000
9 2 300 2,000
10 3 10 2,000
11 3 300 2,000
12 1 300 2,000

Table 3.2: The number of machines available anid phechase costs

The annual production time available for each maeland processing time for
each operation of each product were missing irotiggnal dataset. Therefore, we use a
standard approximation technique to calculate tresimg data as follows. For example,
there are 2, 34, 23, 12, 65, 34 and 89 units afiymts 1, 2, 3, 4, 5, 6, 16 and 17 being
produced at machine # 1 respectively. So there2&e units of products/week 50
weeks/year = 12,950 products being produced atntlaishine in one year of operation.
Therefore, a processing time of tfizoperation of product at machine #1Rj) = 2
copies of machines #% 2,000 hours of availability in one yearl2,950 products
produced in one year = 0.309 hour. With the sanmilzdion, the processing time for the

remaining products at other machines can be olstaiseshown in Table 3.3.
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Part No. Operations
1 2 3| 4 5 q
1 0.309 0.27 0.119 0.219
2 0.309 0.27 0.30R 0.271 0.119 0.302
3 0.309 0.364 0.271 0.302 0.119 0.219
4 0.309 0.27 0.30QR 0.219
5 0.309 0.19 0.358 0.302 0.219
6 0.191] 0.35 0.30QR 0.119 0.219
7 0.191 0.27 0.119 0.219
8 0.303 0.30 0.36¢4 0.191 0.271 0.119
9 0.303 0.30 0.1911 0.271 0.119 0.219
10 0.271 0.307 0.27]L 0.119
11] 0.191]
12 0.335 0.307 0.17
13 0.335 0.172
14 0.335 0.307 0.35B
15 0.309 0.30% 0.33p 0.358 0.385 0.172
16 0.309 0.30% 0.33p 0.358 0.385 0.172
17| 0.335 0.307 0.17R
18 0.191] 0.307 0.358
19 0.172

.p19

Table 3.3: The processing time (hour/piece) fohegmeration

For the sake of simplicity, most parameters atecsé in this experimental study.

The maximum number of machine types in any mod8IZH is 4. That means each

module can contain a maximum of 4 different typemachines. As mentioned, we use

the type of machine instead of the number of comésmachine because of the

assumption that there is no cost of material hagdwithin the group of the machines of

the same type. Therefore, the machines of the sgpsecan be considered as a single

unit of machine. The remaining parameters of tlublem are as follows:

P B BN

HBG

K

M

SIZE

T

1 1 1,000

1

12

5

19
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The maximum number of machine types, referred tadhassize of a layout
module, can vary and need to be set carefully. dxample, if module size is set too
large, it will cause machines within a module tddsated far apart from each other. For
instance, if the module size is unconstraint, aléyolution can converge to a functional
layout where a single super module containing altinmnes is created. If the module size
is too small, the layout module becomes the extrdaggee of distributed layout where
inter-module flows will increase and machine dugtiicn will be required greatly to
reduce the flows between small modules. Thus, @awnd experience may be needed to
ensure an appropriate module size.

Another important parameter is the maximum numbelagout modules NI).
This parameter plays a significant role in the cataponal process for solving the
problem. The maximum number of layout modules astan upper bound for the size of
the problem. If this given bound is too tight, thansolution may fall into a local
optimum. However, if the given bound is too loasen a problem size may be too large
and the solution process can take days to soleararot be solved at all. An approximate
bound can be calculated by using the total numbarazhines in a problem divided by a
module size. For this example problem, the appratenbound for the numbers of layout
modules can be 12 / 4 = 3 modules. But, this bodoels not consider the impact of
machine duplication in the optimal solution. Settachnique gives a too tight bound and
can force the IP solver to give a local optimalugoh. To improve this bound, we can
relax it by increasing the size of the bound by 58%even 100% in order to take the
effect of machine duplication into account. Forstexample problem, we can use the
value of 3 modules + 100% = 6 modules as the uppend of the maximum number of

43



layout modules. We can give a larger bound to nsake that the solver will not fall into
local optima. However, for this example problem ethis considered as a very small
problem, when the maximum number of modules wass@t the solver ran for days and
still could not reach a solution. Care must be natce set this bound correctly to avoid
such computational burden when using this optinonaapproach.

In the next section, CPLEX an IP solver is usesldioe this problem of designing
a modular layout. When using commercial IP sol¥ersolve a non-linear mixed integer
problem, it helps the solvers to perform better nva# terms in the problem model are
linearized. It can be recognized from the reviseabjem model that there is a quadratic

term, a non-linear function that represents theenadthandling cost as shown below:

The product of two variablex;, and x.,, IS a non-linear term that can be

linearized by using a technique called “usual liedion” [Hammer and Rudeanu,
1968]. The product of the two variables can beaegd with a new variabigj:1yumn that

is introduced into the model with the following araints added:
Yi (i+nkimn = Xijkm
Yii(j+nkimn S Xi(j+1)n
Yii (i+nkimn 2 Xijkm T Xi(jsnym 1
Yigrokmn 1S binary for eachi=1,2,...T; j=1,2,...Ni-1; k=1,2,...K; m and

n=1,2,...M
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From the above constraints, if eitt X, Or X,.y,, 1S 0, thery, ., um, is forced

to be 0. That means there is no operatiohproducti performed at machiniein module
m or operation+1 of the same product performed at machine another modul@. If

both x;,, and x,,,,,, are 1, thery; .., i 1 meaning that operatigrof producti is

performed at machinkein modulem and operatioft1 for the same product is performed

at machiné in another module.

3.6 Experimental Result

The instance of a modular layout problem from thakharia data set was
constructed and solved by CPLEX running on Pendu53GHz, 1GB Ram Windows-
based computer. This instance problem took 12,@86r&ls to solve. The result is shown
in Figure 3.2. From the result, there are 4 modateated. Module 1 contains machines
1, 2, 3 and 5. Module 2 contains machines 7, 10121Module 3 contains machines 6, 7
and 10. Module 4 contains machines 4, 7, 8 antdcan be observed that machines 7 and
10 are duplicated and placed in different modulé® total material handling cost for the
original functional layout for this Vakharia datet $5s2472 This can be considered as the
total inter-module flow since the material handlowst is normalized and batch size is 1.
The total inter-module flow for the modular layast498 which is79.8% less than the
functional layout. The reduction was achieved bguging the high traffic machines into

the modules with two additional machines being pased.
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Machine #

1 2 3 4 5 6 7 8 9| 10| 11| 12

1 0.02 0.01 0.01] 0.01
2 0.26 0.46 0.51| 0.10
3 0.18| 0.21 0.16 0.17| 0.07| 0.13
4 0.09 0.08 0.09 0.07
5 0.50 0.31| 0.49 0.36| 0.58
6 0.47| 0.74| 0.29| 0.54| 0.88
7 0.23 0.16 0.10| 0.19

w« 8 0.79| 0.66| 0.59| 0.66| 0.42 0.26| 0.48

5 9 0.34| 0.31| 0.34| 0.21 0.13] 0.25

32 10 0.16 0.09| 0.04

s 1 0.32
12 0.26 0.28| 0.15
13 0.06| 0.03
14 0.20 0.23| 0.22
15 0.26 0.26 0.30| 0.57| 0.15
16 0.69 0.67 0.80| 1.49| 0.38
17 0.34 0.38| 0.19
18 0.11| 0.17 0.21
19 0.10
Module 1 2.00 1.00 1.00 1.00
Module 2 1.72 1.33 3.00 1.00
Module 3 2.00 141 1.67
Module 4 2.00 0.87 1.00 2.00
M/Cs Required 2 1 1 2 1 2 5 1 2 4 3 1
M/Cs Available 2 1 1 2 1 2 4 1 2 3 3 1
Extra M/Cs 1 1

Figure 3.2: Results from the optimization for Vakhalataset

Figure 3.3 shows the routings in the problem uptiatieh the original machines
are replaced with the layout modules to which thesehines belong. As can be seen
from the updated routings, products are now molésg than they were in the original
routings. For example, part 1 in the original ragtmoved from machine 1 to 4 to 8 to 9.
In the updated routings in the modular layout sofytthis part moves only from module
1 to module 4. This is a major reason why the tataterial handling cost decreases

dramatically in the modular layout, compared tofthectional layout.
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Orignal Routing Module Routing Final Routing

1 114 8 |9 114 4 |4 1 4

2 1|4 |7 |4 |8 |7 114 14|44 |4 1 4

3 112 (4|7 |8 |9 1|1 /41|44 |4 1 4

4 114 |7 |9 114 |4 |4 1 4

5 1|6 |10|7 |9 13 3|3 |4 1 3 4

6 6 |10|7 |8 |9 313|314 |4 3 4

7 6 |4 |8 |9 114 |4 |4 1 4

8 3151/2 |6 |4 1819 1111 |3 |4 |4 14 1 3 4
g |9 3|56 4819 ‘113444 ‘134
B (10 4 |7 |4 18 4 14 |4 |4 4
a (11 6 3 3

12 11|7 |12 2 12 |2 2

13 1112 2 |2 2

14 11|7 |10 2 12 |2 2

15 1|7 |11|10|11 |12 112 |2 |2 |2 |2 1 2

16 1|7 |11|10|11 |12 112 |2 |2 |2 |2 1 2

17 117 |12 2 12 |2 2

18 6 |7 |10 312 |2 3 2

19 12 2 2

Figure 3.3: Updated routings with machines repldnethyout modules

When the problem of designing a layout module heenlsolved, a detailed layout
for each module can then be constructed. Typicaligyout module can fall into one of
the three traditional types—functional, cell, ahoWline modules. The layout modules

for this solution can be constructed as follows:

= The modules 1 and 4 can be constructed as “Fumttibayout Modules.”
These two modules are used randomly in the routifigerefore, these modules
are best laid out as Functional Layout Modules.

= The module 2 can be constructed as “Cell Modulegerforms the complete
sets of operations for 5 parts including parts 324,17, and 19. It also
performs most operations required by the othersghst use this module.

= The module 3 can be constructed as “Flowline Modihee flows are only in

forward direction as seen in Figure 3..
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Figure 3.4 shows the material flow network of thedtional layout and Figure
3.5 shows the material flow network of the moduégout for the same Vakharia data
set. It can be noticed that the complexity of thetarmal flow network as well as the total
travel distance of material flow for the modulaydat is much less than the functional
layout. However, the complexity is reduced not lbseathe material movements are
reduced. It is because most movements with higifidsanow have shorter distances.
That is the key to simplify the material flow netikan a functional layout by changing

to a modular layout.

Part 11 Part 6

ﬁ

Intermachine Flow

Part 19 Part 17 Part 12 Part 14 Part 13

Figure 3.4: Material flow network for the functiddayout for Vakharia dataset
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Part 6 Part 18 Part 7 Part 11

Module 3

Part 1 Part 5 Part 3 Part 4 Part 15

A 4

Module 4

Module 1

-

Intemodule Flow

Figure 3.5: Material flow network for the modulaybut for Vakharia dataset
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3.7 The Problem Model Simplification

The problem of designing a modular layout falloiat category of NP-complete
problem as proven in Appendix A. In addition to tw@mplexity of the problem that is
known to be very difficult to solve, the mathematinodel for the designing problem
shown in previous section requires a great defgiroduction information as for input
data. This is one of the major reasons that makmodular layout be difficult to
implement in practice. Therefore, the original nestiatical model for solving the
problem of designing a modular layout is being difiggl by eliminating some
insignificant parameters and relaxing some con#8aso that the data requirement as
well as the size of the problem is reduced. Theee three areas of simplification
including (1) setup time and processing time remo{®) intra-module material cost

removal, and (3) problem size reduction using a$tage approach.

3.7.1 Setup Time and Processing Time Removal

It is typical to have hundreds to thousands ofinmstin a small HMLV facility
and each routing may contain ten or more operatossetups. Tremendous resources
and investment are needed solely to acquire ths, ddhich is unlikely to be worth the
effort from management point of view. Therefordhetps when employing this designing
model in practice if it is possible to not acquine complete information of setup times

and processing times.

From the original model, it can be realized tiS and Py (setup time and

processing time) need to be provided. These twarpaters do not vary by the different
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arrangements of machines in layout modules. Thexetbe total production cost in the

Mx
Ti MZ

T N K M

objective functior > > > > [ 1[&5Ilk Kijen +i

i=1 j=1 k=1m=1 =1]

Q EIJJ“k ik .ka does not
1

1

=
1l

im

change and can be omitted from the model.

It seems like with the production cost the objextiunction, the processing time
and the setup time are not needed. However, thefwasion is not an only place in the
model that requires the processing tiRje. There is also a constrain set governing the
number of machines required in the original modtek requiresP;. This constrain set
can not be omitted. However, with the approximatbthe processing time that has been
used conventionally and conveniently in the reafldv@ases, this constrain set can be
simplified. The detail will be described in the Bex 3.6.3 where a two-stage approach

for the model is introduced.

3.7.2 Intra-Module Material Handling Cost Removal

With the removal of the production cost, the otb@sts remaining in the problem
model are machine duplication cost and materiatifwvagn cost. In typical job shops, with
their tight budgets, the cost of machine duplicai® always significant. Therefore, this
cost in the objective function of the model does mach vary compared to the material
handling cost. The cost of material handling hasgleatest impact to the layout problem
model. There are two types of material handing ssesttra-module and inter-module
material handling costs. The intra-module matdraidling cost in a modular layout can

be neglected since the material movements insideodule can be done easily by
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machine operators working in the module. This ldads simplified mathematical model

where the intra-module material handling cost carommitted and the production cost is
also omitted as described in 3.6.1. Thereforepth)ective function of the original model

is reduced as shown below:

K M
Minimize > E, (1 1, = ij
m=1

+ﬂ@ZZZZZHBle [F%—l D(ijkm D(i(j+1)|n

This new objective function becomes a pure tradebeftween the cost of
purchasing extra machines and the intra-module mahteandling cost while: is serving

as the balancing factor that makes the two costgpeacable.

3.7.3 Two-Stage Approach for Problem Size Reduction

In the formulation, the processing tinRg in the machine capacity calculation
constrain set is needed to determine the numbenawthines required in each layout
module. This parameter cannot be omitted from tbdet) however, when the processing
time is approximated as it is done in the experiaestudy section, this constraint set
can be simplified and the size of the problem cagieatly reduced.

Since there can be several thousands of distinetatipns required in even a
small HMLV manufacturing facility, obtaining the &st value of processing time for
each operation is such a tremendous work. Thereitoi® typical to see that the layout

analysts use the approximation technique to apprate the value of processing time for
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each operation in the designing process. Whenribeepsing time is approximated using
this technique, we have found that the machineagpealculation in the modular layout
problem model can be done independently using astage approach. The following
statement shows the motive of this proposed tecieniq

“Suppose there arX machines of type¥ and this machine type needs to be
allocated in two module& andB. ModuleA requiresa machines and modul requires
b machines whera + b = X machines. Since the number of machines needs anbe
integer number, modulé must havéal machines and moduRmust havéb| machines
where[ z] denotes the smallest integer that is larger tramqual toz. As a result, ifX
machines of typé& need to be located in two modules, then there vallat mosiX+1
machines required. If there ddemodules that require the machine of the same te®,

there will be at most+N-1 machines required fodf modules.”

The statement above always holds if a machine némdse duplicated and
allocated into two locations. For example, if thétemachines of type Y, and two
modules require 1.3 and 1.7 units of machine typé&¥n the total number of machines
required will bd 1.3] +[1.7] = 2+2 = 4 (3+1) machines. The only case thatrtvealules
need only 3 machines is that when one module regjexactly 1.00 machine and the
other requires 2.00 machines, or vice versa. Tlssipiity of such case would probably
be the same as that when a module requires 1.989%a other module needs 0.9999
machines. If a machine needs to be duplicated bochted into more than three or more
locations, the machine capacity will always be @focapacity byX+N-1 machines. That
means the layout solution will always be feasiblthwhis approximation but it may not

guarantee the optimality of the solution. Howewbrs approximation leads to a very
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simple problem model that also reduces tremendowdeh of computational time for

solving this problem which is worthwhile in praclsituations.

Given that the processing time is approximatedhaytotal number of machines
available, the solution approach can be modified swived in two stages. In the first
stage, the problem will be solved without using dietailed processing time and machine
capacity. After the first stage is solved, the nmaehcapacity allocation and the exact
number of machines required will be determinedha second stage. The simplified

mathematical model for designing a modular in trst §tage is shown as follows:

k=1

K M
Minimize > E, [EZ r —1j
m=1

+ /j@_ ZZZZZ HBC|k| [F%—l [yij(jﬂ)klmn
subject to:

K M
ZZ Xikm =1, for eachi( j)

k=1 m=1

K
Zﬂlm < SIZE, for eachm

k=1

T N

D> Xy < BN 1, for each k, m)

i=1 j=1

M

D lin < Maxl, =L, +1, for eactk
m=1

yij(j+1)k|mn < Xijkm , for each |(, k, |, m, I‘l) andjzl, 2, ...,Ni'l
54



Yi (j+pkimn S Xi¢j+ym» for eachi( k, 1, m, n) andj=1, 2, ...,N-1

YiiGisnpkimn = Xikm + Xi(jsnyn —1, for eachi¢ k, I, m, n) andj=1, 2, ...,Ni-1
I, DiNary, for eachk( m)

Xijkm Dinary, for eachif j, k, m)

Yig+nkmn binary, for eachi(k, I, m, n) andj=1, 2, ...,N-1

[ z] denotes the smallest integer that is larger thamoal taz

Variables:
Fym =1 if machine typ&is assigned to modute;
=0 otherwise.
Xijkm =1 if thejth operation of produdtis processed at machine typm

modulem;
=0 otherwise.

Yigrokmn =1 if thej™ operation of produdtis processed at machine tylpim
modulem and {+1)" operation of the same prodids processed at

machine typé in modulen

=0 otherwise.
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The most significant change that has been dotigetanodel is the replacement of
variablery,, which is anintegral number representing theumberof units of machine
type k assigned to modulen in the original model. With the proposed two-stage

approach, this variable has been replaced r, tvhich is abinary number representing
the presence of machine tyk& modulem. So instead of having an integer variable, the
simplified model has replaced this variable withanded binary variable. Intuitively,
this replacement should dramatically reduce the sfzhe problem model and reduce the
computational effort for solving the problem of @gsng a modular layout.

Since rynm have been replaced witlr,, , the capacity constraint set

>YQ R, Xy,

i=1 j=1

F

<Iwn from the original model has to be revised. Thisstmint set

was used to determine the number of machines emjuif. In the revised model, the
formula does not need to identify the exact. Itdseenly to know whether a machine is
used in a certain module. Thus, this constraintiseiot needed in the revised model.
However, the model still needs constraints that bdth variables;m and r,, together.

T N
Therefore, additional constrainZZxﬂkm <BN.r,,, to tide these two variables have
i=1 j=1

been introduced where BN is any big number thatef®r,,, to be greater than zero
T N

wheneverZinjkm is greater than 0 which means there exists at tessmachine type
i=1 j=1

k in modulem.
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The revised model as described above provides patlyial solutions to the
problem. The remaining part of the solution thatdseto be solved is the allocation of
machine capacity that also results in the numbenathines required in each module.
This is the post process of the two-stage appro@cite the initial solution from the
revised model from the first stage is obtained, db&iled calculation to determine the
number of machines and the machine capacity redjugeexecuted. Since each the
operation at each machine is each module is alreathined from the first stage, the
capacity calculation is straightforward. By obtamiall the operations at the same
machine type in the same module and aggregatingptbeessing times for these
operations, the total time required for this maehsan be obtained and then can be easily

converted to the number of machines required foh @aodule.

3.8 Experimental Study for the Simplified Model

It can be seen from the previous section thatdahadlation of the problem model
has become simpler when the capacity constraimsnat included. When using this
simplified model to setup a modular layout probleith the same Vakharia data set, the
solution from this simplified model is shown kigure 3.6: Results from the simplified
modelFigure 3. and the flow diagram for this layout s$mn is shown in Figure 3.. There
are 4 modules including [1,2,6,10], [7,10,11,13,5], and [4,7,8,9] where machines 7
and 10 are duplicated and allocated into two dffermodules. After the first stage
solution is obtained, the second stage for allagatie exact number of machines and the

capacities required for each module is executed.

57



Machine

1 2 3 4 5 6 7 8 9 10 11 12

1 0.02 0.01 0.01| 0.01
2 0.26 0.46 0.51| 0.10
3 0.18| 0.21 0.16 0.17| 0.07| 0.13
4 0.09 0.08 0.09 0.07
5 0.50 0.31| 0.49 0.36| 0.58
6 0.47| 0.74] 0.29| 0.54| 0.88
7 0.23 0.16 0.10| 0.19
8 0.79| 0.66| 0.59| 0.66| 0.42 0.26| 0.48

‘g 9 0.34| 0.31| 0.34| 0.21 0.13| 0.25

8 10 0.16 0.09| 0.04

a 11 0.32
12 0.26 0.28| 0.15
13 0.06| 0.03
14 0.20 0.23| 0.22
15 0.26 0.26 0.30| 0.57| 0.15
16 0.69 0.67 0.80| 1.49| 0.38
17 0.34 0.38| 0.19
18 0.11| 0.17 0.21
19 0.10
Module 1 2.00 1.00 2.00 1.46
Module 2 1.00 1.00 1.90 1.54 3.00 1.00
Module 3
Module 4 2.00 2.10 1.00 2.00
M/Cs Required 2 1 1 2 1 2 5 1 2 4 3 1
M/Cs Available 2 1 1 2 1 2 4 1 2 3 3 1
Extra M/Cs 1 1

Figure 3.6: Results from the simplified model

The total inter-module flow for the modular layastreduced td78 which is
72.5% less than the total flow for the functional layotlibe percentage of flow reduction
for this simplified model is near the optimal sabat obtained from the original problem
model which is79.8%. However, the most recognized improvement wite simplified
model is that the computational time to solve thmes problem was reduced frd, 786
seconds for the original problem model to 08B/seconds for the simplified model. The
most significant factor that contributes to the epomation time reduction is the

replacement of variablem, which is anintegral number tcr, which is abinary number.

By using the approximation technique for processimg, the simplified model does not
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need to calculate the exact number of machine redjun each module. It only needs to
identify the presence of machine in each modulenTifi it happens that machine A is
needed in X modules, there will be X-1 additionapies of machine A required.
Therefore, the complexity and the size of the probhre reduced dramatically with this

simplification technique.

Part 10

I
Module 4
Module 1 H !

1 1
! | : i

Module 2

Part 1 Part 19

Part 17

e

Part 12 | i Intemodule Flow

Part 14

Part 13

Figure 3.7: Flow diagram for the modular layoutnfrthe simplified model
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3.9 Conclusion and Discussion

In this chapter, we introduced the concept of a uhardlayout designing that
combines the attributes of the traditional layouEsactional, Cellular and Flowline—by
decomposing a complex material network into smadl@n-networks that exhibit flow
patterns observed in different the traditional latgoand scheduling problems. Therefore,
instead of designing a single layout that suity @nportion of the material flow network
in an entire manufacturing facility, a modular lay@an decompose the entire network
into several layout types fit the flow patternsdifferent portions of the entire network.
Therefore, this layout is one of the most flexiated appropriate layouts to be suggested
for complex high-mix low-volume facilities.

The problem of designing a modular layout was groto fall into a class of NP-
complete problem. The mathematical model for thebjfem was described, revised and
simplified using a two-stage approach proposedis tesearch. When processing times
are approximated, machine capacity requiremeninachine allocation for each module
can be done independently after the modules areefdr With this two-stage approach,
the original problem can be simplified and the peabsize can be reduced greatly. The
experiment study has shown that the computationa to solve the same modular
layout problem using the simplified is reduced da#inally compared to the original

model, while the correctness of the solution ismath worsening.
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CHAPTER 4

DESIGN OF MODULAR LAYOUTS USING A NEW CUT-TREE

ALGORITHM

4.1 Introduction

The two-stage approach for solving the problemesighing a modular presented
in previous chapter can provide very good results @an greatly reduce the complexity
of the original problem model. However, the applo& still a non-linear mix integer
programming based model which is proven to havéenbnique to solve in polynomial
time [Garey and Johnson, 1979]. Therefore, this@ggh is not applicable for real-world
size problems. A heuristic approach to tackle thrgd-size problems of designing a

modular layout is developed.

4.2 Heuristic Solution Approach for Design of Moduar Layouts
Our heuristic approach for solving the problem es$igning a modular layout is
based on a graph theoretic approach which is ottleeahost commonly used approaches
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for solving layout design problems. The graph te&orapproach models a facility in a
layout problem as a simple graph where its vertiepsesent departments (or machines)
and its edges represent material flows among depats (or machines). In our
approach, a flow network graph problem is cons&uidb represent a modular layout
problem. Cut Tree algorithm is used to find strgngbnnected sets of nodes in the flow
network graph and form these nodes into layout resd'he cut tree algorithm has been
applied successfully in solving a functional laypubblem [Montreuil and Ratliff, 1989]
and a cellular layout problem [Kandiller, 1998, doek and Chiang, 2001]. Since the
modular layout and the cellular layout design peaid have many similar characteristics,
with some modification, the cut tree algorithm danalso used for solving the modular
layout design problem.

The heuristic approach proposed for designing aulapdayout uses similar
strategy as used in the two-stage optimization Ggapr where grouping machines into
layout modules is executed first and allocating Imvae capacity to each module is later.
The approach consists of 3 phases as follows:

(1) Network flow problem formulation where a netwdlow graph representing a
modular layout problem is constructed,

(2) Cut-tree transformation where a cut tree isata@ from the network flow
graph in phase 2, and

(3) Layout module construction where nodes reptasgmachines in the cut tree
are grouped into layout modules.

The detail of the 3-phase heuristic approach isridzesd next.
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4.2.1 Problem Formulation of a Flow Network Graph

The first phase of the heuristic approach is tostoict a flow network graph
representing the modular layout problem. The fl@twork graph is an undirected graph
G(N,A) where N is a set of nodes representing machines Antd a set of arcs
representing flows between a pair of machines.&myr undirected arc in the gragh,
represents a flow from machinéo machine j which is equal &, a flow from machine
] to machinei. The Vakharia dataset of 12 machines and 19 ptedisc used to
demonstrate how this heuristic approach works.impet data needed for this first phase
are product routings and production quantitieshasve in Figure 4.1. After the routings
and production quantities are obtained, a single ¢iraph representing a product routing
is created. Each edge in this graph has a weigtitof@) which is equal to the production
guantity of a product of this edge. For example, ributing of product 1 is=24=>8=>9;
therefore a single-line graph representing thisdped routing will be node (vertex) 1
connects to vertex 4, node 4 connects to nodedBnade 8 connects to node 9. Each pair
of nodes is connected with an arc (edge) with tlegglt of 2 which is equal to the
production quantity of product 1. The single-lineyghs for all the routings created for

this Vakharia dataset are as shown in Figure 4.2.
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Product Quantity Routing
1 2 1-4—-8—-9
2 34 1-4—-7—-4-8-7
3 23 1-2—4—-7—-8-9
4 12 1-4—-7—-9
5 65 1-6—10—-7—9
l— A line represents a flow

between each pair of
machines or operations

\

O—— =D+

Figure 4.1: The construction of single-line grapggresenting the product routings
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A complete subgraph (clique)
for all vertices “1” with the
weight value of “300 / (5-1)"
or “75” for all edges

Figure 4.2: The complete subgraph creating alltidahnodes due to the duplication of
machine type 1

The next step in this phase is to connect all ideahimachine nodes (vertices)
together. When the identical machine nodes are emiad, they forms a number of
cliques, which are complete subgraphs residing par@nt graph. All arcs (edges) that
connect the identical nodes are weighted with aievakflecting the cost of machine
duplication. In our approach, the weight valueitantical machine nodes is equal to the
cost of node (machine) duplication divided by tb&lt number of identical nodes minus
1. This value is called “a weight value of machthglication cost.” An example for a
clique constructed by connecting all identical maeodes 1 in the problem graph is
shown in Figure 4.8. As can be seen from the figon@chine nodes “1” are all connected
by arcs with the weight value of 300/(5-1) = 75n#arly, a similar clique will be created

for each machine type that occurs in multiple na@ess the flow network graph.
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The weight value of duplication cost plays a sigaift role in this heuristic
approach. It has a considerable impact on theisakiof a modular layout problem. If
the weight values are too high, then all the idm=tthodes that are connected with these
heavy weight values will not be broken up. It ineglithat there will be no machine
duplication allowed in the layout solution. That anse the approach will eventually
create a functional layout that does not contaw duplicated machines. In contrast, if
the weight value is too low, the approach couldnévaly result back to the original
single-line graphs constructed in the first stepho$ approach. If that is the case, the
approach will give a solution that is a flowling/¢aut (flowline module) for each product
of a problem. Therefore, to ensure good resulesative experimentation based on
experience is needed to determine appropriate y&tuehis weight.

Once all the identical nodes are connected, thgesime graphs in the first step
of this approach are supposed to connect and cahsdr flow network graph for the
problem. After the flow network graph is construttéhe next phase of the heuristic
approach is a “cut-tree network transformation phaghere the network flow graph is
transformed into a cut-tree. A cut tree is a spagriree where all nodes in a flow
network graph are retained but these nodes areditdy newly introduced arcs with
specific weights. Next, the cut-tree algorithm,adgorithm to generate the cut tree based

on a multi-terminal network model [Gomory and HA61], is described.
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4.2.2 Cut-Tree Transformation
Usually, when solving a maximum flow problem, thelgem network must

contain only one sink node and one source nodeelivant to find a maximum flow

between each pair of nodes in a network with utiiet arcs, then we need to SO@J

=n(n-1)/2 maximum flow problems for all pairs of nod@&sis particular type of network
problem is called a multi-terminal network proble@omory and Hu (1961) has shown
that forn-node multi-terminal networky(n-1)/2 maximum flows can be found by solving
only n-1 maximum flow problems. Tha-1 maximum flows from Gomory and Hu’s
algorithm can then constructs a spanning tree dbasists ofn original nodes anad-1
arcs obtained froom-1 maximum flow problems. Each node in the spannireg t
represents the original node of the original midtminal network. Each arc in the
spanning tree represents a maximum flow or a mimnout value in the original network
where the two nodes, which are linked by this are, the source and the sink in the
original network. This spanning tree is the cakecdut tree and it is going to be used as a
design skeleton to construct a modular layout inhewristic approach.

The step procedures for constructing a cut trem famulti-model network are as

follows:

1) Select a pair of nodes andn; in an original flow networlQ and perform a
max-flow min-cut computation to obtain a maximurawlf; and cut set€;
andC,.

2) Construct an initial cut tre€ from the cut set€; andC; where the cut sets are

new super nodes (a node that contains more thanaein itself)N; andN,
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of the treeT. These two super nodes are linked by an arc wsthveight is
equal to the maximum flofy calculated in step 1.

3) If there is any super nod¢N in the cut tred, select a pair of single nodes
and n; inside the super nod&N. Perform another max-flow min-cut
computation from the original netwofl to obtain a maximum flowg where
other nodes outside N in the original networkQ are replaced by their
corresponding nodes in the current cut ree

4) Obtain the new cut se@ andC, and update the cut trde

5) Repeat from step 3 until there is no super nodeimr@ny in the cut treé.

6) The process stops, the final cut tiees updated and it is the result to the cut-

tree network transformation procedure.

a) Original Flow Network b) Cut Tree

Figure 4.3: Example of a cut tree created fronoe fhetwork

Figure 4.3 shows an example of a cut tree crefabea an original flow network.

Once the cut tree is constructed, the next stép generate the sets of machines or so-
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called layout modules in a modular layout. The psscof generating the layout modules

is described next.

4.2.3 Construction of Layout Modules

A cut tree created from a network flow problem l@asnique property. If we
separate the nodes in a cut tree into two disje@ts of two connected sub-trees e.g.
{A,B,C,E,F} and {D,G} of the cut tree in Figure 4.®). The total flow between these
two sets of nodes in the original network graphoyah in Figure 4.9 (a)) is equal to the
smallest value of flow of arc that links the twddwees i.e. the arc that links nodes B and
D which its weight is 14. Therefore, the total flb&tween the two sets of nodes in the
network (a) in Figure 4.10 is also 14. With thidque property, if we want to find the
two sets of nodes in the original network that give smallest total flow, we can look at
the cut tree of this original network and seek gorallest value of arc in the cut tree.
Accordingly, suppose we want to create a flow nekwaf a material flow in a facility
and we want to find the smallest flow between twts ©f machines, we can use the cut
tree technique as described above. Therefore|dhenfetwork can be used to represent a
material flow network in a modular layout problemdathe cut tree can be used to

provide the minimum values of flows between pafrmachine groups in the problem.
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Total flow = 3+4+1+6 = 14

Figure 4.4: Example cut

If nodes in a cut tree that are connected witlh kvgights (flows) are merged into
groups of nodes, these groups are then connecteactoother with remaining arcs that
contain lighter flows. This is comparable to thenoept of designing a modular layout
where layout modules internalize and co-relate gbts of machines with heavy flow
connectivity. At the same time, flows that occutviEen the modules are minimized.
Therefore, by merging the nodes in the cut tre@ ohodular layout problem that are
connected by heavy flows into groups of nodes @&adihg the light flows outside of
these groups of nodes, we are generating layoutlesthat contain high traffic volumes
inside the modules and leave all the light traffadumes (less interconnections) outside
the modules.

Finding the right nodes in the cut tree of a madldyout problem to merge to a
layout module is equivalent to the problem of fimglia k-capacitated minimum spanning
tree which again belongs to the class of NP-cored@arey and Johnson, 1979]. So a

greedy method will be used here to assure goodtsesith a reasonable computational
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time spent on the merging process. The greedy rddthselecting and merging heavily
linked nodes in the cut tree to form the layout oied is described as follows:

1) List all arcsL in the initial cut treel and sort them in descending order by their
weights.

2) Mark all arcs in the list as “Unselected”.

3) Search through the ligt If a pair of nodesy andn;, connected by an atan the
list L correspond to the same machkpenerge these two nodesandn; into one
super nodet;, nj}. Remove the artfrom the listL and update the cut trde

4) Repeat step 3 until no nodes are left to merge.

5) From the listL, select the largest weighted &nvhich is marked as “Unselected”

If a pair of nodesy, andn; linked by this ard can be mergédthen merge these
two nodes into one super noddi‘and Nj”. Remove the art from the listL and
update the cut tred@. If these two nodes cannot merge, mark this lags
“Selected” and perform the next step.

6) Repeat step 3 until all arcs in the lishave been marked “Selected” or have been
removed.

7) Check all the nodes, either single nodes or supedesy whether they can be
merged further to reduce the number of machineficiied in the final solution.

8) If step 7 yields, then merged nodes that can begedeuntil no more “merge-
able” nodes remain. When this procedure stops,sialfjle and super nodes

remaining in the cut tree are the layout modulesife modular layout.
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The last phase of the heuristic approach providessible set of layout modules
and also the allocation of products to machinethex modules. This 3-phase cut tree
heuristic approach for designing a modular layoduding the last phase described
above is expressed as a flow chart in Figure 4.5.

What remains for the solution is to calculate thecihine capacity and the number
of machine required for each module. This processientical the process used in the
second phase of the two-stage optimization appradescribed in chapter 3. An

illustration of how the cut tree heuristic approaatrks is described next.
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Routing Data,

Machine Generate a flow network .|  Generate a Cut Tree from
Duplication Cost graph for the problem w the flow network
and Module Size

\ 4
List all the arcd. in the cut
treeT and sort then in
descending order

:

Select a pair of linked nodes
for the same type of <
machines to merge

A 4

Is there a pair of linked
nodes that have the same
tvpe of nachine left?

Select the largest weight arg
from unselected arcs

Can any pair of

merged and
unmerged nodes
be merged?

Can Nodes that are
linked by this largest
weight arc be merged?

Merged linked nodes to a super nod

[]

Select this pair of
+ nodes gnd-merge

Mark this arc “Selected” |«

A 4

Stop.

All the merged
and unmerged
nodes in the tree
Na are Layout
Modules

Is there any single
node linked to this
super node?

Is any
unselected arc
left?

Yes

Figure 4.5: The flow chart for the heuristic apmiodor design of a modular layout
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4.3 lllustration of the Cut Tree Heuristic Approach

The Vakharia dataset is used here to demonstrate the cut tree heuristic
approach works. The first step is to generate & fi@etwork problem shown in Figure
4.6. For each node in this flow network, theretare numbers separated by “|”. The first
number is corresponding to a product number andd¢lbend number is corresponding to
a machine number. Nodes that correspond to the pamaeict are connected to form the
single-line graphs that represent the product ngsti Arcs that connect these nodes have
their weights equal to the production volumes & torresponding products. In Figure
4.8, nodes that represent machine 8 (node labedef8g are the only nodes shown
completely connected. The other nodes that reprébensame machines need to be
connected completely as well. However, they areshotvn in this figure for the purpose
of clarity and readability. Each link that conneatgair of nodes corresponding to the
same machine type has a weight equal to the castaohine duplication divided by
1), wheren is the total number of nodes of the same maclype. tFor example, there are
7 nodes in the flow network of machine type 8. Thet of duplication for machine 8 is
300. Therefore, the weight value of each link tbamtnects the nodes of machine 8 is
equal to 300/ (7-1) = 50.

After the flow network is constructed, it will hate be transformed into a cut
tree. Figure 4.7 shows the cut tree for this fletwork. After the cut tree is created, the

process for constructing layout modules startseasribed next.

76



0606600600006

K

¥
0

é

[
E:

06699
b

0

600006
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for all nodes of machine type 8
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The first step in the procedure for constructing lHyout modules is to enumerate
all arcs in the initial cut tree and sort them scending order by their weights. As
shown in Figure 4.7, there are 79 nodes and 78imatbe cut tree for this problem. Table
4.1 shows the list of 78 arcs in the cut tree andeby their weight values with all the

arcs are marked as “Unselected”.

Weight  Selected
474
464
430
422
398
390
390
390
387

LT N b i e e e i e

32
22
14

FAS wmmn 0@~ A wN R[S

amm

Table 4.4: List of arcs —lupdate

From the list in Table 4.1, if there is any arcttbannects a pair of nodes of the
same machine type, these nodes need to be merdedisuarc needs to be removed from
the list. The cut tree is then updated. For exantpkre are several arcs that connect the
pairs of nodes of the same machines in the cutstiea/n in Figure 4.7. Arc 1, with the
largest weight value of 474, connects nodes {8|8} &|8} together. These two nodes
{8]8} and {6|8} represent machine type 8 used bgdoict 8 and machine type 8 used by

product 6, respectively. These two nodes repredensame machine 8; therefore, they
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can be merged. Figure 4.8 shows the updated ceitafiter all the nodes of the same

machines have been merged. 37 nodes have beendhaerd@6 arcs have been removed.

Table 4.2 shows the remaining 36 arcs left aftisrdtep.
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Figure 4.8: The cut tree updated after the nodagsponding to identical machines are
merged
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No. Weight Selected
1 403 ~
2 366 r
3 209 r
4 206 r
5 206 r
6 188 r
7 187 r
8 184 r

34 32 r

35 22 r

36 14 [

Table 4.5: List of arcs -"2update

The next step is to select the heaviest arc framrdimaining set of arcs in the list
to continue the merging process. From Table 4@ 1as the heaviest arc and is chosen
and marked as selected. From the cut tree in Fig@&enodes that are connected by the
arc 1 are nodes {9|8} and {9|6}. These two node=sdn® merge and the arc #1 needs to
be removed. It is possible that the two nodes dam@oge if they create a super node that
is larger than the module size which is set tordtlics case. An example of such a case
can be where there is a super node that contamnacBines and another super node that
contains 2 machines. When these two super nodegeméne number of different
machines contained in the new super node could Banbe the module size is 4, the two
nodes cannot be merged.

Since node {9|8} contains machine 8 and node {@@htains machine 6, these
two nodes can merge into a super node that contailystwo different machine types, 8

and 6. After these two nodes have merged, Arc fisnee be removed from the list and
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the cut tree needs to be updated. Table 4.3 shwmvapdated list. Figure 4.9 shows the
updated cut tree after arc 1 is removed and no8lEs fnd {9|6} have merged in to a
super node {9|8, 9|6}. As a result, if there arelewlinked to this new super node,
containing either machine 6 or machine 8, all thesges need to merge into the super
node {9|8, 9|6}. Apparently, there is no such nat¢his stage; therefore, the procedure
repeats from the step of selecting the next heb\issselected” arc which is the first arc

with the weight of 366 as shown in Table 4.3.

Weight  Selected
366
209
206
206
188
187
184
178

oA .....OO\IOU'I-bOONI—\.CZ)
i RCTT e B e i e e B

Table 4.6: List of arcs —Bupdate
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Figure 4.9: The procedure for grouping nodes lingdarge arc weights

As can be seen from the updated cut tree in Figi@&ethe heaviest arc left is the
arc with the weight of 366. This arc links node9{9&nd super node {9|6, 9|8} together.
These two nodes need to merge. After merging, ithed ize of the new super node
becomes 3 since it contains three different mashir® 8 and 9. The new super node
created is {96, 98, 9]9}.

The procedure repeats until all the arcs are wleand processed. Some arcs may

have been removed and some may still remain inctiieree. Figure 4.10 shows the
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updated cut tree at this stage. As can be seém ifigure, there are 5 super nodes created
and 11 single nodes left in the current cut treeths stage which is the final step of the
procedure, all the remaining nodes starting withtle# single nodes have to merge if
possible. The goal of this step is to reduce thaber of machine duplications as much
as possible. In Figure 4.10, the single nodes énctlit tree contain either machine 4 or
machine 10. Therefore, all the single nodes thatasn machine 4 can merge with super
node {10|7, 10|4} because this super node alreadtams machine 4. The same applies
for all the single nodes that contain machine 1€, they can merge with super node
{17]7, 16|10, 17|11, 19|12}

After all the single nodes have merged, the nexp & to merge the remaining
super nodes if they will not create oversize suypeles. From Figure 4.16, the super node
{10]7, 10|4} can merge with either the super no8H {15|7} or the super node {17]|7,
16|10, 17|11, 19|12}. It does not matter which tmehoose during this phase of layout
design but it will matter during the implementatiphase when workload balancing is
considered. In this case, the super node {5|1,} 15|3elected to merge with the super
node {10]|7, 10|4} in order to balance the sizethefdifferent layout modules in the final
solution. If no other nodes can merge further,greeedure stops and the final cut tree is

layout solution to the modular layout problem. Timal cut tree is shown in Figure 4.11.

84



zI4

211
G 314
34
714
1. TR N 10[7and 10/4
114 :
9ls, 6/7, 9|8 17[7, 16|10,
and 9|9 17|11 and 19|12
121110
S0
BH1D 112
8|2, 9|5 and
93

Figure 4.10: The updated cut tree after all are®hmeen selected and processed

177, 1610, \ Module 2

17|11 and
19|12

Module 1 9l6, 6[7, 98

and 9|9

‘ Module 4
5|1, 10J4 and
15[7
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4.4 Results from Heuristic Approach

The heuristic approach described in the previoas@ewas programmed in C++
on Pentium 4, 2.53GHz, 1GB Ram Windows-based coenplittook less than 1 second
to solve the modular layout problem of the Vakhatetaset. The result contains 4
modules including [6,7,8,9], [7,10,11,12], [2,3,8hd [1,4,7]. For this solution, there is
machine 7 that is required in three modules 1, @ 4nAfter the second phase for
allocating the machine capacity, module 1 requzr&é®= 3 machines, module 2 requires
1.09= 1 machines, and module 4 requires 079 machine. Therefore, one additional
copy of machine 7 needs to be purchased as pesdhison. The total production flow
for the modular layout from this approach decredsss 2,472in the original functional
layout to1,198which is= 52% reduction compared to the functional layout. Desfhe
facts that the problem of designing a modular layisuNP-complete, the cut tree
heuristic approach can solve the problem and pesvigsults that are acceptable with

less computational time.

4.5 Comparison Study
The results from both optimization approach andté heuristic approach are
shown in Table 4.4. There are 6 different datasetspared in this study. The details for
these datasets are shown in Appendix B. As can dsn grom the performance
comparison table, the cut-tree heuristic can parfaell acceptable in several cases but
for some cases the performance is not impressivgared to the optimization approach.
In the cases that the cut-tree approach cannoicdtgpithe machines as many as it

is supposed to such as Mettler 25x13, Purcheck 8aid Sekine 13x12, the
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performances for these cases are quite poor cochpauthie other cases. The reason can
be that the cut-tree approach has its weaknessn&Vhethe cut-tree generated from the
routing graph is more like a linked chain or spagriree, reasonable good results should
be expected. This is because the process of g@pid merging nodes to form modules
can be done efficiently. Whenever, the cut-treeegated has a star structure, meaning
that there are too many singleton nodes branchimgp fone node, poor results can be
expected. This is because when the middle nodebbas merged and form a layout
module, the remaining singleton nodes cannot be tablorm another module. They will
have to merge with other layout modules that areadly formed. For that reason, the

machines are not appropriately duplicated in thisec

Dataset Total Production Flow Reduction (%) CPU Time (s) .WbM/Cs
duplicated
FL MDL MDL OPT CUT OPT CUT OPT CUT
(OPT. _(CUT)
Vakharia_19x12 2742 678 1198 75.27 56.30 32 <1 2 1
ABB_50x25 3934  2342* 2370 40.46 39.75 3600* <1 8 17
Mettler_25x13 4522 1303* 2638 71.18 41.66 3600* <1 3 0
Purcheck 28x18 3223 1556 2326 51.72 27.83 3494 <1 52
Sekine_13x12 1247 308 528 75.30 57.65 9 <1 6 1
Tecomet_42x15 180793 43606 61426 75.88 66.02 3600%1 5 1

Remarks: FL = Functional Layout
MDL = Modular Layout
OPT = Optimization Approach
CUT = Cut Tree Heuristic Approach
* = Optimal solution is not obtained. The solutitme is set to 3600 seconds only.

Table 4.7: Comparison of both optimization andtoeg heuristic approaches
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Although the performances in some cases are ngtwelt acceptable for the cut-
tree heuristic approach, the heuristic approaclaydwprovide a good upper bound for the
optimization approach for the same problem. Formgta in Vakharia_19x12 case, when
the upper bound was set to 6, CPLEX took less thiamtes to solve. When it was set to
8, CPLEX could not provide a solution since the pater ran out of memory and
CPLEX failed to continue. The layout solution fbletsame problem from the heuristic
approach contains 4 modules. Therefore, we couichat®e the number of modules in the
final solution to be around 4 and 6 was the uppand value that we have chosen for the

optimization approach for the problem of the Vakhaiata set.

4.6 Discussion and Conclusions

Although the two-stage approach helps to simpghfyy complexity of the problem,
the optimization approach by itself cannot handieye-size problems. Therefore, a
heuristic approach using the cut tree algorithmsfaving a modular layout problem has
been developed. This heuristic approach follows tthe-stage approach where layout
modules are formed first and machines are allodat@ach layout module later. In spite
of the fact that the problem of designing a modtdgout still falls into the class of NP-
complete problem, the cut tree heuristic provideseptable results without significant

computational times, compared with the optimizaapproach.
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CHAPTER 5

A NEW APPROACH FOR DESIGNING A HYBRID FLOWSHOP

LAYOUT

5.1 Introduction

Flow in manufacturing can be defined athe' progressive movement of a
product/s through a facility from the receiving rafv material/s to the shipping of the
finished product/s without stoppages at any pairtirne due to back flows, an inefficient
layout, machine breakdowns, scrap of other pradactdelay$ [Suzaki, 1987]. To
ensure the progressive movement, there are thieeigdes for effective flow planning
within a facility [Tompskin et al, 1996]:

(2) Minimize flow. Flow can be minimized if the ceecutive pairs of operations
take place over short travel distances. Short trdigances lead to minimum delay in
inter-machine travel. Accordingly, minimum delay inter machine travel lead to

minimal stoppages of flow along its path.
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(2) Maximize directed flow. Flow in a facility cdme classified as forward flow
(in-sequence or bypass), backtracking flow and scfesv. The last two are the least
desirable types of flow because they cause inteongp and stoppages for flow in a
facility. The interruptions and stoppages can teisuhigh WIP (work in progress), high
throughput times, idle machines, and schedulindicdities [Sarker et al, 1995].
Minimize the least desirable backtracking flow amndss flow and maximize the directed
flow can ensure the progressive movement.

(3) Minimize cost of flow. Cost of material handiincan be minimized by
conducting the previous two principles and elimimgtmanual handling by mechanizing
or automating flow.

From manufacturing layout perspective, these threeiples can be observed in
product flowline layouts that are employed typigah low-mix high-volume facilities
such as the manufacturing facilities in automotindustry. In high-mix low-volume
(HMLV) environments where typically functional layts are employed, these three
principles can hardly be observed. In order to iob&dficient flow in HMLV facilities,
approaches such as the conversion of functionabutayo flowline layout or the
employment of manufacturing cell with a flowling/éaut have been suggested. The latter
approach was a traditional approach for most HMIa¢ilities. When employing a
manufacturing cell, products with similar operatssguences are grouped into a product
family. Machines are grouped into a manufacturialy which is assigned dedicatedly to
produce a particular product family. If machinesaimanufacturing cell can be arranged
in such a way that a sequential production candy®pned and material flows are in
unidirectional movements, a product-based flowlay®ut can be constructed as a layout
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for this manufacturing cell. When a flowline layoist implemented, parts can flow
efficiently, unidirectional from one machine to #mer with minimum distances and
minimum handling costs. Thus, flow is considerefitieint as “directed and minimized”
in this case.

Obtaining efficient flows by implementing producsded flowline layouts as
manufacturing cells in HMLV facilities could vyielefficient flows and bring in

advantages. However, there are many limitatiorfelimvs [Stockton, 1994]:

Product families are difficult to identify and mdaaturing cells can hardly

form.

* Production volumes are not sufficient to accommedetficient flows in
flowline-layout manufacturing cells.

= Manufacturing cells cannot afford interruptionsnroutside products because
of machine sharing. This can result in inefficieperation and underutilized
machines in the cells.

= Flowline-layout manufacturing cells provide insuaféint flexibility and less

reliability when changes in product mix and protwctdemands as well as

machine failures occur.

Consequently, adopting flowline layouts as manuifi@éct) cells to exploit the
benefits of having efficient flow in HMLV facilitie is limited. Therefore, a hybrid
flowshop layout is introduced as an alternativeusoh. In the literature, a hybrid flow
shop is defined as a manufacturing facility thathsists of series of production stages
where each stage contains single or multiple mashof same or different types and
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products flows through the shop in one directiortifa and EImaghraby, 1997]. Process
industries such as cosmetics, pharmaceuticalsjleexand food industries are the
example application of hybrid flow shops.

In our research, a hybrid flowshop layout is ddfirees a layout that allocates
machines into several groups (called stages) aesetlgroups are arranged in a line.
Unlike a traditional manufacturing cell, each graafpmachines in this layout does not
process a family of products. Only portions of amemore consecutive operations
occurring in the routings of products are performal flows are forward (either in-
sequence or bypass) and backtracking flows arermied or diminished if possible in
this layout. Therefore, the progressive movemertsflaw process production are
promoted without restrictions to the existence afdoict families and manufacturing
cells.

This chapter is organized as follows. Literaturewion transforming functional
layout to flowline layout is presented. The probleradel of designing a hybrid flowshop
layout is constructed. The complexity of this peshl that falls into NP-complete
category is proven. CPLEX is used to demonstragestiiution approach for solving a
modular layout problem optimally. Then a heurigtpproach using Ratio Cut algorithm
is presented. The demonstration of solution appraging this heuristic is presented.
The performance comparison between these two agipeeds shown and the results are

discussed and concluded.
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5.2 Literature Review

The flow structure of a production process usea imanufacturing facility to
make or produce a product can be classified into ¢ategories as either a job shop
production or flow shop production (also known bBwwf process production). In a job
shop production, flow is not organized and is caxrgut it can be very flexible. A flow
shop production is opposite. Flow in this productigpe is not flexible since it has a
fixed path but it can be much efficient than flawa job shop production. Because of its
efficient flow, a flow shop production has seveadvantages such as (a) less material
handling cost, (b) minimal backtracking flow, (g@se of control and scheduling, and (d)
applicable demand-pull production control [Framin&005]. With these advantages
especially being able to adopt a demand-pull prodacontrol, an important element of
Lean Manufacturing, the employment of the flow preiibn in jobshops has shown to
improve the performance of jobshop manufacturingganies [Li and Barnes, 2000].

Most jobshop manufacturing companies tend to addpnctional layout for their
facilities because flexibility is the most importafor their companies to survive in
volatile and chaotic manufacturing environmentscamtrast, most flowshop companies
exploit a flowline layout for their facilities begse this layout fits well and it provides
the most efficient flow among other layouts. Onegrapch to adopt the flow shop
production to a jobshop is to convert a jobshomuhywhich is typically a functional
layout) to a flowshop layout (which is basicallflawline layout) [Framinan and Ruiz-
Usano, 2002].

The problem of transforming a jobshop to flowsi{®@gF) can be categorized in
two criteria: (1) a single-machine flowline or mple-machine flowline (flowshop) and
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(2) backtrackings minimized or no backtrackingowid. For the TJF problem with a
single machine flowline and no backtracking allow#ds problem was modeled as a
linear integer programming with the objective fuastto minimize the cost of machine
duplication and to obtain the minimal length ofwlome [Framinan and Ruiz-Usano,
2002]. This problem was solved optimally using anwh and bound technique with the
largest size of problem instances of prodect&and machines 4. This problem is also
considered as a special case of a well-known cialsSihortest Common Supersequence
(SCS) stringology problem. Since the SCS probleforys to the class of NP-hard
problem [Raiha and Ukkonen, 1981], solving thishbean optimally is not practical.
Several heuristic approaches to solve this SCSgmotwvere developed [Askin and Zhou,
1997], [Framinan, 2005].

The results of TJF problem with a single-machilogvline and no backtracking
allowed can contain a substantial number of mashthelicated. Such results may not
be applicable for jobshops especially under themstrained budgets. Therefore, the
different version of a TJF problem with a singlecmae flowline remains the same,
backtracking flows are allowed but minimized, armmachine duplication allowed has
been suggested. This problem was modeled as aajizadssignment problem (QAP)
with the objective function to minimize the backkangs as well as total traveling
distances in a flowline while using only existin@gchines available [Sarker et al., 1995]
Note that QAP belongs to the class of NP-completblpm, several heuristic approaches
were developed to tackle this problem as well [Kadisvand Chieng, 1992], [Sarker et al,
1995], [Ho and Moodie, 1998]. A more generalizedbbem model with machine

duplication allowed under budget constraint wae al®posed. This generalized problem
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model has the objective function of minimizing theacktracking flows as well as

machine duplication costs in a single machine fiogvlayout. It was modeled as a QAP
and solved optimally for small-size problem inse@scThe heuristic approach of two
sequential phases: forming SCS and compressing@#: was developed to tackle the
large-size instances of this problem [Ouriarat, 00

The last version of TJF problem which is the maiobpem of this chapter is the
problem with a multiple-machine flowline and minimwacktrackings. This problem is
more generalized and more applicable to jobshops sense that a production line is
shorter because each spot in the line is not aivithehl machine. Instead, each spot
consists of machines either the same types orrdiftdypes. In addition, the numbers of
machines duplicated can be less because backtgsckie allowed but minimized.

There has been only a few research conductinghoabove problem. The most
relevant research is an approach to cluster madghe in the bidirectional linear flow
layout [Lee and Chiang, 2001]. This research intoedl a cut-tree-based heuristic
approach to form manufacturing cells and simultaisgoarrange these cells into a single
line. The objective is to minimize inter-cell andtra-cell flows among these cells.
However, machine duplication is not allowed is tapgproach. Another research which
has a similar concept but also allows machine dapbn in a layout solution was
introduced in 1994. [Stockton and Lindley, 1994]sTapproach creates a layout called a
process sequence cell layout (PSCL). The PSCL imposed of individual
manufacturing cells where each cell representsnalividual stage of operations in
product routings. The method to design the PSCIs assimple sorting technique and a
left-right justification technique that are avai@tn most commercial spreadsheets. The
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design objective of PSCL is to have all productitmws moving in one direction with
machines are allowed to be duplicated without aestriction. In the PSCL, each
operation in a product routing is assigned to & éetachine or equipment required for
each operation in each cell is then allocateda# shown that when implementing the
PSCL in conjunction with a Kanban scheduling cdntib helps the performance of
manufacturing companies operating in batch prongssinvironments [Stockton and
Lindley, 1998].

In our research, the TJF problem was redevelopddjaneralized. Our version is
to generate production stages where each stagecomagin multiple machines of same
or different types. The objective of our TJF praoblas to minimize the machine
purchasing cost (duplication cost), the productost, and the penalty cost of having
backtracking flows where each stage has a limiteel &d machine capacity constraints
have to be satisfied. The detailed descriptiorofarversion of TJF problem is described

next.

5.3 Problem Formulation

The motivation of designing a hybrid flowshop layasi to convert traditional
functional layouts in HMLYV facilities to flowlinetke layouts. As mentioned, the current
approaches of converting a functional layout tdoaviine layout resulting in a large
number of machines duplicated. On the other hanthowt a number of machines
duplicated, it is difficult to obtain smooth, umectional flows in HMLV. Thus, a hybrid
flowshop layout, also known as a flexible flowliteyout, is considered in this research
to cope with the limitations of adopting a sind@afline layout in HMLYV facilities.
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A hybrid flowshop layout is a flowline layout wheeach spot, called a stage, in a
production line may contain multiple machines/ogierss of same or different types.
This layout appears to be more flexible than alsifigwline layout while maintain its
characteristic of flow process production. Therefdhe problem of designing a hybrid
flowshop layout is to design a layout that contaims groups of machines (stages) that
can absorb the majority of complex, bidirectionahtemial flows while promoting
unidirectional material flows in a facility with mimal machine duplication. The
resulting layout of this problem therefore exhiltite characteristics of a flexible flowline
layout and implicates that the advantages of floscess production can possibly be
obtained from manufacturing facilities operating HMLV environments. The

description of the problem is as follows:

Given

» Production volume of each product in the planniagqul

= QOperation sequences for each product, in form ofimg of machines, and
processing time for each operation

= The production quantity of each product type ingilening period is
known

= The transfer batch size of each product type isvkno

= The rates of the setup cost and processing castadf product type at each

machine type in the planning period are known
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Determine

The loading/unloading cost of each product typeagah machine is
ignorable

The amortized purchasing price per unit of eachhimactype in the
planning period is known

Current number of each type of machine

Balancing factors for machine duplication cost,darction cost, and the

penalty cost of backtracking flows

Number of stages, denoted oy
To which stage each machine is allocated

To which machine each operation for each produasssgned

To Minimize

Such that

Machines purchasing cost
Production cost

Backtracking flows

Each operation is assigned to one and only one imach

Machine capacity constraints are satisfied
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It can be noticed that the problem of designingfarid flowshop layout is similar
to a modular layout problem with the distinction tbe minimization of backtracking
flows introduced and the material handling coststtaeh in this hybrid flowshop layout
problem. The minimization of backtrackings promatesdirectional material flows in a
hybrid flowshop layout. The absence of materialdtiaig cost in the problem description
does not imply that there is no cost of materialdiiag in this layout. There is still such
cost; however, the focus is more of the directiérmaterial flows than the material
handling cost in the layout. Another reason is thate is no evidence to support that
either having a large volume of intra-stage floflsws among machines within a stage)
and minimizing inter-stage flows (flows among ma&s between stages) which of these
would provide a better performance to a hybrid 8bap layout. Therefore, the cost of
material handling is omitted at this present aritdfte the future study to conduct further

research on this issue.

Intuitively, a hybrid flowshop layout can be analog to a sequence of layout
modules where flows from upstream modules to dowast modules are only
encouraged. Hence, based on the mathematical mmbdehodular layout problem in the
previous chapter, the following formulation of a thematical model for a hybrid

flowshop layout problem can be constructed as ¥eglto
K MAX

Minimize 1, .> E, [ﬁZrkm - ij (1)
k=1 m=1
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T N-1K K MAXm-1 Q
85330393 WL S
i=1 j=1 k=1 Ili m=2 n=1 i
K MAX
Subject to: > > ., =1, for eachi(j) (2)
k=1 m=1
T N,
Zle ijk D(ukm
== <r,,, for eachk m) (3)
I:k
K
D rm21, foreactk (4)
k=1
M
D e < MaxL, | for eactk (5)
m=1
N < BN. W, for each k, m) (6)
K
> W, < SIZE, for eactm (7)
k=1
"m> 0 and integral, for eack,(m) (8)
Xikm binary, for eachi( j, k, m) 9)
Wim binary, for eachlq m) (20)

[ z] denotes the smallest integer that is larger thamwoal taz
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Variables:

N'em = Number of units of machine tyfeassigned to stage.

Xijkm =1 if thejth operation of produdtis processed at machine typa stagam;
=0 otherwise.

Wkm =1  if machine typdis in stageam;

=0 otherwise.

Parameters:

11, 12, ui3 = Cost balancing factor

Bi = Transfer batch size of product tyipe

BN = Any big number

Ex = Annualized cost of purchasing a unit of maehypek

Fx = Annual production time available per unit ciichine typek

HBCi = Material handling cost for transferrindpatchof product type from

machine typd to machine typé

K = Number of machine types

Lk = Existing number of units of machine type

Maxlx = Maximum number of units of machine tykpallowed
M = Maximum number of stages in the layout
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N; = Number of operations in the routing of prodiygtei

Pijk = Processing time of th@ operation of product typeat machine typ&
Qi = Annual production quantity of product type

Sik = Setup cost for th&' operation of product typieat machine typk
SIZE =Maximum number of machine types in one stage

T = Number of product types

The objective function (1) minimizes the sum of rated machine purchasing
cost, production cost and the penalty cost of gacktracking flows. The machine
purchasing cost in the first part of (1) gives #mortized cost of purchasing extra
machines in the planning period. The second paftlptalculates the production cost
that consists of setup cost and processing cost. dfocessing cost is the cost of
producing all units of products at their designatethines. The setup cost is the cost of
setups required by batches of products at theig@esd machines. The third part of (1)
penalizes the problem model if backtracking flowezwr in the layout solutions. The

balancing factorg is given to make all three costs in (1) comparable.

Constraint set (2) ensures that each operatiomanrduting of each product is
performed at one and only one machine. Constr&nh(3 guarantees enough capacity
for operations performed on each machine type ah eiage. This set implies that the
integer allocation of machines of the same typegasd to one or more stages is

constrained by the total number of machines of tityae i.e. acquisition of extra
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machines incurs a capital expense. Constrainéd$etnsures that at least one machine of
each type is assigned to a stage. Constraint yenures that the number of machines
for each type if not larger than it is allowed. Guaint sets (6) and (7) ensure that the
number of machine types in a stage will not exdabedmaximum size of this stage. The
model counts machine types instead of the numbeppies of machines because there
will be no movement of parts between the same mashof the same type. Therefore,
the multiple copies of the same machine type aoeimrd together into one unit of the
machine type in a stage. Constraint sets (8),r{@)(40) ensure nonnegativity, binary and

integer requirements for the decision variables.

In summary, the mathematic model for solving a lyHowshop layout problem
does (1) partitioning and duplicating, if necessanachines and placing them into
several stages, (2) arranging these stages inueseg, and (3) assigning each operation
in product routings to a specific machine in a #pestage while each machine must not
be over utilized. The objective function is to nmmze the production cost, the machine

purchasing cost, and the total volume of productiows in backward direction.

5.4 Problem Complexity

The problem of designing a hybrid flowshop layoah be reducible to the same
special case problem that was used to prove thelesity of a modular layout problem.
In a modular layout problem, its special case mwbis the problem of selecting and
assigning products to machines in pre-determinedutes. Instead of modules, we can

change them to stages. Therefore, when using thee garocedure of proving the
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complexity of a modular layout problem using theatition problem, we can conclude

that a hybrid flowshop layout problem also fall®ithe class of NP-complete.

Since a hybrid flowshop layout problem falls inte tclass of NP-hard problem, it
can be helpful to if this problem can be simpliffedther in any forms without scarifying
its correctness. The same simplifications for a amtexdlayout problem are applied to this

hybrid flowshop layout problem as described next.

5.5 Problem Model Simplification

In a modular layout problem, the production cosit tbonsists of the setup cost
and processing cost can be ignoredif and Pjx are independent from the different
arrangement and assignment of machines in diffemerdules. Similarly, in a hybrid
flowshop layout, the different arrangements andgassents of machines to different
stages do not reflect to changes in the setup déingeprocessing time for each operation
in the product routings. Therefore, we will omietproduction cost from the objective
function in a hybrid flowshop layout problem assogithatS;c andPj, are the same for

anyk™ stage.

There is also another consideration for simplifyihg problem. When processing
time Py is approximated similarly to what it was done iimmadular layout problem,
machine duplication can be done independently dpam the main solution approach

without losing the correctness of the layout solusi Given that the processing time is
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approximated by the total number of machines abkglathe solution approach for
solving a hybrid flowshop layout can be modifiediaolved in two stages. In the first
stage, the problem will be solved without the c#iyasonstraints. When the first stage is
solved, the detail processing time and machineagpwaill be used in the second stage
for machine allocation process. With the two coesations for omitting the production
cost and deploying the two-stage approach, thelgmobnodel can be simplified and

linearized as follow:

K MAX
Minimize ) E, [ﬁZrkm —1] (1)
k=1 m=1

T N-1K K MAXm-1 Q
L DNN DI K
i=1 j=1 k=1 Il:ﬁ m=2 n=1 i
K MAX
Subject to: > > ., =1, for eachi(j) (2)
k=1 m=1
K
D I < SIZE, for eachm (3)
k=1
M
D len <Maxl, =L, +1, for eactk 4)
=1
T N
> Xyem < BN 1., for each k, m) (5)
i=L j=1
yij(j+1)k|mn < Xijkm , for each |(, k, |, m, n) andj:]., 2, ...,Ni'l (6)
yij(j+1)k|mn < Xi(j+1)|n , fOI‘ eaCh IC k, I, m, n) andj:l, 2, ...,Ni'l (7)
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Yii(j+kimn = Xikm T Xi(jeym —1, for eachi( k, I, m, n)

andj=1, 2, ...,N-1 (8)
e binary, for eachk m) 9)
Xijkm binary, for eachi( j, k, m) (20)
Wkm binary, for eachliq m) (9)

[ z] denotes the smallest integer that is larger thagoal taz

Variables:
Mem = Number of units of machine tyjpeassigned to stage.
Xijkm =1 if thej™ operation of produdtis processed at machine type
kin stagem;
=0 otherwise.
YiiG+1)kimn =1 if thejth operation of produdtis processed at machine type

kin stagem and {+1)" operation of the same prodiids

processed at machine typm stagen

=0 otherwise.

This simplified mathematical model for solving ahg flowshop layout problem
is similar to the problem model of a single machft@vline problem proposed by

Framinan and Ruiz-Uzano in 2002. The differencesthat, for the model of a single
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flowline problem, (1) the objective function is ebl to minimize the number of
machines duplicated, (2) backtracking flows are pletely not allowed in a flowshop,
and (3) each stage or shop can contain only onéimadn our modified problem model
of a hybrid flowshop layout, machines are weight®dh their purchasing costs,
backtracking flows with production volumes assamkaare allowed to some extent, and
each stage (shop) is allowed to contain more than machine of the same type or
different types. This problem model can be analsgtm a capacitated partitioning
problem. In addition, without a linearization amglj it can be seen that the problem
model is a quadratic assignment problem which o the class of NP-complete
problem. [Garey and Johnson, 1979] It is clearlgval that a hybrid flowshop layout

problem can not be solved optimally for real-wgstdblem instances.

For a single flowline problem, the largest sizepobblem instances that was
reportedly solved with an optimization techniquethe problem of 5 products and 4
machines. Accordingly, solving a hybrid flowshogdat problem optimally can only be
done for small-size problems. CPLEX is again usé&ti the Vakharia dataset that was
used in the previous chapter to demonstrate themgattion approach for solving a
hybrid flowshop layout problem. A heuristic soluticapproach to solve large-size

problems will be discussed later in this chapter.

5.6 Optimization Solution Approach Using CPLEX
To illustrate the procedure of formulating and sadva hybrid flowshop layout
problem, the Vakharia dataset containing 19 parts 2 machines is used to setup the

problem. For reference and comparison purposesptbblem instance for a hybrid
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flowshop layout from this dataset will be constatttas comparable as the problem
instance of a single flowline problem. Thereforar ébcus will be for a layout solution
that requires the minimum number of machines dafegid while backtracking flows are
completely disallowed. Again, in a hybrid flowshdgyout problem, each stage can
contain more than one machine so that machinesbwipartitioned and placed in such a
way that the directions of flows among the machimsgle each stage are not restricted
but among stages (groups of machines), flows aidirentional.

The routings of this dataset are shown in Table B production quantity of
each product is the demand per week so each vaaenultiplied by 50 weeks to obtain

a production figure for one year.

[N
~

26 117-10

34 >7-11-10-11-12
89 >7-11-10-11-12
45 11-7-12

23 6-7—10

23 12

e
0 N o o

Product  Quantity Routing # of Operations (N;)
1 2 1-4-8-9 4
2 34 1-54—-7—-4—-8-7 6
3 23 1-»2—-4—-7—-8-9 6
4 12 1->4—-7-9 4
5 65 1-6—-10-7—-9 5
6 98 6-10-7—8—9 5
7 34 6-4—8-9 4
8 87 3-5—-2-6—4—-8-9 7
9 45 3-5—-6—4—-8-9 6

10 12 45748 4
11 67 6 1
12 34 117512 3
13 7 1112 2
3
6
6
3
3
1

=
©

Table 5.1: Product routings from Vakharia dataset
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Table 5.2 shows the available number of machindslagir purchase costs. Since
this problem instance is focused solely for minimggthe total number of machines
duplicated, cost for purchasing a machine is assigas to be the same for every
machine. The annual production time available fimhemachine and processing time for
each operation of each product that is missing tfeg original dataset will be
approximated by the same approximation techniqeel uis a modular layout problem.

The remaining parameters of the problem are shawrable 5.3.

Machine Type Quantity (L) Cost Exy  Avail. Time (Fy)

N

2,000
2,000
2,000
2,000
2,000
2,000
2,000
2,000
2,000
2,000
2,000
2,000

© 0N O Ul WNPE

(=Y
o

'—\
H
P R RPRPRRPRRPRRRRRPR

R W WNREANRERNRPR

[N
N

Table 5.2: The number of machines available anid thechase costs

U Bi HBCi K MAX  SIZE T
100 1 1 12 5 4 19

Table 5.3: Problem parameters
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Most parameters are set to 1 in this experimesttaly for the sake of simplicity.
The balancing factox is set to a large number meaning that backtrackowgs will be
too costly to be allowed in the layout solutionbeTmaximum number of machine type
(SIZE for each stage is set to 4. That means that stade can contain at most 4
different machine types. However, each machine tgp®y contain more than one
machine. Similar to a modular layout problem, we tl'e machine type instead of the
number of machines because of the assumption i tis no material movement
between machines of the same type. So in this @nobimachines of the same type
located in the same stage are grouped as a singlsmachine of that type.

The maximum number of machine types in each stegferfed as a stage size)
can vary depending on several conditions. If tlagestsize is too large, layout solutions
may contain a very few stages. With a less numbstages, unidirectional flows are not
fully promoted since much complex, bidirectionadvils are absorbed within each big
stage. It implies that we are not healing the poblof having complex flows in a
facility. Instead, we are creating several subpotsd from the main problem and making
the problem even more difficult to handle. In casty if the stage size is set too small, a
large number of machines duplicated can occur aedldyout solution can converge
closely to a single flowline layout. Therefore, mises may be needed to ensure that an
appropriate stage size is assigned.

Another important parameter is the maximum numbestages MAX). This
parameter plays a significant role the same wawpéds in a modular layout problem. The
size of an instance of a hybrid flowshop layoutljean can be defined by the number of

decision variables that arg and Y; .yum, iN the problem model. Supposedly, the
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problem instance contaima machine typesin operations per routing, and routings
total. The upper bound for the number of stagesbmaapproximated as the product of
the number of machine types and the number of fotad f x n) for the worst case
scenario according to Framinan and Ruiz-Usano [ROURBerefore, the number of

variables in this problem instance can be equéhtomx n) + (nx mx mx (Mx n) x mx

(mx n) x m) =O(nPn?). It can be noticed that the number of variableswgrin an order

of m®n®. As the solution space grows in an orde28f™™ | if a given bound is too loose,
then the problem size that grows exponentially lsartoo large and can not be solved
eventually. However, if a bound given is too tigten a solution may fall into a local
optimum. In a hybrid flowshop problem, each stagjgop) can contain more than one
machine. So usingn x n as an upper bound can be too loose. An approxinnaper
bound given by solutions obtained by the heuriafiproach can be used as a guideline.
As for this problem instance, the stage size isebaling to the result obtained from the

proposed heuristic approach which will be descrilaggl in this chapter.

112



5.7 Results from Optimization Approach

The problem instance from Vakharia dataset wasesblyy CPLEX solver on

Pentium 4, 2.53GHz, 1GB Ram windows-based machiime computation time for

solving this instance problem of 19 products andnBzhines with 5 maximum stages is

32 seconds. The resulting flowshop layout for grigblem is shown in Figure 5.1.

Machine
1 2 3 4 5 6 7 8 9 10 11 12

1 0.02 0.01 0.01] 0.01
2 0.26 0.46 0.51| 0.10
3 0.18| 0.21 0.16 0.17| 0.07| 0.13
4 0.09 0.08 0.09 0.07
5 0.50 0.31] 0.49 0.36| 0.58
6 0.47| 0.74| 0.29| 0.54| 0.88
7 0.23 0.16 0.10| 0.19
8 0.79| 0.66| 0.59| 0.66| 0.42 0.26| 0.48

‘g’ 9 0.34| 0.31| 0.34| 0.21 0.13] 0.25

B 10 0.16 0.09| 0.04

a 11 0.32
12 0.26 0.28| 0.15
13 0.06| 0.03
14 0.20 0.23| 0.22
15 0.26 0.26 0.30| 0.57| 0.15
16 0.69 0.67 0.80| 1.49| 0.38
17 0.34 0.38| 0.19
18 0.11] 0.17 0.21
19 0.10
Stage 1 2.00 1.00 1.00 1.00
Stage 2 2.00 3.13 3.00 3.00
Stage 3 2.00 0.87 1.00
Stage 4 2.00 1.00
M/Cs Required 2 1 1 2 1 2 5 1 2 3 3 1
M/Cs Available 2 1 1 2 1 2 4 1 2 3 3 1
Extra M/Cs 1

Figure 5.1: Results from the optimization approfxtivakharia dataset

The layout solution contains 4 stages including2{3,5}, {6,7,10,11}, {4,7,8},

and {9,12} with only machine 7 needed to be platetvo different stages. The update

routings are shown in Figure 5.2. As can be sedhartable, flows are strictly forward

from one stage to another stage. Some flows aseduienced and some are bypass. For

example, product 8, its routings in the flowshopulat is »2=>3=24 from stage 1
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through 4 without skipping. For product 1, its riagtin the flowshop layout is=23=>4
from stage 1 through 4 and skipping stage 2. Sb wily one machine 7 duplicated, the
existing functional layout can be transformed tiboavshop layout without backtracking

flows occured.

Hybrid Flowshop Routing
Orignal Routing Stage 1 2 3 4
111141819 1|1 4 |8 9
2 111417 418 |7 2 11 4 |7 |4 |18 |7
3111214 718 |9 311 12 4 |7 |8 9
411 14 |7 |9 4 |1 4 |7 9
5116|1017 |9 1 6 (107 9
6 |6 10|7 |8 |9 6 6 1107 8 9
6 14 1819 6 4 18 9
8131526 4819 8 I3 |5 |2 |6 4 |8 9
§ 913516 |48 |9 - ‘g 9 |3 |5 6 4 |8 9
S|10f4 |7 |4 |8 g [10 4 |7 |4 8
a [11]6 a 11 6
12|11}7 |12 12 1117 12
13|1112 13 11 12
14]11|7 |10 14 117 |10
151 |7 |11}10{11|12 15]1 7 111]10 |11 12
16|1 |7 1110|1112 16]1 7 111]10 11 12
1711|7 |12 17 117 12
18|6 |7 |10 18 6 |7 |10
19|12 19 12

Figure 5.2: Updated routings with flowshop replaeets for Vakharia dataset

Figure 5.3 shows the flow diagram of the origifahctional layout for this
Vakharia data set. Figure 5.4 shows the flow diagfar the hybrid flowshop layout for
this data set and Figure 5.5 shows the same laybete only flows between stages are

shown. As can be seen from the flow diagrams ferftmctional layout and the hybrid
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flowshop layout, the complexity can be reduced wilstly when transforming from the

functional layout to the hybrid flowshop layout.

Part 9 Part 8

. ‘ Part 18 Part 7 Part 11 Part 6
Part 10 . /
4

A

Part 3

Part 1

Part 5

ﬁ

Intermachine Flow

12 11

Part 19 Part 17 Part 12 Part 14 Part 13

Figure 5.3: Material flow network of the functiodalout for Vakahria dataset
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Part 5
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Part 16

Part 8

Part 9

Part 18 Part 7 Part 11 Part 6
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_________________

Stage 4

Part 13 Part 12 ¢ Part 17 ¢ Part 14

Figure 5.4: Flowshop Hybrid Layout — All flows areshown



Part 2 Part18 Part13 Ppart 17

Part 19
Part 10
Part6 pPart11 Part4  part7

Part 9

A O b )

Part 1 Shopl Shop2 Shop3
Part 4

Part 8

Part 16

Part 2 Out

Part 5

Part 3

Figure 5.5: Hybrid Flowshop Layout — only flows Wween stages are shown

The optimization approach has been demonstratedt, N heuristic approach

using a graph partition technique is described.

5.8 A Heuristic Solution Approach for Design of Hylid Flowshop Layouts

A layout problem can be typically modeled as a grapoblem and a hybrid
flowshop layout problem can be modeled as a pamiitg problem. Therefore, a graph
partitioning problem can be used to model this hytllowshop layout problem. The
complexity of a graph partitioning problem with teze constraint for each subset of
nodes is known to be NP-complete. [Garey and John&®79] Therefore, several
heuristic approaches have been developed for gplvigraph partitioning problem. In

circuit partitioning, an application of a graph f@wning for circuit board design that has
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been used successfully is called a “ratio cut” ipaning technique. [Wei and Cheng,
1991]. A ratio cut is described as follow:

“For a given graplt = (V, E) whereV is the set of nodes aiitlis the set of arcs,
let c; be the capacity of an arc connecting no@ad nodg. A cut is a set of arcs that
separates a set of nodé®f graphG into two disjointed setd andA’whereA’ =V - A

A cut capacity is defined as a summation of arcacdjes in the cut which is equal to

Can'= Y. c; . The ratio of this cut is then defined asR (Caa/ Al . |AT), where A

iTA JOA
and |A1 denote the cardinalities of substandA’, respectively. The ratio cut is the cut
that gives the minimum ratio among all cuts in ghaph.”

The ratio-cut technique provides two balanced sajfigs when using to bi-
partition a graph. So we are going to adopt the-@it technique in our heuristic
approach to solve this hybrid flowshop layout pesbl The proposed heuristic approach
consists of three major phases: (1) problem gregisformation phase, (2) iterative bi-

partitioning phase using the ratio-cut techniqum ) machine allocation phase.

5.8.1 Problem Graph Transformation

At the first phase of the heuristic approach, aaed graplG(N,A) representing
each product routing in a layout problem needs @ocbnstructed. The procedure of
constructing a graph representing product routingshybrid flowshop layout problem is
similar to the flow network transformation of theuristic approach for a modular layout
problem. However, in a modular layout problem aos not directed but they are in a

hybrid flowshop layout problem. A directed graphnsoucted containdN nodes
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(vertices) that are representing machines in alpnolandA arcs (edges) representing

flows between a pair of machines. The same instamoblem for the optimization

approach will be used in this heuristic approache Bata that is needed at this phase

consists of product routings and production voluaeshown in the table in Figure 5.6.

When all the part routings are obtained, a singlke g§raph representing each part

routing will be created where each arc in this gregpdirected. For example, the routing

of part 1 is ®4=>8=>9; therefore a single-line graph representing plaig routing will

be node 1 connects to node 4, node 4 connectsd® §icand node 8 connects to node 9.

Each pair of nodes is connected with a directedaacording to its flow direction in the

routing.

Product Volume Routing

! 2 1-4-8-9

2 34 1-4—-7—4—-8—-7

3 23 1-52—4—-7—8—9

4 12 1545759

5 65 15651079

&

@ @ @ @ @ @
@ @ @ @ @ @
O—O—=>@—>0—0
e D e i

Figure 5.6: The construction of a problem graphesenting the product routings
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To ease the calculation in the demonstration of #pproach, each arc in the
problem graph is weighted as 1 and will not be ghawthe network graph for clarity
purposes. Since there is no backtracking flow addfor this problem, it is not necessary
at this stage to assign the weights of the prodnatblumes to all the arcs in the problem
graph. The production volumes will be required whigs machine allocation is executed
which is in the last phase of this heuristic apploaHowever, if an instance problem
does not have a flow restriction, meaning that bracking flows are allowed to some
extent, then each arc needs to be weighted byitesponding production volume. The
approach still follows the same procedures whetres are weighted or not. The
construction of a problem graph representing al pinoduct routings of this instance

problem is shown in Figure 5.6.

5.8.2 Iterative Bi-Partitioning
Once the problem graph of a hybrid flowshop laygubblem has been

constructed, the next phase is to iteratively btipan a set of nodes in this graph into
smaller sets or so-called stages. The bi-partiigmrocess repeats until the size of each
stage is met the size constraint. The ratio-cubrtepie will be used to locate two
balanced sets of nodes. However, the problem dirffgha ratio cut in a general graph
belongs to the class of NP-complete [Matula anch8dni, 1986]. A heuristic technique
called Shiftingtechnique is going to be used along with the ratibtechnique to obtain

good partitions with reasonable computational t[fivai and Cheng, 1991]. The shifting
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technique is similar to a pair-wise interchangehtégue where nodes are swapped in
between different sets in order to seek for impnogets.
Conceptually, the shifting technique would havepgform on the nodes in a
problem graph. However, in our approach, the nunabarodes in a problem graph is
exploded by the total number of operations in thedpct routings. There can be a
tremendous effort to perform this swapping-likeht@ique for all the nodes in the graph
Therefore, the shifting technique in our approaarfggms on a temporary set of
machines that is constructed to represent all machodes in the problem graph at each
step of partitioning process. A shifting operatperformed on the temporary machine set
will then be translated to an operation which Wi performed on the original problem
graph. Once the translated operation has beenrpertbon the original problem graph, it
generates partitions and the cut ratio value o$dhgartitions can then be calculated.
After that, this cut ratio value is fed back to dmithe shifting to perform the next
operation on the temporary machine set. The op&®in the bi-partitioning process are
as follows:
(1) Enumerate all machines in the problem grag) @nd construct two
temporary balanced, disjoint machine sets, refeeed EFT set NI.) and
RIGHT set MR).

(2) Partition the problem graph into two partitiondereed as LEFT partitionA)
and RIGHT partition A) according to the LEFT set and RIGHT set of
machine sets in step (1) respectively.

(3) Calculate the cut ratiBaa for the current partitions andA .
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(4) Randomly select a machima in Mg and temporarily move this machine to
M.. Update the partitiona andA and recalculate the cut raffas. This step
is referred as “right shifting operation.”

(5) Repeat step (4) until all machineshilg are performed. If there is any machine
m that its movement a better cut ratio (less vatha} the current cut ratio
from step (3), then remove machine m frfpand insert this machine M.

(6) Repeat from step (4) until no improvement is foupihceed to the next step.
(7) Randomly select a machime in M and temporarily move this machine to
Mg. Update the partition& andA and recalculate the cut rafaa. This step

is referred as “left shifting operation.”

(8) Repeat step (4) until all machineshh are performed. If there is any machine
m that its movement a better cut ratio (less vatha} the current cut ratio
from step (3), then remove machine m frfnand insert this machine Mg.

(9) Repeat from step (4) until no improvement is foupihceed to the next step.

(10) Repeat the right shifting operation from step (49l éeft shifting operation
from step (7) back and forth until no improvemeah de found. The final

partitions are the solution of this bi-partitionipgase.

Figure 5.7 illustrates how the shifting technique the machine set and the

original problem graph are related. The bi-pamithy process described above generates

two balanced subgraphs of the original graph prablEhese subgraphs are representing

the possible stages of a final layout solution. ldeer, if there is any stage containing

more machine types than the maximum stage sizeeoptoblem, this stage will have to

122



be partitioned further. If there is such case, ghbgraph of the overlarge stage will be
partitioned by the bi-partitioning process desdliladove. The process repeats until all
the subgraphs (stages) are met the size constiBim.final set of stages that are
automatically in sequence is a final layout solutio an original hybrid flowshop layout

problem.

The following paragraphs demonstrate how the bip@ming process works. The
problem graph in Figure 5.6 is used in this denratisin. First, in bi-partitioning phase,
all machines in the problem need to be enumeratddagbitrarily assigned into two sets.
There are 8 machines containing machines 1, 2,4, & 9 and 10 that can be arbitrarily
assigned into two sel, = {1,2,4,6} andMg = {7,8,9,10}. Then all nodes in the problem
graph can be partitioned into two partitiohsand A’ corresponding to the two machine
setsM_ and Mg. The partitionA and A’ are called the LEFT and RIGHT partitions
respectively. As a result, the nodes in the prolbdgaph are partitioned into two disjoint
partitionsA and A" while all the arcs connecting between all thesgesostill remain as
shown in Figure 5.7. From the figure, arcs that ednom the LEFT partition to the
RIGHT partition are called forward arcs. Then acosne from the RIGHT partition to

the LEFT partition are backward arcs.
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Figure 5.7: The relation between machine sets aololgm graph partitions

The set of arcs connecting the nodes betweandA’ is called a cut. After the
cut is found, a cut ratio for this cut can be cklted. The cut ratio in our heuristic
approach is slightly different from its originallcalation. Because in a hybrid flowshop
layout problem, the machine purchasing cost as waellthe penalty cost of having
backtracking flows are also considered; therefthre cut ratio has to take these two costs

into account. The cut ratio for our heuristic amio is defined as:

_ D, +U.E

R =—A_—
MO AALET

where

Da (Da) is the cost of machines purchasing,
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IA| (JA'|) is the number of machine typesA(A") from whichDa (D) is
obtained and selected,

E is the total backward flow betweémnandA’,

E" is the total forward flow betweehandA’,

M is the balancing factor.

The numeratoD, + 1/.E™ of the ratio cut formula is the objective functiohthe
hybrid flowshop layout problem model containing ttest of machines purchasing and
the penalty cost of backtracking flows. TiA¢.||A1 term in the denominator is adopted
straightforwardly from the original ratio-cut tedqune where it governs the cut to
generate two balanced partitions. The total forwkosv E*, which is an additional
multiplier to the denominator, ensures that the saitcontains the majority of forward

arcs.

During the shifting operation, all the nodes in theoblem graph will be
partitioned into two sets residing in partitioAsand A’ according to the temporary
machine sets as described. A cut which is thefsatcs connecting the nodes betwden
andA’is used to calculate a cut ratio. In our approadienever the calculation of a cut
ratio is performed, we also seek to improve thisiwand the best cut ratio value gives
the final cut ratio for this cut. There can be 8dwing ways that influence the value of

the final cut ratio for each cut.
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(2) If there is no backtracking flow betweénand A’, then this cut gives a final
cut ratio. For this casek is zero and there is no need to make further
adjustment for this cut.

(2) If there are backtracking flows and it is possiihlat these backtracking flows
can be removed by duplicating certain machinesn tine trial process of
removing the backtracking flows is executed. Hipears that the removal of
backtracking flows by duplicating certain machirgses not improvehe
value of the cut ratio, then the current value @if @tio remains unchanged.
For this caseE is non-zero and there is no need to make furtdprsement
for this cut.

(3) If (2) but it appears that the removal of backtiagkflows by duplicating
certain machinesnprovesthe value of the cut ratio, then the current vaitie
cut ratio changes to the improved one. For thie dsis zero,Da (Da)
increases, and\ and A’ need to be adjusted according to the removal of

backtracking flows.

Next, we are going to describe how to obtBig (Da) andE according to the
above statements. Whenever there are backwardoactsring between two partitions,
we can assume that these arcs are not preferredesado be removed if feasible. To get
rid of all the backward arcs, nodes that are comeoeto these arcs will have to move
from one partition to another partition. Nodes thig connected to the backward arcs can
reside in both RIGHT partition and LEFT partitioGhoosing nodes from either the

RIGHT partition or the LEFT partition to move caffegt the total cost of machine
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purchasing. When a particular node moves from arétjpn to another partition, it can
create a new backward arc. If such situation happenget rid of the new backward arc,
the node that is connected to the new backwaravéirbave to move and so on. With the
wrong node chosen, it could end up that all machinea routing may have to move to
another partition. That will require several ma@sino be duplicated as shown in Figure
5.8. Hence, all nodes in both partitions that amenected to the backward arcs need to be
selected and exercised. The ones that their mowes the least amount of machine
purchasing cost are the ones that account forahe\ofDa (Da).

We are going to illustrate the process of detemgrthe machine purchasing cost
Da (Da) as stated above. As can be seen in Figure 5%e tls 6 forward arcs and 1
backward arc. Since each arc has its weight equh| we can use the cardinality of arcs
as the total flow and also the cost of machine idapbn. The current cut ratioag = (0
+100x 1) / (4 x 4 x 6) where:

Da (Da), the cost of machine purchasing for this cut = 0,

IA| (A]), the number of machine types = 4Air{1,2,4,6) and 4 ii\'(7,8,9,10),

E’, the total backward flows = 1, and

E’, the total forward flows = 6.

The ratio for the cut demonstrated in Figure 5.68gsal to 100/96 = 1.04.
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Figure 5.9: Initial cut
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In order to get rid of the backward arc betweentthe partitions in Figure 5.9,
either node 4 or node 7 that are connected toaftishad to move to another partition.
Figure 5.10 shows the procedure to move node 4 thenLEFT partition to the RIGHT
partition. After this node has been moved, all Boletween the two partitions are
forward. The total cast of machine purchasing, Whi equivalent to the number of
machines needed to get rid of the backward areqigl to 1, where machine 4 is being
added to the RIGHT partition that originally comiionly machines 7, 8, 9 and 10.
Another way to get rid of the backward arc is tovexmode 7 from the RIGHT patrtition
to the LEFT partition as shown in Figure 5.7. Thenber of machines needed for this
move is also 1, where machine 7 is being addetiad_EFT partition which originally
contains only machines 1, 2, 4 and 6. Since thebeurof machines duplicated needed
for either move is 1, we can choose either wayeaidgom the calculation of the final cut
ratio. Suppose, we are going to choose to add maehto the RIGHT partition to get rid
of the backward arc, the final cut ratio for thereat partitioning is equal toR = (1 +
100x 0) / (4 x 5% 7) where

Da (Da), the smallest cost of machine purchasing forc¢his= 1,
IA| (JA]), the number of machine types = 4 A(1,2,4,6) and 5 iMA

(4,7,8,9,10),

E, the total backward flow = 0, and
E’, the total forward flow = 7.

The ratio for the cut demonstrated in Figure 5sl8dual to 1/140 = 0.0007.
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LEFT Partition RIGHT Partition

________________________

Figure 5.10: Initial with node 4 moved to the RIGHartition

For the initial cut described above, the cut ratithout moving any machine
node is 1.04. The cut ratio after a machine nodeetticand a machine needs to be
duplicated is 0.0007. Therefore, the final valuetlod cut ratio for this initial cut is
0.0007. The final initial cut therefore contains backward flows and the node of
machine 4 is added to the RIGHT patrtition of this. c

After the initial cut has been completely constedgctthe shifting technique will
perform in order to improve the value of the cuiardy moving machine nodes from left
to right and vice versa. The right shifting opesatis going to perform first at this stage
by moving machines 7, 8, 9 and 10, one at a tirom fthe RIGHT patrtition to the LEFT
partition. Each time that a machine moves, a nemiscgenerated and a cut ratio for this
cut is calculated, the same way it was calculapedHe initial cut. If there is a move that
gives a better value of the cut ratio than theahitut ratio, the machine nodes of this

move are removed from the RIGHT partition and addedthe LEFT partition
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permanently. The right shifting operation keepdqgrening until no improvement occurs.
Then the left shifting operation performs afterward

Both shifting operations repeat back and forthlurd@iimprovement can be found.
The final cut obtained at the last step is the temuof this bi-partitioning phase which
will be the two disjoint subgraphs obtained frone tbriginal problem graph. Once the
first bi-partition is obtained, if there is any gmhph (stage) that contains more machine
types than the stage size constraint, this subgnaghto be bi-partitioned further using
the same partitioning technique. The process repigatatively until no subgraph is
larger than the stage size. The partitioning presésps and all the subgraphs obtained at
this last step are final stages in the layout smubf a hybrid flowshop layout problem.

When the layout solution is obtained, the last stefo allocate and assign
machines to each stage and each operation beifigrped in each stage in the final
layout solution. The same machine allocation tempha@iin a modular layout problem is
used here at this phase. All detailed descript®ralieady described in the previous
chapter. Readers shall refer to the previous chémtéhe detail of this technique.

In the next section, the demonstration of how fhigo-cut heuristic approach
works is presented. The Vakharia dataset is used the performance comparison

between the heuristic approach and the optimizasigmesented.
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5.9 lllustration of the Ratio-Cut Partitioning Heur istic Approach

The Vakharia data set is used to demonstrate tbhee@dures of the ratio cut
partitioning heuristic approach for the problemdafsigning a hybrid flowshop layout.
The first step is to transform all routings in tpioblem into a problem graph as shown
in Figure 5.11. For each node in the problem gréipére are two numbers separated by
“|” shown inside each node. The first number isegponding to a product number and
the second number is corresponding to a machindbeurmodes that correspond to the
same product are connected to form the single-tjrephs representing the product
routings. Arcs that connect these nodes have theights equal to the corresponding
production quantities. Since this problem all theights is set to 1 so that arc weights are
not shown in the figure.

Once the problem graph is constructed, all machinethis graph which are
machines 1 through 12 are listed. This machinadistbitrarily divided into two disjoint
sets. Suppose, the two machine sets are {1,2,8}48d {7,8,9,10,11,12}. The problem
graph is then partitioned into two subgraphs whner@es corresponding to the machines
in the same set are located in the same subgraptitigp) as shown in Figure 5.12. The
two subgraphs, referred as the LEFT partition at@HR partition, are connected with
the set of arcs which is called a cut. This cuttaming both forward arcs and backward
arcs as shown is used to calculate an initial &tib for the current partitioning which is
equal to (0 + 100*2) / (6*6*15) = 0.37.

The next step is to examine whether the initialration can be improved. As can
be seen from Figure 5.12, there are few backwardsflconnecting between the two
partitions that can be removed by moving eitherribdes of machine 4 or machine 7
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from one partition to another partition. Suppose thachine nodes 7 that are connected
by the backward arcs are chosen to move from tHeHRI partition to the LEFT
partition. After the machine nodes 7 have been mpte current arcs connecting the
two partitions are now all forward arcs as showrFigure 5.13. The new cut ration is
equal to (1 + 100*0) / (7*6*13) = .0018 which isstethan the original initial cut ratio.
Therefore, the new ratio cut is the final valugha initial cut ratio and the problem graph
is updated to as the graph that contains two spbgravhere all flows connecting these
two subgraphs are forward flows.

Once the initial cut is completely constructed, #tefting technique of right
operation and left operation is performed. Howefarthis example problem, there is no
better solution than this initial cut. Thereforbetfirst layout solution is found where
there are two stages containing machine sets {#,%5,8,7} and {7,8,9,10,11,12} created
as shown in Figure 5.13. Since the stage sizeiofpifloblem was set to 4 so both stages
will have to be partitioned further using the sampartitioning technique described.

After iteratively bi-partitioning the over-size gis until all stages are reduced to
meet the stage size constraint, the final solutsowbtained as shown in Figure 5.14.
There are 5 stages in the final hybrid flowshomlayof the Vakharia data set. All flows
between stages are forward flows. This final lay@gjuires only machine 7 to be placed
in two different stages. After the final layout abtained, it can be seen clearly that
operations in each routing are already allocatedpecific machines in each stage.
Therefore, the process to allocate machines, akEwlorkloads and obtain the number

of additional machines required can be done sttinghardly after this step.
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Figure 5.11: The problem graph representing prooudings
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Figure 5.12: Two partitions from the first cut
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{7,8,9,10,11,12}

{1,2,3,4,5,6,7}

Figure 5.13: Initial cut with nodes of machine 7ved to the LEFT partition
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{1,3}

Figure 5.14: Final solution
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Next, the result from the heuristic approach anel tomparison performance

between the optimization approach and heuristicaggh are presented.

5.10 Results from Heuristic Approach

The heuristic approach described in previous seatias programmed in C++ on
Pentium 4, 2.53GHz, 1GB Ram Windows-based machihe. problem instance of a
hybrid flowshop layout problem was constructed fribra Vakharia dataset containing 19
products and 12 machines. The heuristic approauk less than 1 second to solve this
problem instance. The flowshop layout solution eord 5 stages including {1,3},
{2,5,6}, {4,7}, {7,8,10,11}, and {9,12}. This layou solution can be revised manually
further by merging small-size stages together. Téndsed layout solution can then
contain only 4 stages including {1,2,3,5}, {4,6,74},8,10,11} and {9,12} where only

machine 7 is placed in two different stages.
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Parts

11 1 4 8 9
2] 1 4 7 4 8 7
31 1 2 4 7 8 9
4 1 4 7 9
51 1 6 10 7 9
6 6 10 7 8 9
7 6 4 8 9
8 3 5 2 6 4 8 9
9 3 5 6 4 8 9

10 4 7 4 8

11 6

12 11 7 12

13 11 12

14 11 7 10

151 1 711 10 11 12

16] 1 711 10 11 12

17 11 7 12

18 6 7 10

19 12

Stage 1 Stage 2 Stage 3 Stage 4

Figure 5.15: Result from the heuristic approach

After the result is obtained from the heuristic mygeh, the work load calculation
and machine allocation can be performed. The résihown in Figure 5.16. From the
calculation, there is 1 copy of machine 7 requii@dstage 2 and 4 copies required for
stage 3. There are only 4 copies of machine 7 abail therefore, 5 copies of machine 7
need to be purchased additionally to satisfy thgaciy requirement of each stage in the
solution. The performance comparison between theistee approach and optimization

approach is presented next.
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Product

Machine

1 2 3 4 5 6 7 8 9/ 10| 11| 12
1 0.02 0.01 0.01] 0.01
2 0.26 0.46 0.51| 0.10
3 0.18] 0.21 0.16 0.17| 0.07| 0.13
4 0.09 0.08 0.09 0.07
5 0.50 0.31] 0.49 0.36| 0.58
6 0.47| 0.74| 0.29| 0.54| 0.88
7 0.23 0.16 0.10| 0.19
8 0.79| 0.66| 0.59| 0.66| 0.42 0.26| 0.48
9 0.34| 0.31| 0.34| 0.21 0.13] 0.25
10 0.16 0.09| 0.04
11 0.32
12 0.26 0.28| 0.15
13 0.06| 0.03
14 0.20 0.23| 0.22
15 0.26 0.26 0.30| 0.57| 0.15
16 0.69 0.67 0.80| 1.49| 0.38
17 0.34 0.38| 0.19
18 0.11| 0.17 0.21
19 0.10
Stage 1 2.00 1.00 1.00 1.00
Stage 2 2.00 2.00 0.87
Stage 3 3.13 1.00 3.00 3.00
Stage 4 2.00 1.00
M/Cs Required 2 1 1 2 1 2 5 1 2 3 3 1
M/Cs Available 2 1 1 2 1 2 4 1 2 3 3 1
Extra M/Cs 1

Figure 5.16: Machine allocation for the heurisfipeoach
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5.11 Comparison Study

The results from both optimization approach anb+eut heuristic approach have

shown in Table 5.4. The study has been done foifférent data sets, same as in the

experimental study of a modular layout problem. @ktails for these datasets are shown

in Appendix B.

Dataset CPU Time (s) No. of M/Cs

duplicated

OPT R/C OPT R/C

Vakharia_19x12 32 <1 1 1
ABB_50x25 13,412 <1 2 3
Mettler_25x13 14,074 <1 4 6
Purcheck 28x18 20 <1 0 0
Sekine_13x12 <1 <1 0 0
Tecomet_42x15 441 <1 1 2

Remarks: PT = Optimization Approach
R/C = Ratio Cut Heuristic Approach

Table 5.4: Performance comparison between the ggation and the ratio-cut heuristic

approaches

As can be seen from the performance comparisde, ttie heuristic approach has

performed reasonably well providing the same sohgias optimization approach from 3

out of 6 cases. The cases that the heuristic apprcan not provide the optimal solutions

are the cases of ABB_50x25, Mettler 25x13 and TatodPx15. These cases are more

complex than the others since they require a cemaimber of machines duplicated.
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Although, the heuristic approach cannot obtaindpgmal solutions for such cases, its
solution is acceptable when considering its compriaime which is less than a second
while the optimization approach takes more thamm@é in two cases. The enhancement
approaches such as random search techniques aalntalyshelp improving the quality

of solution from this heuristic approach.

5.12 Discussion and Conclusions

In this chapter, a hybrid flowshop layout was idimoed to address the lack of
efficient layout that can exploit the benefits ¢dw process production in HMLV
facilities. The concept of this layout is to divjdkuplicate and reorder existing machines
in a functional layout and transform them into awfdine-like layout with minimum
additional machines required. Machines in a hybledvshop layout are divided into
disjoint groups called stages, all stages are ge@rnn a sequence, and forward flows,
either in-sequence or bypass, between these stages layout are promoted. Each stage
may contain machines of the same types or diffetgpes. It is similar to a layout
module; however, in a modular layout, intra-modatedl inter-module flows are more
focused. In a hybrid flowshop layout, flow directiand machine duplication are more
focused.

The problem of designing a hybrid flowshop layowtswroven to belong to the
class of NP-complete problem. Thus, solving a hibilowshop layout problem
optimally is applicable only for small problem iastes. For large problem instances, a
heuristic approach using the ratio-cut partitiontaghnique was developed. The results
of this heuristic has shown that it can providedjoesults with less computational efforts
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compared to the optimization approach. Incorpogatiith enhancement approaches such
as random search techniques should help improviagsolution quality of the solution

from this ratio-cut approach.
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CHAPTER 6

LAYOUT DESIGN FOR JOBSHOPS IN HIGH-MIX LOW-VOLUME

MANUFACTURING FACILITIES USING PFAST

6.1 Introduction

In this chapter, we describe current methods tagdethe layouts, including the
proposed layouts, for jobshops operating in a HMénwironment. The use of PFAST
(Production Flow Analysis and Simplification Todlksoftware to design these layouts is
demonstrated using a case study to describe vapragsical concepts and approaches for
layout design. There are several criteria influegcithe process of selecting and
designing a layout that is a “best fit” for a HML€cility. It seems that there is no
absolute method or solution that suits every adterand different configurations of
product variety, production volume, and demandibtabHence, we introduce a range of
conceptual layout configurations and methods ftecting and designing both traditional

and non-traditional layouts that can suit differeiMLV facilities. The software PFAST
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was used in a real-world case study based to danatm$row to design layouts for any

complex HMLYV jobshop facility.

6.2 Layout Design with PFAST
One of the most successful approaches for designlagout for a HMLV facility

is Production Flow Analysis (PFA), introduced byrBudge (1963). Its objective was to
provide an efficient method of transforming a "pss focused organization" to "product
focused organization.” It is an approach derivennfithe concept of Group Technology
(GT) which seeks to identify and group togetherilsinparts to take advantage of their
similarities in manufacturing and design. Using RiEAmplex material flows resulting
from process oriented layouts, or functional lagowre converted into more organized
and efficient flows via transformation to produatemted layouts, which are either
cellular or flowline layouts. However, this apprbas only suitable when the complexity
of the production flow is not too high and the protd mix clearly contains product
families. When the complexity is very high and prodfamilies are unclear as of most
HMLYV facilities and jobshops, traditional manual #Ean be difficult to apply. PFAST,
developed by Irani et al (1999), extends the mam&thods of PFA to enable the study
of production flows in complex HMLV environments & the manual methods of PFA

cannot be used.
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Layout Design for HMLY Facilities using PEAST
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Figure 6.1: An overall framework of production flamalysis (PFA) and layout design

using PFAST
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PFAST provides an effective integrated suite obatgms for production flow
analysis and layout design. Key benefits of usifgAET are simplifying the flow
complexity in real-world HMLV environments by comtieg complex flows into more
organized and efficient flows and selecting the nappropriate layout on a case-by-case
basis.

The current version of PFAST consists of severgbrthms which can be
categorized into the following modules:

a. Data Collection

b. Product Mix Segmentation

c. Flow Assessment

d. Product Family Formation

e. Layout Design (Traditional Layouts and Non-Traditéb Layouts)

Figure 6.1 shows the systematic use of the abowtutas to simplify production
flows and design facility layouts using PFAST. Tloav chart starts with data collection.
Input data required by PFAST include informationtleé products, machines, and the
current layout of the facility is gathered and fedtb the software. The Product Mix
Segmentation module is used to identify criticaldurcts based on production volume &
revenue especially when the size of product mixois large to analyze. The Flow
Assessment module coupled with Product Family Ftomahelp to assess the
complexity of the current production flow networlAt this step, PFAST suggests the
possibility of a cellular layout for a portion of@oduct mix if there is evidence of the
existence of a few clear-cut product families ia groduct mix. As shown in Figure 6.5,
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the Layout Design module helps analysts to desiffjerent types of layouts. The design
of a Functional Layout is done using from-to chartalyses and a Block Layout
algorithm. The Product-Process Matrix ClusterindR{lPAnalysis) and the product-
routing Hierarchical Clustering technique (PR-Ilalysis) are used to design a Cellular
Layout. To design a Flowline Layout, approachesdu® design a Cellular Layout can
be coupled with the Modified Multi-Product Proce€hart (MM-PPC) or PR-IV
Analysis. Modular layouts can be designed by usangubstring-clustering technique
(PR-IIl Analysis) coupled with Hierarchical Clusiteg (PR-Il Analysis). In addition, a

Hybrid Flowshop layout can be designed by usingvind-PPC (PR-IV Analysis).

6.3 Case Study

This section presents an industrial applicationngisiPFAST to design
manufacturing layouts in a HMLV manufacturing eoviment. Industrial data were
collected from a forging company. This is a job glrompany manufacturing a product
mix that contains 79 products and the routings bictv range from 3 to 15 operations.

Details of this industrial data are described irp&pdix A.

6.3.1 Data Collection

In order to run PFAST, three input data files aguired containing the following
data:

1) Products

2) Machines

3) Current layout

150



This input data is also known as P-Q-R-$ data besduconsists of: apart (or
product) # and description (optional), b) annualduction Quantity, ¢) manufacturing
Routing, and d) annu&ales (or profit or revenue).

Each operation in a manufacturing routing must gea specific workcenter, a
group of identical machines, to process the padchhe information includes the list of
all manufacturing workcenters and supporting eq@pithat appear in the routings of
parts produced in the manufacturing facility. Ind#éidn, the list of machines, area
requirements of each machine footprint, and thegyolit attributes should be provided.

Examples of these attributes are:

i) Whether a machine is a monument, i.e. wouldeitvBry expensive to relocate

that piece of equipment,
i) Whether additional copies of the equipment regkth different manufacturing
cells can be purchased at reasonable cost, and
iii) Whether a machine is interchangeable in itpatalities with any other
machines.
The drawing of the current layout displays the tmoes of all manufacturing
workcenters and support services utilized in theditg. This information will be needed

to visualize the production flow in the currentday graphically and it also serves as a

template to design new layouts.
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6.3.2 Product Mix Segmentation

In order to study and simplify production flows anmanufacturing facility, the
first step is to identify and separate the sigaific from the insignificant products,
thereby; focusing the products contributing to tdeminant flows. Product Mix
Segmentation can be done using (i) P-Q Analysisclwhs also known as an ABC
Analysis or Pareto Analysis and (ii) P-Q-$ Analysisich is a bi-criteria extension of the
P-Q Analysis. By using either of these two techegjudominant products can be quickly
identified using an 80-20 rule. Depending upondhterion to choose, either Production
Quantity Alone or both Production Quantity and Rewe the 80-20 rule seeks the
sample of products that contributes 80% of totaaQitly using P-Q Analysis, or 80% of
both Quantity and Revenue using P-Q-$ analysisurEi®.2 shows an example of how
the dominant products can be selected by lookintpenAggregated Quantity column in
P-Q Analysis, or both the Aggregated Quantity arghegated Revenue columns in
Figure 6.3.

The product mix segmentation described above carebehelpful when working
with very large datasets. In this case study, stheee are only 79 products in the mix,
this analysis was ignored. However, if the data kadl,000, then product mix

segmentation would have been necessary.
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6.3.3 Flow Assessment

Once the dominant products are identified and saedr PFAST helps to
visualize their production flows using both grahi@nd quantitative analyses. The
graphical analysis is called a Flow Diagram or adhetti Diagram. There are 3 types of
diagrams, Q-Type, $-Type, and f-Type representimigme flows, sales flows, and the
number of different products moving between machimespectively. Figure 6.4 shows
the Q-Type diagram mapped on the current layotiisffacility.

Corresponding to each graphical analysis, a quivet analysis called From-To
Chart, each chart being a quantitative represemtiatif the corresponding spaghetti
diagram. Figure 6.5 shows the Q-Type From-To Cbfitis case study. Particular flows
between pairs of machines in the Q-Type spagh&tgrdm in Figure 6.4 can be read
from this chart. For example, there is a thick arfoom machine 1 to machine 26. This
flow can be read from the From-To chart by findargentry in the chart from the row for
machine 1 and the column for machine 26. The apjai@pentry in the chart is 365,806
meaning that a total of 365,806 products are trageirom machine 1 to machine 26
annually.

Both graphical and quantitative analyses as desdrienable analysts to
investigate the complexity of the flows and to mpui@ae suitable layout solutions for
reducing the complexity of the current productitmws. As can be seen in the Q-Type
spaghetti diagram for this case study, all flowsthe current layout are chaotic and
crisscrossing the entire facility layout. Most HMUvanufacturing companies exhibits
this kind of disorganized flows in their facilitieMany thick lines that represent high
volume flows traverse across buildings or machin@hin any building. Functional
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layouts, where similar machines tend to be plaoetieé same departments (or buildings)
will always exhibit there chaotic flows.

If machines are not placed close to each otheduuts that are traversing from
one machine to the other machine will be batchadaal in large containers that material
handlers will then transport between the machinéarge intervals. The disadvantage of
batch manufacturing is that there is a discontynuitmaterial flows and significant inter-
machine travel delays between machines. Insideildithg, batches often take about a
day or less to travel from one machine to anotBetween buildings, they may take
several days or a week. Thus, batch processes lefted high production lead time and
high work-in-process (WIP) inventory at machine tiaes.

Besides the high production lead time, high WIPemory, and high material
handling cost, when the flows are chaotic in amylitg that means the scheduling and
product tracking become more complicated. Amongeedhitraditional layouts—a
functional layout, a cellular layout, and a flowdinayout, material flows can be
scheduled and tracked much easier in the flowkyeut and the cellular layout compare
to the functional layout. Thus, many HMLV companierd to deploy either cellular or

flowline layouts, both of which are essentially guat-oriented layouts.
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6.3.4 Product Family Formation

In addition to the visualization of the complexidy material flow networks, an
important capability of PFA is product family fortran. Thereby, PFA simplifies the
material flow network by segmenting a complex mateflow network into smaller
subnetworks for families of similar products. Fimgliproduct families hidden in a current
product mix is a very important application of PFA. PFAST, a product family is
defined as a group of products that have similatings containing a group of machines
to perform the operations needed by the producilya®BFAST identifies and groups
similar products based on their routings using &imalustering technique as well as a
hierarchical clustering technique.

Cluster Analysis is one of the most recognized neples for product family and
cell formation in Group Technology used in PFASTis technique clusters objects into
several groups based on their features. When applyie clustering technique in PFA,
parts or products and machines are formed intofpariies and manufacturing machine
cells based on criteria such as product or mactiméarities. In order to logically group
the products and machines into a number of celispduct family identification and cell
formation problem has to be solved. The most geéf@naulation of the cell formation is
matrix clustering using row and column permutations

The matrix formulation for PFA constructs a matdalled a part-machine (or
product-machine) matrix that represents the relgiigp between parts and machines as
captured in their routings. The entries in thisnmedre binary digits, 0 or 1. (Zero entries
in part-machine matrices are normally represenietllank entries.) An element,{ of
the matrix is “1” if maching is used by parf, “0” otherwise. When using the matrix
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clustering method, an initial matrix with unstrued entries is transformed to a more
structured form called a block diagonal form. Fe@.6 shows the original unsorted
matrix and sorted part-machine matrices using mattistering technique where product
families can be derived from the diagonal blocks.

Ideally, each product family should contain pragduthat require a set of
machines and each set of machines that does ndapweith any other family, i.e. each
machine set should be unique to any one correspgnatioduct family. However, in
practice, there may be some overlaps of machinegelea two or more product families.
For example, in Figure 6.7, part family 1 contapreducts 1, 6, and 3 and utilizes
machines 2, 8, 4, and 1. However, the element X f 8he matrix for machine 1 and
product 8 technically belongs to part family 2. wéwver, it also requires machine 1
which is routinely used to manufacture the partant family 1. Similarly, for the
element (10, 2) of the matrix for product 2, it sdsamachine 10 which is mainly used for
the parts in the part family 6. These overlappingchines are called shared machines
since they are being shared among different parfpfoduct) families. The more the
number of machines is shared in cellular manufaaguayouts, the less efficiency can be
expected because operators in a cell will getinpged by parts or products that do not
belong to its product family. Thus, one of the &dading tasks for designing a cellular

layout is to minimize intercell flows and cell olegrs due to the sharing of key machines.
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Figure 6.6: Unsorted and sorted part-machine mestric

In PFAST, a part-machine matrix is generated bya&gorithm called PR-I
Analysis that uses a matrix clustering heuristice Tesult of this algorithm for the case
study is the part-machine matrix in Figure 6.7.addition to PR-I Analysis, PR-II
Analysis uses a hierarchical clustering to prodtltte dendogram this figure. The
dendogram provides the analyst a different viewdemtify the product families. In the
dendogram, a vertical line shows a group of pdrét are grouped into a cluster. The
position of the line represents the similarity amaime clustered parts. The closer vertical
line is to the right hand side, the more similag @ar the parts in the cluster. For example,
the first vertical line in the dendogram in thigure is the line that clusters the first 13
parts because all of them use the same set of mexcbb, 57, 25, 52, 48 and 1. As their
lines move to the left, the part, as clusters afgpdeing grouped then to be dissimilar..

When different product families share a large nundfenachines, it becomes difficult to
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visualize diagonal blocks to create independendyeb families using just the part-
machine matrix. The dendogram provides a bettactsiral view of cluster relationships
to help analysts define the boundaries between ugtothmilies if the part-machine
matrix representation is ambiguous.

In PFAST, the 0-1 relationships between machinesparts is the only attribute
used to construct both the part-machine matrixderiogram. There are numerous other
attributes such as operation sequences, setupimest/ cell/part family size constraints,
material handling costs, machine capacity condsamachine investment cost that must
be used to determine the product families and nmactells. These attributes are beyond
the 0-1 part-machine matrix and the tree-like dgndm to capture. PFAST needs the
analysts to use experience and judgment, somethaigio algorithm for product family
formation could ever do.

In Figure 6.7, based on visual and experimentaisa@ts, four products families
can be formed with several shared machines. Thedgmduct families may need to be
re-organized later to suit final layout since thenfly compositions play a significant role
in the design of a cellular layout or flowline laitp as described in the next section. At
this point, the identification of potential produtamilies and the machine sharing
relationships among these families is essentiadven proceed to the next step in the

layout design process.
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6.3.5 Layout Design

Using the combination of PR-I and PR-1l Analysdse ainalysts can quickly see
whether product families exist, partially exist,rame exist. If there is no evidence of the
existence of product families, then functional laywith updating the relocation of the
machines with high traffic can be the best choitthere is only one dominant family of
products, then a flowline layout may be the mogirapriate choice. If several potential
product families are obvious, then cellular mantifang with machine sharing or
duplication can be a solution. When product farmibee observed but cannot be clearly
distinguished as several machines may be heavdyedhby different product families,
then hybrid layouts that are a combination of fior@l layout, cellular layout, and
flowline layout can be a solution. Especially iretbase non-traditional layouts such as
modular layouts and hybrid flowshop layouts camw &le considered.

In PFAST, there are algorithms that helps to dediga types of layouts—
Functional Layout, Cellular Layout, Flowline Layoutlodular Layout, and Hybrid
Flowshop Layout. The following section describesstn layout design algorithms in

detail.

6.3.5a Design of Functional Layout
The problem of designing a functional layout isjt;isimplest-form, a Quadratic

Assignment Problem (QAP) that can be formulatetbbsws:
Min> > c,.f, d;
i

where
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Ci = the cost of moving one unit load per unit dis&from department
i to departmenit

fi = the flow or frequency of materials move from dgmenti to |
normally measured in a number of trips per a peoiotime, and

dj = the distance of moving materials from departinén;.

Functional Layouts are convenient whether produgtand production volumes
change because customer requirements change ftgquespecially for HMLV
manufacturers. PFAST contains a block layout atgorito design a functional layout.
PFAST uses a design skeleton approach coupledam@enetic Algorithm to solve this
problem heuristically. While there is no guarandé®ptimal solutions, PFAST provides
good solutions in reasonable time, especially winemking with large and complex
datasets.

The block layout for this case study produced BAST is shown in Figure 6.8
where machines with heavy traffic between thempdaeed next to each other as much
as possible. The thick arrows in the block layagresent the high volumes of material
flow. Thereafter, a company if they can relocate thgh traffic machines since it is
usually costly to change an existing layout.

In the case study, it is clear that there are sévmairs of high traffic machines
that are located far apart. For example, machinend 26 are located in different
buildings. This pair of machines is a good exampleonsider relocating them in order to
reduce the travel distance between them sincewtitlagventually result in reduction of
material handling and WIP costs incurred by theentrlayout.
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Figure 6.8: Block layout
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6.3.5b Design of Cellular Layout

If product families exist, manufacturing compantes seek to replace a portion
of their current functional layout by a cellularyémt. A cellular layout is best
implemented in the following situations: (1) if one more distinct product families can
be identified, (2) if the number of exception opena and machines shared by two of
more cells is minimal, and (3) if the cost of dgplion of machines of the same type
among multiple cells does not exceed the capitastment budget. In this case study,
the four product families were identified; howeviirese product families require several
machines to be shared among them ex machines 1&dn8%7 as shown in Figure 6.7.
Hence, it is not possible to completely convert thierent layout into a cellular layout
unless many machines are duplicated, some machanesmoved, and buildings
consolidated. The feasible allocation is to implatn@ manufacturing cell for the most
distinct product family and produce the remainimgducts using the current functional

layout. From Figure 6.7, product family 1 is thesbeandidate for producing in a cell.

55

Figure 6.9: Flow diagram for product family 1
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Figure 6.9 shows the Flow Diagram for product faniil This product family
does not contain monument machines or expensivaimes(red colored machines) so it
is quite possible to setup a manufacturing ceprimduce this product family. There are
some heavily shared machines that merit attenfibese machines are machines 55 and
57. Machine 55 is used for the least operationh@ toutings for product familyl.
Therefore, interruptions in product family 1 reedltby machine 55 being shared with
other product families can be neglected. Howevegchine 57 is used in the middle of
the routings of product family 1; therefore, thischine may need to be duplicated to
contain the flows of the parts in this product fgnm its manufacturing cell.

For this case study, Figure 6.10 shows a possibiplementation of a
manufacturing cell in the current layout. If fedsikthere are two machines that need to
be relocated or duplicated. Machine 1 and machineedl to move from building #1 to
building #2. There are also three machines/operstithat are external operations
meaning that these products or parts will neecetmbnufactured outside the facility and
then return to the cell for the remaining operagiam their routings. To prevent delays
and flow interruptions because of the external ajens, the company may need to
consider bringing back some of these outsourcedatipas and doing them inside the
cell. If that is not an option, then a two-bin kanbor some type of buffer inventory may

need to be established to keep all the operatiotiei cell running efficiently.
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Figure 6.10: A manufacturing cell for product faynll
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6.3.5¢ Design of Flowline Layout

Flowline layouts are the least preferred type gbila for HMLV manufacturing
facilities. In order to implement and operate floel layouts efficiently, manufacturing
companies need a stable product mix, stable denaaradhigh production volume. It can
be very difficult to find any HMLV facilities thatre suited for flowline layouts.
However, there can be a possibility that there g@ion of products or a product family
that have high production volume and identical, very similar, routings. In this
situation, a flowline layout and can be designed tfee cell to produce this product
family.

In order to find a product family that is suited f flowline layout, all product
families needed to be first identified and mapp&mhce the product families are
identified, the flows of these product families dee be mapped as shown in Figure
6.11. The mapping of the flow network for each pdfamily shows the linearity of
flows ad number of machines in the cell. In thisecatudy, it can be noticed that product
families 3 and 4 have the majority of flows stregwadl and in the forwarded direction.
However, production volumes for these two prodactifies are very low. It may not be
economically feasible to dedicate a set of machioesnplement a flowline layout to
produce either of these product families. Instgadduct family 1 seems to have the
largest amount of production volumes, about 50% otz volume, and all major flows of
its products are simple and forward. Therefores firoduct family should be examined
for the feasibility of implementing a flowline layd However, before proceeding to a
design process, unmanageable flows such as badkigalows should be removed.
Such flows prevent flowline layouts from operatirgfficiently. The process for
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identifying and removing such unmanageable flowsloa done using PR-IV Analysis in
PFAST.

PR-IV Analysis does an alignment of product rousirig such a way that misfit
routings in the product family can be identifiecdsiba These misfit routings that create
the non-conforming flows can be recognized and reddrom the product families as
shown in Figure 6.12. When all the misfit routirage removed, there are 20 products left
and this set of products requires about 7 machi@ege all unmanageable flows are
removed and the remaining flows are unified, a fiogvlayout for this product family
can be implemented as shown in Figure 6.13 assuthatgmachine 57 is brought in to
the facility to smoothen the operations in the fio.

The flowline layout implemented for this case stympduces 20 products that
account for 706,426 units of production volume, athis about 40% of total production
volume. If any HMLYV facility can partition their coplex production system to be able to
manage 40% of their product mix efficiently usingwiline production, this would be a

tremendous improvement in their existing operations
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Part Family #1
¥Q = 895426
>'$ = 3064852

Part Family #2
¥Q = 399504
>'$ = 8616356

Part Family #3
¥Q = 259350
¥$ = 4776576

Part Family #4
Q= 212198
>$ = 6016976

. = Monuments

D = External Operations

Figure 6.11: Flow mapping diagrams for each prodaily
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Part

80-121148

80-4035144

80-4035149

80-4039260

80-4003111

80-4009121

80-4009262

80-4009263

80-4009270

80-4010346

80-4010348

80-4010349

80-4010350

80-4010351

80-4010352

80-4011725

80-4041707

80-4011714

80-4012169

80-4012174

80-4012179

80-4012212

80-4012213

80-4059989

80-4030339

80-4030341

PR RPRRPRPRPRPRPRPRPRPRPRPREPRPRPRPRPRREPRPRERERRER
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26
26
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26
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27
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25
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25
25
25
25
25
25
25
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52
52
52

52
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52
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52
52
52
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52
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52

48
48
48
48
48
48
48
48
48
48
48
48
48
48
48
48
48
48
48
48
48
48
48
48
48

Misfit Routings

Figure 6.12: PR-IV for product family 1 and migfitutings

. = Monuments

D = External Operations

Figure 6.13: The implementation of the flowlineday over the current layout
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6.3.5d Design of Modular Layout
The approach for designing a modular layout usiRg%T is as follows:
1. Define sets of strongly connected machines usinglIPRnalysis as
prospective layout modules.
2. Replace the original substrings of operationsrimdpct routings with layout
modules.
3. Map the new routings on the current layout with thachines grouped into
modules.
The first step to define a set of strongly connécateachines can be done by PR-
lIl Analysis, as shown in Figure 6.14, which shadifferent substrings of operations that
occur in manufacturing routings. The first colunmnindicates the size of each substring
ranging from 2 machines to at most the length efldmgest routing, which is 15 in this
case study. The frequency column is the numbercofimences of each substring. The
percentages columns indicate the product quantidyravenue proportion contributed by
each substring. The dendogram, on the right-hathel-af the table is essentially a PR-II
Analysis of the common substrings of operationseiad of the complete routings. Figure
6.15 shows examples of layout modules generataddrging sets of substrings together
based on their sequence similarities, quantity, evénue of products being processed
by these sets of common machines. The red-dashed owvthis figure represent final
layout modules that are going to be implementede Tfiain factors that drive the
selection of the final layout modules are the sif@ach layout module, availability of

machine to allocate to the modules, and cost ohmaauplication.
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Once the layout modules are generated, the origimaluct routings will need to
be modified. For example, part 80-4035144 in thmsec study has its routing
as P>28->50>27->48->55. Using the final layout modules obtained earlteere are
two available layout modules—module (29-28) and-%83—that can replace some of
the machines that appear in the routing. The nawing for part 80-4035144 becomes
1->(29-28)>50->27->(48-55). Figure 6.16 shows all routings updatediow the sets
of machines in each routing aggregated into layoodiules.

After updating the original product routings, thexh step is to map the new
routings and layout modules on the current laydine modular layout that could be
implemented using the updated routings and shottiadayout modules mapped on the
current layout is shown in Figure 6.17.

It is obvious that material flow network in the nudakr layout is much cleaner and
clearer then the original layout. Most of the loakyme crisscrossing flows in the
original layout have been eliminated. This reduttio the complexity of material flows
in a functional layout can always be expected maalular layout.

In this case study, the modular layout needs onb/ machine, machine 17, to be
duplicated and the remaining machines requirindpdorelocated into layout modules.
Based on standard distance calculations, the tietel distance reduces from 2.57%10
in the current layout to 0.77x10n the modular layout, i.e. a significant improvemn
(70% reduction in traveling distance) that can kpeeted from this layout change. The

detailed calculations of total distance scoregdaribed in Appendix C.
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Length | Frequency | % Qty. | % Rev. Substring
2 6 | 382 | 1.09 7248 |
;] 3 2.00 048 1-228-250-27-248-255
2 23 | 41585 | 11.85 48->55
3 20 | 3855 | 11.37 52-248->55
;] 7 17 432 1-226-257-252-248-255
2 3 8.29 155 57-248
5 2 6.70 1.15 1-337-29.257-248
2 14 | 2552 | 10.15 1-257
] 13 | 22.03 7.05 1-257->25-252->48-255
2 2 7.52 5.09 57->4
2 8 | 1946 769 26-257
2 10 756 | 28.16 57-254
2 12 575 | 20.73 54-257
3 5 3.84 | 10.82 54-57-255
4 2 3.58 748 57-254-257-255
2 10 | 12.03 | 1482 54-255
2 14 430 | 25.76 57-255
10 e 045 | 1483 1726222 7->12-8->42->41->57->55
4 2 2.50 9.54 29-28-»4-255
2 & 4.58 | 13.61 29--28
2 5 1.25 948 54-229
2 6 | 1122 | 1138 4554 |
3 2 | 10.24 4.24 4-»54-55 |
2 10 | 16.87 | 23.88 4-255 |
3 3 | 1337 531 26-24-255
2 4 | 1612 6.45 26-24
2 8 2071 546 1->26
10 4 0487 714 17237012 2B 24254279 2 4-255
5 5 1.25 9.48 17-23-27:312-28
4 & 5.50 | 1156 17237212
3 7 6.37 | 1570 3x7-212
2 21 | 712 | 3755 7oz |
3 19 200 | 3133 7-212->8
4 L] 0.57 59.36 Fo>12.28-254
16 5 0.25 702 | 17-26:>56->16-2 1131026 > 7212 »8-254.257-554-253.28-255
9 3 1.83 0.62 1721602112 10> 26> 292 28- 2 27->48
2 23 | 1517 | 2994 11-+10
3 12 13.51 11.37 16-»11->10
4 7 13.22 4.34 17-216->11->10
5 5 1055 3.85 17-216->11->10->26
7 2 912 3.24 17->16->11-> 10> 26->4-255
7 2 2.27 045 17-216->11->10->57-»53-255
10 3 0.26 345 176> 2-»11-> 10-> 29> 28-> 54->57->55
2 25 185 | 33.72 17-=6
3 20 165 | 26.70 175652
& 10 1.17 9.89 17-»6-»2->11->10->29
8 7 052 644 17-+6->2->11->10->29->54->55
2 2 431 1.63 17-256
2 2 | 10.24 4.24 17-=1
6 6 6.3 3.37 17-230-540->21-222-355
5 7 9.16 | 10.57 17-339-240-221-222
3 10 | 12.01 | 26.77 17-239-240
2 10 | 12.01 | 26.77 39->40
2 10 1.33 | 1858 43-241

Figure 6.14: PR-Ill Result

176




Substring

27->48

1->28-»50-»27- »48->55

48-255

52-»48-255

123657252 »48-255

57-»48

1-227-29-257-248

1-=57

1-257-225-252->4B8->55

5724

26-257

57-254

54-257

54.257-255

57-254->57->55

54->55

57->55

17-26-22-27-212-28-»42-241-257-255

29-236-24-255

20-228

4-254->55

4-255

26-24-255

26-»4

1-226

17232721228 »4-254-2 9. 24-255

17->3-57->12->8

17:23:27=>12

Fer7-212

7212

To=12-28

Fer1Z-»8-254

172G =56 16 = 112 10262 - 12- »8-254- 257- 254-2 53 »5-255

17-216-211->10->26->29-228-»27->48

11-=10

16->11->10

17-216->11->10

17-216-211-210-226

T
17-216->11-10-»26-»4-»55
17-=16-=11->10-257-=53->55 | P

17-26-32->11->10->20-28-554. 557-555 o =~
N WaWa
172622 N P

17-26-22-211-210-229

17- 26222 11-210-229- 54-255

17-256

17-=1

17-39-240->21->22

N N

17:239-240-221-222-255 / \ \
1 | — '

| A 2N '

17-239-240 AT e -
39-240 _/r_ e

42->41 s N
- \
' '
\ '
N /
N .

Figure 6.15: Layout module formation using PR-III
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Parts

80-4035144 1 29-28 50 27 48-55

80-4035149 1 29-28 50 27 48-55

80-4039260 1 29-28 50 27 48-55

80-4003111 1 54-57 25-52 48-55

80-4009121 1 54-57 25-52 48-55

80-4009262 1 54-57 25-52 48-55

80-4009263 1 54-57 25-52 48-55

80-4009270 1 54-57 25-52 48-55

80-4010346 1 54-57 25-52 48-55

80-4010348 1 54-57 25-52 48-55

80-4010349 1 54-57 25-52 48-55

80-4010350 1 54-57 25-52 48-55

80-4010351 1 54-57 25-52 48-55

80-4010352 1 54-57 25-52 48-55

80-4011725 1 54-57 25-52 48-55

80-4041707 1 54-57 25-52 48-55

80-4011714 1 26 54-57 25-52 | 48-55

80-4012169 1 26 54-57 25-52 | 48-55

80-4012174 1 26 54-57 25-52 | 48-55

80-4012179 1 26 54-57 25-52 48-55

80-4012212 1 26 54-57 25-52 | 48-55

80-4012213 1 26 54-57 25-52 | 48-55

80-4059989 1 26 54-57 25-52 | 48-55

80-4030339 1 27 9 54-57 | 48-55

80-4030341 1 27 9 54-57 | 48-55

80-191820 17-6-2 | 16-11-10 26 29-28 27 48-55

80-522500 17-6-2 | 16-11-10 26 29-28 27 48-55

80-551500 17-6-2 | 16-11-10 26 29-28 27 48-55

80-27377 17-6-2 16-11-10 26 4 48-55

80-671391 17-6-2 | 16-11-10 26 4 48-55

80-671635-00 17-6-2 3 7-12-8 26 4 48-55

80-921790 17-6-2 3 7-12-8 54-57 | 29-28 4 48-55
80-4030007296094 17-6-2 3 7-12-8 4 54-57 | 29-28 4 48-55
80-4030007296091 17-6-2 3 7-12-8 4 54-57 | 29-28 4 48-55
80-4030007296090 17-6-2 3 7-12-8 4 54-57 | 29-28 4 48-55
80-4030007296089 17-6-2 3 7-12-8 4 54-57 | 29-28 4 48-55
80-150T084LT 17-6-2 7-12-8 42-41 54-57 48-55

80-37355-1072 17-6-2 7-12-8 42-41 54-57 | 48-55

80-37355-1084 17-6-2 7-12-8 42-41 54-57 | 48-55

80-G121-1002 17-6-2 7-12-8 42-41 54-57 | 48-55
80-NL150TO60LT 17-6-2 7-12-8 42-41 54-57 | 48-55
80-NL150T072LT 17-6-2 7-12-8 42-41 54-57 | 48-55
80-NL150T084LT 17-6-2 7-12-8 42-41 54-57 | 48-55
80-NL150T096LT 17-6-2 7-12-8 42-41 54-57 | 48-55
80-NL150T120LT 17-6-2 7-12-8 42-41 54-57 48-55

80-D8097 17-6-2 | 16-11-10| 29-28 54-57 | 48-55

80-C558-1 17-6-2 | 16-11-10] 29-28 54-57 | 48-55

80-C55581 17-6-2 | 16-11-10] 29-28 54-57 | 48-55

80-C46806-1 17-6-2 | 16-11-10| 29-28 54-57 | 48-55

80-C27416-2 17-6-2 | 16-11-10| 29-28 54-57 | 48-55

80-C27416-1 17-6-2 | 16-11-10| 29-28 54-57 | 48-55

80-A37353 17-6-2 | 16-11-10| 29-28 54-57 | 48-55

80-3260-503 17-6-2 | 16-11-10| 29-28 54-57 | 48-55

80-3260-0980 17-6-2 | 16-11-10| 29-28 54-57 | 48-55

80-3260-041 17-6-2 | 16-11-10] 29-28 54-57 | 48-55
80-9627712-301UP 17-6-2 56 16-11-10| 17-6-2| 7-12-8 | 54-57 53 7-12-8| 48-55
80-9627713-301UP 17-6-2 56 16-11-10| 17-6-2| 7-12-8| 54-57 53 7-12-8| 48-55
80-9627714-301UP 17-6-2 56 16-11-10| 17-6-2| 7-12-8| 54-57 53 7-12-8| 48-55
80-9627715-301UP 17-6-2 56 16-11-10| 17-6-2| 7-12-8| 54-57 53 7-12-8| 48-55
80-9627716-301UP 17-6-2 56 16-11-10| 17-6-2| 7-12-8| 54-57 53 7-12-8| 48-55
80-S113-1001 17-6-2 16-11-10 54-57 53 48-55

80-S113-1004 17-6-2 16-11-10 54-57 53 48-55

80-121009-00 17-39-40| 21-22 48-55

80-121018-00 17-39-40| 21-22 48-55

80-121188-002 17-39-40| 21-22 48-55

80-121189 17-39-40| 21-22 48-55

80-121387 17-39-40| 21-22 48-55

80-ULC0200 17-39-40| 21-22 48-55
80-9033023-303 54-57 48-55

Figure 6.16: Layout module replacement in the rgi
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. 1722 . = Monuments
E [ Q D = External Operations
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Figure 6.17: Material flow in the modular layout

6.3.5e Design of Hybrid Flowshop Layout

PR-IV Analysis in PFAST as shown in Figure 6.18used to design a hybrid
flowshop layout. This analysis, also called MM-PR€a table-like chart that has part
numbers listed in the first column and the operatim the routing of each part listed in
each row according to the part number. The mostesting feature of this chart is that
the parts that have similar operation sequencespkreed next to each other and

machines/operations that are identical are platéde same column as much as possible.
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Once the MM-PPC is generated, parts that creatétmositings as highlighted in gray
color shown in the chart need to be removed. Thessfit routings can cause
unnecessary machine duplications in a final flovshayout. These misfits can be
recognized easily, for example, part “80-W101-20&6the only part in the product mix
that requires machine #33. If this part is not reeth a final flowshop layout must need
an extra machine #33 for this part only. Therefongsfit routings like this need to be
removed.

Once all the misfit routings have been removed BiM-PPC chart has been
updated, the next step is to form the stages flmrupdated MM-PPC chart. The stages
should be generated under the following criteria:

1. Each stage has its size constraint meaningitihen contain only a limited
number of machine types.

2. A final flowshop layout should have a minimumnrther of machines
duplicated.

3. A part performing an operation in its currenagg can perform its next
operations only in the current stage or the sudogestages. It cannot go back to perform
its next operations in any preceding stages.

Supposed that each stage can contain no more theatHines in this case study,
Figure 6.19 shows the results of the flowshop laymsign using the updated MM-PPC
chart. There are three machines that need to bkcdtgal including machines 6, 4 and
54. With these three machines duplicated, the flicagram of the final hybrid flowshop

layout can be drawn as shown in Figure 6.20. Asbeaeeen from the figure, the hybrid
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flowshop layout can transform such a complex, crizssing flows in the functional
layout into a very simple flowline-like layout.

Figure 6.21 shows the hybrid flowshop layout impdmted on the current layout.
When comparing the hybrid flowshop layout with thedular layout for this case study,
the hybrid flowshop layout seems to provide muahpdified flows within its facility.
Although, the hybrid flowshop layout may not oufipem the modular layout in terms of
traveling distance reduction in this case studg,gimplicity of the material flow network
that leads to the ease of scheduling control shbelexpected in a hybrid flowshop

layout, compared to a functional layout and a madiayout.
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Parts I I [ T T T T T 7T I I
80-121148 1 _ 50| 26 27| | 55
80-4035144 1 28 50 27| 48] 55
80-4035149 1 28 50 27| 48| 55
80-4039260 1 28 - 50 27| 48| 55
80-4003111 1 57 25[ 52| 48| 55
80-4009121 1 57 25( 52| 48| 55
80-4009262 1 57 25( 52| 48| 55
80-4009263 1 57 25| 52| 48| 55
80-4009270 1 57 25| 52| 48| 55
80-4010346 1 57 25( 52| 48| 55
80-4010348 1 57 25( 52| 48| 55
80-4010349 1 57 25| 52| 48| 55
80-4010350 1 57 25| 52| 48| 55
80-4010351 1 57 25| 52| 48| 55
80-4010352 1 57 25( 52| 48| 55
80-4011725 1 57 25( 52| 48| 55
80-4041707 1 o 57 | 25| 52| 48| 55
80-4011714 1 26 57 52| 48| 55
80-4012169 1 26 57 s2| 48| 55
80-4012174 1 26 57 52| 48| 55
80-4012179 1 26 57 52| 48| 55
80-4012212 1 26 57 52| 48| 55
80-4012213 1 26 57 s2| 48| 55
80-4059989 1 26 57 | 52| 48| 55
80-4030339 1 27 9 57 48
80-4030341 1 27{ 9 57 48
80-191820 17 16 10 26 29| 28| 27 48
80-522500 17 16 10 26 29| 28| 27 48
80-551500 17 16 10 26 29| 28| 27 48
80-27377 17 16 10 26 4 55|
80-671391 17 16 10 26| 4 55
80-671635-00 17 3 | | 26] 4| | o 55
80-921790 17 3 8 54| 29| 28 4 55
80-4030007296094 | 17 3 8 4| 54| 29 4 55
80-4030007296091 | 17 3 8 4| 54| 29 4 55
80-4030007296090 | 17 3 8 4| 54| 29 4 55
80-4030007296089 | 17 3 8 4| 54| 29 4 55
80-150T084LT 17] 6 |4 8 57 55
80-37355-1072 17| 6 [ 8 57 55
80-37355-1084 17| 6 [ 8 57 55
80-G121-1002 17| 6 [ 8 57 55
80-NL150T060LT 17| 6 [ 8 57 55
80-NL150T072LT 17| 6 [ 8 57 55
80-NL150T084LT 17| 6 [ 8 57 55
80-NL150T0O96LT 17| 6 [ 8 57 55
80-NL150T120LT 17| 6 [ 8| | 57 55
80-W101-2006 17| 6 2 54| 57 4 55
80-D8097 17] 6 [ 10 29 54 55|
80-C558-1 17| 6 [ 10 29 54 - 55
80-C55581 17| 6 [ 10 29 54 55
80-C46806-1 17| 6 [ 10 29 54 55
80-C27416-2 17| 6 [ 10 29 54 55
80-C27416-1 17| 6 [ 10 29 54 55
80-A37353 17| 6 [ 10 29 54 55
80-3260-503 17| 6 [ 10 29| 28 54| 57 55
80-3260-0980 17| 6 [ 10 29| 28 54| 57 55
80-3260-041 17| & | 10 1 29| 28 54| 57 55
80-0627712-301UP__| 17| 6 56| 16 10 8 54| 57| 54 53] 8 55
80-9627713-301UP__| 17| 6 56| 16 10 8 54| 57| 54 53| 8 55
80-9627714-301UP | 17| 6 56| 16 10 8 54] 57| 54 53 8 55
80-9627715-301UP | 17| 6 56| 16 10 8 54| 57| 54 53 8 55
80-9627716-301UP | 17| 6| 56| 16 10 8 54| 57| 54 53| 8 55
80-5113-1001 17 16 10 57 53 55
80-5113-1004 17 16 10 57 53 55
80-27708-302UP 17| 39| 40 16] 9 10 39 40 57| 54
80-27750-01 17| 39| 40 200 3 7 12 57| 54 55
80-4067179 17| 39| 40 26 57| 54| 57 55
80-3249869 17 56 1 17 29 26 54| 57 48
80-051-1 17 1 [ 26] 4 54 55
80-35-B357 17 1 57 4 54 55
80-B113-1001 17 56 57 54
80-121009-00 17[ 39| 40 55
80-121018-00 17| 39| 40 55
80-121188-002 17| 39| 40 55
80-121189 17| 39| 40 55
80-121387 17| 39| 40 55
80-4030011870964 | 17| 39| 40 53 29 28 | 4] 55
80-UL C0200 17| 39| 40 55
80-9033023-303 57| 54| 57 55

Figure 6.18: PR-IV and misfit routings
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Parts

0 00 0O 00 0O 0O moooomool

80-4035144 1
80-4035149 1

80-4039260 1

80-4003111 1

80-4009121 1

80-4009262 1

80-4009263 1

80-4009270 1

80-4010346 1

80-4010348 1

80-4010349 1| Stagel

80-4010350 1

80-4010351 1

80-4010352 1

80-4011725 1

80-4041707 1

80-4011714 1

80-4012169 1

80-4012174 1

80-4012179 1

80-4012212 1

80-4012213 1

80-4059989 1

80-4030339 1

80-4030341 1 StageZ

80-27377 17 16 10

80671391 7 16 g8 10| Stage3
80-671635-00 17 3 12
80-921790 17 3 12
80-4030007296094 | 17 3 12
80-4030007296091 | 17 3 12
80-4030007296090 | 17 3 12
80-4030007296089 7 3 12
80-150T084LT 17 6 12
80-37355-1072 17 6 12
80-37355-1084 17 6 12
80-G121-1002 17 6 12
80-NL150T060LT 17 6 12
80-NL150T072LT 17 6 12
80-NL150T084LT 17 6 12
80-NL150T096LT 17 6 12
80-NL150T120LT 17 6 12
80-D8097 17 6 10

80-C558-1 17 6 10

80-C55581 17 6 10
80-C46806-1 17 6 10
80-C27416-2 17 6 10
80-C27416-1 17 6 10

80-A37353 17 6 10
80-3260-503 17 6 10
80-3260-0980 17 6 10
80-3260-041 17 6 10
80-9627712-301UP_| 17 6 16 10} 6
80-9627713-301UP | 17 6 16 10] 6
80-9627714-301UP | 17 6 16 10} 6
80-9627715-301UP_| 17 6 16 10} 6
80-9627716-301UP_| 17 _6 16 10} 6
80-S113-1001 17 16 10
80-S113-1004 7 16 10

80-191820 17 16 10

80-522500 17 16 10

80-551500 7 16 10
80-121009-00 17 39 40 21 22

80-121018-00 17] 39 40 21 22

80-121188-002 17] 39 40 21 22 StageS
80-121189 17] 39 40 21 22

80-121387 17] 39 40 21 22 ‘/

80-ULC0200 174 39 40 21 22

o 0 0 ™

[NENFNEN

54
54
54
54
54
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Figure 6.19: Flow shops formation using PR-IV
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Figure 6.20: Flow Diagram of Hybrid Flowshop
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Figure 6.21: Hybrid flowshop layout implementedtbe current facility
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6.4 Conclusion
In this chapter, we introduced a real-world cas&igh-mix low-volume facility

that manufactures a large variety of products widmplex and dissimilar routings. The
implementation of Lean Manufacturing to improve gwotion activities and performance
for a HMLYV facility requires an efficient and appprate layout to operate. Since HMLV
facilities pose unique characteristics, they alwayse challenges to analysts for
understanding their complex material networks aedkmg the most efficient and
appropriate layouts. To cope with these challengesintroduced PFAST software that
contains several PFA algorithms that can decompasesimplify the complex material
networks in HMLV facilities. Then we gave the apgch that allows analysts to
appropriately select and design different layoht aire suited for these HMLYV facilities.
These layouts include (1) the three traditionaloldg—Functional Layout, Cellular
Layout, and Flowline Layout, (2) a mix of traditanayouts, and (3) the new conceptual
modular layout and hybrid flowshop layout. The meet of PFAST is to simplify the
complex material flow networks and transform thenmtanageable flow networks. Once
these complex material flow networks were organizih@ layout design module in
PFAST gives analysts the ability to select andgtesin efficient and appropriate layout

that are suited for these particular material floetworks.
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CHAPTER 7

PERFORMANCE EVALUATION OF THE PROPOSED LAYOUTS

USING SIMULATION APPROACH

7.1 Experimental Design

In this chapter, an experimental study is condutbeidvestigate the performance
of our conceptual layouts comparing to the tradaiolayouts when operating in a
HMLV environment. Arena simulation software is usadhis study. The experimental
settings follow the setups described in “Perfornean€ virtual cellular manufacturing
with functional and cellular layouts in DRC setstigvith some modifications to fit our
study [Suresh and Slomp, 2005]. There are 4 matoffa in this experimental study
including (1) layout types, (2) batch sizes, (3)chine capacity, and (4) move times as

shown in Table 7.1.

188



There are 5 cases of layouts including a functidagdut, cellular layout, modular
layout and hybrid flowshop layout with and withahe next stage awareness system
The batch sizes range from 5 to 80. The machinaapfactor has two levels—
unlimited and limited number of machines availabie unlimited case, the number of
available machines was set to a very large nuntberake sure that queues do not occur

in the system.

Factors Levels
Layouts - FL (Functional Layout)
- CM (Cellular Manufacturing Layout)
- ML (Modular Layout)
- HFL (Hybrid Flowshop Layout)
- HFL-NXT (Hybrid Flowshop Layout with Next
Stage Awareness System

Batch Size (q) 5,10,15,20, 30,50,80
Machine Capacity  -No limit

-Limited
Move times - Vary by different layouts

- Fix for all layouts

Table 7.1: Main factors

The remaining parameters are set as shown in Tabl&'he configurations of all
layouts are shown in Figure 7.1. Each layout predut9 part types and contains 12
machine types. Part routings are shown in Tal8eFor the limited case, the number of

available machines is set as shown in Table 7.4rel'ts an annual demand for each part

" The next stage awareness system is the materisbtdeveloped in this research to promote pull
scheduling in HMLYV facilities. This system is deibed in Chapter 9.
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type ranging uniformly between 1752-2628 pieces mtamber of part per one part type
for each order will be equal to the batch size.réfeee, the number of order in one year
(3600 hours) will be about (1752-2628) / (batches)zorders. Since we do not assume
well-defined product families in HMLV facilities,etup times are none for all layouts.
Move times are set as shown in the table. They whpending upon the different
assumptions made such as the different sizes ohimagroups, difficulties in locating
materials and parts, and the availability of malenandlers in the different layouts. The
rule for job selection is first-come first-serve.

For each combination of 4 factors ( 5 layouts/ batch sizes< 2 levels of
machine capacity 2 levels of traveling time 140 combinations), the simulation runs
for 360 days with 10 replications regenerated fmterun. For each replication, there is a
180 days warm-up period meaning that the simulatitirun without collecting data for
180 days and then run for 360 days period of sitrmrlatime to collect the statistical

data.

190



Parameters Values

Number of part types 19

Number of machine types 12

Annual demand (d) 1752-2628

Job Inter-arrival times ~ Uniform [d/g * 3600] haur

Setup time 0

Processing times ~ Exponential [0.1] hours

Move times

Varied
- FL ~Uniform [60-120] minutes
- CM ~Uniform [30-60] minutes — between cells

~Uniform [3-6] minutes — within the same cells

- ML & HFL ~Uniform [30-60] minutes — between modules/stages

~Uniform[1-2] minutes — within the same modulegsia

Fixed 2 hours

Job selection First-Come First-Serve
Simulation time 360 days — 10 hours / day
Warm-up period 180 days

Table 7.2: Experimental parameters
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Product Routing

1 1-4—-8-9

2 1-54->7—4-8-7

3 1-2—-4—-7—8—-9

4 1-4—7—-9

5 1-6—10->7—9

6 6—-10—-7—8—9

7 6—-4—-8—-9

8 3-5—-2—-56—4—-8-9
9 3-5-6—4-8-9

10 4-57—-4—-8

11 6

12 11-7-12

13 11512

14 11-7—10

15 1->7—-11-510-11-12
16 1->7-11-510-11-12
17 11-7-12

18 6-7—10

19 12

Table 7.3: Product routings

Machine Type  No. Available

el
SREBowow~v~ourwNne
RPRNRPRPONRPRNRRERN

Table 7.4: The number of machines available fohagpe
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Hybrid Flowshop Layout

Figure 7.1: Layout configurations
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7.2 Results and Discussions
As realized in a jobshop, a part may spend ub#b 8f the total production time
for waiting or traveling. Therefore, we are going ihvestigate the performance of

different layouts in two most aspects—travelingdiand waiting time in the layout.

7.2.1 Traveling Time Experimentation

High traveling times normally come from long trawel distances for moving
materials between pairs of machines in a layoue [Bing traveling distances are driven
directly by the arrangements and configurationsheflayout. The total production time
is mainly incurred by both waiting and travelingnés with the small portion of
processing time. If we want to investigate the éfeng time, we have to omit the waiting
time caused by the queuing delays from the prodndistem. Therefore, the first set of
experiments was analyzed without machine capaoigttaints so queuing delays would
not much occur. The purpose is to solely investighe effects of traveling distance to
the total production times for different layouts.

Table 7.5 shows the results from this first seexjferiments. Batch sizes ranging
from 5 to 80 were used in this set of experimeResults contain (1) average completion
times in hours per part, (2) average works-in-pssc@VIP) which are the average
numbers of parts being processed, (3) average vdaremachine utilization, and (4)
average queue lengths in the system. As can befsmarthe simulation results in Table
7.5 and the performance comparison charts in Figu2eand Figure 7.3, the functional
layout was outperformed by other layouts, espgcialien the batch size is small. This is
simply because the traveling distances in thisuaywe much higher than the others. The
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cellular layout has the lowest completion times ¥Wié. While the completion times and
WIP for modular layout and hybrid flowshop layouta bit higher than the cellular

layout, these two layouts have performed much b#tn the functional layout.

Batch Size Model WIP Completion Time Utilization Queue
per Part
FL 3.22 5.52 0.27 0.00
CM 2.11 3.62 0.22 0.00
5 ML 2.17 3.72 0.24 0.00
HFL 2.30 3.94 0.25 0.00
HFL-NXT 2.30 3.94 0.25 0.00
FL 1.74 2.9¢ 0.1t 0.00
CM 1.18 2.02 0.12 0.00
10 ML 1.21 2.07 0.14 0.00
HFL 1.27 2.18 0.14 0.00
HFL-NXT 1.27 2.18 0.14 0.00
FL 1.2 2.13 0.12 0.00
CM 0.87 1.48 0.09 0.00
15 ML 0.89 1.52 0.10 0.00
HFL 0.93 1.59 0.11 0.00
HFL-NXT 0.93 1.59 0.11 0.00
FL 0.9¢ 1.7C 0.1C 0.00
CM 0.71 1.22 0.08 0.00
20 ML 0.73 1.24 0.08 0.00
HFL 0.76 1.30 0.09 0.00
HFL-NXT 0.76 1.30 0.09 0.00
FL 0.72 1.23 0.0¢ 0.00
CM 0.56 0.95 0.06 0.00
30 ML 0.57 0.97 0.07 0.00
HFL 0.59 1.01 0.07 0.00
HFL-NXT 0.59 1.01 0.07 0.00
FL 0.4¢ 0.82 0.0€ 0.00
CM 0.43 0.73 0.05 0.00
50 ML 0.44 0.75 0.05 0.00
HFL 0.45 0.77 0.06 0.00
HFL-NXT 0.45 0.77 0.06 0.00
FL 0.3¢ 0.6€ 0.0t 0.00
CM 0.36 0.61 0.04 0.00
80 ML 0.36 0.62 0.05 0.00
HFL 0.37 0.64 0.05 0.00
HFL-NXT 0.37 0.64 0.05 0.00

Table 7.5: Experimental results for traveling tifaetor
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It can be noticed that the performance of bothrigyflowshop layouts with and
without the next stage awareness system is alrhessame in all experiments. There is
only one case where the batch size is 2 that theichylowshop layout with the next
stage awareness system can perform slightly beTieis is because the next stage
awareness system is active and working effectivaly when the system contains some
levels of queue. Without parts waiting in queuég, mext stage awareness system will

not be functioning.

Completion Time Comparison
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5.00 \

4.00
——CM
—a—FL

3.00 HFL
—»— HFL-NXT
—x— ML

2.00 —_——

1.00

Avg. Completion Time per Part (Hrs)

0.00

Batch Size

Figure 7.2: Average completion times comparisortfaveling time factor
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WIP Comparison (No Capacity Constraints)
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Figure 7.3: Average WIPs comparison for travelinget factor

7.2.2 Waiting Time Experimentation

The second set of experiments was analyzed withirthieed number of machines
available. When each layout has limited numbemna¢hines of each type, delays occur
and queues in front of machines begin to build e completion times in this case
should be contributed by both traveling time anéuwng time. Since we fix the move
times for each layout to be the same; therefore,different in the average completion
times of the layouts come directly from the queudeays occurring in the different
layouts. Table 7.6 shows the results from this sletexperiments. The graphical

representations of these results are shown in &igur and Figure 7.5.
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It can be seen from the results that this caseiie @pposite to the previous one.
In this case, the cellular layout, that had thet lpesformance in previous case, was out
performed by the other layouts in all experimemtsthis case. This is because some
machines of the same types in the cellular layoeitsaparated and allocated into disjoint
groups. The disjoint locations for these machinkshe same types made the cellular
layout less flexible compared to other layoutsmiéchines of the same type are put
together as they are in the functional layout, tisépuld have more capability and
flexibility to handle different jobs with differendemands. The cellular layout has 4
machines of the same types separated into twordiffecells while the functional layout
has no machine separated, the hybrid flowshop lagas 1 machine separated, and the
modular layout has 2 machines separated. So framnformation alone, we can assume
that the functional layout should outperform ahert layouts. This is correct if we do not
take the hybrid flowshop layout with the next stag@areness system in to the
consideration. Without the awareness system, thwidhyflowshop layout performed
moderately as shown in the results. With the awesgrsystem incorporated, this layout
has shown its superiority over the other layoutsvery experiment.

As we mentioned, when queues occur in the systeenawareness system will be
functioning and it acts like a catalyst to boostth performance of the hybrid flowshop
layout to out gain the others. This is the benefibhaving to the operators working in
each stage to dynamically schedule their jobs. \Wiith system, the operators are aware
of the availability of machines in the next stagesl they can decide which jobs they
should perform first in order to help processingsth jobs to be completed quicker. That
is the main reason why this system is very effectiv
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Batch Model wWIP Completion Time M/C Queue
Size per Part Utilization
FL 777.60 532.55 0.95 >800
CM 786.51 538.28 0.98 >800
5 ML 778.25 532.40 0.93 >800
HFL 777.68 532.95 0.95 >800
HFL-NXT 739.37 480.23 0.98 >800
FL 235.04 201.16 0.91 >200
CM 242.36 207.37 0.94 >200
10 ML 236.86 202.40 0.89 >200
HFL 235.25 201.29 0.91 >200
HFL-NXT 211.63 181.19 0.94 >200
FL 77.17 88.02 0.77 >60
CM 79.19 90.41 0.81 >60
15 ML 78.87 90.09 0.77 >60
HFL 77.23 88.08 0.78 >60
HFL-NXT 66.96 76.43 0.77 >60
FL 31.70 40.66 0.68 >20
CM 31.84 40.86 0.70 >20
20 ML 31.77 40.73 0.68 >20
HFL 31.76 40.75 0.68 >20
HFL-NXT 28.10 36.09 0.66 >20
FL 0.88 1.50 0.54 <0.5
CM 0.93 1.58 0.54 <0.5
30 ML 0.91 1.56 0.53 <0.5
HFL 0.89 1.52 0.54 <0.5
HFL-NXT 0.78 1.33 0.52 <0.5
FL 0.53 0.91 0.43 <0.2
CM 0.55 0.95 0.44 <0.2
50 ML 0.53 0.92 0.43 <0.2
HFL 0.54 0.92 0.43 <0.2
HFL-NXT 0.50 0.87 0.42 <0.2
FL 0.43 0.73 0.37 <0.15
CM 0.46 0.79 0.38 <0.15
80 ML 0.44 0.75 0.36 <0.15
HFL 0.43 0.74 0.37 <0.15
HFL-NXT 0.42 0.72 0.36 <0.15

Table 7.6: Experimental results for waiting timetta
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Figure 7.4: Average completion times comparisontaiting time factor
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Figure 7.5: Average WIPs comparison for waitingdifactor
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7.2.3 Traveling Time and Waiting Time Experimentaton

In this last case, we let the traveling time valyng with the limited number of
machines in the layouts and re-perform the expeariatestudy to investigate the
performances of the layouts. The results for tlaisecare shown in Table 7.7 and their
graphical representations are shown in Figure fidFagure 7.7. As can be seen from the
results, in some experiments the functional laywas outperformed and in the other
experiments, other layouts were outperformed. Téibecause the different levels of
traveling times and waiting times in the layoufsthle traveling time contributes more
than the waiting time to the total production tintiee cellular layout tends to perform
better. If the waiting time contributes more thhe traveling time to the total production
time, the functional layout tends to perform wdlhe modular layout and the hybrid
flowshop layout, in most experiments, performed eratkly between these two layouts
since they can absorb the impact of both travelimg and waiting time. However, as
can be expected, the hybrid flowshop layout wite #wareness system outperformed
other layouts in every experiment. This is sucldernce to show how effective of this
layout and the awareness system compared to @peuts. It can be very promising that

this layout should perform effectively in real-wddases.
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Batch Model WIP Completion Time M/C Queue
Size per Part Utilization
FL 235.35 402.98 0.91 >200
CM 239.56 410.22 0.91 >200
5 ML 236.78 405.32 0.89 >200
HFL 235.20 402.74 0.91 >200
HFL - NXT 211.19 362.12 0.94 >200
FL 77.76 132.97 0.77 >60
CM 77.27 132.53 0.79 >60
10 ML 78.70 134.66 0.77 >60
HFL 77.18 132.07 0.78 >60
HFL - NXT 67.02 114.81 0.77 >60
FL 32.08 54.96 0.67 >20
CM 32.07 54.96 0.67 >20
15 ML 31.92 54.74 0.68 >20
HFL 32.30 55.37 0.68 >20
HFL - NXT 28.46 48.72 0.66 >20
FL 12.74 21.82 0.62 >10
CM 12.83 21.96 0.61 >10
20 ML 12.69 21.71 0.62 >10
HFL 12.75 21.84 0.62 >10
HFL - NXT 11.24 19.30 0.60 >10
FL 1.12 1.91 0.54 <0.5
CM 0.97 1.67 0.52 <0.5
30 ML 1.01 1.72 0.54 <0.5
HFL 1.03 1.76 0.54 <0.5
HFL - NXT 0.92 1.57 0.52 <0.5
FL 0.61 1.04 0.43 <0.2
CM 0.57 0.98 0.41 <0.2
50 ML 0.59 1.02 0.42 <0.2
HFL 0.60 1.02 0.43 <0.2
HFL - NXT 0.56 0.96 0.42 <0.2
FL 0.47 0.81 0.37 <0.15
CM 0.47 0.81 0.36 <0.15
80 ML 0.46 0.79 0.36 <0.15
HFL 0.47 0.80 0.37 <0.15
HFL - NXT 0.45 0.77 0.36 <0.15

Table 7.7: Experimental results for both waitingeiand traveling time factors
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Completion Time Comparison (w/ Capacity Constraints)
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Figure 7.6: Average completion times for both wagttime and traveling time factors
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Figure 7.7: Average WIPs for both waiting time draVveling time factors
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7.3 Conclusion

From the experimental study, it can be concludhed the performance of the two
proposed layouts is promising. A modular layout castly reduce an amount of
traveling distances as well as a cellular layouemHdifferent machine types are grouped.
At the same time, with some machines of the sarpe #&re still grouped together and
shared across the product mix, these machines are fhexible to perform different jobs
with fluctuating demands. The modular layout may atperform a functional layout in
term of flexibility and cellular layout in term dfow distance reduction. However, this
layout can leverage the advantages of both trawdititayouts. Therefore, for HMLV
facilities where a cellular layout may not be ausioh, this modular layout can be an
alternative layout that brings both the flexibiliyd traveling distance reduction to the
HMLYV facilities.

On the other hand, a hybrid flowshop layout has shene advantages and
disadvantages as a modular layout since thesedyauis are very similar in concept.
However, when engaging a hybrid flowshop layouthwthie pull scheduling technique
that we have developed, this layout has emergeadnéfisant advantage over the other

layouts.
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CHAPTER 8

CONCLUSIONS AND SUGGESTIONS FOR FUTURE RESEARCH

8.1 Conclusions

In this dissertation, we have addressed the nagefwt small and medium
manufacturing companies change their layouts tititite the production flows a prelude
to implement Lean Manufacturing. We have addreskede needs by introducing two
novel layouts—a modular layout and a hybrid flowshayout. The concept and design
approach for a modular layout was introduced inpgi#ra3. An earlier mathematical
model in the literature for the problem of designanmodular layout was improved. We
optimally solved a small dataset for a modular layproblem using this mathematical
model with CPLEX, a commercial IP solver. Howevitle complexity of this problem
falls in the class of NP-complete problems (theopnwas also given in this chapter).
Therefore, we have simplified the mathematical nhbgaemoving some constraints and
the two-stage solution approach has been introdincetder to solve this layout problem

more efficiently. The modified model was solved twihe same dataset and the results
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showed that the differences between the originalehand the modified version are not
significant. A heuristic approach using cut-tregogithm has been developed to solve
large-size problems and presented in Chapter geltormance has been compared with
the optimization approach and the results showatthe heuristic approach can provide
reasonably good results with significantly less patational effort.

In Chapter 5, the detailed concept of a hybrid 8bep layout was introduced.
The mathematical model for the problem of desigrengybrid flowshop layout was
constructed based on the model for the modularutayyoblem. Since the hybrid
flowshop layout problem also falls into the clagsN&-complete problem (the proof was
given in this chapter), we have simplified the neatlatical model for this layout problem
just like we did for the modular layout problem.eThame dataset was solved optimally
for this layout problem using CPLEX. A heuristic papach using ratio-cut was
developed to tackle the real-world size problemke Tesults have shown that the
heuristic approach has performed efficiently prawydnear-optimal solutions with less
amount of computational effort compared to theroation approach.

We presented a systematic approach to design atléyoa HMLV facility using
PFAST in Chapter 6. This systematic approach has bdeveloped based on years of real
project experiences with small and medium-size rfeasturing companies. A real-world
case study was used to describe all the stepsrimpjroach, from collecting data until
all alternative layouts have been constructed.

Finally, in Chapter 7 we presented an experimestady to compare the
performance our proposed layouts and the tradititengouts when operating in an
HMLV environment. We have found that each layouuldohave advantages and
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disadvantages over the others when different pamasand factors change. However,
when a hybrid flowshop layout has performed wite text Stage Awareness System
(described in Chapter 9) for material control, tlagout outperformed other layouts in
most cases where queuing delays and work-in-pregnegentories exist in the system.
Based on the experiments conducted, we realizddtlbatwo novel layouts we
proposed showed potential fit with the manufactyiriacilities operating in an HMLV

environment.

8.2 Research Contributions
The research contributions from this dissertatiam lse summarized as follows:

1. The hybrid flowshop layout and its design applo@ probably the most
important contribution of this research. The conaapthis layout was inspired by the
term “hybrid flow shop” found commonly in literagiron scheduling problems but had
never been incorporated into layout design probléiie have adapted this concept of
hybrid flow shop and developed a new conceptualufaaturing layout called a hybrid
flowshop layout. This layout is designed to hawepitoduction flow mainly in a forward
direction from the beginning stage to the finishgtgge regardless of the dissimilarity or
complexity of jobs. We have developed the approsatbedesign this layout using both
optimization and heuristic methods. We have alsowsh that the complexity of
production flow in manufacturing facilities operagiin a HMLV environment can be
significantly reduced by implementing this layoustead of the traditional Functional

Layout observed in most companies.
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Streamlined production flow is core to the impletadion of Lean
Manufacturing. The facility layout is core to theneplexity of the production flow.
Without designing the appropriate layout to faatkt and simplify the production flow,
Lean Manufacturing can be very difficult to implembe effectively for these
manufacturing companies operating in an HMLV enwvinent. With the hybrid flowshop
layout, these manufacturing companies can posgiloly their chaotic facilities into
flowline-like production facilities and efficienthapply Lean Manufacturing to reduce
their production costs and increase their prodacgiiciencies.

2. The second most important contribution is tha& mave developed a new
material control system called the Next Stage Awess System (NSAS) that can be
used effectively with a hybrid flowshop layout. @nthe production flow in a HMLV
facility gets simplified and organized by adoptiaghybrid flowshop layout, a Pull
Scheduling technique, which is an important compooé Lean Manufacturing, can then
be applied. There are several available schedtiagniques either pure Pull or hybrid
Push-Pull; however, none of them seems to fit weHMLV environments. The NSAS
is therefore developed to address this problem.

It is possible to see that production flow in an ENimanufacturing environment
is analogous to traffic in a crowded city. On anyeg day of operation, there can be
traffic problems at any point anywhere in the figibnd the problem points can shift
from time to time. This awareness system works Bkethe traffic alert displays on
highways that warn drivers if there are problemsaah then suggest to the drivers to take
different roads if possible. In a facility with a/Mrid flowshop layout, the awareness
system tells workers in any stage if there are gaeund delays at certain machines in the
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next stages, then it suggests to these workergatd different jobs, if possible, that
require other available machines for their nextrapens. This system is designed to be
as simple as possible, yet proven to be very efiicas shown by our experiment.

Although, scheduling and material control are nat main focus of this research
and the description of this awareness system igelinthis system showed its potential
in our experimental study. It can be a researcicttyat future researchers can improve
upon to produce a new control system that manufiacfLcompanies operating in an
HMLV environment can use to improve their perform@anwhen queuing delays and
work-in-process exist. That is a key reason whycessider this “alert system” to also be
one of the top contributions of our research.

3. Another important contribution is a new approdch designing a modular
layout. We have improved the original mathematioabel for designing this layout. We
have simplified that mathematical model without searing its accuracy. We have also
solved the problem of designing this layout bothiroplly and heuristically. Our cut-tree
heuristic approach has performed reasonably weth Wwess computational effort
compared to the optimization approach. Advancecketechniques such as pair-wise
interchange, simulated annealing, and other ransleanch heuristics can definitely
improve the solution quality of our cut-tree appioa

In addition, the modular layout problem originaflyoposed uses a string-based
approach as its solution approach. We have fouadthe string based approach is not
flexible and it can result in a large number of kitgied machines. For example, suppose
there are products using 3 machines A, B and Csidenthe following routings:

A-B-C
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A-C-B

B-A-C

B-C-A

C-A-B

C-B-A

These routings would all be considered as uniquled#fferent in the string-based
approach. However, consider the completely condegieph incident on these 3

machines as follows:

G’G

All of the above routings can be mapped onto tims machine incidence graph.
Therefore, our cut-tree heuristic approach usingagh network reduces the problem of
excessive machine duplication in the original mdtho

4. We have conducted an experimental study to coenpiae performance of
different layouts and we have found that our reshéive clarified some of our concepts
about layout design with machine duplication. Wé lize idea that disaggregating and
distributing a number of machines strategically anfacility could increase routing
flexibility, improve production efficiency, and rede material handling costs. From our
experimental study, the material handling costs lbanreduced but the flexibility of
layouts to handle fluctuations in production demand product mix changes may also

be reduced if the machines or departments are moeatly defined. The simulation
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results have shown that the more we spread outmtaehines of the same types to
different locations, the less we can handle the mnd volume fluctuation. The
distribution of the machines causes the total dapac be dispersed and without well-
managed scheduling technique and capacity allatatiategies, it could happen that the
machines in one location are overloaded while thers are under-utilized. Unless these
machine types have no capacity problem, then teegtegation and distribution of these
machines would help improving the flexibility anffi@ency of the layout.

5. We have over a decade of experience workingeahworld projects for small
and medium-size manufacturing companies in ordéretp them simplify their complex
production flows and provide them better layoutstfeir facilities. The PFAST software
has been developed and has been used for many gearhese projects. Flow
simplification as a prelude to layout design is ey capability of this software.
Therefore, we have reviewed classical and conteampoapproaches and techniques
based on our experience and introduced a new sgiteapproach for designing layouts
for HMLV facilities using PFAST. Our intention i® tshare the current technology, its
capabilities, and how we use it as part of a manhim@ approach to design appropriate
layouts for each small and medium-size manufaagucompany.

6. We have used a graph network model to représerrbutings where machines
of the same types are connected with machine dauit costs (machine purchasing
costs). We use this model to design both modulgwutand hybrid flowshop layout.
Therefore, it is possible that we could have udes mnetwork graph for designing all
types of facility layouts. Suppose we have the oekvgraph that is constructed using the
routings for a layout problem as shown below.
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Figure 8.1: A graph network representing a sebafings

If the resulting graph shows that all nodes repnéing the same types of

machines are connected, we have a Functional Lagsihown below:
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Figure 8.2: The resulting graph of a functionaldaty

If the resulting graph is partitioned horizontallyto several partitions where
machines of the same types are allocated in diftepartitions, we have a Cellular

Layout for this solution as shown below:
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If the resulting graph is partitioned verticallpto several partitions where

partitions are not overlapped, we have a hybrid/$loop layout as shown below:
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Figure 8.4: The resulting graph of a hybrid flowghayout

If the resulting graph is partitioned into sevepalrtitions, we have a modular

layout as shown below:
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Figure 8.5: The resulting graph of a modular layout

This could lead to a unified approach for designimultiple types of
manufacturing layouts simultaneously. Layout analysan benefit from this approach
since it is not only designing a layout, but italso comparing the different types of
layout and selecting one which is the most suitabkbe particular dataset.

7. Finally, a possibility of applying Lean Manufadng to HMLYV facilities using
the layout design methods developed in this rekearour last contributions. The novel
layouts with a new material control system, angstesnatic approach for layout design
using PFAST could potentially answer the needsnaflsand medium manufacturing
companies that are facing difficulties when they ttv implement Lean Manufacturing

but lack the ability to analyze a diverse produtt.m
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8.3 Recommendations for Future Research
Some recommendations for future work to extendrésgarch are:

= Conduct more detailed research against the worsé sxenario where the
products are completely dissimilar. This situatimay not happen in the real
world; however, it provides the ultimate “stressttdor these two layouts as to
how well they can handle the chaos compared tduhetional layout which is
considered the best layout in this case of total umicertainty.

= |Improve the problem models for designing the twmpoesed layouts to
incorporate machine relocation costs. We have nosidered the fact that the
cost of changing the existing layout to the newolayshould be incorporated in
our research.

= Conduct more detailed research in the case wheidraaking flows are allowed
in a hybrid flowshop layout and how well the Nexag Awareness System can
perform in this case.

= Use different partitioning approaches beside a#-tand ratio-cut to see if
computational performance and quality of resulisid¢doth be improved.

= Use random search heuristic techniques, such asvisa swapping or simulated
annealing, to further improve both layout desigrihrods.

= Conduct an exhaustive experimental study invohangeally large product mix
obtained from industry. In this research, we usee $mall problem for the
simulation experiment and the layout design proBlemm order to be consistent.

This problem size is too small compared to realldv@roblem sizes. With the
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real-world problems, the differences in the perfance of different layouts could
be magnified and we could get different results emaclusions possibly.

Use Analytic Hierarchy Process (AHP) in helping g®tection of the alternative
layouts designed by PFAST. In our systematic apgroae do not have an exact
approach to select the best layout from among aéaéiernative layouts. Human
judgment is used currently. The AHP is similar exidion tree logic and would

provide a better approach for layout selection.
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CHAPTER 9

FUTURE STUDY—THE NEXT STAGE AWARENESS SYSTEM FOR

MATERIAL CONTROL

When the production flow in a hybrid flowshop layas unidirectional, pull
scheduling system which is one important componentean Manufacturing can be
applied. In this dissertation, we have developed proposed a new material control
system called the Next Stage Awareness Systemotaqie pull scheduling for a hybrid
flowshop layout in an HMLYV facility. This systemlalvs operators in the current stage
in a hybrid flowshop layout being aware of machailability in the next stages. It
works like traffic alert displays on a highway thaarn drivers if there are problems
ahead so drivers can decide to take the next roadstour to other roads. This system
allows operators to prioritize jobs based on thailability of the machines that are
required to perform the next operations of thebs.jé-or example, suppose there are two

products 1 and 2 coming in to be processed as madhiAfter the processes are done at
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machineA, the product 1 will go to machir® and product 2 will go to machir@ for
their next operations. Machiriis not available currently and machine C is retadiake
another job. If this operator at machiAaloes not realize the availability of machiris
andC, he will take product 1 to perform and when thie for product 1 is done, product
1 will be sent to machinB and have to wait until machirieis available before this its
next operation can be performed. If the operatawsithe availability of both machines,
then product 2 will be wisely chosen by this operad be performed first. When the job
for product 2 is done, its next operation can bdgomed by machin€ promptly since
this machine is ready to take the job. At the migae, machindd would also be ready to
take another job by the time that the job for pid2 is done at machin& So both
products 1 and 2 can be completed faster in tl@eat than the previous scenario. This
is why the next stage awareness system would hedjocmg lead time and also
controlling WIP in a hybrid flowshop layout.

The illustration of the awareness system for a igythowshop layout is shown in
Figure 9.1. The Vakharia data set is used to siiigpllustration. In this figure, there is a
post stand located in front of each stage in tlgeuar Each post stand contains slots for
cards that representing the availability of all imaes in the next stages. If cards for
certain machines are present, it means that thastines are available to take a job. At
the starting period, all cards are available asvshim this figure. Suppose there are three
jobs (products) coming in to stage 1. For theirtngperations, these products require
machine 6 at stage 2, machine 4 at stage 3, andinga@ at stage 4. Operators then pick
cards 6, 4 and 9 and put into containers wherectheesponding jobs will be stored as
shown in the figure.
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Figure 9.1: The next stage awareness system — illat@ndlers move materials from

upstream to downstream

When jobs are done, material handlers move thestioers to the designated
stages. Suppose that there are more jobs comiagstage 1 and the next operations of
these jobs require machines 6, 4 and 9, thesevjibsave the lowest priority to be
selected. Because there are no more slots fortf@sare going to the machines 6, 4 and

9, it means that these machines are not availatileeady to take any more jobs. Unless
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the cards of these machines returning back to tégesl, then the new jobs for these
machines 6, 4 and 9 can be started.

At the next stages, when the jobs in the contaigetsstarted, the cards in these
containers will be removed to return back to thecpding stages and placed in the slots
to which these cards belong. The material hangieis up the cards and then put them
into their original slots as shown in Figure 9.2hisT triggers the availability of the
machines for the next stages and the process scaediescribed.

In a hybrid flowshop layout, since flow is mostlgidirectional from upstream to
downstream, material handlers can work more effitye When they travel from stages
upstream to downstream, they look for moving materin the containers from the
current stages to the next stages. When they tizaek from the stages downstream to
upstream, they look for picking up the cards in tlwntainers that are ready to be
returned back to the stages downstream. This istlhwgcheduling and material handling
in a hybrid flowshop layout with this awarenesstegscan be much simplified compared
to a functional layout.

The awareness system developed for a hybrid flogedagout is adapted from
POLCA (Paired-cell Overlapping Loops of Cards wAthithorization), a material control
system that has been introduced by Suri (1998). ditferent between POLCA and our
system is that POLCA is a cell-based controllingtesn and our system is machine-
based controlling system. In HMLV facilities, maaafuring cells can hardly form;
therefore, POLCA can not apply straightforwardlythese facilities. If an individual
machine in a facility is treated as a manufacturcedj, POLCA can possibly apply.

However, if there are 12 machines in a facilityerth will be 1%11/2 = 66 pairs of
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machines to control using POLCA cards. In our systef 12 machines can be
constructed as the 4-stage hybrid flowshop laybots in Figure 9.2, then there will be

16 cards needed for the awareness system.
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Figure 9.2: The next stage awareness system — illdt@ndlers move materials from

upstream to downstream

One can argue that if the 12 machines can be foinmtedd manufacturing cells,

then there will be only*3/2 = 6 POLCA cards needed for all pairs of thesésclt can
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be true; however, these cells are not completeld, aaeaning that all machines inside
each cell do not perform their operations in seoeatterns. Most of the time, the
operations of products will be performed randomi{g.a result, machines in a particular
cell can be busy or available randomly and indepetiy. Suppose that there is a
POLCA card for a loop between cdlland cellB. If certain machines in ceB are ready,

it does not mean that céll can take any job from cell. For example, if machine 1 in
cell B is ready, celB can take a job from cell only if this job requires machine 1 in cell
B to perform. So in HMLV facilities, everything has come down to individual
machines, not completed cells, and this is a readgnPOLCA may not work effectively
in these facilities.

As can be seen from the performance evaluatiomgusimulation in Chapter 7,
the results has shown that a hybrid flowshop layautperforms the other layouts in
every experiment when queues exist in the systdms iE because a hybrid flowshop
layout has operators involved in dynamically adpgsthe schedules of jobs based on the
current situation in the shop floor as we have deed. Although this is not a new
technology to the manufacturing system, it is a @@proach to HMLV companies that
allows these companies to feasibly apply Lean Mactufing and a pull scheduling

technique to their facilities where operating iaheaotic environment.
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APPENDIX A

INPUT DATA FOR CASE STUDY
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No. Part Quantity Revenue Routings

]

1[80-A37353 728 47320|17| 6| 2|11|10|29|54|55
2|80-C27416-1 1456| 124054|17| 6| 2|11|110|29|54|55
3|80-C27416-2 5614 495992|17| 6| 2|11[(10|29|54|55
4/80-C46806-1 4354| 362474|17| 6| 2/11|10|29|54|55
5|80-C55581 1750| 151284|17| 6| 2|11|10|29|54|55
6|80-C558-1 1526| 131922|17| 6| 2|11|10|29|54|55
7180-D8097 756| 133882|17| 6| 2|11(10|29|54 |55
8[80-B113-1001 48132 186116|17|56|57|54
9|80-4003111 4900 41216| 1|57|25|52|48|55
10|80-4009121 30800 151228| 1|57|25|52(48|55
11|80-4009262 5600 27048| 1|57|25|52|48|55
12|80-4009263 39886| 176302| 1|57|25|/52|48|55
13|80-4009270 32900| 126994| 1|57|25|/52|48|55
14|180-4010346 117614| 379806| 1|/57|25|/52|48|55
15|80-4010348 21000 69300| 1|57|25|52|48|55
16|80-4010349 12600 43092| 1|57|25|52|48|55
17|80-4010350 38500| 148610| 1|57|25|/52|48|55
18|80-4010351 19600 86632| 1|57|/25/52|48|55
19|80-4010352 7000 34790| 1|57|/25/52|48|55
20|80-4011714 28000 91560| 1|26|57|52|48|55
21|80-4011725 16800| 119448| 1|57|25|/52|48|55
22|180-4012169 33362 98756| 1|/26|57/52|48|55
23|80-4012174 113400| 324324| 1|26|57|52|48|55
24180-4012179 133070| 377916| 1|26|57|52|48|55
25|80-4012212 1400 10682| 1|/26|57|52|48|55
26(80-4012213 4144 34846| 1|26|57|52|48|55
27[80-4030339 65198| 117208| 1|27| 9|57|48|55
28[80-4030341 53200| 140980| 1|27| 9|57|48|55
29[(80-4035144 5600 14952| 1|/28|50|27|48|55
30[80-4035149 28252 86170| 1|28|50|27|48|55
31[80-4039260 1400 6062 1/28|50|27|48|55
32|80-4041707 42000 180180| 1|57|25|52(48|55
33|80-4059989 3850 33306| 1|26|57|52|48|55
34|80-4067179 26502| 757428|17|39|40|26|57|54|57|55
35|80-4030011870964 39256|1618932|17(39|40|21(22|53|/29|28| 4|55
36|80-150T084LT 1344| 587664 |17| 6| 2| 7|12| 8|42|41|57|55
37|80-G121-1002 280| 138768|17| 6| 2| 7[12| 8|/42|41|57|55
38|80-NL150TO60LT 1764| 632744|17| 6| 2| 7|12 8|42|41|57|55
39|80-NL150TO72LT 1540| 591752|17| 6| 2| 7|12| 8|42|41|57|55
40[80-NL150T084LT 644| 281596|17| 6| 2| 7|12 8|42|41|57|55
41[80-NL150TO96LT 168 83258|17| 6| 2| 7|12| 8|42|41|57|55
42[80-NL150T120LT 112 68572|17| 6| 2| 7|12| 8|42|41|57|55
43|80-3249869 28014| 179200|17|56| 1|17|29(26|54|57|48|55
44[(80-121009-00 29288| 171332|17|39|40|21|22|55
45(80-121188-002 32200| 202860|17|39|40|21|22|55
46(80-121189 7014 47348|17|39(40|21|22|55
47[80-671391 147000| 658560/17|16|11/10|26| 4|55
48(80-121018-00 47950 275716|1739|40|21|22|55
49(80-121148 35350| 143444| 1/50|26|27|55
50|80-121387 3220 277201713940/ 21|22|55
51|80-ULCO0200 2800 31556|17|39/40|21|22|55
52|80-35-B357 132314 697298|17| 1|57| 4|54|55
53|80-27750-01 15428| 931854|17|39|40|/42|41| 3| 7|12|57|54|55
54|80-37355-1072 1204| 501774|17| 6| 2| 7|12| 8|42|41|57|55
55|80-37355-1084 952| 447062|17| 6| 2| 7|12 8|42|41|57|55
56[80-051-1 48580| 255052|17| 1|/26| 4|54|55
57(80-191820 26866 100744|17|116(11|10|26(29|28|27|48|55
58[80-522500 1652 8428/17/16(11|10|26|29|28|27/48|55
59[80-551500 3724 29050|17|16|11|10|26(29|28|27|48|55
60(80-S113-1001 39732 39732|17|16]11|10|57[53|55
61|80-5113-1004 364 70532|17|116]11/10|57|53|55
62|80-27708-302UP 8540|1952230|1739|40|16| 9(11/10|39|40|57|54
63|80-9033023-303 36848| 922670|57|54|57|55
64)|80-9627712-301UP 1022| 192276|17| 6|56/16|11(10| 6| 7|12| 8|54|57|54|53|8|55
65|80-9627713-301UP 1050| 462378|17| 6|56/16|11(10| 6| 7|12| 8|54(57|54|53|8|55
66|80-9627714-301UP 1078| 360430|17| 6|56/16|11/10| 6| 7|12| 8|54|57|54|53|8|55
67|80-9627715-301UP 1022| 423766|17| 6|56/16|11/10| 6| 7|12| 8|54|57|54|53|8|55
68[80-9627716-301UP 1022| 139258|17| 6|56(16|11|10| 6| 7|12| 8|54|57|54|53|8|55
69[80-3260-041 2828| 569842|17| 6| 2|11[/10|29|28|54|57|55
70[80-3260-0980 1512| 157024|17| 6 11)110(29|28|54|57|55
71[80-3260-503 182 48342|17| 6| 2|11|10|29|/28|54|57|55
72[80-671635-00 75012| 466340|17| 3| 7|12|26| 4|55
73[80-4030007296089 168 38892|17| 3| 7|12| 8| 4|54|29| 4|55
74[80-4030007296090 1456| 234346|17| 3| 7(12| 8| 4|54|29| 4|55
75180-4030007296091 6356 757190|17| 3| 7|12| 8| 4|54|29| 4|55
76|80-4030007296094 9240| 574084 |17 3| 7|12| 8| 4|54|29| 4|55
77|80-27377 14112 69286|17|16|11|/10|26| 4|55
78|80-921790 4914| 526120|17| 3| 7[12| 8|54/29|28| 4|55
79/80-W101-2006 462| 44585817 6| 2/42|133|41/54/57| 4|55

Figure A.1: Product Information
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WIC # DESCRIPTION OF EQUIPMENT RELOCATABLE? COST OF DUPLICATION
1 700 TON PRESS YES EXPENSIVE
2 5" UPSETTER NO EXPENSIVE
3 5000# Area FURNACE YES
4 LARGE ROTOBLASTER YES
5 350 TON PRESS YES EXPENSIVE
6 5" UPSETTER FURNACE YES
8 GRINDING TABLE YES
9 60 TON PRESS YES
10 150 TON TRIM PRESS YES EXPENSIVE
11 3000# Area HAMMER NO EXPENSIVE
12 158 TON TRIM PRESS YES EXPENSIVE
13 HYDRAULIC BENDER YES
14 4" THREADER YES
15 4" BELT GRINDER YES
16 3000# Area FURNACE YES
17 BAND SAWS YES
18 200# Area OPEN DIE HAMMER NO EXPENSIVE
19 400# Area FURNACE YES
20 400# Area OPEN DIE HAMMER NO EXPENSIVE
21 600# Area FURNACE YES
22 600# Area OPEN DIE HAMMER NO EXPENSIVE
23 STONE GRINDER YES
24 HYDRAULIC BENDER YES
25 DUAL BELT GRINDER YES
26 BELT GRINDER YES - = Monuments
27 SMALL ROTOBLASTER YES
28 TEMPER FURNACE YES
29 QUENCH FURNACE YES I:l = External Operations
30 HORIZONTAL BORING MACHINE YES
31 3 POST HYDRAULIC PRESS YES
32 INDUCTION HEATER YES
33 3 POST HYDRAULIC BENDER YES
34 DIE MILLING MACHINE NO EXPENSIVE
35 DRILL PRESS YES
36 VERTICAL LATHE YES
37 VERTICAL MILL YES
38 TOOL GRINDER YES
39 SLOT FURNACE YES
40 2.5" UPSETTER YES EXPENSIVE
41 1500# Area OPEN DIE HAMMER NO EXPENSIVE
42 1500# Area FURNACE YES
43 DIE MILLING MACHINE YES
44 EDM MACHINE YES
45 VERTICAL MILL Machine shop is located /' YES Combine Workcenter #48
46 TURRET LATHE about 10 miles away from \ YES and Workcenter #55
47 ENGINE LATHE forge shop YES
49 H.T. TESTING AREA YES
50 SMALL TUMBLER YES
51 LARGE TUMBLER YES
52 CLEAR COAT DIP TANK YES
53 MANUAL MACHINE SHOP YES / EXPENSIVE
54 CNC MACHINE SHOP YES EXPENSIVE
48 SHIPPING DESK YES /

55 SHIPPING AREA YES
56 1.5" UPSETTER YES EXPENSIVE
57 OUTSIDE PROCESSING YES

Figure A.2: Workcenter Information




Building #1

BIERE

0

;-] @

=
H

6

I
=
=

2

H

14

External Operations

___________________

Building #2
B> e
17
.
Building #3
Building #4 Building #5
39
= Monuments

]
]

= External Operations

Figure A.3: Current Layout

226
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1. ABB_50<25

No. Part Quantity Routing
1 121813002 13 | 25—-»10—7—13—1—-15
2 121824001 6 | 55216
3 121957001 24 | 10»3—-7—16
4 122004006 5 | 9-515—-16
5 122894001 10 | 10—-3
6 123101001 11 | 10-»1-14—15—-16
7 123309002 7 | 10-8—-16
8 123309003 10 | 9-10—8—16
9 123519003 64 | 10-8—3—16
10 123799002 4 | 1057—-2—14—15-16
11 125232002 6 | 9525—-1-57—-2—-15—-16
12 125883001 90 | 1015216
13 126558002 42 | 8—53—23—-16
14 126560001 63 | 9-10—-8—-2—-21-23-24
15 126566001 55 [ 10-8—3—2—6—16
16 126568002 55 | 951522316
17 126570002 55 | 352523516
18 126574001 63 | 10-51-2—-23-16
19 126575001 5| 10-8—-3—-23-16
20 126576002 35 | 8-51-52-23-16
21 126577001 35 | 10-8—-1-21-19-16
22 126579001 55 | 8—524—16
23 127539001 8 | 10752
24 127552001 6 | 10-3-57-52-22—-16
25 127646001 32 | 10-»3—-15—-16
26 128240001 8 | 9-925-3-13-517-16
27 128412001 50 | 10»5—16
28 128479001 14 | 3—16
29 128551001 7 | 945175212516
30 128551002 10 | 9-4517-52-16—-12
31 128591001 21 | 10-1-18—-16
32 129684001 4 | 10-7—-13-17
33 129736001 9 | 9-4-14-15-16
34 130851001 2 | 10-7—-16
35 130965001 39 | 10-3—-16
36 131853001 2 | 10-7-11
37 132008001 22 | 10-1-20
38 62076001 4 | 9-10—16
39 632420019 27 | 9-5—-7—-2—-16
40 6330001 22 | 10-3—-52—-3—-58—-2-16
41 68800001 10 | 2—13—-1-52—-14—-15—-16
42 69307001 2 | 2535218
43 69308001 1| 25535218
44 72189001 40 | 10-»1—-14—-15-16
45 72191001 7 | 10-2—-3—-2—-18—2—-16
46 74909001 6 | 10-7—-3—-2—-18—15—-16
47 82546001 7 | 10-2—-3—-2—-18—2—-16
48 82551005 3 | 9-56—18
49 82556001 5| 10-1-2-18—-2—-16
50 85883001 8 | 9-525—54-53—-2-20—16

Table B.1: Product routings - ABB_%P5
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Work Center No Description Cost
1 1 1
2 2 1
3 3 100
4 4 100
5 5 100
6 6 100
7 7 100
8 8 100
9 9 100
10 10 1
11 11 100
12 12 100
13 13 100
14 14 100
15 15 100
16 16 1
17 17 100
18 18 100
19 19 100
20 20 100
21 21 100
22 22 100
23 23 100
24 24 100
25 25 100

Table B.2: Machine purchasing costs - ABBx36
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2. Carrie_2436

No. Part Quantity Routing
1 | 1325500A 20 | 12-52—3—-5—6—2—-10
2 | 13255400A 90 | 1252—»3—-5—6—-9-10
3 | 14826100A 1| 12-»6—-2—-3—-2—-4—-10
4 | 1516700A 48 | 1-2—3—5—4—-8—-6—8—10
5 | 15185300A 48 | 1-2—»3—-5—6—10
6 | 1521500A 36 | 12—-2—3—10
7 | 15252500A 500 | 12—2—10
8 | 15538500A 19 | 12—-2—-3-10
9 | 6K01C000301 6 | 1-2-3—-54—-55—-8—-6—-5—-7—-10
10 | 6K01C000406 5| 1-2-3-54—-55-8-56—-5—-7—-10
11 | A14519900A 16 | 1-2—14—-4—-5—-6—9—10
12 | A14529000A 1| 12-52—-13-3—-2-9-10
13 | A14639800A 46 | 12—52—-3—-9-10
14 | A14734400A 1| 12-2-6—-3-10
15 | A14827200A 1| 1-2-8-9-2-4-10
16 | A15322300A 98 | 12—»2—-3—-5—-4—-6—9—-10
17 | A90227900A 69 | 1-2-5—-6—4—-9-10
18 | B14519800A 16 | 1-2—-3—-4—-5—-6—-7—10
19 | B14528900A 1| 1-2-3—-11-4—-8-10
20 | B14829300A 1| 2-5355—54—-56-57-6—7-10
21 | B14829400A 1| 2-»3-55—4-56—-10
22 | B15165200A 48 | 1-2—13—-3—-6—5—-9-10
23 | B9023200A 6 | 152-53-54-55—-6-7-55-10
24 | C14465700A 1| 1-52-53-54-55-6—-57-8-9-10
25 | D13256900A 8 | 12-2—-3-8—-10

Table B.3: Product routings - Carrie X36

Work Center No Description Cost
1 1 1000
2 2 1000
3 3 1
4 4 1000
5 5 1
6 6 1000
7 7 1000
8 8 1000
9 9 1000
10 10 1000
11 11 1000
12 12 1000
13 13 1000
14 14 1000

Table B.4: Machine purchasing costs - Carriex36}
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3. Purcheck 2818

No. | Part | Quantity Routing
1 1 23 | 1->2->3->5->7->8->19->24
2 10 10 | 1->3->5->6->7->9->10->19->24
3 11 5| 1->2->5->8->19
4 12 64 | 1->5->8->19
5 13 76 | 1->8->19
6 14 23 | 1->7->8->19->20
7 15 64 | 1->3->8->13->19
8 16 23 | 1->2->5->19
9 17 98 | 1->5->6->7->10
10 18 25 | 1->5->7->10
11 19 75 | 1->19->22
12 2 34 | 1->6
13 20 23 | 1->10->11->12->23
14 21 54 | 1->2->7->8->19
15 22 12 | 1->5->12
16 23 52 | 1->7->8->19
17 24 12 | 1->7->19->21
18 25 98 | 1->5
19 26 23 | 1->2->5->8->9->10->12->19
20 27 9 | 1->5->8->19->9
21 28 12 | 1->8->9->19
22 3 65 | 1->6->7->19
23 4 34 | 1->6->19->20
24 5 97 | 6->22
25 6 23 | 1->6->19
26 7 65 | 1->6->20
27 8 21 | 1->6->10->20
28 9 31 | 1->5->19

Table B.5: Product routings - Purcheckx28

Work Center No Description Cost
1 1 1
2 2 1000
3 3 1000
5 5 1000
6 6 1000
7 7 1
8 8 1000
9 9 1000
10 10 1000
11 11 1000
12 12 1000
13 13 1000
19 19 1000
20 20 1000
21 21 1000
22 22 1000
23 23 1000
24 24 1000

Table B.6: Machine purchasing costs - Purcheck138
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4. Sekine_1812

No. | Part | Quantity Routing
1 1 10 | 6->9->10->11->12
2 10 21 | 2->9
3 11 10 | 3->9->10->12
4 12 43 | 3->6->4->10->12
5 13 87 | 4->6->4->10->12
6 2 21 | 4->6->9->10->11->12
7 3 4 | 5->8->9->10
8 4 13 | 4->7->9->10
9 5 76 | 3->7->10->12

10 6 23 | 1->7->9->10
11 7 47 | 1->8->9->10
12 8 96 | 4->7->9
13 9 34 | 2->7->9

Table B.7: Product routing - Sekine X2

Work Center No Description Cost
1 1 100
10 10 100
11 11 100
12 12 100
2 2 100
3 3 100
4 4 100
5 5 100
6 6 100
7 7 1
8 8 100
9 9 1

Table B.8: Machine purchasing costs - Sekine1P3
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5. Tacomet_4215

No. Part Quantity Routing
1 18150 900 | 8->94
2 18164 720 | 8->10->8->0.V.->94
3 18179 720 | 8->10->0.V.->18->22->94
4 21097 900 | 18->96->92->96->92->18->94
5 21275 900 | 91->90->0.V.->18->96->92->96->92->8->94
6 212751 900 | 91->25->94
7 212752 113 | 8->94
8 212753 113 | 8->94
9 212754 900 | 8->94
10 212755 900 | 8->94
11 21306 5603 | 8->0.V.->18->96->92->96->92->8->10->94
12 25043 720 | 8->10->94
13 25896 720 | 20->91->0.V.->18->94
14 258961 720 | 8->10->8->94
15 258962 720 | 8->10->92->94
16 259863 720 | 8->94
17 26033 900 | 8->10->0.V.->18->96->92->96->92->8->94
18 26034 900 | 8->10->0.V.->18->96->92->96->92->8->94
19 26035 900 | 91->18->94
20 260351 900 | 8->10->0.V.->94
21 260352 7200 | 8->94
22 260353 900 | 8->10->94
23 26036 900 | 8->10->0.V.->18->96->92->96->92->8->94
24 26037 900 | 91->8->94
25 260371 900 | 8->10->0.V.->94
26 260372 7200 | 8->94
27 26038 900 | 8->94
28 26039 900 | 8->10->0.V.->18->96->92->96->92->8->94
29 26083 900 | 8->10->DFLOW->0.V.->18->94
30 26392 900 | 91->90->0.V.->18->96->92->96->92->8->94
31 263921 900 | 91->25->94
32 263922 900 | 8->94
33 263923 900 | 8->94
34 263924 900 | 8->94
35 263925 900 | 8->94
36 26440 900 | 8->19->0.V.->18->25->94
37 26610 180 | 19->92->8->10->0.V.->18->94
38 270373 900 | 8->10->DFLOW->94
39 27464 720 | 91->8->92->8->10->22->94
40 274641 720 | 8->10->0.V.->94
41 274642 720 | 8->10->19->8->23->94
42 2764643 720 | 19->25->94

Table B.9: Product routings - Tecometx48
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Work Center No Description Cost
8 8 1
10 10 1000
18 18 1000
19 19 1000
20 20 1000
22 22 1000
23 23 1000
25 25 1000
90 90 1000
91 91 1000
92 92 1000
94 94 1000
96 96 1000
DFLOW DFLOW 1000
Oo.V 0.V 1

Table B.10: Machine purchasing costs - Tecomet182
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