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ABSTRACT

Much progress has been made in the field of visualization over the past few

years; but in many situations, it is still possible that the available visualization

resources are overwhelmed by the amount of input data. The bottleneck may be

the available computational power, storage capacity or available manpower, or a

combination of these. In such situations, it is necessary to adapt the algorithms so

that they can be run efficiently with less computation, with less space requirements,

and with less time and effort from the human user.

In this thesis, we present three algorithms that work towards reducing the

resource constraints while maintaining the integrity of the visualizations. They

are bound by a common underlying theme that all data elements are not equal in

the particular visualization context– some are more important than others. We

use certain data properties to create “importance” measures for the data. These

measures allow us to control the distribution of resources – computational, storage

or human – to different portions of the data.

We present a space efficient algorithm for speeding up isosurface extraction.

Even though there exist algorithms that can achieve optimal search performance

to identify isosurface cells, they prove impractical for large datasets due to a high

storage overhead. With the dual goals of achieving fast isosurface extraction and
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simultaneously reducing the space requirement, we introduce an algorithm based

on transform coding.

We present a view selection method using a viewpoint goodness measure based

on the formulation of entropy from information theory. It can be used as a guide

which suggests good viewpoints for further exploration. We generate a view space

partitioning, and select one representative view for each partition. Together, this

set of views encapsulates the most important and distinct views of the data.

We present an interactive global visualization technique for dense vector fields

using levels of detail. It combines an error-controlled hierarchical approach and

hardware acceleration to produce high resolution visualizations at interactive rates.

Users can control the trade-off between computation time and image quality, pro-

ducing visualizations amenable for situations ranging from high frame-rate pre-

viewing to accurate analysis.
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CHAPTER 1

INTRODUCTION

Scientific visualization techniques are increasingly being used in a diverse array

of fields. In many such domains, the data acquisition technology has improved

over the past few years, which has enabled scientists to collect and record data at

higher spatial and temporal resolutions. In addition, the capacities of data storage

options are increasing at a rapid rate, and the storage costs are becoming lower.

As a consequence, in many visualization applications, the datasets that the users

want to visualize have grown larger and larger. And the trend is apt to continue

at the same pace, if not faster.

Even with the predicted advances in silicon technology [54], it is unlikely that

computing power and bandwidth will catch up with the data explosion in the

foreseeable future. The large data sizes have created new problems for the visu-

alization systems, and exacerbated existing ones. Larger datasets translate to a

greater amount of work required to produce the visualization, and hence to slower

response time of the computers. In addition, higher resolution displays are be-

coming more common, and are preferred for large datasets so that more detail

1



can be visualized. The extra pixels also contribute to slower response time of the

visualization system.

The visualization process frequently involves a hit and trial method of param-

eter tweaking in an effort to create better representations. This works well for

highly interactive visualization systems, but for large data and high resolutions,

the response time can become uncomfortably large. Many user studies have shown

that there is an inverse relationship between human productivity and the response

time of the systems [67]. Moreover, longer waiting times are known to significantly

increase the anxiety levels of users [30]. For complex tasks, there is evidence that

human errors increase when the response takes longer than an optimal time for

the given tasks [67][3]. These studies stress the need for maintaining a responsive

visualization environment. Large datasets are also responsible for another effect of

considerable concern— there is a lot more data for the users to study. Users need

a substantially large amount of time to browse through the data; and slow frame

rates make the situation worse.

1.1 Challenges

Together, the large dataset sizes and the need for high resolution renderings

have posed a lot of challenges to the visualization community. They have resulted

in increased workloads for all stages of the visualization pipeline, from the initial

data access to the final rendering. Although the specific problems that arise differ

from situation to situation, and depend on the visualization method being used,

there are some common issues that can be loosely grouped into the categories

below:
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• Computation Time: As the datasets grow in size, the computation re-

quired to run any visualization algorithm on them increases. For very large

datasets, the time spent waiting before the first result is displayed can be-

come uncomfortably large.

• Interaction Frame-rates: Frequently, the users want to move the camera

around once the initial results are shown. For the visualization to be effective,

the frame-rates need to interactive. Large datasets and high resolution ren-

dering situations necessitate a greater amount of computation, thus reducing

the frame-rates that can be achieved during camera interactions.

• Storage: Because of the large sizes of the datasets, I/O and data storage

have become significant issues. Visualization algorithms often use auxiliary

data-structures for faster performance, which can be large for large datasets.

A non-trivially large amount of time is spent just on reading and writing the

data.

• Bandwidth: Large data sizes also create a bottleneck in remote visualization

scenarios with a limited bandwidth. Some remote visualization systems solve

this problem by not performing all the computations on the server, thus

avoiding any data transfer to the client. However, the problem remains for

high-resolution displays.

• Human Effort: Most of the visualization processes involve (and need) a

large amount of user interaction. However, having a human in the loop costs

a large amount of manpower, especially for large datasets. Not only are there
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more data to explore, but it also takes more time to update each frame as

the user browses the data. As a result, the time and effort put in by the user

increases drastically with the data and rendering size.

All these issues are directly or indirectly effected by one another. For example,

a high storage requirement for an auxiliary data structure will result in a large

amount of time spent in I/O, which will drive up the response time of the visu-

alization process. This will in turn force the user to wait for longer periods of

time before getting the results back, thus decreasing the utilization of time and

increasing the effort. In another situation, if we can achieve even a partial degree

of automation in choosing the visualization parameters, the users will not have to

tweak the parameters and redo the calculations over and over again, saving them

time and freeing up the computational resources for other purposes.

1.2 Strategies

The visualization community has long been concerned with the challenges of

visualizing large data effectively. A wide variety of approaches have been proposed.

But there is a common theme among most of the approaches— they involve finding

one or more properties of the data that can help distinguish portions of the data

from the rest. These properties are then used to redistribute the computational and

visualization resources. For example, level of detail algorithms use some form of

cost function to control the amount of computation spent on different parts of the

data. Transfer function design algorithms provide candidate transfer functions that
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can be further tweaked by the user, helping focus the human effort on interesting

regions in the transfer function space.

With the goal of increasing the interactiveness and effectiveness of the visual-

ization systems, we present three algorithms with a similar underlying theme– all

data elements are not equal, some are more important than others. For each of

our algorithms, we use certain data properties to create “importance” measures

for the data. These measures capture the effect of using lesser resources – com-

putational, storage or human – for our algorithms. They are defined either on

the spatial domain, or in the value space, or on the viewing angles. Instead of

using our resources equally for all portions of the data, we use the “importance”

measures as guides for a heterogenous distribution of resources. More resources

are devoted to the data regions whose representations will otherwise loose fidelity

to a relatively large degree. Portions of the data which are faithfully reproduced

even with lesser resources will carry relatively smaller “importance” values. The

main ideas behind our measures and associated algorithms are listed below:

1. Level of Detail: By spending less computational resources on the less “im-

portant” parts of the data, we can produce results faster and also make them

easier to comprehend.

When dealing with large datasets, users frequently face the problem of too

much information. Instead of presenting all the detail to the viewer (possibly

resulting in a cluttered view), Level of Detail (LoD) algorithms selectively

reduce the detail in uninteresting regions. This also creates an opportunity
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to increase the speed of the visualization technique by reducing the required

amount of computation. (Chapter 4).

2. Compression: By using less storage for the less “important” values of the

data, we can achieve a higher compression rate for a given reliability.

During the visualization of large datasets, a substantial amount of time is

spent in I/O. It involves the transfer of the data (either the original dataset

or preprocessed data-structures) from disks, or over the network or bus. By

compressing the data, both the time spent in this transfer, and the storage

required can be reduced. (Chapter 2).

3. Automation: By guiding the user to the more “important” parts of the data,

we can save time otherwise spent on searching through the less “important”

parts.

As mentioned in the previous item, the user can get inundated by all the data

that he needs to go through to extract the desired information. Instead of

presenting all the data, we can intelligently cull away the uninteresting data.

This reduces the amount of work expected of the user during the visualization

process, yet at the same time preserves the usefulness of the visualization to

a great extent. (Chapter 3).

In the following sections, we give an overview of our research which makes use

of the above strategies to increase the effectiveness of the visualization process.

We have applied our research to visualization of both scalar and vector data types.
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Large datasets for both types pose a problem because the generation of visual-

izations can be slow enough to discourage interactivity during the visualization

process.

1.3 Range-Search using Compressed data-structures

Isosurfacing is one of the most popular methods for visually representing volu-

metric scalar fields. The size and shape of the surface components give us informa-

tion about the distribution of the scalar values in the volume. As we have discussed

earlier, the effectiveness of isosurface visualization is limited to a large extent by

the interactivity of the visualization environment. The scope for interaction lies in

two orthogonal components: tweaking the isovalue (isosurface extraction phase),

and changing the view parameters (rendering phase). The usefulness of the visu-

alization system is severely restricted if either one of them cannot be changed at

interactive speeds.

Due to the increase in the sizes of the datasets, achieving interactive speeds for

the isosurface extraction phase has become progressively more and more challeng-

ing. Researchers have taken a variety of approaches to expedite the process of iso-

surface extraction. One group of such methods comprise the isosurface-containing-

cell search techniques. In this document, we will use the term cell to refer to the

smallest volumetric element in a three-dimensional grid. For regular grids, a cell

represents the same entity as a voxel. For unstructured grids, a cell may be a tetra-

hedron, prism, or any other polyhedron. Our method can be used for datasets on

either structured or unstructured grids. The [minimum,maximum] range of a cell

will be referred to as its interval.
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These isosurface-containing-cell search algorithms are motivated by the fact

that given an isovalue, the volume needs to be searched only for the cells that

contain the isosurface. By pre-computing search-friendly data structures, these

techniques reduce the time needed to search for those cells at run-time. Some

techniques approach the problem as a search in geometric-space. Others, com-

monly known as value-space methods, search the space of intervals. In chapter 2,

we present our research on a new value-space algorithm.

A number of algorithms have been designed based the concept of value-space.

These algorithms achieve nearly optimal [50] or optimal [16] speeds for the cell

search phase. However, they suffer from one significant disadvantage: the storage

requirement for the pre-computed search data structures. With very large datasets

(such as the visible human dataset) becoming commonplace, the high storage over-

head associated with these search structures is a serious deterrent to their use. In

[16], for example, the authors state that the space requirement of Interval trees is

four times the number of cells in the dataset. The Interval tree [16] data struc-

ture for a 5123 floating point dataset (512MB) will need more than 2036MB for

storage. The large space complexity renders these techniques ([26][63][50][62][16])

practically unusable without out-of-core modifications. Moreover, the algorithms

are slowed down considerably because a large amount of time is spent on file I/O.

With the primary objective of fast isosurface extraction, we have proposed a

compression-based solution intended to alleviate the above-mentioned problem of

bloated search data structures. We have developed a data-structure that com-

presses the extremal information by exploiting the spatial coherence present in the
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data. The coherence implies that, for most of the cells, the cell minimum has a

value close to the cell maximum (for example, see figure 2.1). In the span-space,

this translates to most of the cells lying close to the minimum = maximum

line. From a compression point of view, the region near this line is important—

it needs a much higher storage compared to other parts of the value space. If

the same compression level is used everywhere in the value space, this region will

produce a disproportionately large amount of errors. To put it another way, to

achieve the same level of error everywhere in the value space, this region must

be subjected to a small compression rate. The (min-max) information of cells

is compacted using a form of compression referred to as transform coding. The

conventional [minimum,maximum] representation of intervals is transformed to

a more compression friendly representation, and then passed through a dataset

optimized non-uniform quantization stage. The effect of the transform and the

non-uniform quantizer is that different sizes of quantization bins are used in ac-

cordance with the importance of the different regions of the value space.

In our search structures, we store, for each cell, the extrema (min-max) values,

and the cell identification tag. The isosurface search is carried out directly on

the transformed representation, which eliminates a decoding step for reverting the

data to their original values. This method can achieve a reduction, of almost

four-fold, in the size of the search data structures compared to those used by

ISSUE and Interval trees. The compression technique presented provides a storage

friendly yet efficient solution for isosurface extraction in large datasets. Our search

algorithm can achieve search speeds that are comparable to the existing techniques.
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The transform coding method presented is computationally inexpensive, and can

be implemented using only additions, subtractions and value comparisons (for

sorting). There is a trade-off between storage requirements and search efficiency

(see figures 2.6 and 2.7). The trade-off between storage requirements and the speed

of the search process can be exploited to suit the available storage resources and the

performance demands of the visualization environment. Although our algorithm is

most useful for isosurface extraction, the data-structures also provide speedups for

volume-rendering situations with isosurface like transfer functions, which are very

common in fields like medical visualization. The data-structures and the search

can be used in out-of-core implementations without any significant changes.

1.4 Automatic View Selection

Along with isosurface visualization, volume rendering is another popular method

for visualizing volumetric data. With the advent of faster hardware and better al-

gorithms, the traditional challenge of speeding up the volume rendering to achieve

interactive frame-rates has been overcome for small datasets. But large datasets

still pose problems for users who do not have access to supercomputing facilities.

In such situations, the adverse effects due to the non-interactive nature of the vi-

sualization can be somewhat compensated by other means. We can guide the user

to more informative regions of the data, or interesting parts of the visualization

parameter space, thus saving time the user would have otherwise spent in a trial-

and-error search. The other option would be to show more information on the

screen without having a negative effect (e.g., due to occlusion or cluttering). For

example, various alternative rendering techniques can be used to provide a more
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understandable picture to the user [19][31]. Users can be guided to interesting

features, isosurfaces and transfer functions by methods that suggest such candi-

dates [42][72]. In our research, we have proposed a different path to improve the

effectiveness of visualization— that of guiding the user to views that convey more

information. In chapter 3, we present a novel view selection method for volume

rendering. Such interesting viewpoints are helpful both for the purposes of data

exploration and data presentation.

In case of complex datasets, it is very difficult to manually find a view that

maximizes the visibility of the relevant part of the data and minimizes occlusion.

Currently, users can only use subjective judgment to evaluate and compare views.

To remedy this situation, our view selection technique introduces a measure to

evaluate a view based on the amount of information displayed (and not displayed).

It gives the users the ability to objectively compare two different views. The algo-

rithm can be used to generate viewing positions to be used as starting viewpoints

for browsing. Such suggested starting camera positions prove very beneficial in

rendering situations with non-interactive frame-rates. Because of the time-lag be-

tween frames, users do not want to, and should not be made to [67][30][3], search

the whole view-space for desirable views. The algorithm can also be used when

presenting data in a non-interactive setting. It creates a smart partitioning of the

view space, and selects the most representative views from each view group for

rendering.

To evaluate and compare viewpoints, we define three viewpoint characteristics

associated with each view:
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• View “goodness”: The view-goodness measure tries to capture how closely

the voxel visibilities for a given view match a user-input importance function.

We define a view to be good if more important voxels in the volume are

highly visible, and vice versa. It is maximized when the voxel visibilities are

proportional to their importance. When selecting viewpoints, it is desirable

that they have high “goodness” scores.

• View likelihood : Intuitively, the view likelihood of a given view is the

number of other viewpoints on the view sphere which yield a view that is

similar (defined by a threshold) to the given view. We define the view simi-

larities in terms of voxel visibilities and importances that are used for view

“goodness”. A highly likely view is a good candidate for representing the

dataset from different views. On the other hand, low likelihood views are

interesting because they display information that is not seen from most other

viewpoints, and hence is likely to be missed by users during an interactive

search.

• View stability : View stability of a view denotes the maximal change

in view that can occur when the camera position is shifted within a small

neighborhood (defined by a threshold). A small change implies a stable view,

and a large change would make a view unstable. Unstable views make good

starting viewpoints during interactive visualization, because the user can see

a large change in view with a small mouse movement.

In the chapter on view selection, we introduce a ‘goodness’ measure of view-

points based on the information theory concept of entropy, also called average
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information. We propose that good viewpoints are ones which provide higher visi-

bilities to the more important voxels, the importance being judged by the opacities

assigned by the transfer function. This interpretation leads us to the formulation

of viewpoint information presented in section 3.3.1. We utilize a property of our

entropy definition which indicates that when the visibilities are close to their de-

sired values, the viewpoint information is maximized. This measure allows us to

compare different viewpoints and suggest the best ones to the user. Given a de-

sired number N of views, our algorithm can be used to find the best N viewpoints

over the view space. A GPU-based algorithm is used to find the visibilities at the

exact voxel centers of the volume. The most time-consuming part of our algorithm

is finding the voxel visibilities, and this shear-warp based algorithm reduces this

time to a few minutes. We also use the entropy to find similarity between views,

which is then used to create a view space partitioning and find the likelihood and

stability of views. Representative views for each partition can be chosen either

by taking the highly likely or highly unlikely views. In interactive situations, our

method suggests unstable viewpoints, so that a small change in the camera po-

sition will yield a large change in view. For time-dependent data, we present a

modification of the ‘goodness’ measure of a viewpoint by taking into account not

only the static information but also the change in each time-step. While this al-

gorithm is targeted for volume-rendering applications, it can be also be used with

isosurface visualizations.

There have been different approaches to view selection in the case of geometric

scenes, including using the entropy function [79]. However, we know of no literature
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related to the problem in a volume rendering scenario. Although we use the entropy

function, the formulation is quite different from that used in [79]. We use the voxel

visibilities and user-defined voxel importances, and we show that our formulation

indeed leads to viewpoints that provide higher visibilities to voxels with more

important voxels.

1.5 Level of Detail Vector Field Visualization

Slow computation is a problem in the case of vector data too, as the user

needs to interact with the visualization system by changing different rendering

parameters (for example, texture properties, advection parameters etc.). Global

techniques, such as line integral convolution(LIC)[10] and spot noise[77], are able to

show the directional information of the field at every pixel, and the only limitation

is the resolution of the display. The price for the rich information content of

such methods, however, is their high computational cost, which makes interactive

exploration difficult.

In Chapter 4, we discuss the problem of interactive visualization of very dense

two and three-dimensional vector fields with flexible level of detail controls. Our

goal is to achieve interactive frame-rates when rendering large vector fields for large

format graphics displays that consist of tens of millions of pixels. Until recently

[78], there were no algorithms that could achieve interactive rates in such cases.

Furthermore, currently very few global vector field visualization techniques allow

the user to freely zoom into the field at various levels of detail. This capability is

often needed when the size of the original vector field exceeds the graphics display

resolution. In addition, most of the existing global techniques do not allow a flexible
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control of the output quality to facilitate either a fast preview or a detailed analysis

of the underlying vector field. Finally, if the user wants to change the appearance

of the vector field, most existing algorithms have to redo all the calculations from

start, thus increasing the response time. A valuable side-effect of our approach is

that the streamline advection stage has been decoupled with the texture mapping

stage, which enables us to reuse the advection calculations while creating a variety

of appearances.

We introduce a level-of-detail based interactive global vector field visualization

technique aiming to tackle the above problems. The idea is similar in spirit to

PLIC [81], but we use a hardware based rendering together with a quadtree-based

hierarchical approximation of the vector dataset. For two-dimensional vector fields,

we have proposed a primitive called streampatch, which stores the geometry of flow

advection. Once the streampatches are extracted, we can control the appearance of

the visualization by simply changing the textures and texture mapping parameters.

The primitives can be rendered at different levels of detail. We also propose an

error metric which allows us to draw more important regions of the vector field in

finer detail, and use less detail for other regions. It is computed directly as the

directional error that would be produced by the simplification at the particular

quadtree level. The error is also used as a guide to generating visualizations which

attract the users attention to the more important regions. The 2D texture mapping

primitive was later extended to 3D streamtubes in Li et. al[48], and to time-varying

datasets in Shen et. al[66].
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The performance goal of our method is set to produce dense LIC-like visu-

alizations with resolutions in the order of a million pixels within a fraction of

second. This is accomplished in part by utilizing graphics hardware acceleration,

which allows us to increase the output resolution without linearly increasing the

computation time. Additionally, our algorithm takes into account both a user-

specified error tolerance and image resolution dependent criteria to adaptively

select different levels of detail for different regions of the vector field. Moreover,

the texture-based nature of our algorithm allows the user to configure various tex-

ture properties to control the final appearance of the visualization. This feature

provides extra flexibility to represent the directional information, as well as other

quantities in various visual forms. Other effects like multi-texturing for adjusting

on-screen frequency for curvilinear grids, changing texture frequency to show a

scalar variable on the flow field etc. are also presented for this algorithm. We also

present hardware based optimizations to reduce redundant rendering of the vector

field that is produced by overlapping geometry.

1.6 Organization

In the rest of this document, we present the details of each algorithm and the

importance measures used. Chapter 2 presents our research on compression based

search data-structures for fast range search. We explain the two steps involved

in transform coding– the transformation and the non-linear quantization. Then

the preprocessing and search algorithms are introduced, followed by a discussion

of the errors created by quantization. Our work on automated view selection for

volume rendering is presented in chapter 3. We give the intuition behind our
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view-goodness measure, and show examples of its dependence on view. A view-

space partitioning scheme is discussed, and an extension to time-varying data is

presented. Chapter 4 deals with our work on interactive flow visualization using

level of detail techniques and spatial data structures. The error measure used as a

basis for the level of detail scheme is presented. We present the geometric primitive

and the rendering algorithm that is used to seamlessly integrate regions of different

detail. Various computational optimizations and modifications to achieve different

visual results are also presented.

“All animals are equal, but some animals are more equal than others.”

— from Animal Farm, by George Orwell.
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CHAPTER 2

RANGE-SEARCH USING COMPRESSED

DATA-STRUCTURES

One approach taken by visualization researchers to speed up isosurface extrac-

tion is improving the search speed for isosurface containing cells. Even though

there exist algorithms that can achieve optimal search performance to identify

isosurface cells, they prove impractical for large datasets due to a high storage

overhead. With the dual goals of achieving fast isosurface extraction and simulta-

neously reducing the space requirement, we propose a fast search algorithm which

uses compressed data structures. The algorithm exploits the spatial coherency

present in the data, and is based on transform coding to compress the interval in-

formation of the cells in a dataset. Compression is achieved by first transforming

the cell intervals (minima, maxima) into a form that allows more efficient com-

paction. It is followed by a dataset optimized non-uniform quantization stage. The

compressed data is stored in a data structure that allows fast searches in the com-

pression domain, thus eliminating the need to retrieve the original representation

of intervals at run-time. The space requirement of our search data structure is

the mandatory cost of storing every cell id once, plus an overhead for quantization
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information. The overhead is typically in the order of a few hundredths of the

dataset size.

This chapter is organized as follows. In section 2.1, we discuss the previous work

in isosurface search. The transform coding based compression method for intervals

is explained in section 2.2, followed by the preprocessing and search algorithms in

section 2.3. Finally, the results are presented in section 2.4.

2.1 Previous Work

Since Lorensen and Cline[51] proposed the Marching Cubes algorithm for con-

structing isosurfaces in 1987, a number of techniques have been proposed to speed

up the search for isosurface containing cells. Active list[26] by Giles and Haimes,

Span Filter[23] by Gallagher, Sweeping Simplices[63] by Shen and Johnson, and

Octrees[87] by Wilhelms and Van Gelder are a few of the early methods. The first

three are value-space based methods, while the ever popular octree is a geometric-

space technique utilizing hierarchical spatial subdivision. Itoh and Koyamada (ex-

trema graphs)[36][37] and Bajaj et al. (seed cell set)[2][76] use isosurface propaga-

tion techniques to avoid the need to search all the cells intersected by the isosurface.

Propagation in unstructured grids needs adjacency information to be stored, which

increases the storage. Below, we mention three value-space algorithms which are

most related to the technique proposed in this chapter.

2.1.1 Storage Requirements of Optimal Search Algorithms

In 1996, Livnat et al.[50] introduced the span space representation for intervals

in a near optimal algorithm (NOISE). The span space is a two-dimensional space
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of intervals with the x-axis and y-axis representing minima and maxima respec-

tively. Each cell can be depicted as a point in the span space with the coordinates

(minimum,maximum). The span space is subdivided using a kd-tree, where each

node divides the space into two partitions. The subdivision is alternated between

a partitioning of the minima-axis and the maxima-axis at even and odd levels.

The ISSUE algorithm by Shen et al.[62] employs a lattice-based subdivision of

the span-space. Sequential and parallel algorithms are presented for performing a

search over the lattice elements. Cignoni et al.[16] proposed an optimal search al-

gorithm using Interval trees. Each node of the tree divides the intervals into three

groups: the intervals whose maxima are less than the value of the node, those

whose minima are greater than the node value, and the third set which contain

the node value in between their extrema. The first group of intervals are passed

onto the left child, the second to the right child, and the third group is put into two

sorted lists associated with the node. Next, we discuss the storage requirements

of NOISE, ISSUE and Interval trees.

Let us assume that there are N cells in the dataset, and the identity of each

cell (cell id) is stored as a number that requires c bytes. Also, suppose that each

data value requires d bytes. A pointer-less kd-tree, as used in NOISE, stores

the information {cell id, minimum, maximum} once for each cell. The space

requirement is thus (c + 2d)N . In ISSUE, all the lattice elements (except those

intersected by the minimum = maximum line) store two data structures. Row

is a list of {cell id, maximum} pairs sorted by the cell maxima. The Column

list comprises of {cell id, minimum} sorted by cell minima. Each cell in a lattice
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element contributes once to both Row and Column structures. So, the space needed

is (c + d)2N , plus overhead. Each node of Interval trees stores two sorted lists:

AL and DR. AL is an ascending list of left extremes, i.e., of {cell id, minimum}

pairs, and DR is a descending list of right extremes, i.e., of {cell id, maximum}

pairs. Ignoring the tree overhead, the space needed is (c + d)2N . If cell ids are

stored as 4-byte (one word) integers and data values as 4-byte floats, then the

space requirement of NOISE, ISSUE, and Interval trees is respectively 3N , 4N

and 4N words. For a 5123 floating point dataset (512MB), for instance, N = 5113

and 4N words occupy 2036MB.

2.1.2 Existing Low Storage Solutions

In the case of large datasets, which are common nowadays, the high storage

requirement severely restricts the usability of these algorithms. This has prompted

researchers to propose modifications so that large datasets can be used with these

algorithms. Cignoni et al.[16] present a 3D chess-board arrangement for regular

grids to reduce the number of cells the interval tree stores. Cells are colored us-

ing a chess-board pattern, and only cells having black color are used to construct

the interval tree. Chiang and Silva[14] proposed the first out-of core isosurfac-

ing technique in the form of an I/O optimal implementation of the interval tree.

Later, Chiang et al.[15] introduced a method to efficiently group individual cells

into meta-cells. They construct an interval tree using the meta-cells instead of in-

dividual cells. Both the chess-board and the meta-cell techniques lower the space

requirement by reducing the number of cells stored in the search data structures. In

this chapter, we present an algorithm which achieves the same goal through efficient
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space utilization combined with compression of cell [maximum,minimum] infor-

mation. The compression method used is based on transform coding. If desired,

the cell reduction techniques mentioned above (chess-board and/or meta-cell) can

be incorporated into our algorithm to further decrease the search structure size.

Let the effective number of cells (individual cells, or black cells in the chess-board

pattern, or meta-cells) be N . In an uncompressed form, the {cell id, minimum,

maximum} information requires 3N words. Using transform coding, we compress

the {minimum, maximum} information to a few hundredths of N words. The

total space requirement of our method is thus one and a few hundredths of N

words, as opposed to 4N words ISSUE[62] and Interval trees[16], and 3N words in

NOISE[50].

2.1.3 Transform Coding

Transform coding is a well known data compression approach, and has an ex-

tensive body of literature. The basic principle utilized by transform coding is that

multiple dimensions of vector data are often correlated to a lesser or higher de-

gree. (If the input data is scalar, multiple samples are collected to form a vector.)

The redundancy of data values (due to correlation) is exploited for compression

by transforming the vector data and then quantizing each scalar dimension. The

transformation allows a better compaction of the data compared to the untrans-

formed values. The best compression ratios are achieved if the transformed data

dimensions are not statistically correlated. Hotelling [34] presented the first trans-

form to decorrelate discrete data in the method of principal components. Karhunen

and Loéve derived the analogous transform for continuous functions, which is now
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popularly known as the K-L transform [60][27]. One of the most widely used trans-

form coding applications today is the discrete cosine transform (DCT), which is

a part of many image and video coding standards, e.g., JPEG, MPEG etc. For a

more detailed review of transform coding and quantization, the reader is referred

to [60] and [27].

In the ensuing sections, we present our compression based algorithm for fast

isosurface extraction.

2.2 Transform coding for intervals

A number of isosurface extraction algorithms have been developed to perform

the search for cells in the value space, i.e., the space of [minimum,maximum]

intervals of cells. The minima-maxima space, however, is not suitable for compres-

sion due to the high statistical dependence between the minimum and maximum

values of cells (see figure 2.1). To reduce this dependence, we use a linear transform

to transform this space into a new space (which we will refer to as the UV-space).

This transformation is the first stage of our compression algorithm. Sections 2.2.1

and 2.2.1 discuss this step in greater detail. In the UV-space, each cell (or equiva-

lently, each interval) is represented by its u- and v-coordinates. These coordinates

are quantized using a dataset distribution optimized non-uniform quantizer. We

use a companded quantizer, which simulates the non-uniform quantization process

using a uniform quantizer. While choosing the output values of the quantizer,

quantization errors are taken into account. This ensures that the isosurface search

does not miss any cell that contains the isosurface. The quantization process
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is described in section 2.2.3. The compressed information (in the form of uv-

coordinates) is then stored in a search friendly data structure, which is presented

in section 2.3.1. At run-time, the search algorithm finds the cells for isosurface ex-

traction based on the supplied isovalue. The search process is explained in section

2.3.2.

In the following sections, we give some background on transform coding, fol-

lowed by details of the transform and quantization phases of our algorithm.

2.2.1 Background

The central theme of transform coding is that the input data is modified, us-

ing a reversible transform, to another form which can be better quantized. The

quantized data can then be converted back to the original form using the reverse

transform. For the following discussion, we represent a multi-dimensional input

data sample as the vector x. There are three stages in transform coding:

1. Transform: The input data x is transformed into y using a reversible trans-

form A, where y = Ax. The transformation A is selected such that y has

better compression characteristics than x, i.e., given a fixed distortion, com-

pressing y yields a smaller output than that of x. Or, given a fixed compres-

sion rate, y has lower distortion compared to x. The best compression results

are achieved when the data dimensions are decorrelated. This suggests that

the ideal transform for compaction is the method of principal components.

This step by itself does not result in any compaction of the data, which is

achieved by the next two steps.
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2. Quantization: The transformed data y is then quantized to a finite number

of levels. Each dimension of the data can be quantized independently using

different quantization strategies. The number of quantization levels depends

on the desired amount of compaction. The statistics of the data y influence

the design of the quantizer. For example, appropriate uniform or non-uniform

quantizers can be chosen depending on input data properties and desired

output statistics.

3. Encoding: The quantized data is then passed through a binary encoding

stage (e.g., Huffman or arithmetic coding). This results is the final com-

pressed form of the data.

Constructing a compression scheme thus boils down to three tasks: finding an ap-

propriate transform, designing quantizers based on the desired compression ratio

and error limit constraints, and selecting a proper binary encoder. The data de-

coding process consists of inverting the effects of the first and third stages above.

The second stage is lossy, and that information cannot be recovered. The com-

pressed data is passed through a matching binary decoder, and then an inverse

transform A−1 is applied to recover the data in the original form.

For the problem we are concerned with, the input data is a set of two-dimensional

points which represent the [minimum,maximum] intervals of cells. In the rest of

section 2.2, we propose a suitable transformation for the intervals, and then design

a quantization scheme for the two transformed axes. Since our ultimate goal is

fast isosurface extraction, as opposed to achieving the best possible compression,

do not use any binary encoding stage. Such a stage would necessitate a decoder
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during the cell search phase, which would slow it down and defeat the primary

purpose of this research. However, if the situation so demands, a binary encoder

can be easily applied as the third stage of encoding.

2.2.2 Transform

The best compression rates can be attained if we use a transformation which

statistically decorrelates the minima and the maxima [60]. Hence, the ideal choice

for a transformation is the method of principal components. However, it is very ex-

pensive to compute, specially for large datasets, which makes it a very impractical

choice. Instead, we use a simpler transformation based on the following observa-

tion: it is usual for the minima and maxima of the cells to be highly correlated.

That is, cells with higher maxima tend to have higher minima and vice versa. Fig-

ure 2.1 shows a histogram plot of the difference between maximum and minimum

values in the visible woman dataset. As can be expected, the vast majority of cells

have a very small difference between their maxima and minima.

Consider a two-dimensional space in which the x-axis represents the cell min-

ima and the y-axis represents the maxima (this is the span space in [50]). Since

the cells tend to distribute themselves along the minimum = maximum line,

the principal component of any dataset will have an orientation close to the

minimum = maximum line. So, instead of the exact principal component trans-

formation, we use a transformation to the 45◦ line. (Note that the transformation

can be interpreted as rotation of the coordinate frame). Each interval is represented

as a vector

x =

[

minimum
maximum

]

(2.1)
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Figure 2.1: A histogram plot of the difference between maximum and minimum
values in the visible woman dataset. The x-axis represents the difference, and the
y-axis shows the number of cells which have that difference. The y-axis is shown
in a log10 scale. In this dataset, the largest difference is 2978, but 90% of cells have
a difference less than 163.

The transformation is given by

A =

[

cosθ sinθ
−sinθ cosθ

]

(2.2)

where θ = 45◦. After the transformation, each interval is represented by the vector

y =

[

u
v

]

= Ax (2.3)

Or,
[

u
v

]

=
1√
2

[

1 1
−1 1

] [

minimum
maximum

]

(2.4)

Adding a scaling factor to the transform does not affect the compression results in

any way. We reduce the computational expense of the transform by removing the

multiplication present in equation (2.4). Defining

y = Bx = (
√

2A)x (2.5)
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We get

u = maximum + minimum (2.6)

v = maximum − minimum (2.7)

Each cell is represented as a point with coordinates (u, v) in the u-v frame, which

is obtained by a counter-clockwise rotation of the original min-max frame by 45◦,

followed by a scaling with
√

2 (figure 2.2). We will refer to the two-dimensional

space represented by the u-v frame as the UV-Space. Alternatively, u can be

thought of as twice the mid-point of the interval, and v is the range of the inter-

val. While the minimum and maximum values of an interval have high statistical

correlation, the mid-point and range of an interval have a low correlation.

Using the equations (2.6) and (2.7), the interval minimum and maximum can

be expressed as

minimum = (u − v)/2 (2.8)

maximum = (u + v)/2 (2.9)

The cells which contain the isosurface satisfy the following condition:

minimum < isovalue < maximum (2.10)

For simplicity, we have assumed minimum 6= isovalue 6= maximum. From equa-

tions (2.8), (2.9) and (2.10), we can derive the following condition for a cell which

intersects the isosurface

v > | u − isovalue × 2 | (2.11)
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v > | u − isovalue*2 |

u−axisminima−axis

ma
xi
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v−axis

isovalue*2

Figure 2.2: UV-Space. The UV-space is a two-dimensional space of intervals.
Each cell is represented as a point with coordinates (u, v) defined by the equations
(2.6) and (2.7). The u-v frame is obtained by a counter-clockwise rotation of the
original min-max frame by 45◦, followed by a scaling by

√
2. The isosurface passes

through the cells in the shaded region.

In figure 2.2, any cell lying inside the shaded region (defined by equation (2.11))

will be intersected by the isosurface.

In addition to permitting better compression rates, the transformation given

by equations (2.6) and (2.7) also has other advantages. First, it requires very

little computation in the form of a couple of additive operations. An inverse

transformation is not needed: the isosurface test can be done in the transform

domain using equation (2.11). Moreover, the transformed space lends itself to a

simple and efficient search data structure, which we will present in section 2.3. As

will be evident, we will need to store only one sorted list of cells, as opposed to

two sorted lists in most algorithms ([26][63][62][16]).
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2.2.3 Quantization

Quantization of the UV-space is performed in two phases: first, the u-axis is

quantized, followed by a quantization of the v-axis. For both axes, we use data

distribution optimized non-uniform quantization.

Companded Quantization

After the transformations given by equations (2.6) and (2.7), let the minimum

u value for the dataset be uL, and the maximum u value be uR. We want to

quantize the range [uL, uR] into M intervals, where M is input by the user. The

design of the quantizer involves deciding the following two sets of values:

• Decision Boundaries : The M + 1 endpoints {bi}M
i=0 of the M intervals. We

already have b0 = uL, and bM = uR.

• Reconstruction Levels : The M representative values {ri}M
i=1 for each interval.

The quantizer function, Q(·), is given by

Q(u) = ri iff bi−1 < u ≤ bi (2.12)

Since the distribution of cells in along the u-axis can be (and usually is) non-

uniform, we will use a non-uniform quantization strategy. Specifically, we will use

an approach called Companded Quantization [27][60], which simulates a distribu-

tion optimized non-uniform quantizer. A compander has three stages:

1. Compressor : The input values (u coordinates of cells) are mapped into an-

other value (say, u′) such that the output (u′) is uniformly distributed. The

regions of the input which have high density are stretched, while regions with
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low density are compressed. The mapping conserves the ordering of the input

values, i.e., if ui < uj, then u′

i < u′

j. The concept is the same as that used

in image equalization.

2. Uniform Quantizer : The output of the compressor stage (u′) is quantized

into M levels using a uniform quantizer. The decision boundaries of this

quantizer are {b′i}M
i=0, and the reconstruction values are {r′i}M

i=1.

3. Expander : The quantized u′ values are mapped back to the u-axis using an

expander function, which inverts the warping introduced by the compressor

function. The compander decision bounds {bi}M
i=0 are derived from {b′i}M

i=0,

and the reconstruction levels {ri}M
i=1 are obtained from {r′i}M

i=1.

Quantization of u-axis

For the first phase, the user specifies the number of quantization intervals, M ,

of the u-coordinates. We implement the compressor stage by sorting the cells by

their u-coordinates. If the u-values of two cells are equal, we break the tie using

cell ids. The position of a cell in the sorted sequence is used as its u′ value for the

uniform quantizer. The first nM = N/M cells are quantized into the first interval,

the next nM cells in the second interval and so on. The decision boundaries, {b′i}M
i=0,

of the uniform quantizer are the sequence positions of the extreme (the first, and

the last) cells of the intervals. The expander stage involves mapping the {b′i}M
i=0

values to the u-axis using an inverse of the compressor stage. Let the u-value of

the jth cell (in the sorted sequence) be uj, and let η = nM . Then the compander
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decision boundaries, {bi}M
i=0, are defined as

b0 = uL

b1 = (uη + uη+1)/2
b2 = (u2η + u2η+1)/2
...

...
...

bM = uR

(2.13)

We have assumed that {ui·η 6= ui·η+1}M−1
i=1 . If that does not hold, we take bi as

the average of the u-values of the next two satisfying cells. Figure 2.3 shows the

quantization of u-coordinates with M = 11. The vertical lines at the decision

boundaries {bi}11
i=0 divide the UV-space into M = 11 partitions {Pi}11

i=1, which we

will refer to as the U-partitions.

Unlike usual quantization procedures, the definition of the reconstruction values

{ri}M
i=1 is deferred till run-time. To avoid holes in the isosurface due to quantization

errors, we need to incorporate the isovalue into the assignment of {ri}M
i=1. Consider

the cells A and B in the U-partition P4 in figure 2.3, where the value uiso =

2×isovalue lies in U-partition P7. Both will have the same quantized u-coordinate

r4, which will be used at run-time for the isosurface test in equation (2.11). If cell B

fails the test, the resulting isosurface will have a hole in it. To prevent any potential

isosurface cell from failing the test, we have to ensure that the right-hand side of

the inequality (v >| u−isovalue×2 |) does not increase as a result of quantization.

Hence, we choose the reconstruction level to be the greatest u-coordinate any cell

in partition P4 can take. This happens to be the right decision boundary of P4, and

so we take r4 to be equal to b4. For the same reasons, cells C and D in partition

P11 are assigned the reconstruction value r11 = b10. Note that cells A and D will

satisfy equation (2.11) and will be sent to the geometry extraction phase, which
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Figure 2.3: Quantization of u-axis. The u-axis is divided into M = 11 levels. The
decision boundaries {bi}11

i=0 are given by equation (2.13). For the given isovalue, the
reconstruction levels are given by equation (2.14): r1 = b1,..., r6 = b6, r8 = b7,...,
r11 = b10. r7 is not used by the search algorithm. The M = 11 partitions of the
UV-space will be referred to as U-partitions.

will simply ignore them. For the partition P7, which contains the value uiso, all the

cells are presumed to have passed the test. We define the reconstruction levels in

terms of the stored decision boundaries and the given isovalue using the following

formula: assuming biso−1 < isovalue × 2 ≤ biso

r1 = b1
...

...
...

riso−1 = biso−1

riso = not required
riso+1 = biso

...
...

...
rM = bM−1

(2.14)
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Quantization of v-axis

After the quantization of the u-axis, we proceed to the second phase of our

algorithm. We quantize the v-axis in each partition {Pi}M
i=1 of the UV-space

separately. The quantization strategy is similar to that used for the u-coordinates.

The user specifies the number of quantization levels, L, for each U-partition. The

following actions are then performed for each partition Pi (i = 1...M). The cells

are initially sorted by their v-values, breaking ties by cell ids. The first nL = nM/L

cells are put in the first interval, the next nL cells in the second interval and so

on. Unlike the quantization stage of u-axis, we do not prevent cells with the same

v-values from being put into different intervals. We do so to ensure that each

interval contains the same number (nL) of cells. As a result, we do not have to

explicitly store the number of cells in each interval in our data structure.

In the previous discussion on quantizing the u-axis, we argued the need to

prevent quantization errors which might result in holes due to isosurface-containing

cells being indicated otherwise. In the isosurface test (v >| u − isovalue × 2 |,

equation (2.11)), this translates to the requirement that the v-value should not

decrease after quantization. Accordingly, for each interval, the highest v-value of

its member cells is used as the reconstruction level for that interval. Let the v-

value of the kth cell (in the sorted sequence) in the U-partition Pi be vik. Then,

the reconstruction values, {sil}L
l=1 are given by

si1 = vi(nL)

si2 = vi(2nL)
...

...
...

siL = vi(LnL)

(2.15)
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Figure 2.4: Quantization of v-axis. After the u-axis has been quantized using
M = 11, the v-axis is quantized separately into L = 7 levels for each U-partition
{Pi}11

i=1. The v-axis reconstruction levels, which are also the decision boundaries,
are shown as the horizontal lines, and the values are calculated from equation
(2.15). The L = 7 intervals of each U-partition will be referred to as UV-partitions.

Figure 2.4 shows the quantization of v-coordinates after the u-axis has been

quantized (with M = 11, as shown in figure 2.3). Each U-partition has been further

divided by L(= 7) horizontal lines, which represent the reconstruction levels (also

the decision boundaries) of the v-values within the U-partition. We will call the

resulting rectangular regions UV-partitions. The UV-partitions which are to the

left of the U-partition P7 are represented by the uv-coordinates of their top-right

corners. Similarly, those to the right of P7 are represented by the uv-values of

their top-left corners. For the given isovalue, the shaded UV-partitions pass the

isosurface test as their representative corners satisfy equation (2.11).
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2.3 Search Algorithm

Following the transform coding steps outlined in the previous section, we con-

struct data structures which store the information of the UV-space in a compressed

form (section 2.3.1). These can then be used for fast isosurface extraction searches

(section 2.3.2).

2.3.1 Data Structures

The preprocessing stage of our algorithm consists of the transformation and

quantization steps that have been mentioned in sections 2.2.2 and 2.2.3 respec-

tively. The results of the preprocessing stage are stored in appropriate data struc-

tures that enable a fast run time search for isosurface containing cells. The in-

formation that needs to be stored is: the user-specified quantization parameters

M and L, the reconstruction levels for the u- and v-axes, and the cell ids in each

UV-partition. We use the data structures given below to store that information:

1. U-Array : The decision boundaries {bi}M
i=0 for the u-axis, given by equation

(2.13). These values are required at run time to derive the reconstruction

levels for u-coordinates according to equation (2.14). The storage required

is the space for M + 1 values.

2. V-Array : A two-dimensional array {dij}M,L
i=1,j=1 with each element storing

the v-axis reconstruction levels of the corresponding UV-partition given by

equation (2.15). For example, dij stores the decision boundary of the jth

UV-partition of the ith U-partition. This needs a storage of ML values.
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3. ID-Array : A two-dimensional array {Aij}M,L
i=1,j=1 with each element storing

the ids of cells in the corresponding UV-partition. A(i, j) stores the cells

within the jth UV-partition of the ith U-partition. The storage needed is

that for N cell ids.

The total storage requirement is the space needed for N cell ids and ML + M +

1 quantization levels, where ML + M + 1 is typically of the order of a hun-

dredth of N . This offers significant space reduction compared to most algorithms

([26][63][62][16]), which store 2N cell ids and 2N min-max values. During prepro-

cessing, the three arrays are filled simultaneously through the quantization process

described in section 2.2.3. To recap, each cell is transformed to uv-coordinates us-

ing equations (2.6) and (2.7). They are then sorted by their u-coordinates and the

quantization interval endpoints {bi}M
i=0 derived using equation (2.13). The cells are

then grouped into M U-partitions. The cells in each U-partition are now sorted

by their v-values. For each U-partition i, the V-array elements (v-axis decision

bounds) are filled in according to equation (2.15). Simultaneously, ids of cells in

each UV-partition are stored in the ID-Array.

2.3.2 Search

Given an isovalue, the search for isosurface containing cells over the UV-space

can be decomposed into separate searches over each U-partition. For a given U-

partition, the search can be thought of as a search for satisfying UV-partitions (be-

cause all the cells within a given UV-partition have the same quantized uv-values).

The U-partition is traversed in order of decreasing v-coordinates, beginning with
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the topmost UV-partition (the one with highest v-value). The reconstruction val-

ues of the UV-partition are read from the U-Array and the V-Array, and tested

in equation (2.11). If the UV-partition satisfies the isosurface test, all the cells

in the corresponding ID-Array position are selected for geometry extraction, and

the search moves to the next UV-partition (the one below). When a UV-partition

is reached whose uv-coordinates fail equation (2.11), the traversal for the current

U-partition is terminated and the another U-partition is taken up for traversal.

The search is complete when all the U-partitions have been individually searched.

Incremental Search

If the isovalue is changed by a small amount from the previous isovalue, it is

advantageous to do an incremental update to the results of the previous search.

We assume that the previous isovalue search results for each U-partition are stored.

For each U-partition, we also need to remember the position of last UV-partition

accessed before the traversal was terminated. Let the previous isovalue be isop.

Without any loss of generality, let us assume that the isovalue has increased to

a new value ison. Let the corresponding u-axis points be up = 2 × isop and

un = 2 × ison respectively. Then the addition of new cells and removal of cells no

longer intersecting the isosurface are handled as follows:

1. Addition: New cells will be added to U-partitions that are to the right of

umid = (up + un)/2. For these U-partitions, we start an incremental search

from the previous terminating UV-partition. The current traversal is con-

tinued till a UV-partition is reached which does not satisfy the isosurface
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condition (equation (2.11)). The cells of the newly traversed UV-partitions

are added to the isosurface extraction list.

2. Removal : For U-partitions to the left of umid, we will need to potentially

remove cells which were selected for isosurfacing for the previous isovalue.

Each U-partition is traversed upwards (towards increasing v-values), start-

ing from the terminating UV-partition of the previous traversal. The upward

traversal is stopped when a UV-partition is reached which satisfies the iso-

surface test. The UV-partitions encountered during this reverse traversal no

longer contain the isosurface and are removed.

The U-partition which contains umid can belongs to the addition category if the

previous terminating UV-partition satisfies the isovalue. Otherwise, it is in the

removal set. As in any incremental update search, this is more beneficial in case of

small datasets, for which the intermediate results can be stored in main memory.

Empty Space Culling

Our algorithm can also be used for empty space culling in volume rendering

applications. When an isosurface-like transfer function is used, a large proportion

of the voxels will be classified as empty space. Instead of doing an exhaustive

search, object order algorithms (like splatting and object-order ray-casting[55])

can use a range search algorithm and achieve speedups much like the isosurfacing

algorithms.

In this context, the main difference between searching for an isosurface applica-

tion and a volume rendering one is that transfer functions usually specify non-zero

opacities over a range of values, instead of a single value (as in the isovalue). This
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fact can be reinterpreted as searching for a range of isovalues in our data struc-

tures. Doing such a search is straight-forward using our algorithm. Suppose the

non-zero opacities lie in the range [isoleft, isoright]. Let the points on the U -axis

corresponding to these two values be uleft = 2 × isoleft and uright = 2 × isoright.

Then, all the cells in the U -partitions that fully or partially overlap the range

[uleft, uright] are assumed to be non-empty. For the U -partitions that are to the

left of uleft, we do a regular search assuming the isovalue to be isoleft. For those

to the right of uright, we use isoright.

2.3.3 Errors

The quantization of the UV-space introduces errors which may result in false

conclusions for some cells in the isosurface test (equation (2.11)). We have de-

signed our quantizer (section 2.2.3) such that the search does not miss any cell

that contains the isosurface. Instead, some cells that do not truly intersect the iso-

surface will satisfy equation (2.11). The errors are the combined effect of u-value

quantization error and the v-axis quantization error. Below, we give an empiri-

cal discussion on the average effect of the u-axis quantization on the number of

such erroneous cells. For this discussion, we first assume that the v-values are not

quantized. Later, we will extend the error analysis to include the v-coordinate

quantization.

Consider the U-partition Pi in figure 2.5(a), which is to the left of uiso = 2 ×

isovalue. In other words, bi < 2× isovalue. Due to quantization of u-coordinates,

all the cells within the shaded triangular region will satisfy the isosurface test, and

will constitute the error for this U-partition. Each U-partition that is searched will
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contribute a similar group of erroneous cells. It should be noted that if the top-

most UV-partition of a U-partition fails the isosurface test, it will not be traversed

at all and hence will not contribute any error. For instance, in figure 2.4, the U-

partitions P1, P2 and P3 will not have any error since the topmost UV-partitions

lie outside the isosurface region. In practice, the dynamic range of u-values is

usually much higher than the spread of v-values. As a result, a large number of

U-partitions will not be traversed and so will not contribute any error. For this

discussion, we assume that on an average, a fraction h of the total number M of

U-partitions is traversed. Let the average width of a U-partition be uave, and the

mean concentration of cells be cave. Then, on an average, each U-partition will

contribute (u2
ave/2)cave false cells. If the u-value limits for the dataset are [uL, uR],

then the average number of cells which falsely satisfy equation (2.11) is

Average U-Error = hM(
u2

ave

2
· cave) =

(uR − uL)2hcave

2M
(2.16)

where nM(= N/M) is the number of cells per U-partition. The expected number

of non-isosurface cells satisfying equation (2.11) is inversely related to M .

Next, the additional effect of v-coordinate quantization is considered. In fig-

ure 2.5(b), all the cells in the UV-partition Vij have the same uv-coordinates

(bi, si(j+1)), and thus all satisfy equation (2.11). The triangular region contains

cells which incorrectly satisfy the isosurface test due to u-axis quantization errors.

The error added by v-axis quantization are those cells in the UV-partition Vij

whose v-coordinates are less than vi = 2 × isovalue − bi. If the total number of

cells in the dataset is N , and M and L are the number of quantization levels for

u- and v-axes respectively, then each UV-partition has nL = N/ML cells. On an
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(a) (b)

Figure 2.5: Quantization Errors. All the cells in the shaded triangular region in
figure (a) satisfy the isosurface test and contribute to the error due to quantization
of u-axis. The additional error due to v-axis quantization is shown in figure (b).

average, the total number of erroneous cells due to v-coordinate quantization is

Average V-Error = hM · nL

2
=

hN

2L
(2.17)

The expected error is directly related to the number of cells nL in each UV-

partition. As the value of L is increased, nL decreases, driving the average v-error

down.

2.3.4 Meta-Cells

It is straight-forward to use meta-cells[15] in our data structure. The min-max

values of a meta-cell would come from the extremal values of the group of cells it

represents. Any preferred technique can be used to combine multiple cells into a

meta-cell. In a regular grid dataset, for example, we can represent a 2×2×2 block

of cells by one meta-cell. The minimal (maximal) value among these eight cells
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will be the minima (maxima) for the meta-cell. If our search algorithm returns

positive for a particular meta-cell, then we have to search for the isosurface in each

of the individual cells that is contained within the meta-cell.

Now, we will briefly discuss the errors that can result when merging cells into

meta-cells. Suppose a cells A1 and A2 have minima minA1
and minA2

respectively.

Without any loss of generality, lets assume that minA1
< minA2

. If we merge

both the cells together into a single meta-cell, then we have to use the smaller

minima value minA1
for the meta-cell to ensure correctness. (Similarly, we have

to use the larger of the two maxima values as the meta-cell maxima.) The meta-

cell will return a false positive for cell A2 for all isovalues that lie between minA1

and minA2
. Assuming that all isovalues are equally likely, the probability of false

positive error due to the merged minima of this meta-cell will be proportional to

(minA2
− minA1

). In fact, if the values in the particular dataset lie in the range

[minDataset,maxDataset], then the probability of false positive error for cell A2 is

Error = (minA2
− minA1

)/(maxDataset − minDataset) (2.18)

A similar effect occurs due to the maxima values. Then, the overall probability of

error due to this meta-cell is proportional to

Error ∝ Distance(cellA1
, cellA2

) (2.19)

= |minA1
− minA2

| + |maxA1
− maxA2

| (2.20)

which is the Manhattan distance between the min-max values of the two cells.

This is the probability, due to merging, that either cell A1 or cell A2 will return a

false positive error.
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Lets now suppose that the cell information is merged for the cells {A1, A2, . . . , Ak}.

Then, this particular meta-cell is represented by the smallest minima and the

greatest maxima of the set {A1, A2, . . . , Ak}. We will denote these by minmeta and

maxmeta. The error introduced by this meta-cell is

Error ∝
k

∑

i=1

Distance(cellmeta, celli) (2.21)

=
k

∑

i=1

(|minmeta − minAi
| + |maxmeta − maxAi

|) (2.22)

While we have assumed that all isovalues are equally probable, that is not

always true. We can use domain specific knowledge of datasets to assign different

probabilities to different isovalue regions. Equation (2.21) can then be tweaked

to include the effect of non-uniform probability in the error. In such cases, terms

like |minA1
− minA2

| will be replaced with the area under the probability density

function in the range [minA1
,minA2

]. Given a user-defined error threshold, min-

max information of cells can now be merged into meta-cells. This method of

merging cells to create meta-cells can also be used for time-varying datasets.

2.4 Results

In this section, we present results of the compression algorithm on static data.

We discuss the effect of the quantization parameters M and L on the size and search

efficiency of the search data structures. We then present out-of-core results from

our algorithm and also compare the performance with that of the interval tree. We

have tested our algorithm on the UNC MR-brain dataset (256 × 256 × 109 2-byte

integer), a Rayleigh-Taylor hydrodynamic instability dataset (2563 floating-point)
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which we will refer to as Rage256, and the visible woman dataset (512×512×1728

2-byte integer).

2.4.1 Compression and Errors

We have mentioned before that either the meta-cell technique [15] or the chess-

board method [16] can be used with our algorithm. For the following discussion,

we will denote the number of effective cells (single cells, meta-cells, or black cells

in the chess-board pattern) by N . Let M be the number of U-partitions and L

the number of UV-partitions per U-partition. The space requirement of our search

data structure is the storage for N cell ids (ID-Array) and ML+M+1 quantization

levels (U-Array and V-Array). Since we are not compressing the cell ids, the space

required to store the ID-Array will remain constant for all quantization parameters.

We present the compression results as the ratio of the size of the U-Array and V-

Array to the space required for storing the min-max values for every cell. Figure

2.6 shows the compression ratios for the MR-brain dataset. Interval trees and

ISSUE data structures store 2N cell ids and N min-max pairs. Compared to

these, the storage required by our search data structure is 37.1% for MR-brain,

27.4% for Rage256, and 33.4% for visible woman dataset for a (M = 4000, L = 400)

quantization.

Figure 2.7 shows the variation of error with L and M . The error is due to

cells which are selected by the search algorithm but do not contain the isosurface.

Please note that there is no error in the isosurface itself. The error is defined as

the ratio of the erroneous cells to the number of isosurface containing cells. As

expected, the error decreases with increase in both L and M . Note that the rate
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Figure 2.6: Effect of Quantization parameters M and L on data structure size.
The size of the quantization data structures (U-Array and V-Array) remain within
1% of the size of the uncompressed min-max information for the MR-brain. The
total size of our data structure is approximately 30% of the size of data structures
generated by Interval Trees, ISSUE etc.

of decrease falls as L or M get larger. Keeping in mind the trade-off between

search and space efficiencies, users can choose an (M ,L) combination suitable for

their requirements. For instance, the very little difference between performance of

the M = 2000 and M = 4000 graphs may not justify the associated increase in

storage space. Table 2.1 gives the preprocessing, search and extraction times for

the MR-brain dataset for a subset of quantization parameters from figures 2.6 and

2.7.
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Figure 2.7: Effect of Quantization parameters M and L on search error for the
MR-brain (isovalue = 1070.5, number of isosurface cells = 4352196). The number
of cells erroneously identified as containing the isosurface grows when M and/or
L is decreased.

2.4.2 Performance

In case of large datasets, the search data structures may not fit into main

memory and out-of-core techniques have to be implemented. Because we store

the min-max information and the cell ids in separate data structures, we do not

need to modify our search algorithm for large datasets. Only the U-Array and the

V-Array need to be kept in-core. During the search phase, the V-Array is scanned

as described in the search algorithm (sec.2.3.2). If the uv-coordinates stored at a

V-Array position pass the isosurface test, the corresponding ID-Array entry is read

from the disk and the cells passed to the extraction stage. Table 2.2 shows the
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search and extraction times for the visible woman dataset. For this experiment,

we have used a 2 × 2 × 2 meta-cell for constructing our data structure. The error

(number of meta-cells selected due to quantization error) is given as a percentage

of the isosurface meta-cells, given in the second column. The data-structure I/O

times are included in the extraction times. The compression ratio of min-max

information is 3.27% for the data structures used. The size of the search data

structure is 34.5% of the size of the ISSUE/Interval-Tree data structures.

Table 2.3 compares the size and performance of our algorithm to an in-core

interval tree implementation on a MIPS R10000 Processor. We present results for

a floating-point MR-brain dataset and the Rage256 dataset for both methods. The

interval tree search performs marginally better than the search using compressed

min-max values. The search data structures of our algorithm are smaller by a

factor of four or more compared to the interval tree.

“I’ve seen a dying eye
Run round and round a room
In search of something, as it seemed,
Then cloudier become;”

— from Time and Eternity, by Emily Dickinson.
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M ,L Comp- Error Pre- Search Extract
ression process

500, 50 0.18% 2.33% 11.03s 0.04s 7.48s
2000, 200 2.86% 0.66% 11.40s 0.03s 7.44s
4000, 400 11.42% 0.44% 11.50s 0.03s 7.43s

Table 2.1: Search and space efficiency trade-off. Processing times on a 600MHz
PIII for different (M ,L) combinations are shown (isovalue = 1070.5). The extrac-
tion time for a zero search error is 7.41s. The associated compression and errors
are shown in figures 2.6 and 2.7.

Isovalue Cells Error Search Extraction
600.5 2,066,710 4.39% 0.05s 13.0s
1100.5 4,433,023 4.28% 0.12s 27.7s
1400.5 809,193 9.47% 0.04s 6.1s

Table 2.2: Search and extraction times for the visible woman dataset using a
compression of 3.27% of the min-max values. The size of the search data structure
is 34.5% of the size of the ISSUE/Interval-Tree data structures. 2×2×2 meta-cells
are used while constructing the search data structures. The number of isosurface
containing meta-cells are given, along with the error introduced by quantization.

Dataset Search Search Search
Method structure size Time

MR-brain QS (2.5%) 20.8MB 0.18s
MR-brain I-Tree 93.8MB 0.13s
Rage256 QS (1.3%) 49.0MB 0.09s
Rage256 I-Tree 221.4MB 0.07s

Table 2.3: Comparison of search times for the quantized search (QS) and the
interval tree (I-Tree). The compression ratios for the min-max data is given in
parentheses.
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CHAPTER 3

AUTOMATED VIEW SELECTION

3.1 Introduction

In visualizations of three-dimensional datasets, the insights gained are often

dependent on what is seen and what is occluded. The visualization process fre-

quently involves a trial-and-error method of parameter tweaking in an effort to

create better representations- that is, better arrangements of visible and occluded

regions. This works well for smaller datasets, but for large data, the response times

of the visualization system can become uncomfortably large. Larger datasets also

translate to a greater amount of work required from the person. While this prob-

lem can be tackled by creating more interactive systems [68], we take the approach

of reducing the trial-and-error tweaking the user has to go through to create a

desirable visualization. Automatic (or semi-automatic) methods for generating

transfer functions [52][42] or selecting isosurfaces[72] can be thought of as efforts

in this direction. In this paper, we focus on helping the user with one specific

component of interaction— view selection. Suggestions for interesting viewpoints

can improve both the speed and efficiency of data understanding.
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In a typical volume rendering scenario, the user starts with a default viewpoint.

After the first image is rendered, he changes the view to look at parts of the dataset

that are occluded in the current view. This process continues till he is satisfied. The

longer he has to wait for the rendering at the new viewpoint, the less efficient and

more frustrated he becomes. The problem is exacerbated in highly non-interactive

situations, and it is desirable that he quickly find a satisfactory view. This manual

view selection method can be especially tricky and time consuming in the case of

volume rendering of a time-varying dataset. The user tries to get a better view

based on a few time steps, but it is very difficult for him to imagine how the image

will change with the viewpoint for all the time steps in the sequence. Our algorithm

makes the manual view selection faster by suggesting good viewpoints to the user.

These viewpoints can then be used as a starting point for further exploration. Once

the user finishes exploration in the neighborhood of one suggested viewpoint, he

can pick another suggested viewpoint to explore.

The viewpoints suggested by our technique can also be used to improve image-

based volume rendering algorithms [56][12]. Frequently, IBR methods use the

scene properties to create a non-uniform camera placement for the pre-rendered

views based on the scene. Our formulation can be used to quantify the change

between two volume-rendered views. An adaptive sampling of the view space can

be generated by creating more pre-rendered samples in neighborhoods of large view

changes and vice-versa. This can help the IBR system achieve better rendering

quality with less storage.
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This chapter presents a view selection method designed for volume visualiza-

tion. It can be used to find informative views for a given scene, or to find a minimal

set of representative views which capture the entire scene. It becomes particu-

larly useful when the visualization process is non-interactive— for example, when

visualizing large datasets or time-varying sequences. We introduce a viewpoint

“goodness measure” based on the formulation of entropy from information theory.

The measure takes into account the transfer function, the data distribution and

the view-dependent visibility of the voxels. Combined with viewpoint properties

like view-likelihood and view-stability, this technique can be used as a guide which

suggests “interesting” viewpoints for further exploration. Domain knowledge is

incorporated into the algorithm via an importance transfer function or importance

volume. The view selections can thus be easily configured to obtain behaviors tai-

lored to very specific situations. We generate a view space partitioning, and select

one representative view for each partition. Together, this set of views encapsulates

the most important and distinct views of the data. Viewpoints in this set can be

used as starting points for interactive exploration of the data, thus reducing the

human effort in visualization. In fully non-interactive situations, such a set can be

used as a representative visualization of the dataset from all directions. We present

a hardware based solution to performing the view calculations. This algorithm can

also be used with isosurface visualizations.

3.2 Related Work

The idea of comparing different views developed much before computer graphics

and visualization matured. As early as 1976, Koenderink and van Doors [44][45]
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had studied singularities in 2D projections of smooth bodies. They showed that for

most views (called stable views), the topology of the projection does not change for

small changes in the viewpoint. The topological changes between viewpoints can

be stored in an aspect graph. Each node in the graph represents a region of stable

views, and each edge represents a transition from one such region to an adjacent

one. These regions form a partitioning of the view space, which is typically a sphere

of a fixed radius with the object of interest at its center. The aspect graph (or its

dual, the view space partition) defines the minimal number of views required to

represent all the topologically different projections of the object. A lot of research

has been done since the early papers, mainly in the field of computer vision, which

extended the ideas to more complex objects. In the case of volume rendering,

a similar topology based partitioning can not be constructed. Instead, we find

a visibility based partitioning by comparing visibilities of voxels in neighboring

views, and clustering together viewpoints that are similar.

Viewpoint selection has been an active topic of research in many fields. For

instance, viewpoint selection solutions have been proposed for the problem of mod-

elling a three-dimensional object from range data [89] and from images [21], and

also for object recognition [1]. However, the topic has not been well investigated

in the fields of computer graphics and visualization, possibly because applications

in these domains have relied heavily on human control. Recently, Vázquez et al.

[79][80] have presented an entropy based technique to find good views of polygo-

nal scenes. They define an entropy for any given view, which is derived from the

projected area of the faces of the geometric models in the scene. Their motivation
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is to achieve a balance between the number of faces visible and their projection

areas. The entropy value is maximized when all the faces project to an equal area

on the screen. The viewpoint measure presented in this paper is based on the

entropy function, but is designed for volumetric data. Each voxel is assigned a

visual significance, and the entropy is maximized when the visibilities of the voxels

approach the respective significance values. Entropy based methods have been

used in a variety of problems, e.g., for calculating scene complexity in radiosity

algorithms [20], for object recognition [1] and for aiding light source placement

[28].

3.3 Viewpoint Evaluation

The essential goal of this chapter is to have a computer suggest ‘good’ view-

point(s) to the user. This naturally leads us to the question: “what is a good

viewpoint?”, or, “what makes a viewpoint better than another?”. The answer will

depend greatly on the viewing context and the desired outcome. For example, a

photographer will choose the view which best contributes to the chosen mood and

visual effect. For this paper, the context is the process of volume rendering, which

is being used to obtain visual information from the data. Hence, for our purposes,

a viewpoint is better than another if it conveys more information about the dataset.

In this section, we present a method for quantifying the information contained in

a view using properties of the entropy function from information theory.

The information that is transferred from a volumetric dataset to the two-

dimensional screen is governed by the optical model which is used for the pro-

jection. In this paper, we assume the popular absorption plus emission model [53].
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The intensity Y at a pixel D is given by

Y (D) = Y0T (0) +
∫ D

0
g(s)T (s)ds (3.1)

where, T (s) is the transparency of the material between the pixel D and the point

s. We will refer to T (s) as the visibility of the location s. The first term in the

equation represents the contribution of the background, Y0 being its intensity. The

second term adds the contributions of all the voxels along the viewing ray passing

through D. A voxel at point s has an emission factor of g(s), and its effect on the

pixel intensity is scaled by its visibility T (s). If two voxels have the same emission

factor, then the one with a higher visibility will contribute more toward the final

image.

The emission factors of voxels are usually defined by the users. They set the

transfer function to highlight the group of voxels they want to see, and to make

the others more transparent. We use this fact to define a noteworthiness factor for

each voxel (section 3.3.2), which captures, among other things, the importance of

the voxel as defined by the transfer function. Based on the preceding discussion,

we have the following two (not necessarily disjoint) guidelines for defining a good

viewpoint:

1. A viewpoint is good if voxels with high noteworthiness factors have high

visibilities.

2. A viewpoint is good if the projection of the volumetric dataset contains a

high amount of information.
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In the following section, we present the details of our view information function

and its properties.

3.3.1 Entropy and View Information

Consider any information source X which outputs a random sequence of sym-

bols taken from the alphabet set {a0, a1, . . . , aJ−1}. Suppose the symbols occur

with the probabilities p = {p0, p1, . . . , pJ−1}. Alternatively, we can think of it as

the random variable X which gets the value aj with probability pj. The infor-

mation associated with a single occurrence of aj is defined in information theory

as I(aj) = − log pj. The logarithm can be taken with base 2 or e, and the unit

of information is bits or nats respectively. In a sequence of length n, the symbol

aj will occur npj times, and will carry −npj log pj units of information. Then the

average information of the sequence, also called its entropy, is defined as

H(X) ≡ H(p) = −
J−1
∑

j=0

pj · log2 pj bits/symbol (3.2)

with 0 · log2 0 defined as zero [5]. Even though the entropy is frequently expressed

as a function of the random variable X, it is actually a function of the probability

distribution p of the variable X. We will use the following two properties of the

entropy function in constructing our viewpoint evaluation measure:

1. For a given number of symbols J , the maximum entropy occurs for the dis-

tribution peq, where {p0 = p1 = . . . = pJ−1 = 1/J}. (See figure 3.1, which

gives an example of the entropy values for a three dimensional distribution.)

2. Entropy is a concave function, which implies that the local maximum at peq

is also the global maximum. It also implies that as we move away from the
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Figure 3.1: Entropy Function for probability vectors of dimension three: p =
{p0, p1, p2}. The function is defined only over the plane p0 + p1 + p2 = 1, within
the triangular region specified by 0 ≤ p1, p2, p3 ≤ 1. The maximum occurs at the
point p0 = p1 = p2 = 1/3, and the value falls as we move away from that point in
any direction. So, increasing the entropy has the effect of making the probabilities
more uniform.

equal distribution peq, along a straight line in any direction, the value of

entropy decreases (or remains the same, but does not increase).

We will use probability distributions associated with views to calculate their

entropy (average information). For each voxel j, we define an importance factor

Wj. We will call it the noteworthiness of the voxel, and it indicates the visual

significance of the voxel. (More details about Wj are given in section 3.3.2). Sup-

pose, for a given view V , the visibility of the voxel is vj(V ). We are using the term

‘visibility’ to denote the transparency of the material between the camera and the

voxel. It is typically equivalent to T (s) in equation (3.1). Then, for the view V ,

we define the visual probability, qj, of the voxel as

qj ≡ qj(V ) =
1

σ
· vj(V )

Wj

where, σ =
J−1
∑

j=0

vj(V )

Wj

(3.3)
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where the summation is taken over all voxels in the data. The division by σ is

required to make all probabilities add up to unity. Thus, for any view V , we have

a visual probability distribution q ≡ {q0, q1, . . . , qJ−1}, where J is the number of

voxels in the dataset. Then, we define the entropy (average information) of the

view to be

H(V ) ≡ H(q) = −
J−1
∑

j=0

qj · log2 qj (3.4)

The view with the highest entropy is then chosen as the best view. This satisfies

the two guidelines presented earlier in section 3.3:

1. The best view has the highest information content (averaged over all voxels).

2. The visual probability distribution of the voxels is the closest (of all the

given views) to the equal distribution {q0 = q1 = . . . = qJ−1 = 1/J}, which

implies that the voxel visibilities are closest to being proportional to their

noteworthiness.

To calculate the view entropy, we need to know the voxel visibilities and the

noteworthiness factors. Visibilities can be queried through any standard volume

rendering technique such as ray casting. The noteworthiness, described in the

next section, is view independent, and needs to be calculated only once for a given

transfer function.

3.3.2 Noteworthiness

The noteworthiness factor of each voxel denotes the significance of the voxel

to the visualization. It should be high for voxels which are desired to be seen,

and vice versa. Considering the diverse array of situations volume rendering is

58



used in, it is practically impossible to give a single definition of noteworthiness

that satisfies expectations of all users. Instead, we can rely on the user-specified

transfer functions to deliver us a definition which is tailor-made for the particular

situation. The opacity of a voxel, as assigned by the transfer function, is part

of the emission factor g(s) in equation (3.1), and controls the contribution of the

voxel to the final image. We use opacity as one element of the noteworthiness of

the voxel. Another consideration is that some voxels are more visually meaningful

to the viewer than other voxels. Consider a simple example: suppose the dataset

has a small region of yellow voxels and the rest of the voxels are blue. When the

yellow region occludes part of the blue region, Gestalt principles [58] suggest that

the human mind extrapolates the larger object (called ground) behind the smaller

one (called figure). If, on the other hand, the yellow region is occluded, the viewer

will have no idea of knowing it even exists. In this case, the visibility of the yellow

region is more important than that of a similar number of blue voxels.

Based on these observations, we construct the noteworthiness Wj of the jth

voxel as follows. We assign probabilities to voxels in our dataset by constructing

a histogram of the data. All the voxels are assigned to bins of the histogram

according to their value, and each voxel gets a probability from the frequency of

its bin. The information Ij carried by the jth voxel is then − log fj, where fj is its

probability (bin frequency). Then, Wj for the voxel is αjIj, where αj is its opacity.

We ignore voxels whose opacities are zero or close to zero. These voxels are not

included in the evaluation of equation (3.4).
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The answer to what is interesting and what is not is very subjective. Our

algorithm can be made to suit the goals of any particular visualization situation just

by changing the noteworthiness factors. Domain specific knowledge can be readily

incorporated into the framework by adapting the noteworthiness. Irrespective

of the method used to specify the interestingness of the voxels, maximizing the

entropy serves to give better visibility to the more interesting voxels.

3.3.3 A Simple Example

To demonstrate our concept of view information, we constructed the test dataset

shown in figure 3.2. The voxel opacities of the cube dataset increase linearly with

distance from the boundary of the cube. Figure 3.2(a) shows a volume rendering

of the dataset when the camera is looking directly at one of its faces. Next, we

revolve the camera about the vertical axis of the dataset, (or, equivalently, rotate

the dataset in the opposite direction about the vertical axis) at 1◦ increments. The

view entropy steadily increases (figure 3.2(b)) as more and more voxels on the side

face start becoming visible. It reaches a maximum when the camera has moved

by 45◦, which is the view that shows the two faces equally (figure 3.2(c)). Further

movement of the camera results in greater occlusion of voxels near the first face,

and the entropy begins to drop again. Upon evaluating the entropies for all cam-

era positions around the dataset, the view in figure 3.2(d) results in the highest

entropy. Clearly, this is one of the more informative views about the cube dataset

for a human observer.
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Figure 3.2: An illustration of the change in view entropy (equation 3.4) with
camera position for a test dataset. Figure (a) shows the initial position of the
camera. Figure (b) shows the behavior of entropy as the camera revolves around
the dataset (around the vertical axis in the figure) at 1◦ increments. The entropy
increases steadily and reaches a maximum for a movement of 45◦ (figure (c)), and
then begins to decrease again. The maximum entropy for the whole view space is
obtained for the view in figure (d).
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3.4 Finding the Good View

The view selection proceeds as follows. The dataset is centered at the origin,

and the camera is restricted to be at a suitable fixed distance from the origin. This

spherical set of all possible camera positions defines the view sphere, and represents

all the view directions. The view space is then sampled by placing the camera at

sample points on this sphere. We create a uniform triangular tessellation of the

sphere and place the viewpoints at the triangle centroids. The camera position and

the origin specify the eye and the center points for the modelview transformation.

Since the roll of the camera does not affect the visibilities, the up vector can be

arbitrarily chosen.

Next, the voxel visibilities are calculated for each sample view position. Our

technique is not dependent on any particular volume rendering method, and both

software and hardware renderers can be used by modifying them to output voxel

visibilities. (Please note that the transparency or voxel visibility as given in equa-

tion (3.1) is numerically the same as the accumulated opacity subtracted from

unity.) Most renderers, however, do not perform the opacity calculations exactly

at the voxel centers. Ray-casters accumulate opacities along the rays, and texture

based renderers accumulate opacities at frame-buffer pixel locations, neither of

which are necessarily aligned with voxel centers. We use the GPU to calculate the

visibilities at the exact voxel centers by rendering the volume slices in a front-to-

back manner using a modified shear-warp algorithm. We give a brief description

of our implementation below.
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3.4.1 Hardware Implementation

The object-aligned slicing direction is taken along the axis which is most per-

pendicular to the viewing plane. The slices are rendered perpendicular to the

screen, with a relative displacement given by the shear factors[46]. A floating

point p-buffer with the same resolution as the volume slices is used. 32-bit floating

point precision is used for both the p-buffer and the textures that store visibility.

The first slice has no occlusion, so all the voxels in this slice have their visibilities

set to unity. We loop through the rest of the slices in a front-to-back order, cal-

culating the visibilities of one slice in each loop. The input in each loop iteration

is the data and the visibilities of the previous slice. The following actions are

performed during each iteration:

The frame-buffer (p-buffer) is cleared, and the camera is set such that the

current slice aligns perfectly with the frame-buffer. Then, the previous slice is

rendered with a relative shear, and with two sets of multi-texture coordinates- one

corresponding to the data texture, and the other to its visibility (which is also

stored as a texture). A fragment program looks up the data opacity according

to the transfer function, and combines it with the slice visibility texture. The

frame-buffer now contains the visibilities of the current slice, which is read back

for further processing. Render to texture techniques are used to speed up the

texture initialization for the next loop iteration, in which the visibilities of the

current texture will be used. Once the visibilities for all the slices are retrieved,

the entropy for the given view direction is calculated by using the visibilities and the

noteworthiness factor. Voxels with opacities close to zero (defined by a threshold)
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are classified as empty space and are not used in the evaluation of equation (3.4).

This reduces the computational and memory requirements for the entropy and also

the similarity calculations (section 3.5.1).

Figure 3.3 shows a time-step of a 256-cube shockwave dataset. The camera

was rotated about the vertical axis in a complete circle, with the dataset centered

at the origin. Entropy was evaluated at 5◦ increments. The first figure shows the

view at 55◦ rotation which was the view with the highest entropy. Figure(b) shows

the worst view, which occurred at 180◦. Figure 3.4 shows a 128 × 128 × 80 tooth

dataset. The view sphere was sampled at 128 points. Figures (a) and (b) have the

highest view entropy values. Figures (c) and (d) have the lowest entropy, and not

surprisingly, are highly occluded views. It is notable that the viewpoints for (c)

and (d) are not very far apart, and that (a) and (b) show much of the same voxels.

This shows that if the user wants a few (say, N) good views from the algorithm,

returning the N highest entropy views might not be the best option. Instead we

can try to find a set of good views whose view samples are well distributed over

the view sphere. The next section presents such a solution.

3.5 View Space Partitioning

The goodness measure presented in the previous section can be used as a yard-

stick to measure the information captured by different volume rendering views and

select the best view. But the calculation of goodness considers information from

only the given view, and ignores the information that might be contained in other

views. In particular, neighboring viewpoints tend to have similar visibilities, and

comparing a viewpoint with its neighbors can provide additional properties of the
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Figure 3.3: The figure shows a time-step of a 256-cube shockwave dataset. The
camera was rotated about the vertical axis in a complete circle, with the dataset
centered at the origin. Entropy was evaluated at 5◦ increments. Figure (a) shows
the view at a 55◦ rotation which was the view with the highest entropy. Figure(b)
shows the worst view, which occurred at 180◦. Figure (c) plots the change of
entropy with change in angle.
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(c) (d)

Figure 3.4: The two highest entropy views for the tooth dataset are shown in (a)
and (b), and the two worst ones in (c) and (d).
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viewpoint. Also, for most datasets, a single view does not give enough informa-

tion to the user. The user will almost certainly want to look at the dataset from

another angle. Instead of a single view, it is desirable to present to the user a

set of views such that, together, all the views in the set provide a complete visual

description of the dataset. This can also be thought of as a solution to the best

N views problem: given a positive number N , we want to find the best N views

which together give the best visual representation of the dataset.

We propose to find the N views by partitioning the view sphere into N dis-

joint partitions, and selecting a representative view for each partition. A similar

partitioning is defined by aspect graphs [44][45], where each node (aspect) of the

graph represents a set of stable views. Each set shows the same group of features

on the surface of the object. However, the aspect graph creation methods deal

mostly with algebraic and polygonal models and their topology, and cannot be

applied in a straightforward manner to volume rendering. Instead, we compute

the partitioning by grouping similar viewpoints together.

3.5.1 View Similarity

To find the (dis)similarity of viewpoints, we use the visual probability dis-

tributions associated with each viewpoint (section 3.3.1). Popular measures for

computing the dissimilarity between two distributions p and p′ are the relative

entropy (also known as the Kullback-Leibler (KL) distance), and its symmetric

form (known as divergence) which is a true metric [5]. (Please note that some
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texts refer to the KL distance as divergence instead.):

D(p‖p′) =
J−1
∑

j=0

pj log
pj

p′j
(3.5)

Ds(p,p′) = D(p‖p′) + D(p′‖p) (3.6)

Although these measures have some nice properties, there are some issues with

these measures that make them less than ideal. If p′

j = 0 and pj 6= 0 for any j, then

D(p‖p′) is undefined. In our case, any voxel which is fully occluded (zero visibility)

will get a visual probability qj of zero (equation (3.3)). If it is visible in one view

but occluded in the other, we cannot evaluate equation 3.5 for these views. Also,

D(p‖p′) and Ds(p,p′) do not offer any nice upper-bounds. To overcome these

problems, we instead use the Jensen-Shannon divergence measure [49]:

JS(p,p′) = JS(p′,p) = K(p,p′) + K(p′,p) (3.7)

where, K(p,p′) = D(p‖(1
2
p +

1

2
p′)) (3.8)

The distance between two views V1 and V2, with distributions q1 and q2, is then

defined as JS(q1,q2). This measure does not have the zero visual probability

problem, since the denominator of the log term is zero iff the numerator is zero.

It is also nicely bounded by 0 < JS(q1,q2) < 2. Moreover, it can be expressed in

terms of entropy [49], which allows us to reuse the view information calculations

given in equation (3.4):

JS(q1,q2) = 2H(
1

2
q1 +

1

2
q2) − H(q1) − H(q2) (3.9)
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3.5.2 View Likelihood and Stability

We can now use the definition of view-distance given by equation 3.9 to define

two additional characteristics of viewpoints- view likelihood and view-stability.

View likelihood of a view V is defined as the probability of finding another view

anywhere on the view-sphere whose view-distance to V is less than a threshold. In

our scenario, it is given as the number of view samples on the view sphere that are

within the threshold of V . If a view has a (relatively) high likelihood, it implies

that the object or dataset projects a similar image for a (relatively) large number

of views. On the other hand, a view with low likelihood provides information

that is unique to a few views. This property is indirectly taken into consideration

when we partition the set of all the view samples (that is, the view sphere). Large

partitions have views with high likelihoods.

Sometimes it is not the view itself but the change in view that provides impor-

tant information. If the view is changed from one viewpoint to another very similar

view, the user does not see much new information. But, if the rendering changes

by a large amount, the user sees not just the new information in the visualization

but also derives knowledge from the change that has occurred. Occlusion is one of

the most important depth cues that is available to the user when visualizing three-

dimensional renderings on a two-dimensional surface. A large change in occlusion

implies a large change in visibilities, which results in a large JS distance between

two viewpoints. This concept is captured by view-stability, which is another view

property that can be used to select viewpoints during interaction. It is defined as

the maximal change that occurs when the viewpoint is moved anywhere within a
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given radius from its original position. The greater the change, the more unstable

a viewpoint is. We calculate the (un)stability as the maximum view-distance be-

tween a view sample and its neighboring view samples in the triangular tessellation

of the view-sphere. The 180◦ viewpoint in figure 3.3(b) is an unstable viewpoint

for this particular viewpoint sequence.

3.5.3 Partitioning

Once the visual probability functions (q) and their entropies (H) are calculated

as described in section 3.3, we use the JS-divergence to find the (dis)similarities

between all pairs of view samples. We then cluster the samples to create a disjoint

partition of view sphere. The number of desired clusters can be specified by the

user. Each partition represents a set of similar views, i.e., these views show the

voxels at similar visibilities. If desired, the JS-measure can be weighted using the

physical distance between the view samples to yield tight regional clusters.

The best (highest entropy) views within each partition are selected as represen-

tatives of the cluster and displayed to the user. Together, this set of images give

a good visualization of the dataset from many different viewpoints. Sometimes,

it might happen that the selected representatives of two neighboring partitions lie

on the common boundary and next to each other. If the view distance between

two selected view samples is less than a threshold, we use a greedy approach and

select the next best sample.

We have used the clustering package CLUTO [41] to perform clustering. It is

designed to work with both low and high dimensional datasets. A direct clustering

method was used, as opposed to partitioning or agglomeration algorithms. Ten
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Figure 3.5: Plot of I2 vs number of clusters.

different clustering trials were performed, each using different seed points, and the

best clustering was selected. We used the I2 criterion function [91]. I2 captures

the cumulative similarities between the cluster members and the centroids of the

clusters. Maximizing I2 thus maximizes intra-cluster similarity. If k is the total

number of clusters, Si is the set of objects assigned to the i th cluster, ni is the

number of objects in the i th cluster, v and u represent two objects, and sim(v, u)

is the similarity between two objects, then I2 can also be found using the following

formula:

I2 =
k

∑

i=1

√

∑

v,uεSi

sim(v, u) (3.10)

Figure 3.5 shows the values of I2 clustering performed on the tooth dataset. It

can be seen that the slope of the graph decreases when we move from 5 clusters
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to 6 clusters. Figure 3.6 shows the results of a 5-way partitioning of the view

space for the dataset. 128 view samples were used with a JS-divergence measure.

The largest partition contains 39 samples, while the smallest one has 18. The

representative views from four of the partitions are shown. The view for the fifth

partition is figure 3.4(a). Figures 3.4(a) and 3.4(b) both lie in the same partition.

In fact, the top ten high entropy viewpoints fall in the same partition. They show

the same voxels and capture similar information. Although they are good views

when considered individually, they contain a lot of redundant information as a

group. This illustrates the need for selecting representative views from different

partitions.

3.6 Time Varying Data

Suggestion of good views becomes all the more useful in the case of time de-

pendent data. The time required to compute a volume rendering animation of the

dataset grows with the number of time steps. In an interactive setting, this cre-

ates a large lag between a viewpoint update and the completion of all the frames.

Moreover, it takes more tries by the user to find the desired viewpoint because the

data changes with time, and the user has to consider not only the current time

step but also the previous and future ones. The user’s job is made harder by cases

where an interesting view in a few time steps turns out to be a dull view in the

rest.

In section 3.3, we discussed the notion of a good view and presented a measure

of view information for a volume dataset. For time-dependent data, using equa-

tion (3.4) separately for each time-step is not the desired solution— it can yield
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(a) (b)

(c) (d)

Figure 3.6: Representative views for a 5-way partitioning of the view-sphere for
the tooth dataset. The view for the fifth partition is figure 3.4(a).
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viewpoints in adjacent time-steps that are far from each other, thus resulting in

abrupt jumps of the camera during the animation. A natural solution is to con-

strain the camera, but it still does not guarantee the most informative viewpoint.

For instance, it can result in a viewpoint which has a high information value for

each individual time-step, but does not show any time-varying changes. It is con-

trary to what is expected from an animation— it should show both the data at

each time-step, and also the changes occurring from one frame to the next. In

the next section, we present an alternate version of viewpoint information tailored

to capture the view information present in one time-step, taking into account the

information present in the previous step.

3.6.1 View Information

Consider two random variables X and Y with probability distributions r and

s respectively. If X and Y are related (not independent), then an observation of

X gives us some information about Y . As a result, the information carried by Y ,

conditional on observing X, becomes H(Y |X) ≡ H(s|r). Then the information

carried together by X and Y is H(X,Y ) = H(Y,X) = H(X) + H(Y |X), as

opposed to H(X)+H(Y ). We will use this concept to create a modified viewpoint

goodness measure for time dependent data.

Suppose there are n time-steps {t1, t2, . . . , tn} in the dataset. For a given view

V , we denote the entropy for time-step ti as H(V, ti) ≡ HV (ti). The view entropy

for all the time-steps together is HV (t1, t2, . . . , tn). We will assume a Markov

sequence model for the data, i.e., the data in any time-step ti is dependent on

the data of the time-step ti−1, but independent of older time-steps. Then the
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information measure for the view, for all the time-steps taken together, is given

by equation (3.12). (3.11) is a standard relation [5], and (3.12) follows from the

independence assumption.

H(V ) = HV (t1, t2, . . . , tn)

= H(t1) + H(t2|t1) + . . . + H(tn|t1, . . . , tn−1) (3.11)

= H(t1) + H(t2|t1) + . . . + H(tn|tn−1) (3.12)

The conditional entropies will be defined following the same principles outlined

in section 3.3. We consider a view to be good when the visibilities of the voxels are

in proportion to their noteworthiness. But in the time-varying case, the significance

of a voxel is derived not only from its opacity, but also from the change in its opacity

from the previous time-step. For the time-step ti, we then define the noteworthiness

factor of the jth voxel as Wj(ti|ti−1) =

{k · |αj(ti) − αj(ti−1)| + (1 − k) · αj(ti)} · Ij(ti) (3.13)

where, 0 < k < 1 is used to weight the effects of voxel opacities and the change in

their opacities. A high value of k will highlight the changes in the dataset. Suppose

the visibility of the voxel for the view V is vj(V, ti). Then, the conditional visual

probability, qj(ti|ti−1), of the voxel is

qj(ti|ti−1) ≡ qj(V, ti|ti−1) =
1

σ
· vj(V )

Wj(ti|ti−1)
(3.14)

where, σ is the normalizing factor as in equation (3.3). The entropy of the view V

is then calculated using equations (3.12) and (3.14). Voxels with both low opacities

and small changes (as defined by thresholds) are ignored for these calculations.
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3.7 Results and Discussion

We have implemented our technique using a hardware-based visibility calcula-

tion which uses the shear-warp method of rendering. 128 sample views were used

for each dataset. The camera positions were obtained by a regular triangular tes-

sellation of a sphere with the dataset place at its center. View selection results for

the 128 × 128 × 80 tooth dataset have been shown in figure 3.4. Figure 3.6 shows

the results of a 5-way view space partitioning for the dataset using the JS diver-

gence measure. The partitioning helps to avoid selection of a set of good views

which happen to be similar to each other. Even though we have not considered the

physical distance between the viewpoints during partitioning, it forces the selected

viewpoints to be well distributed over the view sphere. Figure 3.7 shows view

evaluation results for a 128-cube vortex dataset. Both high and low quality views

are shown for comparison.

For time-varying data, we used the view information measure presented in sec-

tion 3.6. A sequence of 14 time-steps of the 128-cube vortex data was used. The

entropy for each view was summed over all the time-steps, as given by equation

(3.12). The conditional entropy for each time-step was calculated with k = 0.9 in

equation (3.13). A high value of k gives more weight to the voxels which are chang-

ing their values with time compared to high opacity voxels which remain relatively

unaltered. Figure 3.8(a) shows the view with the best cumulative entropy for the

time-series. Although the summed entropy gives a good overall view for the whole

time-series, there might be other views which are better for particular segments of

the time-series. Figure 3.8(b) plots the conditional entropies (H(tn|tn−1)) for four
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(a) (b)

Figure 3.7: View Evaluation results for a 128-cube vortex dataset. Figure (a)
shows the recommended view with a high entropy value, (b) shows a bad view for
comparison.

selected views of the vortex dataset. The best overall view (figure 3.8(a)), which

is represented by the blue curve (highest curve on the right boundary), is not the

best choice for the first half of the series. For long time sequences, it might be

beneficial to consider different good views for different segments of time.

We calculated the time-varying view entropy over fifty time-steps of the 256-

cube shockwave dataset with 128 view samples. Figure 3.9 shows four time-steps

from a viewpoint which had a good entropy using the time-varying criteria, and

figure 3.10 shows the corresponding time-steps for a viewpoint which resulted in a

bad score.

“Out through the fields and the woods
And over the walls I have wended;
I have climbed the hills of view
And looked at the world, and descended;”

— from Reluctance, by Robert Frost.
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Figure 3.8: View Evaluation for the time-varying vortex dataset. (a) The best
overall view for 14 time-steps. (b) The conditional entropies of four selected views
for each of the 14 time-steps. The view in (a) is represented by the blue plot
(highest curve, top-right corner).
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(a) (b)

(c) (d)

Figure 3.9: View entropy results over 50 time-steps of the 256-cube shockwave
dataset. Time steps 1, 16, 31 and 46 for a good view.
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(a) (b)

(c) (d)

Figure 3.10: Low entropy viewpoint for 50 time-steps of the 256-cube shockwave
dataset. Time steps 1, 16, 31 and 46 are shown.
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CHAPTER 4

LEVEL OF DETAIL FLOW VISUALIZATION

Visualization techniques for vector fields can be classified into local techniques

and global ones. Examples of local techniques include particle traces, stream-

lines, pathlines, and streaklines, which are primarily used for interactive data ex-

ploration. Global techniques such as line integral convolution(LIC)[10] and spot

noise[77], on the other hand, are effective in providing global views of very dense

vector fields. These techniques are classified as global techniques because direc-

tional information is displayed at every point of the field, and the only limitation is

the pixel resolution. The price for the rich information content of the global meth-

ods, however, is their high computational cost, which makes interactive exploration

difficult. These global methods allow users to interact not only by changing the

camera, but also by changing texture properties, advection parameters etc. For

example, users might want to zoom in/out, change the noise frequency, or modify

the advection methods. But every time a parameter is changed, the visualization

has to be re-created again from scratch. For high resolution renderings and large

datasets, the visualizations cannot be updated at interactive rates.
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We have developed a level-of-detail based global vector field visualization tech-

nique aiming to tackle the above problems. Our algorithm uses a primitive called

streampatch, which stores the geometry of flow advection. These primitives can

be rendered at different levels of detail, thus allowing a trade-off between accu-

racy and rendering speed. An error metric is used to find the appropriate detail

level. Our framework decouples the advection and the rendering stages, and as a

consequence increases user interactivity by reusing the advection calculations and

giving the user greater flexibility in choosing input textures. The error can also be

used as a guide for generating visualizations which attract the users attention to

the more important regions.

This chapter is organized as follows. In section 4.1, we mention the previous

research in flow visualization. We then present the level-of-detail algorithm for 2D

steady state flow (section 4.2). We then discuss the level of detail selection process

(section 4.3). The hardware acceleration issues are presented next (section 4.4),

followed by the results and examples of use of LoD in 2D fields(section 4.5).

4.1 Flow Visualization

4.1.1 Texture Based Methods

Texture based methods are the most popular techniques for visualization of

dense vector fields. Spot noise, proposed by Van Wijk[77], convolved a random

texture along straight lines parallel to the vector field. Another popular tech-

nique is the Line Integral Convolution (LIC). Originally developed by Cabral and

Leedom[10], it uses a white noise texture and a vector field as its input, and results

in an output image which is of the same dimensions as the vector field. Stalling and
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Hege[69] introduced an optimized version by exploiting coherency along stream-

lines. Their method, called ‘Fast LIC’, uses cubic Hermite-interpolation of the

advected streamlines, and optionally uses a directional gradient filter to increase

image contrast. Forssell[22] applied the LIC algorithm to curvilinear grids. Okada

and Kao[57] used post-filtering to increase image contrast and highlight flow fea-

tures. Forssell[22] and Shen et. al[65] extended the technique to unsteady flow

fields. Verma et. al[81] developed an algorithm called ‘Pseudo LIC’ (PLIC) which

uses texture mapping of streamlines to produce LIC-like images of a vector field.

They start with a regular grid overlaying the vector field grid, but they compute

streamlines only over grid points uniformly sub-sampled from the original grid.

Jobard and Lefer[40] applied texture mapping techniques to create animations of

arbitrary density for unsteady flow.

4.1.2 Level of Detail

Level-of-detail algorithms have been applied in various forms to almost all areas

of visualization, including flow visualization[25],[73]. Cabral and Leedom[11] used

an adaptive quad-subdivision meshing scheme in which the quads are recursively

subdivided if the integral of the local vector field curvature is greater than a given

threshold. We use a similar subdivision for our level-of-detail approach. Depend-

ing on the error-threshold, our algorithm can produce visualizations spanning the

whole range from high-fidelity images to preview-quality (high frame-rate) images.

Being resolution independent, it allows the user to freely zoom in and out of the

vector field at interactive rates. Unlike many variations of LIC which require post-

processing steps like equalization, a second pass of LIC, or high-pass filtering[57],
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our method does not need any extra steps. Moreover, changing textures and/or

the texture-mapping parameters can allow us to produce a wide range of static

representations and animations.

4.2 Level of Detail Overview

In this section we present an interactive algorithm for global visualization of

dense vector fields. The interactivity is achieved by level-of-detail computations

and hardware acceleration. Level-of-detail approximations make it possible to

save varying amounts of processing time in different regions based on the local

complexity of the underlying vector field, thus providing a flexible run-time user-

controlled trade-off between quality and execution time. Hardware acceleration

allows us to compute dense LIC-like textures more efficiently than line integral

convolution. Use of graphics hardware makes it possible to display the vector field

at very high resolutions while maintaining the high texture frequency and low

computation times.

To perform level-of-detail estimation, we define an error measure over the vector

field domain (section 4.3.1). As a preprocessing step, we then construct a branch-

on-need (BONO)[87] quadtree which serves as a hierarchical data structure for the

error measure. The error associated with a node of the quadtree represents the

error when only one representative streamline is computed for all the points within

the entire region corresponding to the node. At run time, the quadtree is traversed

and the error measure stored in each node is compared against a user-specified

tolerance. Using the level-of-detail traversal we are able to selectively reduce the

number of streamlines required to generate the flow textures. In section 4.3.2,
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we discuss how the quadtree traversal is controlled based on the resolution of the

display.

Hardware accelerated texture mapping is used to generate a dense image from

the scattered streamlines output by the traversal phase of the algorithm. During

the above mentioned quadtree traversal, quad blocks of different levels correspond-

ing to different spatial sizes are generated. For each region, a streamline is orig-

inated from its center. A quadrilateral strip, with a width equal to the diagonal

of the region, is constructed following the streamline. This ensures that the entire

region is covered. Henceforth we will refer to this quadrilateral strip as a ‘stream-

patch’ and to the streamline as the ‘medial streamline’. The stream-patch is then

texture mapped with precomputed LIC images of a straight vector field. The tex-

ture coordinates for the quad-strip are derived by constructing a corresponding

quad-strip at a random position in texture space. Figure 4.1 shows the construc-

tion and texture mapping of a stream-patch, and details are presented in section

4.4.1. The stream-patches for different regions are blended together (section 4.4.2).

Each stream-patch extends beyond the originating region, covering many regions

lying on its path. If a region has already been drawn over by one or more adjacent

regions’ stream-patches, it is no longer necessary to render the stream-patch for

the region. In section 4.4.3, we discuss the use of the stencil buffer in graphics

hardware to skip such regions.

4.2.1 Extension to 3D algorithm

Li et. al[48] extended the 2D primitives presented in the previous sections to

3D. They use streamtubes, a 3D structure corresponding to streampatches in 2D.
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(a) (b) (c) (d)

Figure 4.1: Construction of the stream-patch: (a) the medial streamline, (b) the
quadrilateral strip constructed on the streamline, (c) texture coordinates corre-
sponding to the vertices of the quad-strip, and the texture parameters a, b, (d) the
quad-strip after it has been texture mapped.

The streamtubes are voxelized, and each voxel stores the texture coordinates to

be used in texture mapping. By dynamically changing the input texture, they are

able to achieve flexible appearance control. The volume output by voxelization of

the streamtubes is rendered on the fly using hardware. Since the current hardware

can support, at a maximum, only 256-cube volumes, the level-of-detail algorithm

cannot offer substantial savings in computation time for this algorithm.

In the following sections, we first explain the level-of-detail selection criteria,

and then the hardware acceleration features of the algorithm.
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4.3 Level-of-Detail Selection

The level-of-detail selection process involves two distinct phases: (1) construc-

tion of a quadtree (for level-of-detail errors) as a preprocessing step, and (2) resolu-

tion dependent traversal of the quadtree at run-time with user-specified thresholds.

Below, we elaborate on each of these stages.

4.3.1 Error Measures

An ‘ideal’ error metric for a level-of-detail representation should give a measure

of how (in)correct the vector field approximation will be compared to the original

field data. The textures produced by the algorithm provide information through

unquantifiable visual stimulus. Therefore it is difficult to formally define the ‘cor-

rectness’ of the visualization produced. The fidelity of illustration of the vector

field should be measured not from the values of the pixels of the image produced,

but from the visual effect that the texture pattern has on the user. We use an

error measure which tries to capture the difference between the texture direction

at a point, which is the approximated vector direction, and the actual vector field

direction at the point.

Consider the texture pattern at a point which is not on the medial streamline,

but falls within the stream-patch. For each quad of the quad-strip, the texture

direction is parallel to the medial-streamline segment within that quad. So, within

each quad, we are approximating the vector field as a field parallel to the medial-

streamline. The error can thus be quantified by the angular difference between the

directions of the medial streamline and the actual vector field at the sample point.
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Since each quadtree node originates a stream-patch that will travel outside

the node boundary, the error measure associated with a particular quadtree node

should consider all the points that are within the footprint of the stream-patch.

To do this, for each quad in the quad-strip, we find the angular difference between

the directions of the medial streamline segment and each of the vector field’s grid

points within the quad. The error for a stream-patch originated from a quadtree

node is then defined as the maximum angular difference for the grid points across

all quads of that stream-patch. Since the error would depend on the length of the

stream-patch (which is user-configurable), we take a conservative approach and

calculate the errors assuming large values of length. Note that since taking the

maximum angular deviation as the error always keeps the error below the user-

specified tolerances, it can be very sensitive to noise. For noisy data, taking a

weighted average might prove helpful. The level-of-detail approximation errors for

a particular level are computed by constructing stream-patches for all the quadtree

nodes for that level and then computing the errors for each stream-patch. The error

values for the vector field in figure 4.7 are shown in figure 4.2, and those for the

vector field in figure 4.8 are in figure 4.3. The error values are normalized to the

range [0.0,1.0] to make them user friendly.

It can be seen from the images in figure 4.2 that in any particular level, the

regions around the critical points (the three vortices and two saddle points) have

the highest error values. The critical points do not need any special handling as

they would be represented by stream-patches of the finest level-of-detail allowed

by the display resolution (section 4.3.2). Because of high curvature around critical
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Figure 4.2: Multi-level error for the vector field shown in figure 4.7. The images
shown correspond to the following three levels of the error quadtree: 16x16 (top-
left), 8x8 (bottom-left) and 4x4 (right) square regions. The error value range is
mapped to [0.0,1.0], with 0.0 being the darkest and 1.0 the brightest.

points, use of thicker stream-patches would have resulted in artifacts due to self-

intersections. The errors gradually fall off as we move away from the critical points,

and hence would result in progressively coarser level-of-detail stream-patches. Also,

errors for any particular region increase across levels. So, a high error threshold

will permit a coarse level-of-detail approximation. Similarly, in figure 4.3, the

regions near the vortices have the highest errors. Since no run-time parameters

are required for the error calculations, this error quadtree needs to be generated

only once for the entire life of the dataset. At run-time, it can be read in along

with the dataset.
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Figure 4.3: Multi-level error for the vector field shown in figure 4.8. The images
shown correspond to the levels 8x8 (top-left), 4x4 (top-right) and 2x2 (bottom) of
the error quadtree. The error value range is mapped to [0.0,1.0], with 0.0 being
the darkest and 1.0 the brightest.

4.3.2 Resolution dependent level-of-detail selection

In this section we describe the run-time aspects of the level-of-detail selection

phase, which requires the user to input a threshold for acceptable error. We shall

call the ratio of the vector field resolution to the display resolution the resolution

ratio, k. Consider, for example, an xv × yv vector field dataset, and suppose our

visualization window resolution is xw × yw. Let

xv = k × xw; yv = k × yw (4.1)

Note that in an interactive setting, the value of k changes if the user zooms in/out.

If the display window has a resolution not smaller than that of the vector field, i.e,
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k ≤ 1, the quadtree is traversed in a depth first manner, and stream-patches are

rendered for quad blocks satisfying the error condition. In cases the display reso-

lution is smaller, i.e., k > 1, the quadtree traversal is performed using resolution

dependent tests in addition to the error threshold test. The resolution dependent

controls in traversal are motivated by two goals: (1)we want to limit the quadtree

traversal to the minimum block size which occupies more than one pixel on the

display, and (2)we want to avoid a potential popping effect caused by a changing

k which causes the above mentioned minimum block size to go up (or down) by

one level.

For the discussion below, let us assume that at a particular instant m > k > m
2
,

where m
2

= 2i, i = {1, 2, ...}. Since m
2
× m

2
blocks occupy a display area less than

the size of one pixel, we limit the quadtree traversal to the m×m block level. Now,

if the user zooms in, k becomes progressively smaller, and at some point of time

we will have k = m
2
. At this instant, the minimum displayable block size becomes

m
2
. A lot of m × m blocks (those that do not satisfy the error threshold) will be

eligible to change the level-of-detail to m
2
× m

2
. If allowed to do so, it will result

in a popping effect. To avoid this, we allow only a very small number of m × m

blocks to change their level-of-detail to m
2
× m

2
. As the user keeps zooming in, k

continues to decrease, and we gradually allow more and more blocks to change

their level-of-detail. If the user continues to zoom in, by the time k becomes equal

to m
4
, all the m × m blocks will have changed into m

2
× m

2
blocks. This gradual

change in the level-of-detail is achieved by modifying the error threshold test for

m × m blocks. The user supplied error threshold is scaled to a high value when
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k = m
2
. As k decreases, we decrease the scaled threshold, such that by the time

k = m
4
, the threshold reaches its original user supplied value.

4.4 Hardware Acceleration

After the quadtree traversal phase has resolved the levels-of-detail for different

parts of the vector field, stream-patches are constructed for each region corre-

sponding to its level-of-detail. They are then texture mapped and rendered using

graphics hardware (section 4.4.1). The different sized stream-patches need to be

blended together to construct a smooth image (section 4.4.2). An OpenGL stencil

buffer optimization is used to further reduce the number of medial streamlines

computed (section 4.4.3).

4.4.1 Resolution Independence

For each quadtree node that the traversal phase returns, a stream-patch is

constructed using the medial streamline for that node. The texture coordinates

for the stream-patch are derived by constructing a corresponding quad-strip at a

random position in the texture space (figure 4.1(c)). The parameters a (width) and

b (height) of the corresponding texture space quad-strip determine the frequency

of the texture on the texture mapped stream-patch.

Since we are essentially rendering textured polygons, the output image can

easily be rendered at any resolution. When the window size is the same as the

vector field size, that is, the resolution ratio k is unity (equation (4.1)), the stream-

patches have a width equal to the diagonal of the quadtree nodes they correspond

to. When k is changed (e.g., when the user interactively zooms in/out, or when
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the window size is changed), the width of the stream-patches at each level-of-

detail is modulated by 1
k
. Simultaneously, a and b need to be changed to reflect

the change in k. Otherwise, when we zoom out, the texture shrinks leading to

severe aliasing (figure 4.9(b)). Note that we cannot use anti-aliasing techniques

like mipmaps as the texture will get blurred and all directional information will be

lost. Similarly, for zoom ins, the texture is stretched, and we lose the granularity

(figure 4.10(b)). For high zoom ins, or for high resolution large format displays,

the ‘constant texture frequency’ feature of our algorithm proves very useful. When

the display resolution is finer than the vector field resolution (k < 1), we are left

with sparsely distributed streamlines. But due to the high texture frequency, the

final image gives the perception of dense streamlines, which can be considered to

be interpolated from the sparse original streamlines.

4.4.2 Blending Stream-patches

To ensure that the final image shows no noticeable transition between adjacent

simplified regions, a smooth blending of neighboring stream-patches needs to be

performed. A uniform blending (averaging) will result in two undesirable prop-

erties. Firstly, the resultant image will loose contrast. If many stream-patches

are rendered over a pixel, its value tends to the middle of the gray scale range.

This is specially unsuitable for our algorithm, as the loss of contrast will be non-

uniform across the image due to the non-uniform nature of the level-of-detail de-

composition of the vector field. Secondly, the correctness of the final image (up

to the user-supplied threshold) will be compromised. This happens because a
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stream-patch corresponding to a coarser level-of-detail will have a non-zero ef-

fect on its neighboring regions, some of which might correspond to finer level-of-

details. To prevent coarser level-of-detail stream-patches from affecting the pixel

values of nearby finer level-of-detail regions, we use a coarser-level-of-detail to

finer-level-of-detail rendering order, combined with the opacity function shown in

figure 4.4. The OpenGL blending function used is glBlendFunc(GL SRC ALPHA,

GL ONE MINUS SRC ALPHA). Because we use an opacity value of unity at the

central part of the stream-patch, the pixels covered by this part are completely

overwritten with texture values of this patch, thus erasing previous values due to

coarser level-of-detail stream-patches. Moreover, this opacity function results in

a uniform contrast across the image, even though the number of stream-patches

drawn and blended over different parts of the image varies a lot. To reduce aliasing

patterns, we jitter the advection length of medial streamlines in either direction

and adjust the opacity function accordingly.

To ensure a smooth transition between adjacent patches, we also vary the

stream-patch opacities in the direction perpendicular to the medial-streamline us-

ing a similar opacity function. This is done at a cost of increased rendering time

since we add one quad strip on each side of the stream-patch so that the opaci-

ties can be varied laterally. In our implementation, the user can turn the lateral

opacity variation off for high-frame rate preview quality requirements.
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Figure 4.4: Opacity function: (a) the value of α over the length of the stream-
patch, (b) the patch without blending, and (c) the stream-patch after blending.

4.4.3 Reducing Streamline Redundancy

Because stream-patches continue beyond their originating regions, each stream-

patch would cover many pixels, albeit with different opacities. From our experi-

ments, we found that a pixel goes to an opacity value of unity with the first few

stream-patches that are rendered over it. Thus, if a pixel has been drawn over

by a few stream-patches, then we do not need to texture map any more stream-

patches for this pixel. We use this idea to reduce the number of stream-patches

that need to be rendered, and hence the number of medial streamlines that need

to be computed. However, among the many stream-patches that may have been

rendered over this pixel, only those which are of the same or finer level of detail

as this pixel’s level-of-detail should be counted.

We avoid doing this ‘minimum number of renderings’ test in software by using

the OpenGL Stencil buffer to keep track of how many stream-patches have been
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drawn over a pixel. When GL STENCIL TEST is enabled, the stencil buffer com-

parison is performed for each pixel being rendered to. The stencil test is configured

using the following OpenGL functions:

• glStencilFunc(GL ALWAYS, 0, 0): Specifies the comparison function used

for the stencil test. For our purpose, every pixel needs to pass the stencil

test (GL ALWAYS).

• glStencilOp(GL KEEP, GL INCR, GL INCR): Sets the actions on the stencil

buffer for the following three scenarios: the stencil test fails, stencil test passes

but depth test fails, and both tests pass. In our case, the stencil test always

passes, so we increment (GL INCR) the value of the stencil buffer at the

pixel being tested by one.

Before starting to compute the stream-patch for a region, we read the stencil buffer

values for all the pixels corresponding to that region. If all the pixels have been

rendered to a minimum number of times, we skip the region. If not, we render the

stream-patch and the stencil buffer values of all the pixels which this patch covers

are updated by OpenGL. While going through our coarser-to-finer level drawing

order (as mentioned in section 4.4.2), we clear the stencil buffer each time we finish

one level. Otherwise, a finer level-of-detail region which has been drawn over by

coarser level-of-detail stream-patches might be skipped because each pixel in the

region has already satisfied the threshold of minimum number of renderings. This

will violate the error-criteria for the region.

The stencil buffer read operation is an expensive one in terms of time. If done

for every stream-patch, it would take so much time that we would be better off
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not using it. For our implementation, we read the stencil-buffer once every few

hundred stream-patches. The values are reused till we read in the buffer once

again.

4.5 Results and Discussion

We present the performance and various visual results of our algorithm imple-

mented in C++ using FLTK for the GUI. The timings are taken on a 1.7 GHz

Pentium with an nVidia Quadro video card. The results show that the image qual-

ity remains reasonable even when error thresholds are increased to achieve high

speedups.

Moreover, various aspects of the visualizations are interactively configurable,

as shown by the different visuals presented. We describe how the algorithm can be

configured to achieve different effects– interactive zoom-in or zoom-out, embedding

scalar information, animation, unsteady flow, multiple textures etc.

4.5.1 Range of Image Quality and Speed

We present results for a simulated dataset of vortices (and saddles) with di-

mensions of 1000x1000, and for a real 573x288 dataset of ocean winds. The error

calculation times for the vortices dataset was 148 seconds, and the ocean dataset

required 20 seconds. For each dataset, two images are shown: one with tight error

limits, and the other with relaxed bounds. For comparison, the images produced

by FastLIC are shown in figures 4.5,4.6. A fourth order adaptive Runge-Kutte

integration is used with the same parameters for both FastLIC and our algorithm.
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dataset FastLIC LOD(low error) LOD(high error)

V ortices 12.32s 0.81s(15.2) 0.39s(31.6)

Ocean 1.9s 0.32s(5.9) 0.16s(11.9)

Table 4.1: Timing results for the 1000x1000 Vortices dataset and the 573x288
ocean winds dataset. The timings reported are for FastLIC, and our algorithm for
two level-of-detail error thresholds. The speed-ups for the level-of-detail algorithm
with respect to FastLIC are shown in parentheses. No post-processing has been
done in any of these runs. The images for these runs are in figures 4.5, 4.6, 4.7
and 4.8.

The medial streamlines in our algorithm were advected to the same length as the

convolution length used for FastLIC.

Figures 4.7 show the results of our level-of-detail algorithm for the vortices

dataset rendered for an 1000x1000 display window. Figure 4.7(a) was generated

using a low error threshold in 0.81 seconds, while figure 4.7(b) was produced using

a high error threshold in 0.39 seconds. Compared to FastLIC, we achieve speed-

ups of 15-30 depending on the error threshold for level-of-detail selection. Figures

4.8(a) and (b) are outputs for the ocean dataset, rendered for a display window of

same dimensions. A low error threshold was used for figure 4.8(a); it was relaxed for

figure 4.8(b). The times taken were 0.32 and 0.16 seconds respectively, for speed-

ups of 5.9-11.9 compared to FastLIC. There is no visible difference in image quality

in either dataset for the low error thresholds. For the higher thresholds (figure

4.7(b) and 4.8(b)), the differences are very minute and not readily noticeable.
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Figure 4.5: LIC image of the 1000x1000 vortices dataset in 12.32s, using convolu-
tion length of 60

Figure 4.6: LIC image of the 573x288 ocean wind dataset in 1.9s, using convolution
length 30.
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(a)

(b)

Figure 4.7: Vortices dataset using: (a)low error threshold in 0.81s, (b)high error
threshold in 0.39s. The image quality remains good even for high error thresholds.
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(a)

(b)

Figure 4.8: Ocean dataset using: (a)low error threshold in 0.32s, (b)high error
threshold in 0.19s. The image quality remains good even for high error thresholds.
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4.5.2 Interactive Exploration

The level-of-detail features allow users to visualize the vector field at a wide

range of resolutions. The algorithm automatically adjusts the display parameters

to render an unaliased image of a large dataset for display on a small screen.

Figures 4.9 (a) and (b) show the results for visualizations on low resolution displays,

with and without resolution adjusted parameters. At the other extreme, the vector

data can be rendered at very high resolutions when displayed on large format

graphics displays, or when viewed at high zoom factors. The hardware texture

mapping allows us to change resolutions at interactive frame rates, thus allowing

the user to freely zoom into and out of the dataset. Figure 4.10(a) shows the

central vortex of the vortices dataset at a magnification factor of 20x. The texture

mapping parameters are changed dynamically, so that the texture does not get

stretched. For comparison, figure 4.10(b) shows the same rendering when the

texture parameters are not adjusted.

4.5.3 Scalar Variable Information

Information about a scalar variable defined on the vector field can be superim-

posed on the directional representation of the vector field. One technique for that

is to modulate the texture frequency of the final image based on the local values

of the scalar. Kiu and Banks[43] applied this scheme to LIC images by using noise

textures of different frequencies. We follow a different approach of using multiple

textures to achieve the same goal.

We start with an ordered set of precomputed textures, in which some texture

property varies monotonically from one extreme of the set to the other. For the
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(a) (b)

Figure 4.9: Zoom out: The vortices dataset rendered for a display window one-
fourth its size: (a)The texture coordinates are adjusted to prevent aliasing, and the
finest displayable level-of-detail is adjusted to match display resolution. (b)aliasing
results if the image is scaled down without adjusting the texture parameters.

(a) (b)

Figure 4.10: Zoom in: The central vortex of the dataset in figure 4.7 is shown at a
magnification factor of 20x: (a)The texture coordinates are adjusted automatically
to compensate for the magnification factor, thus maintaining the original texture
frequency, (b)the texture loses granularity if the coordinates are not adjusted.
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example presented in figure 4.11, the property is the length of the LIC directional

pattern. That is, textures of short LIC patterns (produced by small convolution

lengths) are at one end of the set and those with long patterns (large convolution

lengths) are at the other. For each quad in a stream-patch, different textures

are selected as the source for texture mapping based on the value of the scalar,

much like mipmaps are used depending on screen area. However, use of different

textures in adjacent quads of the quad-strip destroys the directional continuity

of the texture mapped strip. As a way around this, in a process analogous to

blending two adjacent levels of mipmaps, each quad is rendered twice using textures

adjacent to each other in the ordered set of textures. The opacities of the two

textures rendered are weighted so that the resultant texture smoothly varies as the

scalar value changes. The net effect is a texture property which varies smoothly

relative to a scalar value. The detail of the scalar representation in a particular

image is limited to the level-of-detail approximation that is used for generating the

image. In some situations it may be desired to control the error in the scalar value

illustration. Then the quadtree of errors would need to be constructed using both

the angular error (section 4.3.1) and the error in the scalar value. Figure 4.11 is

generated using the multi-texturing method to show the magnitude of the velocity

of the vortices dataset. The short patterns indicate lower velocity, whereas the

LIC pattern is long in areas of high velocity.

We can also apply the multiple texture technique to preserve constant texture

frequency for vector fields on grids which are not regular. Using the method

presented by Forsell[22], a vector field representation is generated on a regular
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Figure 4.11: Illustration of use of multiple textures to show a scalar variable on
the vector field, velocity in this example. The velocity is high in parts around the
vortices, and is low at the lower left and upper right corners.

grid. This image is then texture mapped onto the actual surface in physical space.

During this mapping, the regular grid cells used for computation are transformed

to different sizes in physical space, which can result in the stretching or pinching of

the texture. To prevent this, we use textures of varying frequencies for each quad

subject to the area the quad occupies in physical space. Figure 4.12(a) shows the

result when a constant frequency texture is mapped on a grid in which the cells

grow progressively smaller from bottom to top, resulting in aliasing. Figure 4.12(b)

is the image generated by our algorithm using multiple frequency textures subject

to the grid cell area. The texture frequency decreases from bottom to top, so that

when it is mapped to the grid (figure 4.12(c)), there is no aliasing.
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(a) (b)

(c)

Figure 4.12: Multiple texture rendering to show antialiasing for a grid which has
small cells at the top and large ones at the bottom: (a)constant frequency image
mapped to the grid, showing aliasing, (b)multi-frequency texture generated using
multiple textures, (c)the texture in (b) mapped to the grid, without aliasing.
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4.5.4 Streamline Textures

The level-of-detail technique can be applied with a variety of textures to get

diverse visualizations. If we use a sparse texture, it gives the output an appear-

ance of streamline representation. This is a popular method of flow visualization

[74],[38], [83].

Figures 4.13(a-c) are generated using a stroke-like texture to give the image a

hand drawn feeling. The stroke in the texture is oriented by making the tail wider

than the head. This adds directional information to the image. Unlike previous

textures, this texture has an alpha component which is non-zero only over the

oriented stroke. Figure 4.13(a) is generated by constraining the level-of-detail

approximation to a single level-of-detail. This creates an uniform distribution of

streamlines. The stencil buffer option (section 4.4.3) is turned on to limit the

streamlines from crowding one another. Figures 4.13(b-c) have been rendered

using the level-of-detail approximations. Since the level-of-detail is finer near the

saddle points and the vortices, more streamlines are drawn near these parts. Due

to the relative lack of streamlines in the parts of the vector field which have low

errors, the more complex parts of the vector field stand out to the viewer.

4.5.5 Animation

Animation of the vector field images is achieved by translating the texture co-

ordinates of each stream-patch from one frame to another. The only additional

constraint is that a cyclic texture be used for texture mapping the stream-patches.

For example, the texture in figure 4.1(c) needs to be cyclic along the vertical direc-

tion. For each time step, the image is rendered by vertically shifting (downwards)
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(a) (b)

(c)

Figure 4.13: Stroke-like textures used to generate streamline representation: (a)
Uniform placement of streamlines using constant level-of-detail, (b),(c) streamlines
generated using the error quadtree traversal. The level-of-detail algorithm gener-
ates a non-uniform distribution of streamlines, giving more detail to higher error
regions and vice versa.
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the texture coordinates compared to the previous frame. Since the texture is cyclic,

if the texture coordinates move past the bottom edge of the texture, they reappear

at the top edge. To show different speeds, the texture coordinates for each stream-

patch are moved by an amount proportional to the velocity of the seed-point of

the patch.

4.5.6 Unsteady Flow

The main benefit of the 2D geometry primitives (and their 3D extension in

[48]) is the decoupling of the advection stage and the rendering stage. Since time-

varying flow datasets require a lot of calculations in the advection stage, these

algorithms are particularly suited for unsteady flow applications.

We have added unsteady flow visualization capability to three-dimensional flow

visualization algorithm by Li et. al[48]. As mentioned in section 4.2.1, the algo-

rithm creates 3D geometry primitives from the flow streamlines, and stores them

in a volumetric form. Each voxel stores the texture coordinates inherited from

the geometry (streamtube) passing through the voxel. The volume is rendered

using hardware to generate the final image. The main difference between the pro-

cessing of steady state and unsteady flows comes from the fact that pathlines can

intersect with themselves or each other, while streamlines do not. As a result, for

time-varying datasets, there can be voxels in the volume that intersect pathlines

more than once, and thus need to store more than one set of texture coordinates.

We will explain this situation with the help of an example, shown in figure 4.14(a).

The pathlines starting from both A and B pass through the voxel shown. The

pathline with coordinates (u1, v1) passes through the voxel at time t = 3, while
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(a) (b)

Figure 4.14: Example of voxel update for unsteady flow. (a) Two pathlines pass
through the voxel shown, at t = 3, and t = 10. (b) The texture coordinates
corresponding to the pathlines should be written to the voxel before the voxel is
rendered using those values. (u1,v1,3) is written when initially creating the volume,
and (u2,v2,10) is written after rendering the frame for t = 3, but before rendering
t = 10.

the pathline (u2, v2) intersects the voxel at time t = 10. Thus the voxel needs to

store both (u1, v1, 3) and (u2, v2, 10). For a correct rendering, the voxel should

contain the first coordinates at the time step t = 3, and then switch to the second

one when the time step equals to 10. To achieve this, the time-varying algorithm

will need to perform interactive updates of these coordinates during rendering.

Initially, this voxel contains the set with the smallest time-stamp, i.e., (u1, v1, 3).

At t = 3, the voxel is rendered with these values. This set is not needed after t = 3,

and the voxel should contain the newer coordinates (u2, v2, 10) while rendering the

frame for t = 10. So, the voxel is updated with the second trace tuple information

after rendering t = 3, but before t = 10.
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The issue of multiple texture coordinates in a single voxel is handled in the

following manner: in a preprocessing stage, pathlines are advected and the voxel

contention information (i.e., which voxel to replace at what time-step) is collected.

A book-keeping operation is performed to organize the voxels that will intersect

the pathlines multiple times. Since those voxels require run-time updates during

rendering, if neighboring voxels need to be updated at the same time step, then it

is more efficient to update all of them in one go instead of using multiple texture

writes for each individual voxel. To do this, the book-keeping operation stores each

group of such neighboring voxels into a single update volume. Each such volume

is generated and stored separately, and there can be multiple update volumes for

each time step. After the preprocessing stages complete, the data is visualized by

rendering the current volume for each time-step, and dynamically updating the

volume with update volumes for every new time-step. Figure 4.5.6 shows four

snapshots from an animation of the time-varying algorithm.

“Two roads diverged in a yellow wood,
And sorry I could not travel both
And be one traveler, long I stood
And looked down one as far as I could
To where it bent in the undergrowth;”

— from The Road Not Taken, by Robert Frost.
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(a) (b)

(c) (d)

Figure 4.15: Four snapshots from an animation of the vortices data set using the
time-varying Chameleon algorithm. The images were generated using a line bundle
texture with lighting.
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CHAPTER 5

CONCLUSION

In this thesis, we have introduced three algorithms that use importance mea-

sures defined on the data to redistribute our resources– compute power, storage,

and manpower. These help improve the utility of the visualization techniques in

difficult situations, such as when large datasets are used. We outline our contri-

butions below.

5.1 Range-Search using Compressed data-structures

We have presented a data structure for speeding up isosurface extraction using

transform coding techniques. We use the spatial coherence present in the data to

transform the [minimum,maximum] information of cells into a more compression

friendly representation. This information is then quantized in a non-uniform man-

ner, with more storage dedicated to regions of the span-space that have cells with

a small difference between their maximum and minimum values. In this scenario,

the importance exists in the span-space, where the denser regions (that is, regions

with more cells) are given more quantization levels.

Our contributions are as follows:
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• We have presented a data structure for speeding up isosurface search. Sig-

nificant reduction is achieved in terms of the space requirement of the search

structures, without compromising the search speed. We achieve compres-

sion levels of about 22%. These search structures do not require high pre-

computation costs, and the implementation is very simple. The only compu-

tations involved are additions and subtractions, and sorting.

• We have also presented a search algorithm suitable for large datasets. We

achieve search times comparable to the interval trees (see table 2.3). The

search algorithm does not need to be modified for out-of-core implemen-

tations. We also discuss an incremental search algorithm using our data

structure.

• We have presented an analysis of the errors involved in quantization, and

have showed the trade-off between search errors and data-structure size as a

function of the number of quantization levels.

• The search algorithm can work with both structured and unstructured grid

datasets, and can readily incorporate existing methods for reducing the

search data-structure size (like using meta-cells and the checker-board pat-

terns).

5.2 Automatic View Selection

We have presented a measure for finding the goodness of a view for volume

rendering. We have used the properties of the entropy function to satisfy the

intuition that good views show the important voxels more prominently. The user
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sets the noteworthiness of the voxels by specifying the transfer function. Our

algorithm can be used both as an aid for human interaction in not-so-interactive

systems, and also as an oracle to present multiple good views in less interactive

contexts. Furthermore, view sampling methods such as IBR can use the sample

similarity information to create a better distribution of samples.

Our contributions are as follows:

• We have presented measures for finding different view properties such as

view goodness, view stability and view likelihood. We use voxel importances

and the view-dependent visibilities in an entropy function form to define the

goodness of a view.

• The users are allowed to define the voxel noteworthiness (the voxel impor-

tance). Our algorithm can hence easily incorporate domain knowledge. The

users are not required to have any visualization expertise to use this method.

• We use the JS-metric to compare the probability vectors for two viewpoints.

This is used to compare and contrast two viewpoints using the view stability

and view likelihood definitions.

• A view space partitioning scheme is introduced. We partition the viewpoints

into different clusters, and select a representative from each cluster. Such a

set of representative views captures most of what can be seen of the dataset

from all angles, and thus can prove useful in non-interactive situations.

• A GPU-based algorithm for visibility calculation is presented. It is based on

the shear-warp algorithm. It speeds up the most time-consuming part our
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view selection method, and now the view selection can be done in a matter

of few minutes.

• We also present a modification to our entropy definition to incorporate time-

varying data.

• Our visibility calculation method is independent of the rotation, translation

and scaling parameters of the camera, as long as the camera viewing direction

is maintained. In the future, we hope to utilize this fact to relax the camera

position from the current restriction of having it lie on view sphere.

5.3 Level of Detail Vector Field Visualization

Using a level-of-detail framework, we have reduced the computation times for

creating a dense visualization of vector fields. We have presented an error measure

which can discriminate between regions of the vector field based on their suscep-

tibility to errors introduced by simplification. This measure is then used to focus

the computational resources on regions which produce greater errors. Coupled

with hardware acceleration, the algorithm generates high quality visualizations at

interactive rates for large datasets and large displays. The advection and the ren-

dering stages are decoupled, which allows the user to change the textures and other

display properties interactively. The resolution independence and user-controlled

image quality features make this algorithm extremely useful for vector data explo-

ration.

Our contributions are as follows:
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• We have presented a simplification method that can be used to reduce com-

putations required to create a dense visualization of the vector field. Stream-

lines are used to warp a geometric object, which is the texture mapped to

create the appropriate visualization.

• We have presented an error measure which can discriminate between regions

of the vector field. It controls the amount of simplification in different regions

of the dataset by limiting the errors produced. The error cut-off is input

by the user, thus allowing a trade-off between representation accuracy and

rendering speed which is controlled by the users.

• We present hardware based techniques to limit redundancy due to overlap of

the rendered geometry, and speeding up the process even more.

• By using texture mapped geometry to create the visualization, we decou-

ple the advection and rendering parts of the algorithm. Once the advection

is done, we can interactively change the input texture without redoing the

advection. This gives us a great deal of flexibility in terms of controlling

the final appearance of the visualization. The textures can also be adjusted

dynamically to adjust of zoom-in or zoom-out situations, or to reduce an-

tialiasing in curvilinear grids. We have also presented results showing use of

multi-texturing, and of alternative textures.
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We hope that our research will help, in a small way at least, our users get

insights from their data. We also hope that this research will contribute to new

ideas and visualization methods.

“The lights begin to twinkle from the rocks:
The long day wanes: the slow moon climbs: the deep
Moans round with many voices. Come, my friends,
’Tis not too late to seek a newer world.”

— from Ulysses, by Alfred Lord Tennyson.
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