
REMOTE USER-DRIVEN EXPLORATION OF
LARGE SCALE VOLUME DATA

DISSERTATION

Presented in Partial Fulfillment of the Requirements for

the Degree Doctor of Philosophy in the Graduate

School of The Ohio State University

By

Naeem O. Shareef, B.S., M.S.

*****

The Ohio State University
2005

Dissertation Committee:
                 Approved by

Professor Roger Crawfis, Adviser

Professor Richard Parent                                  _______________________________

Professor Han-Wei Shen                                                            Adviser
        Computer Science and Engineering

  Graduate Program



ABSTRACT

No rendering pipeline exists to explore very large volume data, for example on the
order of terabytes or more. In the extreme case, the data is essentially “stuck” at the site of
creation. The consequence is that the utility of the dataset is greatly diminished since only
a very small number of users are able to explore the rich information contained within. We
address the challenge of how to provide access to such datasets to remote user’s equipped
with low-cost computational and display technology. Our work proposes a novel end-to-
end rendering pipeline that allows for effective data exploration. Our paradigm couples
view-dependent and image-based data structures along with novel rendering algorithms
that allow for fast spatial and transfer function browsing on the client side.

The view-dependent data structure, called a Pixel Ray Image (PRI), holds scalar infor-
mation on projection rays through the volume. The representations for the scalar data are
determined from the requirements of the particular projection equation. We present com-
pact representations that may be stored in texture form for interactive rendering on todays
PC graphics hardware. During spatial browsing, when the transfer functions do not
change, the Layered Slab Image (LSI) data structure holds pre-computed projections of
the data that are then used to quickly compute approximate renderings at nearby view-
points.

The PRI represents a compression of the volume along a single dimension. Sampling
planes placed orthogonal to the sampling direction of the PRI can be computed easily in
graphics hardware. Using an approach similar to the shear-warp algorithm, the volume
may be rendered directly from this compressed format at views within a 45 degree neigh-
borhood. The volume may be rendered from any view by placing three PRI at orthogonal
sampling directions to each other. We present a novel rendering algorithm to render the
volume directly from the compressed format on PC graphics hardware.
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CHAPTER 1

INTRODUCTION

A pervasive problem in scientific visualization is that compute power has always been

outpaced by an ever increasing data size. This is especially true for volume visualization

of scalar data, the focus of our work. At a minimum, large scale volume datasets hold bil-

lions of samples. New technology is already creating datasets on the order of tera- and

petabytes. State-of-the-art massively parallel supercomputers are now able to reduce the

time to create gigantic datasets of simulations from weeks to only days and hours. Also,

technological advances in sampling devices are facilitating high data resolutions, and

therefore, unprecedented detail. Many such datasets are already or will be available in the

near future. The Visible Human Project [1] provided the first high resolution scans of the

entire human body. The Ohio State University houses the strongest MRI magnet for medi-

cal applications in the world at 8-Tesla, and will be able to image the human body with

slice resolutions exceeding 1K x 1K pixels. The challenges that need to be addressed to

extract information from data of this magnitude is outlined by the DOE Accelerated Stra-

tegic Computing Initiative (ASCI) [1], which has identified visualization as a key tool to

understand these datasets. Important datasets already exist but the infrastructure and tools

are not available to effectively extract the wealth of information contained within. For data
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magnitudes at terabytes or more, an “end-to-end” rendering pipeline is nonexistent due to

insufficient technological infrastructure, including high speed data retrieval and manage-

ment, networks, and computational power.

The utility of any dataset is truly maximized when more users are able to study it.

Many of these users are located at remote sites, which are equipped with only modest

computing technology. Large scale datasets reside at well-funded facilities (usually gov-

ernment funding) with the technology and infrastructure to store, manage, and locally

Figure 1. A user-driven data exploration framework for volume ren-
dering. On-the-fly rendering is embedded into a feedback loop
where the user successively changes visualization parameters and
analyzes successive renderings.
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move the data. How to provide remote access to these datasets is a challenge that has not

been adequately addressed by the research community. There are bottlenecks all along the

data pipeline between the location where the data is stored and the remote site. Network

bandwidth limitations between the sites are a severe bottleneck. The time to download a

volume dataset on the order of gigabytes to a remote disk can take tens of minutes or

more. Local disk storage will be able to hold only a handful of datasets and lack adequate

data access speeds. Only parallel computing platforms will be able to provide the compu-

tational power needed to render the data. For gigantic datasets, the remote user will have

to try to visit the research facility since the data is essentially “stuck” at the site.

The purpose of volume visualization is not to simply compute a “pretty picture.”

Rather, it is a tool that could be used by researchers and scientists to help in understanding

the data and to glean new insight. Our work pursues a user-driven approach to data discov-

ery, which is both an effective means to data exploration and has already been proven to be

valuable in practice. This approach is touted by Will Schroeder in the “Transfer Function

Bake-Off” [73] for transfer function design, where the transfer function is an important

visualization parameter. A key underpinning of this approach is that human cognition is

tightly coupled with the human visual system, and so we are extremely good at detecting

and interpreting patterns and features. In fact, the participation of the end user is invalu-

able in any data understanding framework. We illustrate the essential steps of a user-driven

framework in Figure 1. It has two feedback loops where visualization is a key component.

The user comes to the task equipped with a set of personalized goals and initial queries

about the data. In many cases, the data was created by the user to study a particular prob-
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lem. First, an initial rendering is computed from chosen visualization parameters, e.g

viewpoint, transfer function, and shading, which may be set using a priori domain knowl-

edge or even with automated or semi-automated methods. The rendering provides a single

view and interpretation of the data which the user can then analyze. The information inter-

preted from the rendering may not be sufficient to satisfy all the user’s queries and may

even spawn new ones. The user can then enter the inner loop where the visualization

parameters are changed incrementally from the initial parameters to compute successive

renderings for further analysis. Alternatively, the user may enter the outer loop where a

new set of visualization parameters are chosen to explore a different set of queries. In this

manner, one is able to construct a mental model of the data, which is strengthened by a

“hands-on” approach.

Three essential components of a manual approach to volume exploration are interac-

tive feedback in terms of high frame rates, acceptable image quality, and the ability to

express parameter changes through the GUI interface. Recent work has focused on achiev-

ing high frame rates by leveraging hardware acceleration. Kniss [41] uses hardware accel-

eration in the form of volume rendering with 3D texture mapping in order to quickly

compute renderings using multi-dimensional transfer functions for classification. The user

uses a suite of widgets via the GUI to express the functions. Similarily, König [44] uses

the commercial product called VolumePro©, which is a volume renderer implemented in

specialized hardware. These approaches can only render from rectilinear volumes and

have been shown to be useful for medical datasets, which contain surface boundaries

between material. A main limitation of these hardware platforms is that multiple frame
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rates are only possible for small to medium size volume datasets. How to render large

scale volume data is an open area of research.
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A more challenging problem we address in this work is how a remote user can explore

large volume data in a user-driven paradigm. Providing access to the data at remote sites

Network
Image

Cache

Figure 2. Five approaches to render large scale volume data in a
remote visualization scenario. The remote user can view a pre-com-
puted movie (a). A view-dependent construction holding scalar
information, shown in (b), allows the user to change the transfer
function on-the-fly. The approach shown in (c) reduces the size of
the volume so that it can be rendered on the user’s desktop. A state-
of-the-art renderer can compute renderings at the host facility (d)
and then send the final image to the user for display. An image
cache is used in (e) to store retrieved images from a state-of-the-art
renderer, where images are re-used to compute approximate render-
ings at novel views.
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adds another bottleneck with its own unique challenges. This includes increased limita-

tions in network bandwidth, memory and storage space, and compute power of the low-

end client on the remote side. We illustrate in Figure 2 five possible approaches that could

be used in a remote user scenario. The first approach, shown in Figure 2a, is to pre-com-

pute a movie showing a fly-through animation of the data. The movie is easily downloaded

or streamed to the user’s desktop and played in realtime. The remote user does not need to

access the cumbersome large volume dataset at all. Instead, expensive rendering using a

high-end computing platform is done as a separate pre-process decoupled from display.

The problem is that the user is a passive participant and cannot change any of the visual-

ization parameters, except to forward and reverse the movie. A view-dependent approach

is shown in Figure 2b, where scalar information is pre-computed and stored at a chosen

view. The user’s view is kept fixed while other visualization parameters, such as classifica-

tion and shading, can be changed on-the-fly to compute new renderings. As with the first

approach, access to the original volume dataset is not needed during display after the view

is computed. A compression scheme may be needed to reduce the size of the representa-

tion. Many such view samples may be pre-computed, though the user is restricted to only

these camera locations.

The next three approaches render directly from the volume and thus allow changes to

any visualization parameter. If the volume is rendered on the user’s desktop, it must be

reduced in size, as shown in Figure 2c. An inevitable consequence is that much of the data

must be thrown away and/or smoothed out in order to fit into memory or local disk, and

thus image quality noticeably suffers. To ameliorate this, the volume may have to be ren-
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dered out-of-core, which adds an additional computational bottleneck. Hardware acceler-

ated rendering methods on the PC may be utilized to render these reduced volumes at high

frame rates for rectilinear volumes [11][72] that fit in video memory or moderate sized

unstructured grid volumes [77][26]. Alternatively, the volume may be rendered at the host

facility equipped with state-of-the art computing resources, for example supercomputer

technology or clusters of workstations, as shown in Figures 2d and 2e. The approach illus-

trated in Figure 2d shows a scenario where the back-end acts as a rendering server and the

remote user’s machine is simply a display client to show the resultant rendered image.

When the user changes any visualization parameter, a round-trip is required where the new

parameter is sent to the back-end and the client waits for a new rendering to be sent back

for display. The latency to render an image and transmit it over the network may be sub-

stantial. To overcome this, the approach shown in Figure 2e, augments the client-server

framework of Figure 2d by caching images and then re-using them using an image-based

rendering method. While the back-end is busy computing the next rendering, the client is

able to display an approximate rendering at interactive frame rates by re-projecting the

cached imagery. Bethel [6] implements this framework by caching layers of images at a

particular view and then uses 2D texture hardware blend the layers to display to the user.

The image-based construction was first presented by Brady [9] and extended by Mueller

[67]. These implementations show that image quality is not appreciably degraded in the

approximate rendering for a limited range of novel views.

We identify four key criteria that should be satisfied in a working remote visualization

framework for rendering large volume data that supports effective user-driven data explo-
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ration :

1. Quick visual feedback when changing any visualization parameter

2. Reduce or eliminate the dependence on expensive infrastructure

3. Display at high screen resolution on the remote user’s desktop

4. Preserve image quality

All of the approaches presented in Figure 2 fall short on one or more of these criteria. A

pre-computed movie does not allow the user to change any of the visualization parame-

ters. A pre-computed view-dependent scalar construction allows the user to easily change

parameters, such as the transfer function and lighting, but the user’s view remains fixed.

Methods to reduce the volume size usually result in poor image quality. A state-of-the-art

renderer at a host facility would only be accessible to a limited number of remote users. To

overcome the severe network bottleneck between the host facility and the remote user, it is

beneficial to try to move more of the rendering tasks to the client side. This is becoming a

realizable goal with advances in desktop technology in recent years including : faster

CPUs by an order of magnitude, larger and cheaper L1 and L2 cache, main memory, and

disk capacity, and PC graphics cards that have surpassed the speed of their graphics work-

stations predecessors. High resolution displays, e.g. plasma displays and even caves, are

becoming affordable for individual user’s and small research groups.

We present a novel end-to-end graphics pipeline where most of the rendering tasks are

done on the client side by combining the methods introduced in Figures 2b and 2e. We

present the Pixel Ray Image (PRI), a view-dependent construction holding per-pixel scalar

information. The representations are compact and in compressed form to efficiently solve
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the different volume projection equations. These view samples are cached on the client

side. The view-dependent data is organized into 2D texture maps, which are used to

quickly render the data by leveraging PC graphics hardware.
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CHAPTER 2

VOLUME RENDERING

The problem of how to visualize a field of values in a volume of space is called volume

rendering. Each field value may represent a variety of phenomena, such as temperature,

pressure, Hounsfield unit, direction vector, and tensor. We focus on the problem of how to

render a field of scalar values defined in 3D space. More formally, the field is defined as a

function that maps . The field may be defined analytically for all loca-

tions in the volume or in a discrete manner as a collection of data sample values. In the

former case, the volume is usually the result of a simulation, for example computational

fluid dynamics. In the latter case, the volume is sampled on a grid either with a finite ele-

ment method or acquired with a sampling device. The grid samples are organized so that

they are vertices to volume cells, which tessellate the volume. The two types of structures

are structured and unstructured grids. The structured grid consists of hexagonal cells that

are defined implicitly and includes uniform, rectilinear, and curvilinear grids. Medical

data is defined on structured grids obtained from sources such as Computed Tomography

(CT), Magnetic Resonance Imaging (MRI), and Positron Emission Tomography (PET).

Unstructured grids are usually constructed from tetrahedral cells, but can also include a

mixture of cell types. Thus, neighborhood information is explicitly defined in the unstruc-

tured grid.

f x y z, ,( ) ℜ 3 ℜ→
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There are three popular approaches to render a volume: isosurfaces, maximum projec-

tion, and volume integration. In isosurface rendering, an embedded surface is defined by a

particular scalar value, called an isovalue. Indirect approaches [55][13] construct a polyg-

onal mesh from the volume and render the mesh using traditional polygon rendering. A

popular algorithm is called Marching Cubes [55], which operates on rectilinear grids.

Parker [70] uses a raycasting approach to directly render the isosurface. The maximum

projection approach displays the largest classified scalar value along a viewing ray. This is

a “winner-take-all” scheme and requires a search along the viewing ray. Volume integra-

tion (also called volume summation) includes all scalar values in the volume projection to

visualize the entire volume. Our work focuses on the the latter two approaches, which are

considered to be direct volume rendering methods. The rendering pipeline consists of four

key steps: resampling, reconstruction, classification, and projection. Direct volume ren-

dering algorithms can be classified into the following methods: raycasting [48][10], splat-

ting [99][12], shear-warp [45][18], cell projection [100], and slice-based methods

[30][91][103]. Recent research has focused on implementations for the PC platform due to

the fast advances in graphics hardware technology. Earlier methods used standard poly-

gon-based and texture mapping graphics acceleration, such as[89][37][77][78], slice-

based methods [103], and 3D texture mapping [11][95][98][19]. Specialized graphics

hardware provides another rendering platform on the PC, such as Vizard [43] and Volume-

Pro [72].
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2.1 Maximum Projection

Maximum projection is a simple and yet very useful volume rendering approach. The

maximum classified scalar value along a pixel ray is assigned as the final pixel value.

Being a “winner-take-all” decision, the projection equation is usually solved as a search

along the pixel ray. The expensive operations of shading and compositing are not per-

formed here. The utility of this approach is its ability to filter the data in a view-dependent

manner in order to display values of highest importance. In this capacity, it has primarily

been used to visualize particular structures of interest in medical data, such as bone and

vasculature, which may be highlighted with a nuclear tracer in CT and MRI data. For

example, bone in CT data is usually associated with the high Hounsfield unit values. In

addition, surrounding soft tissue is still displayed and serves as a frame of reference, as

shown in a rendering of theVisible Female CT dataset in Figure 11. The most common

maximum projection method used in practice is Maximum Intensity Projection (MIP),

shown in Figure 3a, which linearly maps each scalar value to a grey level intensity. A

drawback of the MIP approach is that a MIP image lacks depth information. Both depth-

shaded and local maximum intensity MIP approaches try to overcome this deficiency. The

Maximum Opacity Projection (MOP) method maps scalars to color and opacity in order to

allow for better discrimination between different materials using color without the need to

compute the expensive volume integration equations.

2.1.1 MIP

In MIP rendering scalar values are mapped to grey level intensities in a classification
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step. In practice, the transfer function that is defined is a linear ramp where higher scalar

values map to brighter intensities, as shown in equation 1, where the function maps scalar

 to a normalized intensity value.

(1)

The maximum operator disregards depth information, which can make it difficult to inter-

pret MIP images. As an example, consider the image in Figure 3a that shows a MIP ren-

dering of an MRA dataset containing a network of vessels from an aneurism. Since

structures that have higher intensity values are projected over closer structures with lower

intensity, it is difficult to determine the connectedness of the vessel network. Other ambi-

guities are due to little or no intensity variation between different structures or within the

same structure where it may be difficult to discern its shape. How to resolve such ambigu-

ities in MIP images has been an active area of research. We identify five avenues that have

s smin smax,[ ]∈

T s( ) s smin–( ) smax smin–( )⁄=

Figure 3. MIP renderings of an Aneurism dataset. (a) is a MIP
image. (b) and (c) are depth shaded rendeirngs.

(b)(a) (c)
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been taken to address these issues: 1) animate about the data, 2) re-classification, 3) color-

opacity classification, 4) volume clipping, 5) depth shading, and 6) local maximum inten-

sity projection. These approaches require the user to interact with visualization parameters

in order to improve interpretation of the maximum projection.

2.1.2 Acceleration Approaches

Animating about the volume can help to resolve some of the ambiguities due to the

maximum projection operator. Other views may be able to disambiguate depth ordering

between structures that a static MIP image is unable to show. This requires rendering at

interactive frame rates and so fast rendering algorithms. An early approach by Heidrich

[37] chooses a priori a limited number of isovalues, computes polygonal isosurfaces using

Marching Cubes, and renders the maximum value with standard polygon rendering hard-

ware using the z-test. Each mesh, which represents a particular isosurface, is mapped to a

unique z-value. Sakas [80] accelerates raycasting using a fast DDA approach to quickly

identify voxels along the sampling ray. Since tri-linear interpolation is expensive, they

reconstruct a sample using either nearest neighbor interpolation or a fast approximation to

the maximum value of a volume cell. Mroz [66] removes voxels that will not contribute to

the MIP as a pre-processing step to rendering. The remaining voxels are stored in a sorted

list by value, and then projected to the screen using splatting or shear-warp.

2.1.3 MIP Variants

The general form for the maximum projection operator applied to a pixel ray at pixel
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(x, y) is shown in equation 2. The transfer function T is defined as in equation 1 for MIP as

it is commonly used in practice. Transfer function mappings other than the linear mapping

to grey level can provide for different and useful renderings. The simple scheme by Mroz

[66] allows for “windowed” transfer functions so that only voxels with isovalues in a cho-

sen scalar range are displayed. Other mappings for function T can allow for improved con-

trast-enhancement and picking a subset of material to display from the classification

space. The Sliding-Thin-Slab [104] approach clips the volume between the near and far

clipping planes and only applies the maximum operator to a slab portion of the volume.

The user is allowed to determine the location and size of the slab by repositioning the near

and far clip planes. The MOP approach [96] uses a color-opacity transfer function. The

maximum operator is applied to the opacity transfer function and the associated color is

assigned as the final pixel value.

(2)

Depth shading weights the classified sample by its distance from the image plane. This

provides depth cues without the need for illumination. The images in Figure 3b and Figure

3c show depth-shading applied to the Aneurism dataset, which should be compared with

the MIP rendering shown in Figure 3a. It is clear to see that the depth-shaded renderings

show a better disambiguation of the vessel network. For example, portions of the network

that look to be connected in the MIP image are in fact disconnected. The depth function

may be defined arbitrarily by the user. The image in Figure 3b was computed with a linear

ramp depth function. The image in Figure 3c was computed with an exponential depth

color x y,( ) max
0 z D≤ ≤

T f z( )( )( )=
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function, which emphasizes even more the vessels closer to the viewer. The image was

rendered with a hardware-accelerated approach by Shareef [88] using OpenGL’s glFog

function.

The local maximum intensity projection (LMIP) approach [81] searches for the first

intensity value along the pixel ray above a user-defined threshold that is a local maximum.

If no such local maximum is found, then the global maximum intensity is assigned as the

final pixel value. Figure 4 shows a comparison between MIP rendering (Figure 4a) and the

LMIP approach (Figure 4b) on a CT scan of the human head. Closer structures are shown

(Figure 4b) over higher intensities towards the back, such as the bright tubular structures

shown in Figure 4a.

Figure 4. (a) A MIP image of a CT scan of a human head shows
bone structures and tubes highlighted with a tracer. (b) An LMIP
image is able to show material closer to the viewer.

(b)(a)
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2.2 Volume Integration

Volume integration is able to incorporate all scalar values on a pixel ray into a final

pixel value, as opposed to isosurface or maximum projection rendering. Classification is a

mapping, called a transfer function, from scalar properties to optical properties. The most

commonly defined mapping is between the scalar value to color and opacity. The scalar

values are classified according to the chosen optical model, which describes how light

interacts with the material. The choice of an optical model is a key component because it

determines the nature of the material in the volume. A cloud model views the volume as a

collection of particles in space while a material model assumes a collection of objects each

with material properties. An example of the latter case is when scalar values represent

Hounsfield units, as in CT imaging, so that materials are easily identified by scalar ranges

[22]. The classified samples on the pixel ray are combined into a final pixel value with an

alpha compositing operator [74].

2.2.1 Optical Models

A number of optical models [7][39][79][100] have been proposed that describe how

light interacts with the scalar field. Sabella’s model, in its low-albedo form, is commonly

used in practice where the scalar field is assumed to be a cloud of particles that is both

self-emitting and light absorbing. Max [61] gives a comprehensive description for three

cases of the model: emission only, absorption only, and absorption plus emission. In the

emission only model, sometimes called summation rendering, the glow from transparent

particles along the pixel ray is accumulated towards the eye, as defined in the following
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equation:

(3)

The transfer function is the color emitted by the field and maps scalars to par-

ticle density. The light intensity can be separated into its component wavelengths, denoted

by . In the absorption only model, also called the x-ray model, light originating behind

the volume is absorbed as its passes through the volume on its way to the eye, as illus-

trated in the following equation:

(4)

Light intensity from the background is attenuated by the accumulation of ,

called the extinction coefficent, on the pixel ray. Both models are combined into the

absorption plus emission model, shown in equation 6. The second term describes the accu-

mulation of emitted light, but attenuated on its way to the eye.

(5)

There is no closed form solution to this equation for arbitrary forms for function f and

transfer functions  and .

2.2.2 Riemann Sum Integration

When the function f is piecewise constant, which is computed by most volume render-

ing approaches, the integral equations can be solved with a Riemann Sum approximation

[48][61]. If resample locations are chosen at a constant sample spacing, , on the pixel
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ray, the absorption plus emission equation is solved with the following discrete solution:

(6)

The opacity for the ith segment is approximated using a Taylor’s series expansion

, where  is a constant.

2.2.3 Higher Order Integration

When the function f has higher order than piecewise constant, then the volume integral

equation is more difficult to solve. Previous work has solved the volume integral equations

when function f has a piecewise linear form. The integral is solved by computing the inte-

gral independently over each linear segment and then combining the solutions. Each linear

segment is described by three parameter values (sf, sb, l). The value sf is the scalar value at

the front end of the segment, value sb is the scalar value at the back end of the segment,

and l is the length of the segment. When volume reconstruction is taken to be linear inter-

polation, as it usually is in practice, the intersection between the pixel ray and a volume

grid defines function f such that the endpoints of the linear segments are at the cell faces.

Figure 5 shows a pixel ray intersecting a tetrahedral grid. Cell projection rendering algo-

rithms [89][100] use this formulation by projecting volume cells in depth sorted order.

Iλ p( ) Iλ 0, α i s∆( )
i 0=

n

∏ Cλ i s∆( )α i s∆( ) 1 α j s∆( )–( )
j 0=

i 1–
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Max [62] simplifies the volume integral of equation 6 by assuming constant color

across the segment. If is an integrable and non-negative function, then the approxi-

mation is used to compute alpha, where factor

and S’ is the integral of on the interval [sf, sb]. If is piecewise

linear, then S’ can be computed analytically using the trapezoid area formula [101]. If the

indefinite integral is computable, then can have a more general

form and .

The Projected Tetrahedra (PT) algorithm [89] projects each tetrahedral cell to the

screen and classifies the projection in cases. A segment color and opacity is computed at

the “thick” vertex, the projected vertex where the tetrahedron is thickest with respect to the

Figure 5. When the scalar field varies linearly within each volume
cell, the scalar function on a pixel ray, f(z), can be piecewise linear.
The endpoints of the segments are at the ray-cell face intersections
(top) shown at the bottom as distances t0, ..., and t6, from the eye.

f(z)

zt0 t1 t2 t3 t4 t5 t6

ρλ s( )

l ρ 1 t–( )s f tsb+( ) td
0
1∫ w S' s f sb,( )⋅=

w l sb s f–⁄= ρλ s( ) ρλ s( )

S t( ) ρ u( ) ud
0
t∫= ρλ s( )

S' s f sb,( ) S sb( ) S s f( )–=
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view, and then graphics hardware interpolates color and alpha across the triangles. Two

simple schemes are used to compute the integral at the thick vertex. The segment color is

computed as: 1) evaluated at the front endpoint only or 2) the average at both endpoints of

the segment. Alpha is approximated by the average of the extinction coefficients evaluated

at both endpoints. A drawback with Shirley’s approach is that linearly interpolating alpha

computed at the triangle vertices causes Mach Banding artifacts. Stein [94] improves on

this by computing alpha more accurately per-pixel across the triangles. The expression

is stored in a texture and texturing mapping is used to lookup alpha as the

segment length is linearly interpolated across the triangles. If is assumed to be constant

in the cell, then a 1D texture is constructed and l is interpolated linearly on the triangles by

setting the texture coordinate of the thick vertex to and zero at the thin vertices. If

varies linearly, a 2D texture is constructed and indexed by and l. Stein also improves on

the color approximation by assuming linear color in the cell and computes the color at the

thick vertex using the trapezoid area formula on a piecewise linear transfer function [101].

Roettger [77] allows for arbitrary transfer functions on programmable PC graphics hard-

ware. They construct a complete table for all possible linear segments that is indexed by

(sf, sb, l) using a 3D texture lookup table. Since texture memory size is still limited on

graphics boards, it is difficult to construct a high resolution table. Alternatively, they con-

struct a 2D texture table, indexed by (sf, sb), which holds color and alpha for a normalized

segment length . The retrieved texel value is multiplied by , which is assigned as the

polygon color and interpolated across the triangle. This approximation may suffer from

banding artifacts since alpha is interpolated linearly. Guthe [34] also uses programmable

1 ρl–( )exp–

ρ

ρl ρ

ρ

l̃ l l̃⁄
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PC graphics hardware and improves on Roettger’s 2D texture solution. Alpha is computed

with two texture tables. A 2D texture holds the average density for each possible pair of

indices (sf, sb). This value is used in a dependent lookup on a 1D texture holding

. Chromaticity is computed with a quadratic approximation. Engl [26] applies

this formulation using 3D texture mapping and dependent texturing on programmable PC

graphics hardware. They compute segment color and alpha in two ways. The first method

stores color and alpha in a 2D texture indexed by (sf, sb) that is computed for a constant

segment length l representing the average of all possible cell widths in the volume grid.

The second approach stores the indefinite integrals and in a 2D texture

indexed by (sf, sb). The factor w is applied in the register combiners. The function is

allowed to be any integrable function except that the segment color does not include atten-

uation within the segment.

The volume integral equations become more difficult to solve when function f has

degree greater than one because more expensive methods are required. Williams [101]

solves the integral equations when both function f and the transfer functions are linear

splines. Williams et al [102] solve the integral equations when both function f and the

transfer functions are quadratic. The integration is computed over consecutive pairs of

knots in the transfer functions. Williams [102] uses a five point Gaussian quadrature rule

to approximate the integral.

2.3 Classification

The transfer function maps properties of the scalar field to optical properties. The most

1 x–( )exp–

ρλ s( ) cλ s( )

cλ s( )
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commonly used mappings in practice associate scalar values to color and opacity, which

are the glow and extinction functions from Sabella’s particle model. Other properties of

the scalar field may be used in a mapping, such as the first derivative [47][41], to enhance

perceived surfaces in the volume. Mappings may define shading properties, including

ambient, diffuse, and specular.

The importance of classification is that transfer function instances can result in very

different and relevant visualizations of the data. Choosing one or more appropriate transfer

functions is not an easy task. In fact, it was called the “Holy Grail” of volume rendering by

Blinn well over a decade ago. The problem is that the space of transfer functions is infi-

nite. Searching this space for appropriate mappings that fit each user’s differing needs is

difficult. The approaches to search for transfer functions can be identified into three broad

classes: automatic [4][36], semi-automatic [60][27], and manual methods [8][41][44]. The

Transfer Function Bake-Off [73] surveys methods from classification. Automatic methods

presume certain properties of the scalar field to be important. Semi-automatic methods

present to the user a candidate set of mappings. The user judges the useful of the sug-

gested mappings. The Volume Design Gallery [60] displays in “thumb-nail” format

images of volume renderings from fixed viewpoints for automatically generated transfer

functions. The user then chooses from the visualizations in the collection. Manual meth-

ods give freedom to the user to set and tweak transfer functions on-the-fly. This requires

user-friendly interfaces and interactive rendering feedback. We present a user-driven

framework in our work, though automatic and semi-automatic approaches are useful to

guide the user in the search.
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CHAPTER 3

VIEW-DEPENDENT RENDERING

View-dependent approaches have been employed to try to reduce the workload when

rendering large data. These approaches are characterized by operations that reduce or sim-

plify the data with respect to the user’s current view parameters. Some approaches take

advantage of incremental changes in the user’s view such as zooming and frame-to-frame

coherence. At a particular viewpoint, much of the data may not be visible and so view

frustum and occlusion culling are key operations that may considerably reduce data size.

When the user is far away or zooms out from the data, then a more simplified version of

the data may be rendered with a much reduced cost. View-dependent approaches to render

polygonal scenes have used mesh simplification [38] and Level-of-Detail (LOD) represen-

tations of the polygonal mesh to choose an appropriate mesh size to reduce render time.

3.1 Approaches to Volume Rendering

View-dependent approaches have been used in the context of volume rendering. Much

focus has concentrated on the acceleration of isosurface rendering. Livnat [53] extracts a

polygonal isosurface by only processing volume cells containing the visible isosurface.

Both Livnat [53] and Gao [29] identify occluded portions of the isosurface. Parker [70]

identifies the visible isosurface using early ray termination via raycasting. In direct vol-
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ume rendering, Weiler [97] constructs an LOD representation of the volume to render

using 3D texturing. Meredith [64] renders irregular volume data using a multiresolution

approach and uses view-dependency to determine splat size. Gao [28] removes volume

cells from consideration due to occlusion for their parallel volume renderer apriori to ren-

dering using a collection of view samples that define a Plenoptic Opacity Function given

the opacity transfer function. The view samples are chosen to cover the view space well.

View-dependent approaches have been presented to allow the user to change classifi-

cation on-the-fly while keeping the user’s viewpoint at a chosen fixed location. These

approaches store per-pixel scalar information reconstructed on pixel rays. Botha [8] pre-

computes a histogram of the scalar values along a pixel ray. The user then picks a voxel-

thick image-aligned reconstructed slice of the volume. Given a transfer function instance,

simple segmentation is performed in the per-pixel histograms and the slice is color classi-

fied with a single homogeneous material and then blended with the grey level slice recon-

struction. The resulting image serves as a preview to full raycasting. Kaneda [40]

represents the scalar function along a pixel ray as a Fourier Series expansion. Per-pixel

basis functions are pre-computed and accumulated into an array of basis images. User-

specified color maps (changing opacity is not supported) determine the series coefficients.

The final image is computed by adding up the weighted basis images. Srivastava [92] pre-

compute equally spaced scalar samples along the pixel rays, as in volume raycasting. Sam-

ples are then classified, shaded, and alpha composited together using a fast CPU. Further-

more, scalars below a threshold, e.g. representing air, are thrown away and a depth is

stored with each sample. Early ray termination is possible if the transfer function values
DRAFT — please do not distribute 26 Draft Printed June 1, 2005



accumulate to full opacity.

3.2 Image-based Rendering

IBR encompasses both specialized data structures and methods that render from pre-

acquired scene projections at novel views. These methods may be used to render large and

complex scenes where traditional rendering directly from the scene primitives is too

expensive, e.g. rendering millions of polygons per frame. Instead, IBR methods use image

data structures as the main rendering primitive where rendering speedups by orders of

magnitude over conventional rendering have been reported in most instances. The basis

for this new rendering paradigm is that an image captures much detail using a simple data

structure. Early examples of image-based rendering are pre-computed movies and an

extension called Movie Maps [51], which allowed more freedom for user movement. The

rendering paradigm has its roots in texture mapping, which provides an inexpensive way

to add unmatched realism to objects without the need for complex geometric modelling.

An example is billboarding, which was used in flight simulators, games, and architectural

walkthrough applications. The projection of a complex object that is considered to be a

background object, e.g. trees, shrubs, furniture, etc., is texture mapped onto a quadrilateral

that is positioned at the center of the object’s location in the scene. The quad is rotated so

that it is always facing the viewer. The alpha component of the texture may be used to

show objects lying behind the billboard.

Image-based data structures have a number of advantages. Algorithms that operate on

these data structures are computationally bounded by image size and not by scene com-
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plexity. Expensive geometric transformations and shading operations can be avoided alto-

gether. Projection information contained within the image data may be mapped to novel

views as texture primitives where standard texture mapping on todays graphics hardware

on the PC is extremely fast. Only a small subset of the entire pre-acquired image set is

needed to render a novel view. In addition, images are amenable to compression and trans-

mission over a network.

Each IBR method can be described by how it approximates a theoretical framework

called the Plenoptic Function [65], , a 7-dimensional description of the

flow of light in a scene. The equation describes the light impinging on a point in

space in the direction with wavelength at time t. IBR is formulated as a two-step

problem. The first problem is how to sample the Plenoptic Function, also called Plenoptic

Modelling or View Sampling. Plenoptic samples, also called view samples, are located and

constructed to adequately cover the view space. A complete plenoptic sample is a full

spherical map about the view sample. An incomplete plenoptic sample captures a solid

angle subset of a spherical map. The environment map is a good example of a plenoptic

sample. The cube map [33][32][31] is an example of a construction for a complete plenop-

tic sample and a panoramic defined on a cylinder [15][65] is a construction for an incom-

plete plenoptic sample. A view sample has been also been called a reference view or key

view in the literature. The second problem is how to render at a novel view, also called an

off-sample view, from one or more view samples. This problem is concerned with how to

reconstruct the Plenoptic Function, also called view reconstruction. View reconstruction

algorithms typically employ pixel warping followed by image reconstruction on the target

P x y z θ σ λ t, , , , , ,( )

x y z, ,( )

θ σ,( ) λ
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pixel plane.

At a minimum, the information stored at a view sample is color information along with

the parameters of the camera. When the scene is assumed to consist of opaque objects

placed in free space, the color projected to a view sample represents a surface location.

Levoy [49] identifies augmented representations that may include depth (in the form of

range images) and opacity information. The following surveys [90][69][107] provide a

classification of most image-based representations and associated techniques. Most IBR

techniques assume a scene with opaque objects placed in free space. Early image-based

representations captured only color at a plenoptic sample. QuickTime VR [15] and Image

Mosaicking [65] warp pixels from panorama so that the user is immersed in the scene

while fixed at the center of projection. They allow only limited user view changes. Lumi-

graph [31] and Light Field Rendering [50] reduce the Plenoptic Function to 4D using a

parameterzation of the light rays on two 2D slices.

Depth information has been used to allow for motion parallax effects in the view

reconstruction. Image correspondences have been used to extract depth information using

optical flow [16], epipolar geometry [65], and view morphing [85]. Image-based represen-

tations that store depth explicitly [63][59][75] must capture this information using a range

scanner or extract it from a Z-buffer. Methods that use these representations need to

address the problem of occlusion/disocclusion artifacts. The Layered Depth Image (LDI)

[86] stores multiple samples per pixel sorted in depth order and is able to overcome these

artifacts. These methods must be able to fill holes at the target novel view since pixel

warping is a many-to-one mapping.
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A collection of image-based representations extend billboarding to representations

called image imposters [57][82] where image-based representations are constructed for

single or clusters of objects in the scene. Maciel [57] assumes that the user’s view is far

away from the object and pre-computes imposters at view directions on the spherical view

space surrounding the object. One set of imposters is acquired at the six faces of the

object’s bounding box. These are texture mapped onto the bounding box faces or used as

billboards. Another set is acquired at the intersections of longitude and latitude lines on

the sphere. Work in [82][3] construct imposters for groups of objects, called texture clus-

ters. Schaufler [82] places the imposter at the object or cluster center and rotates it to face

the viewer at successive viewpoints. An error metric is used to re-computed an imposter

on-the-fly when the user’s view changes too much. A multi-layered imposter [63][83][21]

is an array of billboards that hold projections of an object at different depth. They have

been used to provide improved motion parallax so that novel views further away from a

view sample may be reconstructed. The main idea is that pixels at similar depth move

together in the warp. Shade [86] augment a billboard with depth per-pixel to define a depth

sprite. Debevec [20] use projective texture mapping to texture proxy geometry that is a

much simplified approximation to the original geometry.

Two other issues that are important to image-based rendering systems are image cach-

ing and compression. Acquired imagery must be cached and re-used during rendering. A

number of image caching schemes [84][87][46]have been presented to hold image impost-

ers. The cache is refreshed with new imposters as the user’s view changes. Pre-acquired

imagery can be quite large, on the order of gigabytes or more. Compression schemes have
DRAFT — please do not distribute 30 Draft Printed June 1, 2005



been presented to reduce the size of the image database on disk.

3.2.1 Image-based Volume Rendering

Image-based data structures and methods have been developed for volume rendering.

Choi and Shin [17] store axis-aligned base plane projection images that result from the

shear-warp factorization at view samples. View reconstruction requires a warp from the

nearest view sample. Chen [14] determine proxy geometry by computing an outer shell

surface from the volume using the opacity transfer function. A volume rendering at each

view sample is texture mapped onto the proxy and projected to novel views. Raycasting is

used to fill holes. Brady [9] and Mueller [67] present a layered imposter representation

that stores a pre-integrated slab of the volume at each layer, which holds both color and

opacity. The opacity stored at each pixel layer is used to alpha blend the layers to novel

views for an approximate volume rendering. Brady allows for perspective projection for

inside views of the volume by constructing image layers with raycasting. Mueller com-

putes orthogonal projections for outside views of the volume using splatting and use non-

planar billboard geometry for improved motion parallax. Yoon [105] stores per-pixel

scalar information, called a “volume isomap”, where the isovalue is searched for in the

reference image when rendering an isosurface at a novel view. Shareef [88] stores the min-

imum and maximum scalar values per-pixel at a view sample to compute MIP with the

ability to render depth shaded MIP and arbitrary transfer functions. LaMar [46] and Yoon

[106] use an image cache to hold reference images.
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CHAPTER 4

REMOTE VOLUME RENDERING

The problem of how to render large scale volume data at interactive frame rates when

the volume contains on the order of billions, or more, of voxels has been a hot topic of

research for a number of years now. How to do this in a remote visualization setting has

been an active area of research only recently due to recent advances in technology related

to infrastructure and the advent of the internet. The client-server paradigm introduces

unique challenges to the problem where the main issue is how to assign the different tasks

in the rendering pipeline to both sides in order to optimally utilize available resources.

A classification of remote rendering frameworks is given by Luke [56] that is sepa-

rated into four possible scenarios. In the first, also referred to as render-remote, a thin cli-

ent simply displays the image received from the server. The volume data is stored and

rendered on the server side with state-of-the-art hardware. This may come in the form of a

supercomputer or a cluster of workstations for software rendering [70], or a more cheaper

alternative using a PC cluster equipped with graphics hardware [58][68]. A change in any

visualization parameter requires a round-trip to the server to compute a new rendering.

Some form of parallelization is necessary for one or more of the three main bottlenecks in

the rendering pipeline, i.e. compute power, I/O throughput, and network bandwith. Both

network and I/O still pose the most serious bottlenecks. A promising research direction
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that is being pursued today is to build a system from a PC cluster equipped with 3D tex-

ture hardware due its speedup and scalability advantages coupled with its low cost [42].

Though, it should be kept in mind that algorithms based on 3D texture hardware are lim-

ited to rendering rectilinear volume grids. The direct opposite of this scenario is to have

the client perform all the rendering tasks. The server functions to only store and send vol-

ume data to the client. This framework, also called render-local, comes in two flavors.

One is to download the entire volume dataset to the client, which is infeasible when deal-

ing with large scale data. The other has the server calculate over the data to send represen-

tations of the volume, e.g. a mipmap volume, octree subdivision, or wavelet

representation, that won’t overwhelm the client. Guthe [35] uses wavelets and an octree

subdivision to compute a level of detail representation of the volume. It is compressed on

the server and then decompressed in blocks and rendered on the client side using view-

dependent heuristics. In order to avoid extensive network traffic to transmit sizable

amounts of data, reported methods inevitably compress the volume in a lossy manner.

The remaining scenario is to divide the rendering tasks between the client and server.

Todays PC has experienced an order of magnitude increase in terms of processor speed,

memory size, disk storage, and commodity graphics hardware speed and functionality. In

addition, large display technology is available at an affordable price, e.g. plasma displays,

tiled displays, and virtual workbenches. Luke [56] describes a framework for isosurface

visualization where the server renders from a viewpoint with depth buffer writing turned

on. The server reads out the depth buffer and creates a mesh, similar to a height field. The

color buffer is also read out, and both the mesh and image are sent to the client. The client
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texture maps the image onto the mesh, called ZTex rendering, using 2D texture mapping

hardware for final display. The depth information encoded in the mesh provides motion

parallax information. Using the property of frame-to-frame coherence, the construction

can be re-projected to nearby viewpoints for fast approximate renderings. Bethel [5] also

leverages this coherence property for direct volume rendering with their Image-based

Rendering Assisted Volume Rendering (IBRAVR) framework. Using the Visipult [5][6]

rendering architecture on the server side, Bethel combines the capabilities of a state-of-

the-art parallel renderer with off-the-shelf PC texture mapping hardware found on the cli-

ent, as illustrated in Figure 6. The server side renderer partitions the volume into depth-

sorted view-aligned slabs and renders each slab into a separate image. These images are

sent through parallel I/O pipes to the client, which performs the remaining color-alpha

compositing step using 2D texture mapping hardware. The depth sorted images, a con-

struction presented by Brady [9] and Mueller [67], are re-projected quickly to nearby

views. Both the ZTex and IBRAVR methods hide rendering latency due to the back end

only when the user’s viewpoint changes. When non-viewpoint parameters change, a

round-trip is required to the server to update the meshes and textures.

Yoon [106] implements an image cache, an idea introduced by Shade [87], on the cli-

ent side to hold one or more computed view samples in their isosurface visualization sys-

tem. With many view samples in the cache, the user may browse a larger space of vantage

points at high frame rates without costly round-trip requests to the server. A view sample

holds both a color and depth value per pixel, which are the color and distance to the near-

est isosurface, respectively. A rendering is computed from a cached view sample to the
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nearby users view warping the pixel samples. A fast algorithm is used to search for the

isosurface in the view sample for every pixel in the final image. As is the case with most

image warping techniques, holes can occur in the final image. Volume raycasting is per-

formed at these pixels to fill them, which presumably will be a small number. If the user

decides to change non-viewpoint parameters, such as the isovalue, the images in the cache

are unusable. Yoon [105] introduces the isomap data structure to overcome this problem.

Each pixel in the isomap holds a piecewise linear approximation of the scalar function

along the pixel ray for only the potentially visible isovalues. The segments are monotoni-

cally increasing and so a binary search finds the distance to a user chosen isovalue along

the ray on-the-fly.
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Figure 6. The remote visualization framework by Bethel called
IBRAVR.
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Figure 7. A new remote visualization framework for direct volume
rendering of large scale data.

Server

I/O

LSI
Cache

PC

View Sample
Cache

PRI
Cache

visualization

camera

Graphics
Card

Network

cameraparameters
DRAFT — please do not distribute 36 Draft Printed June 1, 2005



CHAPTER 5

A NOVEL END-TO-END PIPELINE

We present a novel end-to-end rendering pipeline for direct volume rendering that

builds upon previous work. Our framework, shown in Figure 7, allows for fast browsing,

both spatially and when changing visualization parameters. The client runs a volume

browser that maintains a cache of view samples and computes renderings on-the-fly. A

view sample holds its camera information and two view-dependent data structures. The

first data structure is a Pixel Ray Image (PRI), presented in chapter 6, which holds per-

pixel scalar information. As in raycasting, the intersection of a projected ray with the vol-

ume defines a 1D function. Associated with each PRI is a Layered Slab Image (LSI),

which is a depth-sorted array of images [9][67]. The view frustum of the PRI is divided

into image-aligned slabs and each array image holds the rendering of a single slab. When-

ever the viewpoint changes only, these images are projected to the nearby views using an

image-based approach that utilizes simple 2D texture mapping with alpha blending to

quickly display an approximate rendering of the data. When another visualization parame-

ter changes, such the transfer function, the cached LSI are invalid, so a new LSI set needs

to be computed, starting with the one nearest to the user’s viewpoint in the cache. In the

following chapters, we present the data structures for the PRI and LSI and associated ren-

dering algorithms.
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Figure 8. Two schemes to supply PRI to our volume browser. The
server may run a state-of-the-art volume renderer, above, which can
typically support a single user viewing a single dataset. A two-stage
approach, bottom, pre-computes PRI using state-of-the-art technol-
ogy off-line and stores them in a database. This scheme supports
multiple datasets and multiple users simultaneously.
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It is the job of the server to replenish the view sample cache with PRI’s that are at or

close to the user’s current viewpoint. Two factors that will determine whether the cache

contains the most relevant view samples are the latency due to the back-end, coupled with

the user’s viewpoint changes. We propose two situations on how the server can supply

PRI, shown in Figure 8. In the first, the server is a high-end volume renderer that computes

PRI on-the-fly, shown in Figure 8a. Since the PRI only holds scalar information, the ren-

derer is configured to perform only volume resampling and reconstruction.

A second option is to decouple the volume renderer entirely from the volume browser.

A two step process is illustrated in Figure 8b. First, all PRI’s to be used in the rendering

are pre-computed off-line with a state-of-the-art volume renderer and stored in a database

placed on a fast data server. This may take days or even weeks for datasets on the order of

terabytes. During volume browsing, the PRI closest to the user’s current view are retrieved

from the server (bottom of Figure 8b). If the entire database can fit in secondary storage on

the client side, it can be downloaded first. By removing the dependence of the rendering

on both the original volume data and a state-of-the-art renderer, this scheme easily sup-

ports volume browsing by multiple users for multiple datasets simultaneously, see Figure

8b bottom.

The situation in Figure 8a allows the user to move freely in the view space. The stipu-

lation is that the back-end renderer is able to respond quick enough to replenish the cache

with nearby view samples. The situation in Figure 8b has computed view samples a priori,

so the workload on the server side is greatly reduced. The problem is how to sufficiently

populate the view space with view samples. This is not a straightforward problem and
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must be addressed by an image-based rendering solution. Since the user’s view will be

restricted to the portion of the view space where samples are found, it is clear that samples

should be available at the interesting portions of the scene. In a static and well known

scene, this is a much easier task. In a volume browsing application where transfer func-

tions are allowed to change, no information is known beforehand.

One of the most common ways to view and explore volume data is in an object-cen-

tered viewing mode. The user is allowed to reside on a sphere surrounding the volume and

to rotate and zoom, similar to a trackball interface. The problem becomes how to place

view samples on the sphere. One scheme is to locate samples at the intersections between

longitude and latitude lines defined on the sphere. The distribution of the samples is usu-

ally uneven and crowded at the poles. A geodesic sphere construction [24] locates vertices

evenly in a hierarchical triangle tessellation of the sphere. It is a triangle subdivision

approach that creates a tessellation using equilateral triangles of the same size. The algo-

Figure 9. First three iterations of a midpoint subvision algorithm to
compute a polygonal mesh of same size equilateral triangles whose
vertex locations are used to locate view samples. The subdivision
starts from the icosahedron, left, and progresses to the right.
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rithm starts the subdivision from one of the first three platonic solids, i.e. the tetrahedron,

octahedron, or icosahedron, since these are constructed from the same size equilateral tri-

angles. At each iteration, each triangle is subdivided into four smaller ones by inserting

new vertices at the midpoint of every edge. The vertices of the resulting mesh are pro-

jected to the sphere in a radial fashion. Figure 9 illustrates the first three subdivision steps

on the icosahedron. Vertex locations are denoted by white dots and are color coded with

red, green, blue, and and then yellow, respectively, to denote the iteration that the vertex

was inserted. At each iteration, the vertices tessellate the entire sphere and each successive

iteration adds more vertices. This provides a coarse to fine hierarchy of vertices that popu-

late the entire view space so that the sample count can vary. A particular hierarchy of PRI

that fit on the client side may be downloaded to the client.
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CHAPTER 6

PRI: A VIEW-DEPENDENT PER-PIXEL SCALAR REPRESENTATION

The Pixel Ray Image (PRI) is a view sample that holds view-dependent scalar infor-

mation at each pixel. It is defined with a virtual camera parameterization: projection point,

projection direction (we assume orthogonal projection), orientation, frustum, and image

plane. The image plane is pixelized where pixel locations lie on a cartesian grid formed by

two orthonormal basis vectors and , i.e. , where x and y are integers.

An infinite ray, called a sampling ray, is projected from every pixel center towards the pro-

jection direction. The intersection of a ray at pixel (x, y) with the volume defines a 1D sca-

lar function, call it . The parameter t is the distance along the ray from the image

plane in the projection direction, where . At the function is

evaluated at the pixel center. The values and are the distances where the ray enters

and leaves the volume, respectively. The distance D is placed behind the volume to termi-

nate all the infinite sampling rays. Only the scalar information defined on the portion of

the ray intersecting the volume is included in the PRI. Figure 10 illustrates the PRI and a

1D function associated with a pixel’s sampling ray. This is a parameterization similar to

the Plenoptic function. The main difference is that we store scene information per ray

rather than illumination information.

We need to choose a representation for function that can be stored and com-

i j p x y,( ) xi y j+=

f x y,( ) t( )

0 t≤ in t tout D≤ ≤ ≤ t 0=

tin tout

f x y,( ) t( )
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puted over, call it . One possible representation for is to define equidis-

tant spaced resample points along the sampling ray, as is done in volume raycasting. The

main drawback of this representation is that the sample distance needs to be chosen very

small to accurately represent the scalar field. The result is a revoxelization of the volume at

every PRI sample. We define two representations in the following sections based upon the

following two criteria: representation size and functional approximation accuracy. Our

goal is to render the data from the PRI samples. In order to accomplish this, the scalar

function is applied to a projection function P along with other visualization

parameters denoted by , as shown in equation (8). This function defines both the clas-

sification and projection steps in volume rendering. If the user’s camera is defined to coin-

cide with the PRI, then a color can be computed for each pixel by an evaluation of this

equation. To address the first criterion we use the fact that the size of a PRI sample

depends upon both the number of pixels in the sample and the representation size of each

per-pixel scalar function. Since we are caching PRI in main memory, which may contain

hundreds to thousands of samples, a PRI should have a small memory footprint size. In

addition, a PRI will have to be transmitted over low speed networks to the client side. The

size of the representation of the PRI also determines how fast a rendering can be computed

during browsing. The second criterion dictates the image quality of the rendering because

the accuracy when computing function P depends upon the accuracy of the input function

.

(7)

The representations for function , which we present in the following sections,

f̃ x y,( ) t( ) f̃ x y,( ) t( )

f̃ x y,( ) t( )

λ s( )

f̃ x y,( ) t( )

color x y,( ) P f̃ x y,( ) t( ) λ s( ),( )=

f̃ x y,( ) t( )
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that we use satisfy both of these criteria. The representations are chosen based upon the

requirements of each of the projection equations. Our first representation is used to com-

pute the maximum projection equations. It stores a scalar value pair that represents the

minimum and maximum of function , call the pair . The other pro-

jection equations require a complete description of the scalar function along the sampling

ray. Our second representation is a linear spline representation for function .

6.1 PRI Scalar Reconstruction

Constructing either PRI type, MM or LS, requires resampling the volume along each

sampling ray. We identify two ways to collect samples in a volume that is defined either

analytically or on a sampling grid. The first approach is to define equidistant spaced resa-

f x y,( ) t( ) f min f max,( )

f̃ x y,( ) t( )

f t( )

t

Figure 10. A PRI is a view sample that holds a representation of a
1D scalar function per-pixel on the image plane. Each function, an
example is shown at the right, represents the scalar values that
project to a particular pixel on the pixelized image plane.

tmin

tmax
DRAFT — please do not distribute 44 Draft Printed June 1, 2005



mple points along the sampling ray where the sample spacing ensures that the volume is

sampled above the Nyquist limit. The second approach is applied to volumes defined on a

sampling grid (structured or unstructured) where scalar interpolation within a volume cell

is assumed to be linear. In this case, resample points are located at ray-cell face intersec-

tions. Given a list of samples retrieved from either approach, we will assume that the sca-

lar function is linear between adjacent samples. The list of samples is a knot list that

defines a linear spline.

6.2 Transfer Function Representations

We compute a rendering from a PRI at each pixel from the stored function and

the transfer function , where s is a scalar value. The task becomes how to efficiently

evaluate the function in the projection equation. There are two representations

to store the transfer function in tabular form that are commonly used in practice. The first

representation stores equidistant spaced samples on the transfer function domain in a 1D

array, call it Tconst. A transfer function value is evaluated at a given scalar value using

either nearest neighbor or linear interpolation between two consecutive samples. A second

representation stores unevenly spaced samples on the transfer function domain, which are

knots in a linear spline approximation of the function, called Tlin. The list of knots are

stored in a 1D array that is sorted according to location of the knot on the transfer function

domain. Each table value holds a value pair, , where is the location of the knot on

the transfer function domain and is the function value. The function is evaluated at a

given scalar value with a binary search on the locations of the knots on the function

f̃ x y,( )

T s( )

T f̃ x y,( )( )

ti I i,( ) ti

I i
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domain. The Tlin representation will usually have much fewer samples than Tconst. Both

representations may be used to store a pre-integrated transfer function.
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CHAPTER 7

MM-PRI

The solution to the maximum projection equation requires a search for the maximal

value along the pixel ray, as shown in equation (2) (Section 2.1.3). This search is per-

formed on the portion of the ray generated at pixel (x, y) that intersects the volume:

(8)

where tin and tout are the distances along the pixel ray where it enters and leaves the vol-

ume. In MIP rendering, the transfer function T is defined as in equation (1) (Section 2.1.1)

and returns a grey level intensity. Other mapping functions can provide useful visualiza-

tions in a maximum projection. For instance, Drebin [22] uses a maximum likelihood clas-

sifier on CT data to distinguish material in a solution to volume integration. Figure 11a

shows a comparison between a MIP rendering and a MIP rendering using a different clas-

sification mapping that shows bone material from the CT data of the Visible Female

dataset. In Maximum Opacity Projection (MOP) rendering, the transfer function returns a

color that can provide an extra degree of freedom to distinguish material, as shown in Fig-

ure 11b.

color x y,( ) max
tin t tout≤ ≤

T f x y,( ) t( )( )( )=
DRAFT — please do not distribute 47 Draft Printed June 1, 2005



Figure 11. (a) A comparison between MIP rendering (left) and MIP
rendering using a different transfer function (right) that shows bone
material from the Visible Female dataset. (b) MOP rendering is able
to assign color material.

(a) (b)
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We derive a compact representation for function from equation (9). A

straightforward way to solve this equation is to search on the pixel ray for the maximum

classified value. For each location t on the ray, where , the scalar function is

evaluated first followed by the transfer function since the final function value applied to

the maximum operator is the function , mathematically a composite func-

tion. There are two drawbacks to this procedure: 1) It requires a complete description of

the 1D function on the pixel ray and 2) the transfer function is evaluated multiple times for

the same scalar value. The consequence of the latter drawback is inefficiency because

redundant values are applied to the maximum operator. We illustrate these two drawbacks

in Figure 12a. Consider a 1D scalar function and traverse the function from left to right. If

we remove the subintervals of the function in its domain, denoted by the filled areas, that

evaluate to the same scalar values we encountered earlier in the traversal, only the remain-

ing function values are needed to solve equation (9). These function values define an inter-

val of scalar values between the global minimum and maximum function values, i.e.

. Equation (9) can be re-written using the observation that it can be alterna-

tively solved by a search in the transfer function space, as shown in the equation (10). A

search in the transfer function space is performed on the domain subinterval defined by the

scalar interval , as illustrated in Figure 12b. The MM-PRI only needs to store

this value pair per-pixel as the representation in order to solve the projection

equation.

(9)

f x y,( ) t( )

tin t tout≤ ≤

H t( ) T f t( )( )=

f min f max,[ ]

f min f max,[ ]

f̃ x y,( ) t( )

max
tin t tout≤ ≤

H t( )( ) max
f min s f max≤ ≤

T s( )( )=
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Figure 12. We re-formulate the solution to the maximum projection
equation by applying searching in classification space rather than
along the pixel ray. Figure (a) illustrates the redundant evaluations
(red portions) on the transfer function when searching on the pixel
ray. It is most efficient to search in classification space (Figure (b))
on the domain subinterval obtained from the 1D scalar
function.

f min f max,[ ]

f(t)

t

fmax

fmin

T(s)

sfmaxfmin

(b)

(a)
DRAFT — please do not distribute 50 Draft Printed June 1, 2005



7.1 MM-PRI Construction

The value pair at each pixel is found by searching for the function

extrema on the knot list that is computed on the sampling ray using raycasting, cell projec-

tion, or a depth peeling approach. The function extrema will necessarily lie on knot loca-

tions with linear interpolation.

7.2 Fast Maximum Projection

Our re-formulation of the maximum projection equation solves the projection equation

as a search in classification space. The search is restricted to the function domain subinter-

val . We call this value pair an interval index because it will be used to evalu-

ate the maximum classified value from the transfer function table. The search procedure

should be done efficiently because the projection equation is solved at a million pixels or

more. We construct a transfer function table, call it , that returns the maxi-

mum transfer function value on the function domain subinterval [s1, s2], where .

7.2.1 0-degree Spline Transfer Functions

Consider the case in which the transfer function is represented as the form Tconst. In

the following sections, we present three ways to represent the transfer function table

., called the sample table, interval table, and the interval tree table. The tables

are compared with respect to table size and search time.

f min f max,[ ]

f min f max,[ ]

Tmax s1 s2,( )

s1 s2≤

Tmax s1 s2,( )
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7.2.1.1 Sample Table

The sample table stores two arrays of values. The first array holds the n function sam-

ples in a 1D array, called the sample array, which is arranged by increasing scalar value.

The function maximum may be found with a linear search on those entries in the sample

array that overlap the interval. The average search time may be reduced for large sample

sizes and interval ranges with a second 1D array, called the maxima array, that holds all

occurrences of local maxima arranged by increasing scalar value. This array will typically

be much smaller than the sample array.

The transfer function maximum value, given the interval index, is found with the fol-

lowing procedure. The interval is first applied to the maxima array. If the interval overlaps

at least one of the pre-computed local maxima found in this array, then the maximum

transfer function value is the largest between these overlapping maxima and the function

values at and . Otherwise, the maximum transfer function value is the larger of

the function values stored in the sample array at and . We identify local maxima

from the discrete samples in the sample array using the following three conditions. If any

one of these conditions holds, then the sample is a local maxima and inserted into the

maxima array. A sample i in the sample array is a local maxima if: 1) and

, 2) and , or 3) and

, where T is the transfer function value found in the sample array. The fol-

lowing procedure efficiently finds the maximum transfer function value:

f min f max

f min f max

T i 1–[ ] T i[ ]<

T i 1+[ ] T i[ ]< T i 1–[ ] T i[ ]< T i[ ] T i 1+[ ]= T i 1–[ ] T i[ ]=

T i[ ] T i 1+[ ]>

1. lmax = local maximum associated with smallest scalar value greater or equal to fmin.
2. If (no such local maximum exists or the scalar location of lmax is greater than fmax)

return max(T[fmin], T[fmax]);
3. return the maximum of T[fmin], T[fmax], and all local maxima between fmin and fmax.
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The local maximum lmax is found with a binary search on the maxima array using fmin as

the search key. In step 2, if no local maximum lies in the interval then the

larger of the transfer function evaluated at and at is returned. If a local maxi-

mum is found, then the largest local maximum in this scalar range is found by a linear

search in the maxima array in step 3.

7.2.1.2 Interval Table

The local maximum can be found in constant time with a construction we call the

interval table. This table will hold the maximum function values for every possible sub-

interval on the discretized transfer function domain. A subinterval is denoted by a scalar

pair where and its length is the number of scalar samples that fall

within the interval. The interval table is a 1D array where each entry represents a single

subinterval. The subintervals are arranged in sorted order in the array by interval length

and then by increasing value. The value stored in an array entry is the maximum

transfer function value over the represented scalar interval. To retrieve the maximum

transfer function value, a table index is constructed from the interval index using the inter-

val’s length and minimum scalar value, i.e. . When the number of sca-

lar samples in the transfer function domain is large, say for high precision datasets, the

interval table grows in size quickly. For example, if the scalar precision is 16-bits, the

interval table will require over 2 billion entries.

f min f max,( )

f min f max

smin smax,( ) smin smax≤

smin

f max f min– f, min( )
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7.2.1.3 Interval Tree Table

A compromise between the sample and interval tables for a large number of samples

of the transfer function is to use a binary tree data structure, called an interval tree [25].

The samples on the domain of the transfer function are successively split into half inter-

vals at the middle. A binary tree is constructed from this subdivision. The root node holds

the maximum function value over the entire function domain. An internal or leaf node

holds the maximum function value on a half interval of the interval represented in its par-

ent node. Every tree node holds the quadruple , where the interval repre-

sents a function domain interval and , m is the midpoint of this interval, and c is the

maximum transfer function value over the interval. The left child of an internal node rep-

resents the interval and the right child represents interval . A leaf node has

.

The maximum transfer function value is found with a top-down tree traversal given an

interval. A list, call it R, is maintained during the search that holds retrieved function val-

ues and is intially the empty list. At each node visited in the search, if the interval is equal

to the interval represented at the node, then c is added to list R and continued traversal

ends down this tree branch. If the interval is contained entirely within one of the two half

intervals of the node, then traversal continues down the corresponding left or right branch

with this interval. If the interval overlaps the midpoint, then the index is split at m and tra-

versal continues down both tree branches with two new interval indexes that result from a

split of the interval index at the midpoint. When all subtree traversals are terminated, the

function maximum is found in list R by a linear search. The value retrieved from list R is

l r m c, , ,( ) l r,[ ]

l r≤

l m,( ) m r,( )

l r m= =
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the maximum function value over the original interval index at the start of the tree search

because the concatenation of the subintervals from which the values in list R were

retrieved is equal to the original the interval index. Table 1 shows the search time and table

sizes for each of the three types of transfer function tables and that the interval tree table is

a good compromise in terms of both search time and table size.

Table 1 Search costs and table sizes for piecewise constant transfer functions.

7.2.2 1-degree Spline Transfer Functions

Consider the case in which the transfer function has a linear spline form, which is

described by a list of knot values or Tlin format. The maximum transfer function value

over any domain subinterval is found at a knot or function interpolation between neighbor-

ing knots. Given an interval index (fmin, fmax), the maximum function value on the interval

is found with a binary search on the knots. Similar to the sample table, a sample array and

maxima array may be used here. The former holds the complete linear spline. That latter

holds local maxima, which will be a subset of the knots found in the sample array. A

binary search is done on the maxima array with . In the sample array, the scalars

and will lie on two segments of the spline, call them segmin and segmax, which

Type Search Cost Size

sample

interval

tree

O n( ) n

O 1( ) n2 n+( ) 2⁄

O nlog( ) 2n 1–

f min

f min f max
DRAFT — please do not distribute 55 Draft Printed June 1, 2005



are found with two binary searches. The transfer function is evaluated at and

using linear interpolation of the corresponding segment endpoints. Call these temporary

knots and , respectively. If segmin and segmax are the same segment, then the

maximum function value is the greater of and . Otherwise, the function maxi-

mum is found at knot , knot , or one of the knots in between these two. A linear

search is performed on all knots between and in the maxima array. Unneces-

sary interpolations can be avoided and the linear search made more efficient as follows. If

segmin and segmax are the same segment, then only a single linear interpolation is required

dependent upon the slope of the segment. If the slope is positive, then only is com-

puted, otherwise only is computed. If segmin and segmax are different segments, then

we can restrict the linear search as follows. If segmin has positive slope then is not

computed and the linear search starts from the knot at the right endpoint of this segment. If

segmax has negative slope, then is not computed and the linear search ends at the left

endpoint of this segment.

7.2.3 Transfer Function Update

The user will change the transfer function on-the-fly during the exploration phase in

our visualization pipeline via a GUI. At each change, the user will redefine a domain sub-

interval of the function. The transfer function table has to reflect this change for future

visualizations. Those table entries that represent values which overlap the indicated sub-

interval need to be identified and re-assigned with the new maximum function values.

The sample table is updated easily by first identifying those entries that overlap the

f min f max

k f min
k f max

k f min
k f max

k f min
k f max

k f min
k f max

k f max

k f min

k f min

k f max
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interval index and then reassigning these values to the new transfer function values. The

two interval tables are updated incrementally in a bottom-up fashion by propagating the

new function values. First, all entries that overlap the interval index and represent intervals

of size one are updated with the new function values. Note that these are the leaf nodes in

the interval tree table. The entries that represent intervals of size two are then reassigned

using the values stored at the entries representing the intervals of size one. At each step the

entries that represent the intervals of the next interval length are updated using the entries

that represent intervals of smaller length. In the case of the interval table, an entry that rep-

resents an interval of size k is assigned the maximum of the values at the two entries with

sizes one and , which when concatenated together span the interval of size k. In the

case of the interval tree, a value at an internal node is assigned the maximum of the values

found at its two child nodes, which contain up-to-date values.

7.3 Maximum Projection Rendering

7.3.1 On-sample Rendering

Let’s assume that the user’s view is coincident with the MM-PRI view sample. The

volume is rendered at or near an MM-PRI view sample location using current generation

PC graphics hardware. The 2D array of per-pixel scalar pairs that is associated with an

MM-PRI is stored in a 2D texture, call it MMtex2D, where each scalar pair occupies two of

the color channels. Float textures provide high precision and a texel format that holds

exactly two color channels. The transfer function table is stored in one or more 1D tex-

tures and function values may be stored with high precision in a float format as well. The

k 1–
DRAFT — please do not distribute 57 Draft Printed June 1, 2005



functionality of todays GPU allows for the implementation of all of the search procedures

on the transfer function tables presented in the previous section. Dependent texturing and

multitexturing are used to compute a rendering. A view-aligned quadrilateral is placed in

front of the viewer and rendered with the texture MMtex2D and the transfer function tex-

ture(s) mapped to it. The corners of the MMtex2D texture are mapped to the quad vertices.

A fragment program retrieves the scalar pair (fmin, fmax) from the MMtex2D texture and per-

forms the transfer function lookup on the transfer function table textures texture using the

pair as an interval index. The table sizes are passed to the fragment program as object col-

ors.

A different fragment program is executed to search on each table type. The procedures

presented in the last section are implemented in the fragment programs. The sample table

representation will consist of two 1D textures, i.e. one for each of the sample array and the

maxima array. The size of the tables are passed to the fragment program as primary and

secondary object colors. The entries of the interval table are stored in sorted order by

increasing interval length and then by increasing minimum scalar value in a single 1D tex-

ture. The table index is computed from fmin, the length of the interval represented by the

interval index, l, and the total number of entries in the table, n, as shown in the right-hand

side of equation 11. The values and are assumed to be normalized,

, , and . The entries of the interval

tree table are stored in breadth-first order in a single 1D texture. The texture has an RGBA

format, which can hold the four-tuple of values stored per tree node. The search procedure

starts from the root node, stored at the first texel. The left and right children of an internal

f min f max

f̂ min f min n⋅= f̂ max f max n⋅= l f̂ max f̂ min 1–+=
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node at texel i is easily found at and , respectively. The linear spline form of

the transfer function table is represented by two 1D texures (sample array and maxima

array). Linear interpolations are applied in the sample array when needed.

(10)

The transfer function tables must store both color and opacity to compute a MOP pro-

jection. The transfer function tables need to be augmented to store three color and one

opacity value instead of just one grey level intensity. The sample table will consist of three

1D textures. The first texture holds the sample array with an RGBA format. The second

texture holds just the locations of each local maxima in sorted order. The third texture

holds color and opacity values of the local maxima at each corresponding location speci-

fied in the second texture. The interval table is represented by a single 1D texture with an

RGBA format. The interval tree table is represented by two 1D textures. The first texture

holds the tree node values l, r, and m values per node. The second texture holds the RGBA

values per tree node. The search is performed on the first texture and the color and opacity

are retrieved from the second texture. The transfer function with the linear spline form

must hold the distance of the knot in addition to color and opacity. Here, we use four 1D

textures. The sample array is represented by two 1D textures where the first holds knot

locations and the second is a texture of the same size that holds corresponding color and

opacity values. The maxima array is represented by two 1D textures which hold knot loca-

tions and color and opacity as is with the sample array textures.

There is an ambiguous case in MOP rendering when two or more scalars map to the

2i 1+ 2i 2+

s n i–( )
i 0=

l 2–( )

∑ f̂ min+ l 1–( ) n
1
2
---l 1–+ 

  f̂ min+= =
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same maximum opacity and map to different colors. The ambiguity may be resolved by

choosing either the color associated with the smaller or the larger scalar value in the inter-

val. We allow the user to make this choice.

7.3.2 Off-sample Rendering

The MM-PRI may be represented by a layered slab construction to allow for approxi-

mate off-sample rendering with an image-based rendering approach. The view frustum is

partitioned into k image-aligned slabs. For each slab, a 2D array of per-pixel scalars is

computed. The pixel rays are paritioned at the boundaries of the slabs and each min/max

pair in a 2D array represents the range of scalar values within a slab only. Each 2D array is

represented as an MMtex2D texture holding min/max scalar values. These are each texture

mapped onto one of k view-aligned quads, each placed at the center of a slab. The slabs are

projected onto a render target and the fragement program is coded to write the maximum

value between the classified value assigned to the fragment and the framebuffer pixel

value.
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CHAPTER 8

LS-PRI

A full description of the function on the pixel ray is needed to solve the projection

equations described in this chapter. A number of function representations are possible, as

we know from Numerial Analysis. We chose a linear spline representation for based on

the following criteria: 1) approximation accuracy to the 1D scalar function, 2) efficient

evaluation of the transfer function and solution to the projection equation, 3) representa-

tion size, and 4) ease of implementation on graphics hardware.

Higher order polynomial and spline functions can more accurately approximate the

scalar function with a more compact representation than a linear spline form, but are more

difficult to fit the function and to solve the projection equations. A polynomial is com-

pletely described by its coefficients and a spline by its knot sequence. An example is to

solve volume integration with a higher order function representation. Max [62] and Will-

iams [101] show how to solve the integral equation when both the 1D pixel ray scalar

function and the transfer functions have linear spline forms, which requires a search in the

transfer function space. Williams [102] shows how to solve the integral when the 1D pixel

ray scalar function has a linear spline form and the transfer functions are quadratic with an

expensive 5-point Guassian quadrature rule.

The wavelet provides a level of detail representation and should be further explored

f t( )

f̃
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further. The 0-degree spline function, which is calculated by most volume renderers in its

uniform sampled form, requires too many knot samples to accurately approximate the sca-

lar function over the Nyquist frequency. The result is a revoxelization of the volume where

at least one sample is needed per voxel. To ensure high image quality, Engel [26] states

that the sampling rate should exceed the product of the Nyquist frequencies of the scalar

field and the maximum frequency between the transfer functions. The value of a constant

spline segment in the 0-degree spline is used to evaluate the transfer function whose value

is applied to the entire segment. Thus, the frequency of the transfer function must be man-

ageable. Previous work [62][26] has shown that evaluating the transfer function over each

linear spline segment using pre-integrated transfer functions considerably improves image

quality. The question of whether the 0-degree spline with uniform sample spacing may be

represented more compactly has been addressed before. Consecutive runs of same valued

samples may be merged into longer constant pieces to create a 0-degree spline with vari-

able spacing. Though, this does not yield a considerable reduction in the number of sam-

ples, as shown by Srivastava [92] in their run-lengh encoding scheme. The reason is that a

constant functional piece is a poor approximating primitive. Srivastava [93] approximate

consecutive point samples that are nearly colinear with a single line segment to construct a

linear spline representation that reduces the knot count for storage purposes. The linear

spline is transformed back to a constant spline during volume integration using a Riemann

Sum solution.
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8.1 Linear Spline Data Structure

A linear spline is defined by a knot list where the function is linear between consecu-

tive pairs of knots. Thus, each linear segment has a pair of knots as its endpoints,

, where tk and tk+1 are the locations of the knots on the pixel ray, and a

and b are the respective scalar values. There are two possible ways to store the knot list.

One way stores the value pair for each knot, where tk is the distance of the knot

from the image plane and s is the scalar value at this knot location. Another way is to store

the value pair , where is the length of the linear segment along the

pixel ray and s is the scalar value at the knot location . In order to retrieve a particular

knot, the knot list must be traversed from the front and the segment lengths must be

summed together.

8.2 Variations To MIP

8.2.1 Simple Depth-shaded MIP

A simple way to apply depth shading to the MIP approach is to weight the maximum

intensity by its distance from the image plane on the pixel ray, as shown in equation (12).

The depth function d(t) may be an arbitrary function. There is an ambiguous case when

there are multiple occurences of the maximum intensity on the pixel ray. The convention

used is to set the pixel color to the the maximum intensity associated with the largest

weight factor. The solution to this equation requires a search for the maximum intensity

and then the application of the weight factor as the final pixel color.

tk a,( ) tk 1+ b,( ),[ ]

tk s,( )

l s,( ) l tk 1+ tk–=

tk
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(11)

The location of the maximum intensity on the pixel ray is found by a search on the lin-

ear spline segments. The local maximum intensity over a spline segment, denoted by its

endpoints (tk, ak) and (tk+1, ak+1), is found by using the scalar values of the endpoints as

indices to a transfer function . The location, call it tmax, of the returned local

maximum intensity, call it amax, is easily found by linear interpolation. A problem that the

search procedure must handle is the possibility that the maximum intensity may occur at

mulitple locations along the same segment and on different segments along the pixel ray.

We use a two-pass approach that quickly excludes segments from the search that do not

contain the global maximum intensity and thus avoid expensive linear interpolation calcu-

lations. The first pass uses the min/max per-pixel scalar value pairs of the MM-PRI to

quickly find the maximum intensity along the pixel ray, call it Iglobal. In the second pass,

the linear spline segments are traversed in order (the direction does not matter). A running

maximum weighted intensity value, call it Imax, is maintained and initialized to zero inten-

sity. For each spline segment, the local maximum intensity is retrieved from

and compared with the global maximum intensity found in the first pass. If it is less than

this value, then we move on to the next segment. If the segment contains the global maxi-

mum, then its location is found on the segment, tmax, and if then

value Imax is replaced with this new weighted intensity. A requirement is that the transfer

function return a list of scalar values that represent multiple occurences of

Iglobal within the same segment. All these values are compared with Iglobal and Imax one-

color i j,( ) d t( ) max
tmin t tmax≤ ≤

T f t( )( )( )⋅=

Tmax s1 s2,( )

Tmax s1 s2,( )

d tmax( ) Iglobal⋅ Imax>

Tmax s1 s2,( )
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by-one in our procedure.

The search over the linear spline segments may be terminated early if the function d(t)

is restricted to be a decreasing function. An example is a ramp function with negative

slope, which is a commonly used weighting function in practice. The weighted global

maximum intensity along the ray is necessarily the one closest to the image plane and so a

front-to-back traversal is used on the spline segments. The weighted value of the first

occurence of the global maximum is assigned as the pixel value.

8.2.2 Depth-shaded MIP

Heidrich [37] defines depth shaded MIP as first modulating the classified samples by

their associated depth weights and then applying the maximum operator on these values.

Heidrich uses a ramp depth weighting function with negative slope, whose slope and verti-

cal position can be changed by the user. Shareef [88] uses ramp and exponential depth

functions, which are applied in hardware using OpenGL’s glFog equations. General forms

of the depth weighting function can provide meaningful visualizations and can be used as

a tool for data exploration. The maximum projection equation for an arbitrary depth func-

tion is shown in equation (12). The difficulty in solving this equation is that the maximum

operator is applied on the product of two functions. If the functions d or T take general

forms, then the maximum weighted intensity must be searched on the pixel ray at point

samples chosen according to the frequency characteristics of both functions. We restrict

the depth function, d(t), to be a linear spline. In the following two sections, we restrict the

form of the transfer function and present efficient search algorithms to solve the projection
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equation.

(12)

8.2.2.1 0-degree Spline Transfer Function

First, we take the transfer function to be a 0-degree spline function and stored as the

table type Tconst. The projection equation is solved by a traversal on the linear segments of

. The maximum weighted intensity is found for each segment and the maximum of these

values is assigned as the pixel value. To find the maximum weighted intensity at any linear

segment of , the segment is subdivided into subsegments according to the knots from

color i j,( ) max
tmin t tmax≤ ≤

d t( ) T f t( )( )⋅( )=

f, d

ttleft tright

Figure 13. (a) A linear segment of is partitioned into three inter-
vals, or subsegments, [(tleft, t1), (t1, t2), (t2, tright)] by the overlap-
ping knots of the depth function, t1 and t2. Additional knot locations
are found on a subsegment according to the number of transfer
function table entries that overlap the subsegment’s scalar interval
(s1, s2).(b) shows the new knot values on the subsegment inside the
ellipse shown in (a) given that there are three transfer function table
values within the subsegment’s scalar range.The product of the
depth function and the transfer function are computed at these loca-
tions.

f̃

(a)

t1 t2

d(t)

ttleft t1

(b)

s1

s2

s1 s2

a b c

a b c

Tconst

f̃

t∆

f̃

f̃
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function d(t) that overlap the segment. Figure 13a illustrates this subdivision on a linear

segment in with endpoint locations (tleft, tright). The portion of the depth function that

overlaps this pixel ray interval contains two overlapping knots located at t1 and t2 to define

three subsegments. The product of the depth function and the transfer function is com-

puted on each subsegment by locating transfer function samples that overlap the subseg-

ment and then evaluating both functions at these sample locations. If n is the number of

entries in the transfer function table that overlap a subsegment’s scalar bounds (s1, s2),

then new knots are located at a sample spacing of starting from

the subsegment’s left endpoint, where tj and tj+1 are the subsegment’s left and right end-

points, respectively. In the following pseudocode, the linear spline segments are traversed

and a special maximum operator is called for each subsegment:

f̃

t∆ t j 1+ t j–( ) n 1+( )⁄=

maxCol= 0;

For k = 0 to numsegs
{

;
Partition the segment into m subsegments with end-

points at ;

For p = 0 to
{

;
;
;
;

;

;

n = number of entries in table T between and
;

m f f̃ tk 1+( ) f̃ tk( )–( ) tk 1+ tk–( )⁄=
tk tk 1+,( )

tk0
tk=( ) tk1

… tkm 1–
, , ,

m 1–( )

s1 f̃ tk p
( )=

d1 d tk p
( )=

s2 f̃ tk p
( )=

d2 d tk p
( )=

length tk p 1+
tk p

–=

md d tk p 1+
( ) d tk p

( )–( ) length( )⁄=

T f̃ tk p
( )( )

T f̃ tk p 1+
( )( )
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The function getmax returns the maximum intensity found on a subsegment. The spac-

ing of the new knots, , is computed from the slope of the subsegment and n, the number

of overlapping table entries. The locations of the new knots are computed incrementally

starting from an endpoint and the product of the functions d and T is computed at the end-

points and these new knots. The maximum of these values is the maximum intensity over

the subsegment. The pseudocode for the algorithm follows:

;

;
;

col = ;
if (col > maxCol)

maxCol = col;
}

}
color(i, j) = maxCol;

t∆ length( ) n 1–( )⁄=

s∆ m f t∆⋅=
d∆ md t∆⋅=

getmax s1 d1 s2 d2 s∆ d∆ d T n, , , , , , , ,( )

t∆

{
maxProd = 0;
maxIntens = 0;

if ( )
{

s = sl;
d = dl;
For i = 1 to n
{

;
if (I > maxIntens)
{

maxIntens = I;
;

if ( )
;

}
;

;
}

getmax sl dl sr dr s∆ d∆ d T n, , , , , , , ,( )

d∆ 0<

I T s( )=

col d I⋅=
col maxProd>
maxProd col=

d d d∆+=
s s s∆+=



The function will avoid extraneous product computations using the slope of the linear seg-

ment from the depth function. If the slope is negative, then products with intensities less

than the current maximum intensity, maxIntens, are avoided. If the slope is positive, then

the subsegment knots are traversed in the opposite order.

8.2.2.2 1-degree Spline Transfer Function

Now we take function T to be a linear spline and stored in the table type Tlin. We use a

similar approach to compute the projection equation in that the knots of the transfer func-

tion that overlap a linear segment of are also used to partition the segment into subseg-

ments in addition to the overlapping knots from the depth function. The scalar values at

the endpoints of the linear segment define a domain subinterval in the transfer function

}
else
{

s = sr;
d = dr;
For i = n to 1
{

;
if (I > maxIntens)
{

maxIntens = I;
;

if ( )
;

}
;

;
}

}

return I;
}

I T s( )=

col d I⋅=
col maxProd>
maxProd col=

d d d∆+=
s s s∆+=

f̃
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space and the knots that lie within this interval are overlapping. The locations of these

knots on the pixel ray are easily found on the linear segment by linear interpolation. Figure

14 shows an example of a partition on a linear segment of (Figure 14a) using knots from

both the transfer and depth functions. If the number of overlapping knots in the transfer

function in the scalar range (a, b) is two (Figure 14b) and the number of overlapping knots

in the depth function along the pixel ray in (tk, tk+1) is one (Figure 14c), then the linear

segment is partitioned into four subsegments (Figure 14d). Along the extent of each sub-

segment, the functions d and T are linear. If the line segments cross each other, then a new

knot located at the intersection point is inserted into the knot list to further partition the

linear segment.

To compute the maximum product on a subsegment of , we consider the four possi-

ble ways that the line segments from functions T and d may be oriented with respect to

each other. The first two cases are when the slope of both line segments have the same

f̃

Figure 14. A linear spline segment (a) is partitioned by overlapping
knots from the transfer function (b) and depth function (c). The
resulting knot list, , partitions the segment into subseg-
ments (d). The maximum intensity of the entire segment is maxi-
mum intenstity of the maxima computed for each subsegment.
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sign. The maximum product over the subsegment is trivial to compute here because it is

simply the product of the function values at the two endpoints. If the lines are downward

sloping, then the product is computed at the left endpoint (Figure 15a). Otherwise, it is

computed at the right endpoint (Figuire 15b). When the sign of the slopes is different, then

the maximum product may lie anywhere along the subsegment. We construct a quadratic

function, which is the product of the two line segments, and solve for the maximum of this

function. Let the transfer function evaluated at the left and right endpoints be T1 and T2

and those of the depth function be d1 and d2, respectively. We describe the line segments

of both the transfer function and the depth function on the subsegment within the same

parametric and normalized space, . The product of the two functions is the qua-

dratic equation , where ,

, and , and is a parabola graphically. The maxi-

mum of the function on the subsegment can be calculated either at the line endpoints or at

the vertex of the parabola, which is computed as . We use the following

conditions to determine how to compute the function maximum. If the parabola is open

downward, i.e. , then the function maximum may be computed at one of three loca-

tions, as shown in Figure 16a. If , then the maximum is computed at the left end-

points. If , then it is computed at the right endpoints. Otherwise, the maximum lies at

the vertex, i.e. . If the parabola is open upward, i.e. , then the maximum is com-

puted at the left or right endpoints. If then it is computed at the right endpoints,

otherwise it is computed at the left endpoints (Figure 16b).

t 0 1,[ ]∈

D t( ) at2 bt c+ += a T 2 T 1–( ) d2 d1–( )=

b T 2 T 1–( )d1 d2 d1–( )T 1+= c d1T 1=

v b–( ) 2a( )⁄=

a 0<

v 0<

v 1>

D v( ) a 0≥

v 1 2⁄<
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8.2.3 Local MIP

The local MIP projects the first local maximum intensity above a user-defined thresh-

old. If no such local maximum exists, then the global maximum intensity on the pixel ray

is assigned as the pixel color. This projection equation can be computed with our per-pixel

linear spline data structure with a front-to-back traversal of the linear segments of and a

search in the transfer function space for each segment. The search is terminated early

when the first local maximum intensity above the threshold is found. Our approach has

two phases. First, the global maximum intensity is computed for each pixel using the MM-

PRI and the transfer function table type Tmax, presented in the previous chapter. Next, a

local maximum intensity is searched for in the transfer function space for each linear seg-

ment on a subinterval of the domain of the transfer function, which is defined by the scalar

values at the endpoints of a linear segment. Take the scalar pair (sl, sr) to be the scalar val-

Figure 15. There are four possible line segment orientations from
the transfer and depth functions on a subsegment of . The maxi-
mum of the product is computed at the line endpoints for the two
trivial cases, as illustrated by the red ellipses in (a) and (b). When
the line slopes are different, as shown in (c) and (d), the maximum
product is computed with a quadratic function.

f̃
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ues at the left and right segment endpoints. If the sl < sr, then a local maximum is searched

for on the domain subinterval [sl, sr] in the direction from sl to sr. Otherwise, the local

maximum is searched on this interval from sr to sl. This ensures that the local maximum

closest to the image plane is found. If a local maximum intensity is found, then the front-

to-back traversal is terminated and this value replaces the global maximum value assigned

to the pixel in the first phase.

8.2.4 RLS-PRI

The LS-PRI construction can be reduced in size when solving the local MIP equation

or when solving the depth shaded equations for the case that the depth function is assumed

to be decreasing. The scalar values on intervals along a pixel ray that represent redundant

scalar values encountered earlier in a front-to-back traversal of the scalar function (the

shaded portions shown in Figure 12a) will not contribute to the solution of the projection

equations in these two cases. Thus, they can be removed from the LS-PRI construction to

define a reduced version called the RLS-PRI. The per-pixel linear segments contained in

the RLS-PRI will be a subset of those found in the LS-PRI.

A linear spline at a pixel in the RLS-PRI is constructed from the linear spline found at

the corresponding pixel in the LS-PRI. The segments are traversed in front-to-back order

and the current range of scalar values encountered so far is updated when each segment is

processed. For each segment, if the scalar range denoted by the scalar values at its end-

points is does not overlap the current scalar range, then this segment is inserted into the

RLS-PRI. If the segment’s scalar range is completely contained within the bounds of the
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current scalar range, then the segment is not included into the RLS-PRI. If the segment’s

scalar range partially overlaps the current scalar range, then the segment is clipped, the

portion outside the clipped range is added to the RLS-PRI, and the current scalar range is

updated to incorporate this portion. The segments inserted into the RLS-PRI at a pixel are

collected into runs of contiguous segments. Thus the final construction contains a sorted

list of segment runs, where each run is disjoint from the other contiguous segments.

8.3 Volume Integration

Volume rendering by integration is a powerful visualization approach, where Sabella’s

Figure 16. The maximum product for the two non-trivial cases of
Figure 15 are computed by solving a quadratic parametric equation.
The direction of the openness of the parabola and the location of its
vertex with respect to the normalized interval of the subsegment
determines where to compute the maximum. If the parabola is open
downward (a), then the maximum is computed at the endpoints of
the line segments or at the vertex of the parabola. Otherwise, the
maximum is computed at the endpoints given the location of the
vertex with respect to the midpoint of the interval.

t = 0 t = 1

maxima

t = 0 t = 1

maxima

(a) (b)

t = .5
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low-albedo density emitter model [79] is widely used in practice. The absorption plus

emission form of the model leads to high quality renderings, but the simpler absorption

only and emission only models [61] also lead to useful renderings.

8.3.1 The Integral Equations

The integral equations for the density emmitter model were presented in Chapter 2.2,

where the transfer functions were the glow term and the extinction coefficient

.The integral equations are solved by computing a partial integration on each linear

segment of . A segment is described by the scalar values at its endpoints, sf and sb, and

its length, l, on the pixel ray. The three-tuple is input to the integral equation to

compute a color and possibly an opacity for the segment. The final integration combines

all the per-segment values from the linear spline.

The emission only, absorption only, and simplified forms of the absorption plus emis-

sion model [62][26] require an integration of the appropriate transfer function over a linear

segment. Equation 14 shows the generalized equation we need to solve and a solution that

only depends upon the parameters of the linear segment. Let the function

describe the scalar function defined on a single segment of

the linear spline, where . The last formula in equation 13 shows that the summa-

tion can be computed in classification space using the scalar bounds as indices on a trans-

fer function . This equation is easily solved if the transfer function is sampled with

uniform spacing with a pre-integrated transfer function [62][26] as long as the transfer

function is non-negative and integrable, i.e. . If the transfer

cλ s( )

ρλ s( )

f̃

s f sb l, ,( )

g u( ) sb s f– l⁄( ) u× s+ f=

0 u l≤ ≤

σ

σ σ v( ) vd
s f

sb∫ σ sb( ) σ– s f( )=
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function has form Tlin, then the summation is solved analytically using the trapezoid rule.

First, the linear segments that the scalar sf and sb overlap are found with a binary search on

the linear segments of the transfer function. The areas under the linear segments that lie

between these two values on the function domain are summed together.

(13)

8.3.1.1 Emission Only

The emission only model sums the glow of emitting particles along the ray to the eye.

If p is the total number of segments in the spline and I0 is the background color inten-

sity, this equation computes the sum of the glow term for all the spline segments. The vari-

able  represent wavelength and variable q is an index for each spline segment.

(14)

8.3.1.2 Absorption Only

The absorption only model modulates the background intensity by the sum of the

extinction coefficient on the ray applied to an exponential function.

(15)

σ g u( )( ) ud
0

l
∫ σ sb s f– l⁄( ) u× s+ f( ) ud

0

l
∫ σ v( ) vd

sb s f– l⁄( ) 0× s+ f

sb s f– l⁄( ) l× s+ f∫= =

l sb s f–⁄( ) σ v( ) vd
s f

sb∫= ws f sb l, , σ v( ) vd
s f

sb∫=

f̃
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The summation is computed first and then the exponential is applied to it.

sum = 0;
q = 1;

For (q < p) do
sum +=  * ;
q++;

color = I0 * exp(-sum);

8.3.1.3 Absorption Plus Emission

The absorption plus emission equation models not only the glow of the material but

also the attenuation of the glow as it passes through material on the way towards the eye.

A number of methods have been presented to solve this equation when the scalar function

on the pixel ray is a linear spline. The solutions presented in the literature stem from

approaches addressing the problem of volume rendering of unstructured grids. A main dif-

ficulty encountered is how to compute self-attenuation within a linear segment. These

solutions make one or more simplifications to the absorption plus emission equation in

order to compute an approximate solution. Shirley [89], using graphics hardware available

over a decade ago that had only limited texturing capabilities, take the average of the

transfer functions evaluated at both ends of a linear segment at the thick vertex of a tetra-

hedral volume cell as the color and opacity of the segment. These values are interpolated

across the triangle in a Gouraud shading style interpolation. Stein et al [94] improve on

this with dependent texturing by computing color and alpha more accurately across the

tetra on a per-pixel basis. Max [62] simplifies the model by restricting the glow term to be

ws f q, sb q, lq, , ρλ s f q, sb q,,( )
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constant (or piecewise constant) and allows the extinction coefficient to be any integrable

function, thereby preserving self-attenuation. Engel [26] allows both the emission and

extinction functions to be arbitrary, but neglects self-attenuation within the segment.

Color-alpha compositing [74] is used to combine the color and alpha values computed at

each segment. Recent hardware accelerated approaches have tried to address the self-

attenuation calculation problem. Guthe [34] store integrations with self-attenuation over

all possible segments, in a 3D texture table. Though, table size and re-computa-

tion of the table during transfer function changes are two problems to overcome. Guthe

[35] use a 2D table indexed by a pair of scalar values that holds pre-integrated values for a

representative, e.g. average, segment length. To compute a segment’s color and alpha, a

retrieved pre-integrated value from the table is scaled to the segment’s actual length.

The integral equation may be solved with a linear spline form using the Riemann Sum,

which is most commonly used in most volume rendering approaches. Srivastava [93] com-

pute evenly spaced point samples on the spline segments to compute a Riemann Sum over

their per-pixel linear splines.

8.4 Mapping Linear Splines to Textures

The projection equations may be computed fast using today’s graphics hardware

equipped with programmable GPU and dependent texturing technology. If the viewer is

coincident with an LS-PRI view sample, then a rendering is computed by projecting the

per-pixel splines to the viewer’s image plane. The spline knots are stored as texture data

and accessed by a fragment shader program, which solves the projection equations. An

s f sb l, ,( )
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image-aligned quad that spans the area of the image plane area exactly is rendered to the

screen. Texture coordinates are assigned so that they may be used as indices into the x and

y directions of the LS-PRI image plane by the fragment shader. We discuss the problem of

how to map the per-pixel splines of the LS-PRI into textures. A straightforward approach

is to copy the knots into a 3D texture map where two of the dimensions coincide with the

pixel array of the LS-PRI and per-pixel splineknots are stored along the third dimension.

Since the knot counts may be different between pixels in the LS-PRI, many texels in the

3D texture may contain no data.

8.4.1 Tiled 2D Texture Stack

The knots may be stored in a 2D texture stack. Each 2D texture has a pixel resolution

that matches the LS-PRI. The spline knots are assigned to the textures as follows. For each

per-pixel spline, each knot is assigned a number starting from one and increased by one

according to its front-to-back order. If the spline with most number of knots has m knots,

then the texture stack will have m 2D textures. Each 2D texure is assigned a unique num-

ber between 1 to k according to its order in the stack. All knots labeled number one are

placed into the first 2D texture in the stack at their corresponding pixel locations. All knots

labeled two are placed into the second 2D texture at their corresponding pixel locations.

This continues for all knots to the label k. Many of the texels in the 2D texture stack that

were assigned with no knot data can be removed from the representation. We partition

each of the 2D textures into a tile grid of n x m tiles. The tiles that contain no knot data at

all are removed from the stack. The tiles that overlap the same region on the 2D texture are
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collected into a tile run for a total of n x m runs. The order of the tiles in the 2D texture

stack is preserved in the tile run. Since each spline must contain at least two knots, each

tile run will contain at least two tiles. The tile runs are stored into a 2D texture in consecu-

tive order by image order and then tile order. A second 2D texture with the same dimen-

sions as the pixel resolution of the LS-PRI stores indices into this texture. Each texel in the

second 2D texture indexes in to the corresponding texel that holds the first knot in the run

of knots in that tile run. In addition, each texel also holds the number of knots in the run

for this spline. An image aligned quad is rendered as before mapped with this second tex-

ture. The fragment program retrieves the index and traverses the corresponding knot list in

the tile run starting from the value referred to by the index using dependent texturing for

the specified number of knots in the list. The fragment program computes the projection

equation and outputs the final pixel color.

8.4.2 2D Texture Map

The tiled 2D textured stack will require storing texels that hold no data. The per-pixel

splines may be stored compactly into a 2D texture where the splines are placed one after

the other in pixel order. A secone 2D texture holds texture coordinates index to the loca-

tion of the first knot of a corresponding per-pixel spline in the 2D texture holding the

splines. In addition, it holds the number of knots in the spline. The fragment program will

traverse the spline from this starting point to compute the projection equation for the pixel.

8.5 Linear Spline Simplification

The total size of the LS-PRI is the total number of knots used to represent all the per-
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pixel linear splines. In addition, there are two values associated with each knot, i.e. its dis-

tance from the image plane and a scalar value. The volume data sizes we are considering

will require the LS-PRI to contain at least 1 million pixels at a minimum pixel resolution

of 1K x 1K. If the knots for a pixel’s linear spline are chosen as in volume raycasting,

where samples along the pixel ray are located with a uniform spacing, then the minimum

number of knots will be 1K for lower resolution data in order to satisfy the Nyquist limit

condition since more than one sample should be placed inside each volume cell. Since

each per-pixel spline will have an equal number of knots, the memory footprint of the LS-

PRI will be at least 1GB. This is essentially a revoxelization of the volume. If we assume

that the scalar function is reconstructed linearly, then knots may be located at the intersec-

tions between a pixel ray and the volume faces. Each spline segment exactly represents the

scalar function inside the volume cells. If volume reconstruction is nonlinear, then more

samples need to be taken within a volume cell. In either case, the number of knots per

spline will be on the order of the number of volume cells along a direction or at a mini-

mum over 1K cells. The size of the LS-PRI should be reduced in terms of the number of

knots to reduce the memory footprint of the data structure. In addition, the speed of the

rendering algorithms is proportional to the number of spline segments. Thus, we seek to

reduce the knot count of the splines in a lossy manner but with control over the inevitable

error that will be introduced in the approximation.
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We assume that the volume has been resampled along pixel rays with a high enough

sampling rate to construct an initial set of per-pixel linear splines for the LS-PRI. Our goal

is to reduce the number of knots in the representation to obtain a good approximation to

the original per-pixel splines. This is done independently for each per-pixel spline. A sim-

ple method to reduce the knot count is to replace consecutive runs of knots that are colin-

ear with only two knots. Even though no approximation error is introduced in the resulting

spline, the resultant knot count is a small reduction when applied to real data. In order to

obtain substantial reductions, a spline simplification method must replace near linear runs

of spline segments into a single linear segment and incur an approximation error, i.e. lossy

compression. The goal of any such method is to try to preserve the shape of the function.

f

t

fmin

fmax

f

t
(a) (b)

Figure 17. Two problems can occur if a spline simplification algorithm
does not ensure that the endpoints of a new linear spline segment coincides
with knot locations from the original spline. An “overshoot” case (a) may
occur if an endpoint surpasses the scalar bounds, [fmin, fmax], of the original
linear segments it approximates. An “undershoot” case (b) may occur if an
endpoint is contained inside the scalar bounds.

fmin

fmax
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This problem has been addressed for quite some time. The methods presented over the

years can be classified into knot removal, simulated annealing, and greedy algorithms,

which can output different resulting linear splines.

Lokovich [54] uses a greedy approach to reduce linear splines that represent visiblity

information in a shadow map. The approach fits new linear segments to consecutive runs

of knots such that every knot in the run is within a specified maximum vertical distance

from the new line segment. The algorithm initially assigns the first knot in the original lin-

ear spline as the left endpoint of the first new line segment. The right endpoint of this new

segment is calculated by visiting the original spline knots in order until a knot is encoun-

tered that violates the error threshold criterion. The right endpoint is placed with a vertical

offset from the last knot in the traversal that satisfied the criterion. This new knot is set as

the left endpoint of the second new linear segment and the same traversal is used on the

knots after this one to calculate this segment’s right endpoint. New line segments are com-

puted consecutively in this manner until all the knots or the the original spline have been

visited. Even though this algorithm provides a good curve fit, the resulting linear spline

may suffer from improper indexing into the transfer function [93]. The problem is illus-

trated in Figure 17 and may occur in two instances. The first instance, we call an overshoot

(Figure 17a), is where a new linear segment extends above or below the scalar bounds of a

run of consecutive linear segments it approximates. This will result in adding extra por-

tions of the transfer function when calculating a projection equation due to incorrect trans-

fer function indexing. As Srivastava [93] states, the error may become worse with higher

frequencies in the transfer function. The second instance, we call an undershoot (Figure
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17b), is where the new linear segment does not extend to the scalar bounds of the linear

segments it approximates. In this case, portions of the transfer function that should con-

tribute to the projection equation will not. To avoid this occurence, a simplification algo-

rithm should ensure that the endpoints of the new linear segments coincide with original

knot locations. Srivistava[93] presents an algorithm that operates the same as [54] and sat-

isfies the same error criterion, except that it ensures this desirable property on the location

of endpoints for new line segments.

A drawback of these greedy approaches is that the decisions made when locating a

new linear segment is based upon a limited look-ahead. This may lead to increased flatten-

ing where the function curves more. This introduced a second source into the projection

equation, besides incorrect transfer function indexing, where the slope of the new line seg-

ment deviates more from the slopes of the original line segments at a turn in the original

function. We use an approach that builds the new linear spline incrementally, but considers

the entire spline at each step. It is a modified version of the mesh simplification algorithm

for terrain data presented by Duchaineau [23] in its 1D form. The simplified spline is con-

structed in a bottom up fashion. At each iteration, consecutive pairs of linear segments are

possibly merged into single segments. The pairs are nonoverlapping with other pairs, i.e. if

the segments are numbered in order, say 0 to n, then a segment pair is denoted by the seg-

ments numbered as i and i + 1, where i is even. At iteration 0, the algorithm starts with the

original linear spline segments and tries to merge segment pairs in order starting from the

first pair. If n is odd, then the last segment is not considered in the current iteration, though

it may be considered in the next iteration. After all the segment pairs have been traversed
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and possibly merged into single segments, the next iteration starts from the beginning of

this new spline and repeats the process. To merge a segment pair into a single segment, we

apply the same error criterion used by [54][93]. A segment pair is defined by three consec-

utive knots, left, middle, and right. If it is merged, then the new segment will have its end-

points at the left and right knots of the segment pair. A merge is done only if all knots from

the original spline that lie between the left and right knots are within a specified vertical

distance threshold to the new candidate segment. This guarantees that the final simplified

spline will satisfy the error criterion. The algorithm stops when no segment pairs are

merged in an iteration. The algorithm is easy to implement and takes O(nlogn) time.

We show in Figure 18 six iterations (top to bottom) of our algorithm on a trigonomet-

ric function sampled at 128 equally spaced knots. The scalar range is normalized to [0, 1]

and the error threshold used is the vertical distance 0.2. The number of segments in suc-

cessive iterations are: 127, 63, 32, 16, 13, and 7. The parallelpipeds surrounding a segment

in the figure represents the vertical distance of the knot from the original spline that maxi-

mally deviates from the new segment it overlaps. Any of these intermediate splines may

be used for our purposes and so we typically would not choose the spline in the final itera-

tion. This decision could be based upon a second error criterion that chooses the new lin-

ear spline in an iteration that has a tolerable number of segments and whose segments have

slopes closer to the slopes of the original line segments. Figure 19 shows our algorithm

applied to a spline sampled from the the Richtmeyer-Meshkov dataset at time step 134.

The original spline has 2048 equally spaced knots, which is shown at the rightmost graph.

The graphs shown from top to bottom are the simplified splines in the final iterations when
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changing the error thresholds to be 0.01, 0.05, 0.1, 0.15, and 0.2, respectively. The table at

the bottom right displays the number of knots in the simplified spline and the number of

iterations for the algorithm to complete. The knot count falls below one thousand for a

tight threshold of 0.01 and much of the detail is preserved in the range of 200 ~ 400 knots.
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Figure 18. Five iterations of our linear spline simplification algo-
rithm on a trigonometric function sampled at constant spacing and
the error threshold set to .2.
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Error
Tolerance Knots Iterations

.01 890 6

.05 368 6

.1 205 9

.15 137 9

.2 86 9

Figure 19. Results of our linear spline simplification algorithm on a
pixel ray through real data.
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CHAPTER 9

Volume Rendering From Compressed Data

We present a novel volume rendering approach that uses only three LS-PRI. Three

such LS-PRI provide both a sufficient sampling and compression of the volume (struc-

tured or unstructured). This construction is similar to the Layered Depth Image (LDI)

[86], which is used to hold ray-object intersections in a polygonal scene of opaque sur-

faces. Lischinski [52] samples a polygonal scene with three LDIs positioned to point in

orthogonal directions to each other along the three coordinate axes, called a Layered

Depth Cube (LDC). In this way, all surfaces in the scene may be sampled regardless of

their orientation. We construct a similar scheme and place three LS-PRI’s in orthogonal

directions to sample the volume. Our rendering algorithm reconstructs the volume from a

single LS-PRI, which is determined by the angle between the user’s view angle and the

one of the three sampling directions. Our approach is similar to the shear-warp [45]

approach and Rezk-Salama’s [76] approach, which uses only 2D textures and the depen-

dent texturing facility to reconstruct the volume on intermediate data slices.

Our graphics pipeline consists of four steps, as shown in Figure 20. The first three

steps convert the volume into the compressed format, which is encoded into three 2D tex-

ture pairs. The fourth step renders the volume directly from this compressed format and

requires no decompression. In the compression phase, we resample the volume along the
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sampling rays in the three LS-PRIs. If the volume is assumed to be reconstructed linearly

within volume cells, then spline knots are located at the intersections between the sam-

pling ray and a cell face. Otherwise, samples are chosen using a uniform sample distance.

In the second step, the per-pixel splines of each of the three LS-PRI are compressed using

our linear spline simplification approach presented in Chapter 8.5. The third step creates a

pair of 2D textures for each LS-PRI, as presented in Chapter 8.4.2. The rendering phase

(step four) is a two-pass algorithm that reconstructs scalar slices of the volume in the first

pass and then classifies, projects, and blends the slice to the screen in the second pass. The

intersection of the bounds of each the image planes from the LS-PRI’s defines the smallest

bounding box that encloses the volume. Data slices that will hold sheets of reconstructed

scalar values will be defined within the bounds of this bounding box. The slices are pro-

jected in depth order, i.e. front-to-back or back-to-front.

9.1 Per-Slice Two-pass Rendering

After the compression phase, the volume is rendered from one of the three compressed

LS-PRIs. The choice is determined by the smallest angle between the user’s view direction

and each of the sampling directions of the LS-PRIs. The volume is reconstructed on data

slices that are oriented to be no more than 45 degrees from the sampling direction of the

chosen LS-PRI. Our algorithm supports both axis- and view-aligned slicing, as described

in the following sections. Each data slice is rendered in two-passes. In the first pass, the

proxy geometry representing the slice is rendered orthogonally to the LS-PRI’s image

plane. This projection is captured with the render-to-texture facility to a float pbuffer. The
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proxy geometry is multitextured with the 2D texture pair. A fragment shader program uses

the index retrieved from the index texture and the proxy’s distance from the image plane to

search for the linear segment in the linear spline texture and perform linear interpolation.

This search is performed efficiently using binary search. In the second pass, the float

buffer is mapped to the proxy geometry, which is now projected and blended into the

framebuffer, where classification is performed in a second fragment shader program.

9.2 Axis-aligned Slice Planes

In axis-aligned slicing, data slices are uniformly spaced quads that are oriented to be

perpendicular to the sampling direction of the LS-PRI. This is commonly used for 2D tex-

ture volume rendering. Rekz-Salama [76] computes trilinearly interpolated scalar values

from consecutive slices of a stack of 2D textures constructed from a rectilinear grid. Simi-

larily, we are able to do the same with our linear spline representation. Since each data

slice is located at some distance from this plane, this distance may be input to the fragment

program through the object color. Each quad is the same size as the LS-PRI’s image plane.

The index texture is mapped to fill the quad exactly so that the fragment shader program

can access each per-pixel linear spline correctly. The resulting scalar sheet is mapped to

the quad in the second pass and rendered with blending to the framebuffer.

9.3 View-aligned Slice Planes

View-aligned slices may be rendered using our approach without the need for a 3D

texture. This alignment avoids popping artifacts [45] at view boundaries where the axis-
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aligned slicing changes abruptly. View-aligned proxy geometry is defined as in 3D texture

volume rendering and clipped to the bounding box. A proxy may have a minimum of three

sides and maximum of 5 sides, if we ignore the degenerate cases when the data slice inter-

sects only at a bounding box vertex or edge. Scalar values are reconstructed across the

data slice as in axis-aligned slicing. The exception is that since the proxy geometry may

not be orthogonal with the sampling direction of the LS-PRI, the distance to each per-pixel

location on the proxy must be interpolated across the polygon. The fragment program will

use this interpolated distance value to perform a search and interpolation in each linear

spline. After the first pass, the pbuffer will contain the reconstructed scalar values in a por-

tion of the buffer. In the second pass, the pbuffer is texture mapped to the proxy and the

texture coordinates are easily computed from location vertices of the proxy on the bound-

inx box edges using a simple planar projection. This ensures that only the portion of the

pbuffer that was assigned scalar values will texture the proxy.
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Figure 20. Our rendering pipeline for rendering from compressed
data. The compression step is shown in (a) and (b). The volume is
sampled and in each LS-PRI (a). The splines are compressed and
mapped to 2D texture pairs (b). In the rendering step (c) the volume
is rendered with either axis-aligned slices (left) or view-aligned
slices (right) using the texure pairs.

Index Textures

Spline Textures

(a)

(b)

(c)

Bounding Box

Bounding Box
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