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Abstract 

RABUS, JORDAN M., Ph.D., August 2021, Analytical Chemistry 

Mass Spectrometry of Carbohydrates by Experimental and Theoretical Methods 

Director of Dissertation: Benjamin J. Bythell 

This dissertation is focused on the study of the fragmentation chemistry of carbohydrates 

by mass spectrometry and computational methods. By investigating the behavior of 

model systems, we hypothesize that a general model for carbohydrate fragmentation can 

be found. The model systems studied are sodiated cellobiose and gentiobiose (Chapter 2), 

deprotonated lactose (Chapter 3), and β-cyclodextrin (Chapter 4), each representing a 

different aspect of carbohydrate fragmentation. Experimental techniques, including 

tandem mass spectrometry, stable isotopic labeling, and infrared multiphoton dissociation 

were employed. Throughout, we also utilize computational modeling to add a dimension 

of clarity to the experimental results and provide values usable in subsequent predictive 

efforts. 
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Chapter 1 : Introduction 

1.1 Research Goals 

 My research has been the study of carbohydrates by mass spectrometry and 

computational methods. Using model systems, we aim to build an understanding of the 

key structures and processes involved in gas-phase carbohydrate fragmentation. To 

facilitate this goal, a variety of experimental methods will be used, including tandem 

mass spectrometry, isotopic labeling, and gas-phase infrared spectroscopy. 

Computational methods include primarily density functional theory (DFT) calculations of 

minima and transition states. This also includes the selected use of molecular dynamics 

calculations as well as the development of a suite of utilities to assist in performing and 

managing calculations, as well as analysis of the results. 

To finish these research goals: 

 Chapter 2 looks at the fragmentation mechanisms of sodiated β-1,4- and β-1,6-

glucose disaccharides cellobiose and gentiobiose. We use isotopic labeling (13C and 2D) to 

aid the differentiation of otherwise ambiguous fragments. Although the two 

carbohydrates only differ in the position of the linkage between them, cellobiose and 

gentiobiose show quite diverse fragmentation behavior. 

 Chapter 3 reports on the dissociation chemistry and IR spectroscopy of the 

deprotonated lactose disaccharide anion. The energetics of glycosidic and cross-ring 

cleavages are considered computationally, and the potential structure of the fragment ions 

is probed experimentally using gas-phase IR action spectroscopy. 
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 Chapter 4 looks at the IR spectroscopy of the cyclic carbohydrate cyclodextrin. 

(poly-α-1,4-glucose) Cyclodextrin is capable of selectively/preferentially binding metal 

ions similarly to crown ethers and is much larger than the disaccharide systems explored 

in the preceding chapters. We use a combination of experimental and computational 

methods to probe the gas-phase structure of the fragment ions and make inferences on the 

structure of the precursor. 

1.2 Mass Spectrometry 

Mass spectrometry is an analytical technique allowing for quantitative and 

qualitative data to be gathered for target molecules. While many instrument designs have 

been developed and are in use, all mass spectrometers operate on the same fundamental 

level: (1) gas-phase ions are created from the sample, (2) ions are separated based on the 

mass-to-charge ratio (m/z) and (3) the ions are detected providing a measure of relative 

abundance and m/z. 

The type of ionization used for the research presented within is electrospray 

ionization (ESI). In this method, a solution containing the desired analyte is sprayed out 

of a charged needle towards an oppositely charged inlet plate. When the sample droplets 

leave the needle, the charge is retained and conserved as the solvent evaporates, 

ultimately leaving unsolvated, charged analyte ions to be drawn into the mass 

spectrometer for analysis. 
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Figure 1-1:  

Example Schematic Diagram of a Time-of-Flight Mass Spectrometer 

 

 

1.2.1 Tandem Mass Spectrometry 

A single stage of mass spectrometry is typically insufficient to fully characterize 

most compounds effectively. We use instead multiple stages of mass spectrometry to not 

only separate and characterize analyte ions but their fragment ions as well. This tandem 

mass spectrometry is known as MS/MS or MSn where n is the number of tandem stages 

involved. By building a profile of the fragments produced by a precursor ion, a fuller 

picture of that precursor can be elucidated. For the work presented below, the primary 

method by which MS/MS was performed was using collision-induced dissociation (CID). 

In CID, the analyte ion is subjected to one or more collisions with an inert gas atom or 

molecule (typically helium, nitrogen, or argon), resulting in energy transfer. The energy 
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of these collisions can be controlled via the use of variable electric fields in the 

instrument that control the amount of energy that is imparted onto the sample ions as they 

enter the collision cell, by controlling the relative velocity of the collisions. This energy 

transfer can be represented symbolically by the center-of-mass collision energy, ECM [1, 

2],  

𝐸𝐶𝑀 = 𝐸𝐿𝑎𝑏

𝑚𝑁

𝑚𝑖 + 𝑚𝑁
 

where mN is the mass of the neutral, mi is the mass of the ion, and ELab is the ion kinetic 

energy in the laboratory frame of reference. ELab represents the amount of energy 

imparted onto the ion by the accelerating stage that defines the kinetic energy of the ion. 

If the collision is sufficiently energetic and/or enough collisions occur, enough energy is 

transferred from the ion/neutral collision to result in the breaking of bonds in the analyte 

ion. By selection of ions to subject to CID, these fragments can be isolated and detected 

separately and thus mapped back onto a particular precursor ion. 

1.2.2 Quadrupole Mass Filter 

To accomplish effective MS2, accurate selection of a precursor ion is needed prior 

to fragmentation. In practice, this is accomplished using a quadrupole mass filter. A 

quadrupole mass filter is a device composed of two pairs of parallel conductive rods, 2 in 

the XZ plane and two in the YZ plane (Figure 1-2). Each pair rod has a direct current (U) 

and radio frequency (V cos(ωt)) component applied to it, with apposing rods being 

applied opposing charge. Ions travelling through the quadrupole will experience an 

attractive force corresponding to the appropriate rod(s). As the ions move through the 

quadrupole, the applied potentials are switched such that an ion does not collide with a 
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rod but is continually steered back to the center of the quadrupole. By careful selection of 

the direct current potential and applied frequency, an ion or ions of particular m/z can be 

preferentially transmitted while other ions are prevented from traversing the quadrupole.  

 

Figure 1-2: 

 

Schematic representation of a quadruple mass filter. Reprinted by permission from 

Springer Nature: J. H. Gross, Mass Spectrometry, A Textbook[3], ©2017 

 

 

1.2.3 Time-of-Flight 

The primary type of instrument used in my research was a Time-of-Flight (ToF) 

mass spectrometer[4, 5]. The principle on which this instrument type operates is as 

suggested in the name, the physical quantity being measured is the amount of time that an 

ion takes to traverse a fixed distance. If given the same initial kinetic energy, a heavier 
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ion will travel more slowly than a lighter ion and therefore take a longer amount of time 

to cover the same distance. This difference in time, although slight, is sufficient to be 

distinguished and detected. Symbolically, this can be expressed as follows: Ions are given 

a known potential energy 𝐸𝑝 = 𝑒𝑧𝑈 where e is the fundamental electric charge, z is the 

number of charges and U is the magnitude of an applied external electric potential. 

Potential energy is converted to kinetic energy in the flight tube, 𝑒𝑧𝑈 =
1

2
𝑚𝑣2. Velocity 

is length over time, 𝑣 =
𝐿

𝑡
, so 𝑒𝑧𝑈 =

1

2
𝑚 (

𝐿

𝑡
)

2

. Rearranging and solving for t yields 𝑡 =

𝐿

√2𝑒𝑈
√

𝑚

𝑧
, thus, the time of flight for the ion is directly proportional to the square root of 

the mass to charge ratio. 

1.2.4 Ion Funnel 

In the ion focusing section of the instrument (Figure 1-1) there are a pair of offset 

dual ion funnels[6]. These ion funnels are designed to radially collect and confine 

incoming ions after being introduced by ESI. The ion funnels have two primary 

functions. First, to collect and focus the incoming ions from a diffuse trajectory into a 

coherent ion beam; and second, to reject any stray neutral molecules which may have 

been inadvertently introduced. To perform this second function, the two ion funnels are 

mounted with their axes offset slightly such that ions must follow a curved path to reach 

the interior of the instrument while any neutrals will continue undeflected and be 

eventually removed from the system by the vacuum pump. 
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1.2.5 Reflectron 

The flight tube of the instrument depicted in Figure 1-1 features a device 

commonly known as a reflectron or ion mirror[7–9]. This device is mounted at the top of 

the flight tube (upper right of Figure 1-1) and is electrostatic in nature. By operating at a 

slightly higher electrical potential than the kinetic energy of the ions, the reflectron can 

accept ions, bring them to a halt, and reverse their direction. Ions enter the flight tube 

from the bottom travelling upwards, enter the reflectron and have their trajectory reversed 

to travel back down the flight tube to the detector. This serves two purposes: First, the 

effective flight path of the ions is increased by a factor of ~2, allowing for either 

increased resolution or a more physically compact instrument depending on design 

priorities. Second, the reflectron functions to rectify and focus the kinetic energy 

variations that individual ions of the same m/z may possess. If an individual ion has a 

higher kinetic energy when entering the flight tube, it will both arrive more quickly and 

penetrate more deeply into the reflectron, i.e., take a longer flight path before being 

reoriented towards the detector. Conversely, an individual ion of lower kinetic energy 

will not penetrate as deep into the reflectron and be reoriented more quickly. The net 

effect is that although the individual ions of the same m/z may enter the reflectron at 

slightly different times, they should also remain resident for disparate times and leave the 

reflectron as a coherent packet to be detected. 

 

 



19 

 

1.3 Carbohydrates 

1.3.1 What is a Carbohydrate? 

Complex carbohydrates (glycans) are associated with a vast number of major 

biological functions in humans and other organisms, including but not limited to: joint 

lubrication, cell growth, and inflammatory and immune responses. [10] Glycans are 

biomarkers for many cellular processes, as signals of the proper function as well as 

disfunction. Changes in level, type, location, and/or structure of glycans inside of a cell, 

on the cell surface, or within body fluids have been associated with numerous disease 

processes, with cancers, pneumonia, malaria, diabetes, HIV/AIDS, and hepatitis all being 

examples of glycan mediated processes. [11–16]. The glycans of interest are also often a 

low abundance component of a very complex mixture, making their confident 

identification difficult. 

 

Figure 1-3: 

 

Polysaccharide components, bonding, stereochemistry and nomenclature of Lactose (β-

D-galactopyranosyl-(1-4)-D-Glucose) [17] 
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To understand these processes, a sensitive method to quickly and accurately identify 

glycan sequence and structure is required. Tandem mass spectrometry is often used for 

these analyses as it provides an accurate and sensitive measure of the elemental 

composition of glycans based on their mass-to-charge (m/z) ratios, but certain challenges 

exist: Glycans are biopolymers composed of monomers which are structural isomers 

connected by multiple potential linkages (glycosidic bonds), in contrast to other 

biopolymers such as peptides, in which the linkages between monomer units are constant 

but the molecular formula of the monomers differs. This isomeric nature of the glycan 

monomers makes the confident assignment of the structure by mass spectrometry 

challenging. (Figure 1-3) 

Glycan fragmentation by mass spectrometry results in a characteristic fragment ion 

pattern [17, 18] which could allow a library of standards to be built and compared against 

using the fragmentation patterns like fingerprints, but the huge number of isomeric 

glycans [19], as well as the difficulty in the synthesis of these standards [13], makes this 

method currently impractical.  

Using theoretical methods to study glycan fragmentation in silico is an attractive 

option, but the tools to do so are often not commonly available, extremely resource-

intensive, require special expertise to perform the calculations and interpret results, or 

any/all of the above. We propose the development of a framework by which the 

computational workflow can be simplified such that practical and useful calculations can 

be used to help explain complex glycan fragmentation and facilitate effective structural 

elucidation. 
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1.3.2 Carbohydrate Nomenclature 

 

Figure 1-4: 

 

The carbohydrate mass spectrometry fragmentation nomenclature of Domon and 

Costello illustrated for Lactose [20] 

 

 

A prerequisite for any mass spectrometric study of glycans is ionization of the 

analyte: Glycans can be studied as either cations, in which case a proton or a metal cation 

adduct is present to provide the charge (e.g, [M+H]+, [M+Li]+, [M+Na]+, [M+Ca]+2, etc.) 

[17, 21–26], or as anions, in which the glycan is deprotonated or an anionic adduct is 

present (e.g., [M-H]-, [M+Cl]-, [M+NO3]
-, etc.) [27–31]. The nomenclature used to 

describe carbohydrate fragmentation is depicted schematically in Figure 1-4: For a glycan 

of length N = n + m, the glycosidic bond cleavages result in a series of Bn and/or Cn ions 

if the non-reducing end fragment (left-hand side) retains the charge or Ym and/or Zm ions 
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if the reducing end (right-hand side) fragment keeps the charge. Any cross-ring cleavage 

results in An or Xm ions. These cross-ring cleavages add useful structural information that 

cannot be determined from glycosidic cleavages alone. Cross-ring cleavages require the 

breaking of two bonds, which can allow for a more robust structural interpretation. 

The type of fragment ion can be determined in many cases using tandem mass 

spectrometry, but the identification of a particular sequence ion alone is typically 

insufficient to determine what the position and type of glycosidic linkages are present in a 

given glycan. For example, the sodiated disaccharides lactose, maltose, and sucrose can 

all fragment to yield B1 peaks at m/z 185 and Y1 peaks at m/z 203. 

While the mass-to-charge ratio of these fragment ions may be identical, other 

distinguishing properties are observed: The presence/absence of given fragments and the 

relative abundances of the observed fragment ions. These differences are what allows for 

the identification of a given glycan over another. One approach to identifying 

carbohydrates by mass spectrometry would be to build a spectral library of possible 

precursors and their fragments, but such an endeavor is daunting at best due to the sheer 

variety of potential carbohydrates possible. While custom laboratory synthesis of a given 

carbohydrate is possible, the skills and facilities needed are not commonly available 

and/or cost prohibitive. An alternative to this library approach is leveraging 

computational chemistry to simulate and evaluate novel systems without having to 

perform costly synthesis, to analyze patterns in fragmentation and make inferences 

therein to predict and verify the results of an unknown system. 
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1.3.3 Isotopic Labeling 

An additional dimension can be added to the analysis through the use of stable 

isotopic labeling of carbohydrates. This process involves the substitution of one or more 

specific atoms in a molecule with a stable isotope. Most commonly this is either 

swapping 1H→2D, 12C→13C or 16O→18O. For the hydrogen-deuterium exchange, this is 

often abbreviated to HDX and refers to the swapping of -OH and -NH functional groups 

to -OD and -ND functional groups. This is easy to perform in the laboratory setting as it 

can be accomplished by diluting the samples in deuterated solvents. The other forms of 

stable isotope labeling require the isotope to be incorporated during the synthetic process. 

Examples of this synthetic isotopic labeling would be enriching a single position in a 

carbohydrate backbone with all 13C at that position, or a specific -CH → -CD exchange. 

The utility of this transformation is found in the mass spectrometer, particularly for mass 

symmetric carbohydrates which would fragment into otherwise isomeric pieces; without 

isotopic labeling, it would be impossible to differentiate a C/Y or B/Z ion pair (Figure 1-

3). If one half of the carbohydrate would be isotopically labeled, however, the fragments 

would no longer be isobaric and can be easily identified. 

1.4 Computational Chemistry 

1.4.1 Basics and Primer 

Computational chemistry allows for the estimation of chemical properties for an 

arbitrary compound without having to perform an experimental measurement. This 

ability is a useful resource when the experimental conditions are difficult to isolate or 

replicate, as they are in the mass spectrometer. By use of computational methods in 
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conjunction with experiments, we can independently evaluate our hypotheses and obtain 

a more confident result than either method allows for alone. 

The fundamental equation in computational chemistry is the Schrödinger equation 

which takes on the basic form of: 

ĤΨ = EΨ 

Where Ĥ is the Hamiltonian operator, corresponding to the total energy of a 

system, Ψ is the wavefunction for a system, and E is the energy of the system. Although 

this equation is simple in form, the challenging aspect in practical terms is that the 

wavefunction for a system is both typically unknown and has no closed analytical form. 

It must be estimated for each system to be calculated. How this is performed is one of the 

fundamental differences between the different methods of theoretical calculation. 

1.4.2 Goals of Calculation 

The goals of the calculations are to calculate the chemical properties of a system. 

In practical terms, this typically begins with calculating the energy of a molecule/ion. The 

possible range of energies that a molecule can have form the potential energy surface 

(Figure 1-5) for the system. 
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Figure 1-5: 

 

Example 2D potential energy surface (PES) 

 

 

This surface has many topological features, but it is fundamentally made up of 

regions of higher and lower energy. Valleys represent stable, local minima on the 

potential energy surface, while peaks represent transition states linking adjacent minima. 

This varied energy landscape with multiple minima requires a method by which the 

assorted minima can be adequately sampled and determined. Specialized tools allow for 

an automated approach to this sampling. Once an energy minimum has been located, 

various physiochemical properties can be calculated, including but not limited to 

fragmentation patterns, rotational constants, vibrational frequencies, NMR shifts, etc. 
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1.4.3 Calculation Tools 

The majority of the computational work presented in this thesis was performed 

using the Gaussian 09/16 suite of programs[32, 33]. A set of custom utilities was also 

written in the Python programming language (detailed below). Other software used was 

NAMD[34] and Fafoom[35, 36] for generating starting structures of carbohydrates, as 

well as the XTB[37] engine and the CREST[38] conformer generation tool. 

NAMD and Fafoom operate on a similar level of theory, using an empirical force 

field to optimize structures, but with many different philosophies of operation. NAMD is 

used to perform temperature replica exchange molecular dynamics on a structure. In 

basic terms, from a given template molecule, a series of calculations are performed at 

different simulated temperatures. These differing temperatures allow for the molecule to 

rotate, vibrate, and generally move enabling the adoption of a variety of conformations. 

This variety of structures is a function of the energy available, and the structural pool 

provided. At periodic points in the calculation, certain optimized structures are swapped 

from one temperature to another to broaden the structural pool and enable additional 

structures to be located. This gives rise to an alternate name of this technique, simulated 

annealing. By repeatedly heating and cooling the molecule, a variety of conformations 

can be accessed. This process is run for a large, fixed, number of cycles. This number is 

typically set by the user to a high value, trading redundancy for complete coverage. For 

our calculations typically 1600 results are generated, with varying amounts of degeneracy 

as a function of the molecule, i.e., for particularly large, flexible molecules a greater 

number of simulations is likely to be necessary. 
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Fafoom works similarly in that a template molecule is used to generate 

conformers, but the method of generation is much more systemic than simulated 

annealing. Fafoom uses a simple genetic algorithm to take certain topological features 

from one molecule (specific bond, dihedral angles) and selectively transfer them to other 

candidates, reoptimizing the structures after each transfer. This process proceeds until 

further swapping of features fails to produce any new results. Fafoom has a facility to 

detect and manipulate the six-membered ring conformations as a degree of freedom. As 

there is a finite number of potential ring conformers (38 distinct conformations of a six-

membered ring [39–42]), this method is particularly useful for many carbohydrates of 

interest. The advantage of this systemic approach over the simulated annealing process is 

an exhaustive search of the possible conformational space, at the tradeoff of increased 

time to search and the generation of unlikely/high energy structures. 

Gaussian is a much more general-purpose computational chemistry package. In 

our research, we use it primarily to optimize the geometry of molecules/ions as well as 

compute their vibrational frequencies. The theory used to calculate these properties can 

vary, but we use density functional theory (DFT)[43, 44] almost exclusively due to its 

combination of relatively high accuracy and modest computational requirements. Density 

functional theory is a method to obtain an approximate wavefunction. In contrast to 

methods that use atomic or molecular wavefunctions, DFT uses the total electron density 

of a system to estimate a wavefunction, reducing a multidimensional calculation (with 

3 × 𝑁 variables where N is the number of electrons in the system) to one which only is a 

function of the three spatial variables. (Figure 1-6) 
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Figure 1-6: 

 

Example of the simplification of a multibody problem to an electron density problem in 

DFT. Reprinted by permission from Springer Nature: F. Bechstedt, Density Functional 

Theory[44],©2015 

 
 

 

For practical calculation, a means of specifying the electronic parameters of a 

system is required, known as the basis set. The basis set is a mathematical description of 

the electron distribution surrounding a nucleus to form orbitals. In practical terms, these 

basis sets take on the form of combinations of Gaussian type functions which work in 

combination to mimic the true Slater function. By increasing the number of Gaussian 

functions in the basis set, we can increase the goodness of fit to the true function at the 

cost of computational time.  

The combination of DFT with a modest basis set allows for the practical 

replication of a much more demanding calculation, (both in terms of basic complexity as 
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well as requiring a much larger basis set) with a fraction of the time required for the more 

complex calculation. 

The XTB program uses a semi-empirical engine to achieve many of the same 

functions as Gaussian in a fraction of the time, at a cost to accuracy. The semi-empirical 

formality replaces computationally intensive steps in the calculation with approximations 

that are much quicker to calculate. Nevertheless, XTB is useful when faced with a large 

number of calculations as an initial screening tool. Although the result obtained is not as 

accurate as that provided by DFT, the qualitative ability to eliminate blatantly unrealistic 

structures is still very useful. The CREST tool uses XTB as a back-end engine to rapidly 

generate ensembles of conformers from a given template. It also has a function to 

generate and rank tautomers from a template, which can be very useful when the site of 

protonation/deprotonation of a molecule is variable.  

Throughout our research, the driving goal for any calculation is practicality; a 

‘perfect’ calculation is of no use if it takes infinite time to complete. We try to strike a 

balance between accuracy and time. This philosophy is illustrated in Figure 1-7 below, 

with the number of structures being considered decreasing as the complexity (and time) 

of the calculation increases. 
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Figure 1-7: 

 

Schematic diagram of the calculation filtering process 

 

 

1.4.4 3D Visual Representation 

Throughout the following chapters, results of the calculations are visualized as 3D 

ball and stick models. (Figure 1-8) Atoms are color coded by their type: Carbon in gray, 

hydrogen in white, oxygen in red, and sodium in purple. 
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Figure 1-8: 

 

Example ball and stick model of glucose 

 

 

1.4.5 Thermochemical Data 

One of the properties that can be obtained from calculations is the 

thermochemical contributions for a given system. These parameters allow for the familiar 

equation for Gibbs free energy to be populated, 

∆𝐺 = ∆𝐻 − 𝑇∆𝑆 

where ∆𝐺 is the change in Gibbs free energy, ∆𝐻 is the change in enthalpy, T is the 

temperature and ∆𝑆 is the change in entropy. In addition, the vibrational contributions to 
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the zero-point energy are also obtainable, allowing for a more realistic energetic 

description of a system than is offered by the uncorrected total electronic energy. 

1.4.6 Ion Affinities 

One application of these thermochemical parameters that is used is the calculation 

of the ion affinity for a particular molecule. This is often referred to specifically as the 

proton or sodium (lithium, calcium, etc.) affinity of a molecule. The proton affinity of a 

molecule is defined as the negative ∆𝐻 for the reaction B + H+ 
→ BH+ where B is the 

neutral analyte. Similarly, the sodium affinity of a molecule would be defined as the 

negative ∆𝐻 for the reaction B + Na+ 
→BNa+. These affinity values can be calculated for 

different isomers and conformers of a putative analyte and used to help determine the 

species likely found experimentally. This technique is used in chapter 2. 

1.4.7 Rice-Ramsperger-Kassel-Markus (RRKM) Theory 

One of the ways which this thermochemical information can be used is in RRKM 

modeling. RRKM theory[45–47] is a model of unimolecular dissociation reactions and 

can be used to predict the rate of a reaction/dissociation pathway as a function of internal 

energy. By modeling reaction rate as a function of energy, we can help explain why some 

dissociation pathways are observed preferentially over others in terms of experimental 

conditions and are employed in chapter 2. 

1.4.8 Custom Utilities 

Several utilities written in the Python programming language were developed 

over the course of this work to assist with various calculation related tasks. 
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Mksub.py. Reads a Gaussian input file to create a customized submission script with the 

specified computational and time resources being allocated automatically, including 

accounting for resource overhead for the computer scheduler system. 

Parselog.py. Reads an arbitrary number of Gaussian output files and automatically 

extracts the numerical results, sorts, formats, and tabulates the results into a turn-key 

spreadsheet. Used to deduplicate degenerate structures and quickly visualize relative 

energies of many structures. Has facilities to automatically detect and adjust the format of 

the spreadsheet depending on the type of calculation being parsed. 

Mkfromlastlog.py. Reads an arbitrary number of Gaussian output files and creates new 

input files from the final optimized structure. Primarily used when a low-level calculation 

has been performed as a first wide pass to prepare a set of calculations to run at a more 

sophisticated level of theory. 

Bonds.py. Reads a Gaussian cartesian input file and places a new atom in a specified 

spatial location relative to the existing structure. This is both useful and needed as 

ensembles of Gaussian structures are not aligned to a common origin. Originally written 

to protonate carboxylic acids, but it has since been extended to allow for the addition of 

any user-specified atom into any chemical environment. 

Ffout2gjf.py. Reads a Fafoom output file and creates a set of Gaussian input files with 

user-specified settings along with a specially formatted submission script to allow for the 

controlled submission of 10s-100s of calculations with a single command. 
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1.5 Infrared “Action” Spectroscopy 

An additional dimension to the MS/MS or computational results can be obtained 

from spectroscopic methods. The characteristic vibrational frequencies of an ion may be 

probed inside a mass spectrometer with a suitably designed experiment. One such 

experimental method is Infrared Multiphoton Dissociation (IRMPD), whereupon ions are 

trapped in a confined space and irradiated with an infrared laser[48–51]. If the 

wavelength of the laser matches a vibrational mode in the ion, a photon can be absorbed. 

If enough photons are absorbed by the ion, sufficient energy is transferred such that 

bonds begin to break. This can be observed as a loss of signal for the precursor ion and a 

gain in signal for a fragment ion. Symbolically this is represented as, 

𝐼𝑅𝑀𝑃𝐷 𝑦𝑖𝑒𝑙𝑑 =  (∑ 𝐼𝑓) / (𝐼𝑝 ∑ 𝐼𝑓) 

Where Ip is the precursor ion intensity, If is the fragment ion intensity, and the summation 

is over all fragment ions. 

 By scanning the wavelength of the laser, the fragmentation yield as a function of 

laser wavelength can be plotted, which can be related to the gas-phase IR absorption 

spectrum for the ion. These vibrational frequencies can be estimated using computational 

chemistry for comparison with the experiment. It should be noted that the harmonic 

oscillator approximation used for calculating the vibrational frequencies can show 

discrepancies with the experimental IRMPD intensity, but that band positions are 

typically well preserved[52]. 

Several experimental considerations need to be noted for this method: The type of 

instrument used must be capable of trapping ions for a tangible amount of time. In 
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practical terms, a quadrupole ion trap or Fourier-transform ion cyclotron resonance 

(FTICR) instrument is required. An additional consideration is the laser wavelength 

required. A tunable laser is needed to perform a practical IRMPD experiment. While 

suitable IR lasers have become more widely available, the models typically suited for 

laboratory deployment are of the optical parametric oscillator (OPO) type and can only 

access the upper-mid IR region, typically from 3000-4000 cm-1. To investigate the lower 

frequency region (~1000-2000 cm-1), a Free Electron Laser (FEL) is typically used, but 

such hardware is only available at a handful of facilities around the world currently. For 

the work presented in chapter 3 on the dissociation and spectroscopy of lactose, the 

experimental spectroscopy was performed using the FEL located at the Centre Laser 

Infrarouge d’Orsay (CLIO) in Orsay France[53].  

For the work in chapter 4, a modification of the IRMPD scheme described above 

was used. In this ‘tagging’ method[54], ions are trapped and cooled to ~60 K. Neutral 

nitrogen gas is introduced and allowed to mix with the ions. Some of the nitrogen 

molecules will weakly coordinate to the analyte ions. The analyte ions with the nitrogen 

tag are then sent from the trap to the detector. 

Symbolically this can be represented as [M] + N2 → [M+N2]. As nitrogen has a 

nominal molecular mass of 28, the ions will be detected at m/z M+28. 

This tagging scheme can be exploited spectroscopically with a carefully designed 

experiment. Since the coordination of the nitrogen tag to the analyte is very weak, by 

irradiating the nitrogen tagged complex with IR photons, any absorption by the analyte 

ion can be converted into internal vibrational energy. As the energy is redistributed 
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through the analyte ion, the coordination with the tag can be disrupted, i.e., the tag is lost. 

Experimentally this is observed as a loss in signal of m/z [M+28] as a function of laser 

wavelength. This can be extrapolated back to produce action spectra in a similar way to 

the direct dissociation method described above. One key advantage that is offered by this 

technique is that due to the low temperature used and the ease of dissociating the nitrogen 

tag, the recovered line widths tend to be narrower than in conventional IRMPD. (5 cm-1 

vs 10-15 cm-1 FWHM.) 

1.6 Ion Mobility 

Ion mobility is an experimental technique that separates ions based on their 

relative size and shape. For two ions of the same m/z but different conformation, they 

typically will have different average cross sections. In a typical ion mobility experiment, 

ions are propelled through a bath of neutral gas molecules using a constant applied 

electric potential[55]. This is similar to CID but performed at a lower energy than in a 

CID experiment such that no fragmentation should occur. As the ions travel the neutral 

gas bath, collisions will occur as a function of the size of the ion. A larger, more extended 

ion conformation will present a larger cross-sectional area than a more compact 

conformation and on average experience more neutral gas collisions, slowing its path 

through the gas bath. The time-of-flight for the ions can be measured and the ion mobility 

determined. Symbolically this mobility K is given as, 

𝐾 =
𝑣𝑑

𝐸
=

𝑙

𝑡𝑑𝐸
 

Where vd is the velocity of the ion, E the applied external potential, l the length of the 

mobility cell, and td the time taken for the ion to traverse the mobility cell. 
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If vd is small compared with the ion thermal velocity, K can be expressed as, 

𝐾 =
3

16
√

2𝜋

𝜇𝑘𝐵𝑇
× 

𝑧

𝑁𝛺
 

Where 𝜇 is the reduced mass of the ion and neutral gas (𝜇 =
𝑚𝐼𝑚𝐺

𝑚𝐼+𝑚𝐺
), kB is the Boltzmann 

constant, T the temperature, z the analyte charge, N the gas number density, and 𝛺 is the 

cross-sectional area of the ion. 

1.6.1 Structures for Lossless Ion Manipulation (SLIM) 

The ion mobility experiments performed in chapter 4 use a device known as a 

Structures for Lossless Ion Manipulation or SLIM device. (Figure 1-9) This device 

allows for an extended flight path for ions to be contained in a very compact physical 

area. The device consists of a pair of printed circuit boards (PCBs) that are mounted a 

few millimeters apart. The PCBs have a serpentine series of traces affixed to them 

allowing for ions to be electronically manipulated by varying the applied potentials to 

different points around the PCB. By assembling the SLIM device in an enclosure 

pressurized with a suitable collision gas such as nitrogen or helium, ion mobility 

experiments can be performed with a long mobility cell but compact physical size. 
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Figure 1-9: 

 

Representative example of a partial SLIM device. Reprinted (adapted) with permission 

from [56] Copyright 2016 American Chemical Society. 
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2.1 Abstract 

We investigate the gas-phase structures and fragmentation chemistry of two 

isomeric sodium-cationized carbohydrates using combined tandem mass spectrometry, 

hydrogen/deuterium exchange experiments, and computational methods. Our model 

systems are the glucose-based disaccharide analytes, cellobiose (β-D-glucopyranosyl-

(1→4)-D-Glucose), and gentiobiose (β-D-glucopyranosyl-(1→6)-D-Glucose). These 

analytes show substantially different tandem mass spectra. We characterize the rate-

determining barriers to both the glycosidic and structurally informative cross-ring bond 

cleavages. Sodiated cellobiose produces abundant Y1 and B1 peaks. Our deuterium 

labeling and computational chemistry approach provides evidence for 

1,6-anhydroglucose B1 ion structures rather than the 1,2-anhydroglucose and 

oxacarbenium ion structures proposed elsewhere. Unlike those earlier proposals, this 

finding is consistent with the experimentally observed Bn/Ym branching ratios. In contrast 

to cellobiose, sodiated gentiobiose primarily fragments by cross-ring cleavage to form 

https://doi.org/10.1039/C7CP04738J
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various A2 ion types. Fragmentation is facilitated by ring-opening at the reducing end 

which enables losses of CnH2nOn oligomers. Deuterium labeling and theory enables 

rationalization of these processes. Theory and experiment also support the importance of 

consecutive fragmentation processes at higher collision energies.  

2.2 Introduction 

Complex carbohydrates (glycans) play critical roles in a huge number of 

biological processes. To understand such processes we need to be able to accurately 

identify which specific sequences and ideally structures are involved.[1-10] The primary 

approach to determine these sequences for low-abundance species as are found in 

biological systems is tandem mass spectrometry (MS/MS or MSn).[4, 11-28] Glycans are 

often analyzed with one or more metal cation adducts present to provide the charge.[4, 9, 

10, 14, 16, 17, 29, 30] The mass-to-charge (m/z) ratios of the detected fragments and the 

corresponding precursor ions provide the elemental composition information from which 

structure is inferred. Glycosidic bond cleavages produce series of Bn and/or Cn ions if the 

non-reducing end fragment keeps a charge (Figure 2-1)31, Ym and/or Zm ions if the 

reducing end fragment keeps a charge or a mixture of fragments. Cross-ring cleavages to 

form An and/or Xm ions provide additional information which aids sequence assignment 

and differentiation of isomers. This capability is critical as despite the relatively simple 

hexose/pentose carbohydrate building blocks there is an enormous number of glycan 

isomers. To accurately assign glycan structure, knowledge of the carbohydrate monomer 

identities and their sequence, the position of the glycan linkages and their 

stereochemistry, as well as the anomericity (α/β) are all necessary.[1-8] Thus, as multiple 
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isomeric glycans exist, it follows that multiple potential isomeric precursor ions for each 

fragment ion peak exist as well. 

 

Figure 2-1: 

 

The carbohydrate fragmentation nomenclature of Domon and Costello[31] 

 

 

 For example, sodiated Lactose, Cellobiose, and Gentiobiose can all produce B1 

peaks at m/z 185 and Y1 peaks at m/z 203. As a result, each sequence assignment currently 

needs to be checked and confirmed against a standard. In addition to the 

presence/absence of each sequence ion peak, the relative abundances of the peaks are 

critical in distinguishing the identity of the analytes.28, 32-34 For the many isomeric 

glycans, this combination of peak prevalence and relative abundance offers the means of 

identification. This is in marked contrast to peptide systems, where almost all 
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identification algorithms completely ignore the relative abundance information provided 

because the fragment ion m/z values typically differ substantially and so readily provide 

ample ability to discriminate most sequences.[35-37]  

Currently, direct comparisons of unknown glycan mass spectra with mass spectral 

standards cataloged in MS/MS libraries are utilized.[28, 32-34, 38-43] These MS/MS 

libraries have been highly effective for analyses where particular glycans are known or 

expected to be prevalent. However, the library-based approach is predicated on the 

existence of a spectral standard in the library for the glycan under investigation which 

was collected under similar experimental conditions. A comprehensive spectral library of 

curated and annotated MS/MS glycan spectra which supports their identification based on 

the correlation between the experimental and library spectra would be incredibly useful. 

Identification of unknown glycans from their tandem mass spectra would simply involve 

comparing the experimental spectrum to the library spectra and looking for a match. 

Currently, the considerable difficulty in synthesizing standard compounds[44] for many 

glycans as well as the sheer number of possibilities makes comprehensive glycan library-

based approaches impractical.  

The field would greatly benefit from any additional means of discrimination 

between glycans that can be mustered.[45] Recently, ion mobility-based[46-55] 

separations prior to MSn have shown some promise, enabling discrimination between 

isomers for some glycans. Unfortunately, both the nature of the cation and the sugar 

affect the degree of separation in a non-obvious manner, so separations are far from 

universally successful. More traditional chromatographic and electrophoretic techniques 
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are routinely utilized. Separation of unknown structurally isomeric glycans prior to 

tandem mass spectrometry-based fragmentation is highly desirable. However, this still 

requires a practical means of accurately interpreting the subsequent MS/MS spectra for 

each isomer. One area of clear potential is in understanding the factors that govern the 

gas-phase fragmentation chemistry of charged glycans more accurately.[56] These 

chemistries ultimately determine our ability to identify glycan sequence and primary 

structure.[56, 57] The mechanistic understanding of metal-cationized glycan 

fragmentation chemistry is primarily based on qualitative proposals developed from early 

mass-spectral analyses of comparatively small systems.[17, 18, 29] In contrast, our initial 

work in this area indicated that additional gas-phase ion structures need to be considered 

(for both transition structures and product ions) and that these directly influence the 

respective product ion branching ratios.[56] If we could augment the size and variety of 

analytes for which accurate mechanistic information was known, then our predictive 

capability and confidence in the identifications generated based on this chemical 

information would improve substantially. A better understanding of the fragmentation 

chemistry could be leveraged to provide superior confidence in assignment of glycan 

peak identity, relative abundance, and propensity as a function of conditions.  

In the current article, we expand on our initial investigation[56] and present 

results on the mechanisms and energetics of polysaccharide fragmentation of isomeric 

disaccharides using a combination of isotopically labeled substrates, tandem mass 

spectrometry, and computational methods. We investigate two glucose-based 

disaccharide analytes, Cellobiose (β-D-glucopyranosyl-(1→4)-D-Glucose) and 
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Gentiobiose (β-D-glucopyranosyl-(1→6)-D-Glucose) cationized with sodium. We 

compare our findings to the prior literature[18, 23, 29, 56, 58-64] and make structural and 

energetic predictions based on our data.  

2.3 Experimental Methods 

Experimental work was carried out using a MaXis plus electrospray-quadrupole 

time-of-flight mass spectrometer (Bruker, Billerica, MA). Tandem mass spectra for 

[M+Na]+ ions were obtained by mass-selecting the appropriate ion with the quadrupole, 

collision-induced dissociation (CID) in the collision cell followed by mass-to-charge 

dependent product dispersion by the time-of-flight analyzer. Data were collected as a 

function of collision energy. Experiments were performed using a sample rate of 1 Hz for 

1 minute, thus each data point is the average of 60 individual mass spectra. Typical 

variations in relative abundance were approximately ±0.95% using a confidence interval 

of 95%. Breakdown graphs expressing the relative fragment ion signals as a function of 

collision energy were obtained for all species studied. 

Ionization was by electrospray with the samples infused into the instrument in ~5 µM 

acetonitrile/water/formic acid (50/50/0.1%) solutions at a flow rate of 3 µl min-1. 

Nitrogen was used as nebulizing, drying, and collision gas. For the deuteration 

experiments,18, 56  analytes were dissolved in D2O for 10 min at room temperature, and 

the solution was further diluted in acetonitrile/D2O (50/50%) to the final concentration of 

~5 µM. Deuterium oxide was purchased from Cambridge Isotope Laboratories, Inc 

(Tewksbury, MA). HPLC-grade acetonitrile and water were purchased for Sigma-Aldrich 

(St. Louis, MO). 
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2.4 Theoretical Methods 

Molecular dynamics simulations were performed to enable effective 

characterization of the potential energy surface of cationized glycan analytes. We began 

by sampling the reactant minima with molecular dynamics simulations in NAMD 

utilizing a CHARMM force field.[65-70] Trial structures were generated via a 

temperature replica exchange molecular dynamics scheme (T-REMD). Parallel 

minimization calculations were performed at multiple simulated temperatures, with the 

periodic exchange of the minimized structures to a different temperature. Snapshots of 

the structures are saved throughout the run, for further analysis. This process generates 

too many structures to time-efficiently optimize at a high level of theory. Instead our in 

house script groups and sorts these trial structures into families based on hydrogen-

bonding and dihedral angles from which only the best candidates are optimized at each 

successively more realistic level of theory: PM6 → HF/3-21g → PBE0/6-31G(d) → 

M06-2X/6-31+G(d,p)[71-73] with regrouping and sorting after each level. This technique 

is a custom modification of prior approaches.[74-77] 

The density functional calculations of minima, transition structures, product ions, 

and neutrals were performed with the Gaussian 09 suite of programs.[78] Targeted 

single-point calculations at the M06-2X, B3LYP, and MP2(Full) levels of theory we 

performed on selected, critical precursor ion and transition structures to help assess 

variability in the description of the chemistry utilizing the 6-311++G(2d,p) basis set. 

Multiple transition structures (TSs) were calculated for each potential pathway. Minima 

and TSs were tested by vibrational analysis (all real frequencies and 1 imaginary 
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frequency, respectively). The potential energy surface generated combined the zero-point 

energy correction (ZPE) to the electronic energy (Eel, 0 K) for improved accuracy 

(ΔEel+ZPE,0K). The related, standard enthalpy (ΔH298K), Gibbs free energy (ΔG298K), and 

entropy (ΔS298K) corrections to 298 K were also performed. The reaction pathway 

through each TS was determined by intrinsic reaction coordinate (IRC) calculations with 

up to 10 steps in each direction. The terminating points of these calculations (one on 

product-side, one on reactant-side) were then optimized further to determine the minima 

connected by the TS. Estimates of the metal affinities of the leaving groups were 

determined as the difference between the zero-point energy-corrected 

M06-2X/6-31+G(d,p) total electronic energies (Eel, 0 K) of the metal-cationized analyte, 

and the sum of the neutral analyte and the cation at infinite separation.  

Rice−Ramsperger−Kassel−Markus (RRKM) calculations were performed using 

the energetics, vibrational frequencies, and rotational constants derived from the 

modeling to approximate the time scale of the fragmentation reactions.[79, 80] The 

Beyer−Swinehart direct count algorithm[81] is used for rotational−vibrational treatment 

of both the reactant and the transition structure.  

2.5 Results and Discussion 

2.5.1 Experimental Findings 

Consistent with the prevailing literature[17, 18, 29, 46] our experimental data 

point to clear differences in the fragmentation chemistry of Cellobiose and Gentiobiose 

when cationized with sodium (Figure 2-2, Figures 2S1-2S4).  These differences are both 

in relative abundance of peaks and order of appearance. [Cellobiose+Na]+ predominantly 
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produces glycosidic bond cleavage product peaks; B1 and Y1. At higher collision energies 

a 0,2A2 peak at m/z 305 is detected and eventually evidence of a very low abundance 2,4A2 

peak at m/z 245. In contrast, [Gentiobiose+Na]+ requires substantially higher collision 

energies to initiate fragmentation and fragments initially to produce m/z 305, assigned as 

0,2A2. Formation of the additional cross-ring fragments 0,3A2 and 0,4A2 (m/z 275 and 245) 

and glycosidic bond cleavage products requires additional energy to initiate. The 

abundance of the 0,4A2 peak increases substantially at higher collision energies, taking 

advantage of either consecutive processes or substantial entropic favorability of the 

relevant pathway(s). 

 

Figure 2-2: 

 

Example MS/MS spectra (Ecollisions, lab = 38 eV) illustrating the differing degree and nature 

of fragmentation of the isomeric sodium cationized analytes (a) Cellobiose and (b) 

Gentiobiose 
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To assess the potential contribution of C-H protons versus hydroxyl protons we 

performed hydrogen-to-deuterium exchange of all eight hydroxyl protons. This results in 

an 8 u shift in m/z for the precursor ion and diagnostic shifts for the various fragment 

ions.[18, 56] These data are summarized in Table 2-1 (Figure 2S5 and 2S6) and will be 

referenced in the following sections. We shall discuss the structural and mechanistic 

differences underlying the dissimilar tandem mass spectra presented in Figure 2-2 (and 

Figures 2S1-2S4), with the aid of our computational data. 



Table 2-1: 

 

Summary of D8-hexose sodiated disaccharide MS/MS spectra. Analytes were generated by exchanging all hydroxyl protons for 

deuterons 

Analyte m/z Ion Composition Assignment Neutral(s) Δ m/z D Retained 

Cellobiose 373 [C12H14D8O11+Na]+ [M+Na]+ - - 8 

Cellobiose 353 [C12H14D6O10+Na]+ [M+Na-D2O]+ D2O -20 6 

Cellobiose 311 [C10H12D6O9+Na]+ 0,2A2 C2H2D2O2 -62 6 

Cellobiose 250 [C8H9D5O7+Na]+ 2,4A2 C4H5D3O4 -123 5 

Cellobiose 208 [C6H7D5O6+Na]+ Y1 C6H7D3O5 -168 5 

Cellobiose 188 [C6H7D3O5+Na]+ B1 C6H7D5O6 -185 3 

Gentiobiose 373 [C12H14D8O11+Na]+ [M+Na]+ - - 8 

Gentiobiose 353 [C12H14D6O10+Na]+ [M+Na-D2O]+ D2O -20 6 

Gentiobiose 311 [C10H12D6O9+Na]+ 0,2A2 C2H2D2O2 -62 6 

Gentiobiose 280 [C9H11D5O8+Na]+ 0,3A2 C3H3D3O3 -93 5 

Gentiobiose 249 [C8H10D4O7+Na]+ 0,4A2 C4H5D3O4 -124 4 

Gentiobiose 208 [C6H7D5O6+Na]+ Y1 C6H7D3O5 -168 5 

Gentiobiose 188 [C6H7D3O5+Na]+ B1 C6H7D5O6 -185 3 

 

 



2.5.2 Energetics of Sodiated Minima 

The lowest energy conformers of sodium cationized Cellobiose are similar to 

those previously identified for sodium cationized Lactose.[56] There is a substantial 

number of possibilities[64, 82, 83] making exhaustive discussion impractical. Briefly, 

hexose rings display chair conformations (Figure 2-3a) with the nearest boat-containing 

structure (not shown) requiring over 20 kJ mol-1 to populate. In contrast, Gentiobiose 

while still favoring chair ring conformations in both hexose rings has relatively low 

energy boat forms too (Figure 2-3b). This is a consequence of the increased flexibility 

introduced by the 1,6-linkage enabling a greater number of oxygen atoms to coordinate to 

the sodium cation. The beneficial additional charge-solvation in this cage-like structure is 

offset by the combination of additional ring strain and a reduction in the number of 

hydrogen bonds present. 
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Figure 2-3: 

 

Selected minima of the isomeric sodium cationized analytes (a) Cellobiose and (b) 

Gentiobiose. The β-D-Glucose forms are shown. Relative energies (ΔEel+ZPE,0K (ΔG298K)) 

were obtained at the M06-2X/6-31+G(d,p) level of theory 

 

 

2.5.3 Glycosidic Bond Cleavage: The B1-Y1 Pathways 

Consistent with experiment (Figures 2-2, 2S1-2S4), our calculations predict 

substantial energetic differences between the sodiated Cellobiose and Gentiobiose B1-Y1 

pathways. For sodiated Cellobiose, the lowest energy B1-Y1 pathway (Scheme 2-1) begins 

with rotations of the nonreducing ring and nonreducing terminal carbon-6 hydroxyl group 

to enable a hydrogen bond between this group and the glycosidic oxygen. This moves the 

Na+ away from the glycosidic oxygen forming the reactive configuration. Concerted 

proton transfer to the glycosidic oxygen, cleavage of the glycosidic bond, then 
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nucleophilic attack on the electropositive nonreducing end carbon-1 by the newly formed 

carbon-6 alkoxide forms a 1,6-anhydroglucose structure. This generates an ion-molecule 

complex (1,6-anhydroglucose….Na+….D-Glucose) in which competition for the Na+ 

ensues. Following either proton or sodium ion transfer within the ion-molecule dimer, 

separation occurs to generate either the sodiated 1,6-anhydrogalactose B1 ion or sodiated 

Glucose (Y1 ion). Our prior calculations[56] indicated Glucose has a sodium affinity of 

183 (α) or 181 (β) kJ mol-1 which is consistent with experimental and theoretical work 

from the Armentrout[84] and Wesdemiotis[85] groups. This value is greater than 1,6-

anhydroglucose (167 kJ mol-1) and thus consistent with the experimental finding of 

greater Y1 ion abundance than B1 (Y1:B1 is ~5:1, Figure 2-2).[56, 86] The rate-determining 

step of the entire process is the B1-Y1 transition structure (227-231 kJ mol-1, ΔEel+ZPE,0K, 

Table 2-2, Table 2S2). Additionally, this B1 ion structure is consistent with our deuterium 

labeling data as it retains only 3 hydroxyl deuterons, yielding the expected m/z shift of 3 

u (Table 2-1, Scheme 2S1, Figure 2S5). This mechanism differs from that found for 

[Lactose+Na]+. This is a direct consequence of the presence of Glucose rather than 

Galactose at the non-reducing end of the molecule which limits the ability to shuttle 

protons around the non-reducing end and thus favors the present mechanism. We note 

that both processes generate the 1,6-anhydrohexose product. 
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Scheme 2-1: 

 

The lowest energy B1-Y1 pathway for [Cellobiose+Na]+  
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Sodiated Gentiobiose glycosidic bond cleavage also proceeds most readily 

through this type of mechanism (Scheme 2S2), so also produces an ion-molecule 

complex of 1,6-anhydroGlucose….Na+….D-Glucose, which then dissociates analogously 

to the Cellobiose form. The main difference is that the lowest energy Gentiobiose 

pathway requires a boat conformation at the reducing end of the sugar. Despite this cage-

like structure solvating the Na+ cation, a barrier of at least 267 kJ mol-1 (ΔEel+ZPE,0K, Table 

2-2 (β-anomer), Table 2S2 (α-anomer)) must be overcome to produce B1 or Y1 ions. This 

value is consistent with the experiments in which the appearance of Y1 and B1 ions 

required substantially higher collision energies than for [Cellobiose+Na]+.  

We considered a substantial variety of alternate mechanisms generating many B1 

product structures: oxacarbenium, 1,2-anhydrogalactose, 2-hydroxyglucal, 1,5-anhydro-

D-fructose. All of these mechanisms[18, 56, 59, 60] were less energetically competitive. 

Additionally, the C-H abstraction mechanism[56] is inconsistent with our deuterium 

labeling experimental data; m/z 208 Y1, [C6H7D5O6+Na]+ and m/z 188 B1, 

[C6H7D3O5+Na]+ (Table 2-2, Figure 2S6). Attempts at analogous reactions following 

ring-opening produced transition structures that were entropically favorable, but 

considerably less energetically so. 

 



Table 2-2: 

 

Relative Energies of the Transition Structures of sodiated Cellobiose (β-D-glucopyranosyl-(1→4)-β-D-Glucose) and Gentiobiose (β-D-

glucopyranosyl-(1→6)-β-D-Glucose) forms calculated at the M06-2X/6-31+G(d,p) level of theory 

Analyte Transition 

Structure 

Eel/H 

 

ΔEel+ZPE,0K/ 

kJ mol-1 

 

ΔH298K/ 

kJ mol-1 

 

ΔG298K/ 

kJ mol-1 

 

ΔS298K/ 

J K-1 mol-1 

 
Cellobiose B1-Y1 TS_A -1459.583018 226.5 224.0 230.1 -20.6 

Cellobiose B1-Y1 TS_B -1459.582210 230.9 229.1 232.0 -9.7 

Cellobiose Ring-opening -1459.590974 209.2 205.6 216.2 -35.7 

Cellobiose 0,2A2 -1459.591155 197.9 197.5 199.3 -6.2 

Cellobiose 0,2A2 =>2,4A2 -1459.535660 335.0 337.7 279.9 194.3 

 

Gentiobiose B1-Y1 -1459.570287 267.5 267.2 265.7 4.9 

Gentiobiose Ring-opening -1459.582268 188.8 186.1 193.6 -25.3 

Gentiobiose 0,2A2 -1459.596969 192.7 193.0 189.3 12.3 

Gentiobiose 0,3A2 -1459.571078 259.2 260.6 251.5 30.4 

Gentiobiose 0,4A2 (direct) -1459.544823 316.3 321.5 306.8 49.2 

Gentiobiose 0,2A2 =>0,4A2 -1459.545006 321.6 324.8 262.3 209.7 

 



2.5.4 Cross Ring Bond Cleavage Transition Structures: The An-Xm Pathways 

For [Gentiobiose+Na]+, we observe the 0,2A2 peak as the most abundant peak  (m/z 

305, Figure 2-1b). This reaction is initiated by opening the D-Glucose ring at the 

anomeric center (Scheme 2-2). Transfer of the hydroxyl proton from the anomeric center 

(Glucose carbon 1) to the ring oxygen and ring-opening occurs in a concerted manner 

forming an aldehyde at carbon 1 and a new hydroxyl group at carbon 5 (196 and 189 kJ 

mol-1 for the α and β anomers (ΔEel+ZPE,0K, Tables 2-2 and 2S2). These pathways are 

initiated from structures in which the non-reducing end is in a boat conformation. The 

difference in energy results from whether the proton transfer occurs on the same side of 

the ring (β anomers). While this interaction is deleterious, it is offset by the additional 

ability to stabilize the adjacent Na+ cation provided by the anomeric oxygen. Our 

calculations support a retro-aldol mechanism[18, 56, 58] as the most feasible pathway 

(179.4 or 192.7 kJ mol-1 for the α and β anomers, Scheme 2-2, Scheme 2S4). Consistent 

with our experimental work, this mechanism produces a loss of 62 u, a cis-ethene-1,2-

diol (HC(OD)=CH(OD)), from the hydroxyl deuterated form of the analyte, rather than 

glycolaldehyde (HC(O)-CH2(OD), 61 u).  
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Scheme 2-2: 

 

Ring-opening, then 0,2A2 ion formation from [Gentiobiose+Na]+ 

 

 

At higher collision energies the 0,3A2 and 0,4A2 peaks are present. For 0,3A2 the 

hydroxyl labeling data indicates a total loss of C3H3D3O3 (Table 2-1, Scheme 2-3, 

Scheme 2S5, Figure 2S6). This is consistent with a mechanism requiring a C-H shift (not 

D) from carbon 2 to carbon 1 at the following ring-opening, but prior to a retro-aldol 

reaction which simultaneously cleaves the carbon 4 to carbon 3 bond and forms 

HC(OD)=C(OD)-H2COD. The highly strained 2-1 H shift is rate-limiting (245.8 or 259.2 

kJ mol-1; α and β anomers) making the subsequent retro-aldol reaction facile (<200 kJ 

mol-1). 
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Scheme 2-3: 

 

Ring-opening, 2-1 H shift, then 0,3A2 ion formation from [Gentiobiose+Na]+ 
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Formation of the 0,4A2 ion proceeds most effectively through either an 

energetically demanding, structurally complex direct reaction in which two ethene-1,2-

diol (C2H2D2O2) molecules (1 cis, 1 trans) are liberated simultaneously (302.9 or 316.3 kJ 

mol-1; α and β anomers) or as a consecutive retro-aldol reaction from the already formed 

0,2A2 ion (308.2 or 321.6 kJ mol-1; Scheme 4, Scheme S6). The consecutive retro-aldol 

reaction is dramatically more entropically favorable (ΔS298K =209.7 J mol-1; Table 2-2) 

meaning that this will overwhelming be the route traversed under our experimental 

conditions. Both pathways are consistent with the hydroxyl labeling data (Table 2-1, 

Scheme 2S6, Figure 2S6). 

 

Scheme 2-4: 

 

Consecutive fragmentation of the 0,2A2 ion to form 0,4A2 ion formation from 

[Gentiobiose+Na]+  
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Formation of the 0,2A2 ions for [Cellobiose+Na]+ occurs in an analogous manner 

(Schemes S7 and S8) to [Gentiobiose+Na]+. The 0,2A2-forming reaction is limited by ring-

opening of the predominant β-anomer of Cellobiose which is strongly entropically 

disfavored (ΔS298K = -35.7 J mol-1; tight TS, Table 2-2).  This enables the enthalpically 

more demanding, less tight B1-Y1 transition structures (Table 2-2, B1-Y1 TS_B, ΔS298K = -

9.7 J mol-1 and to a lesser extent, B1-Y1 TS_A, -20.6 J mol-1) to out-compete it under our 

experimental conditions.87-90 This phenomenon is illustrated in Figure 2-4. The RRKM 

unimolecular dissociation rate calculations clearly show the B1-Y1 TS_B pathway (green 

line) is more competitive than ring-opening reaction under most experimental conditions. 

However, once ring-opening has occurred subsequent loss of ethane-1,2-diol (C2H2D2O2; 

Table 2-1) is facile. In contrast, consecutive formation of the 2,4A2 ion differs from the 

Gentiobiose forms. Although nominally the same composition as the [Gentiobiose+Na]+ 

0,4A2 ion, the mechanism of formation varies substantially. Our hydroxyl labeling data 

clearly shows a peak at m/z 250 corresponding to loss of C2H2D2O2 then C2H3D1O2 

(glycolaldehyde) rather than two losses of C2H2D2O2 to generate a peak at m/z 249 

(Scheme 2-5, Table 2-1, Figure 2S5). From the 0,4A2 ion structure, abstraction of a 

hydroxyl proton (deuteron) by the aldehyde group with concerted cleavage of the bond 

connecting carbon 4 to carbon 5 of the original produces the 2,4A2 ion (Schemes 2-5 and 

2S9). This requires at least 335-341 kJ mol-1 to populate, but again is entropically very 

favorable (ΔS298K =194.3 J mol-1; Table 2-2) due to the consecutive generation of 

additional gas-phase species (3 overall rather than 2 in the present case). Consistent with 

experiment, this pathway is likely to become active at higher collisional energies. 
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Figure 2-4: 

 

RRKM unimolecular rate constants, k (s−1) calculated at various internal energies for the 

lowest energy fragmentation pathways of [Cellobiose+Na]+; β-D-Glucose form   
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Scheme 2-5: 

 

Consecutive fragmentation of the 0,2A2 ion to form 2,4A2 ion and glycolaldehyde for 

[Cellobiose+Na]+ 

 

 

2.5.5 Larger Basis Sets and Alternate Model Chemistries 

We tested our findings with higher-level single point calculations at the M06-2X 

and MP2(full) levels of theory with the 6-311++G(2d,p) basis set. These results are 

extremely consistent with the M06-2X/6-31+G(d,p) data across both analytes, and 

between models too: ∆Êel+ZPE,0K (standard deviation): 1.5 (8.4) kJ mol-1, M06-2X single 

points; -2.3 (7.9) kJ mol-1 MP2(full) single points. The pertinent numbers are available in 

the supporting information for the interested reader (Tables 2S2-2S5). 
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2.6 Conclusions 

Our combined experiments and calculations indicate that isomeric sodium-

cationized glycan analytes can be distinguished based on their fragmentation energetics. 

The 1,6-glycosidic linkage in Gentiobiose enables additional flexibility and a wider 

variety of energetically competitive gas-phase ion minima and transition structures (boat 

conformations at the reducing end). Sodiated Cellobiose strongly prefers chair 

conformations. Our theoretical predictions of glycosidic and cross-ring transition 

structure energies are consistent with the branching ratios of products and our hydroxyl 

labeling data.[86] i.e., the product ion branching ratios can be estimated based on 

sodium-ion affinities of the ion-molecule dimer’s components. Our energetics and 

labeling data support 1,6-anhydroglucose B1 ions rather than the previously invoked 1,2-

anhydroglucose structures. 1,2-Anhydroglucose structures would lead to substantially 

different branching ratios (inverted). Additional experimental and theoretical evidence for 

retro-aldol mechanisms of formation of the 0,2A2 peaks (and some others) is provided, 

consistent with the earlier literature.[18, 56, 58] Subsequent investigations will seek to 

determine how general the present findings are. 
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2.9 Supporting Information 

Scheme 2S1:  

The lowest energy B1-Y1 pathway for [Cellobiose+Na]+ illustrated for the hydroxyl 

deuterated form of the analyte 
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Scheme 2S2:  

The lowest energy B1-Y1 pathway for [Gentiobiose+Na]+ 
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Scheme 2S3:  

The lowest energy B1-Y1 pathway for [Gentiobiose+Na]+ illustrated for the hydroxyl 

deuterated form of the analyte 
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Scheme 2S4:  

The lowest energy 0,2A2-X0 pathway for [Gentiobiose+Na]+ illustrated for the hydroxyl 

deuterated form of the analyte 
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Scheme 2S5:  

The lowest energy 0,3A2-X0 pathway for [Gentiobiose+Na]+ illustrated for the hydroxyl 

deuterated form of the analyte 
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Scheme 2S6:  

The 0,2A2 → 
0,4A2-formation pathway for [Gentiobiose+Na]+ illustrated for the hydroxyl 

deuterated form of the analyte 
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Scheme 2S7:  

The lowest energy 0,2A2-forming pathway for [Cellobiose+Na]+ 
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Scheme 2S8:  

The lowest energy 0,2A2-forming pathway for [Cellobiose+Na]+ illustrated for the 

hydroxyl deuterated form of the analyte 
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Scheme 2S9: 

The lowest energy 0,2A2 → 
2,4A2-formation for [Cellobiose+Na]+ illustrated for the 

hydroxyl deuterated form of the analyte. Loss of glycolaldehyde includes a single 

deuteron corresponding to a loss of 61 u. This is in contrast with the deuterated 

Gentiobiose 0,2A2 ion (Scheme 2-6, Table 2-1) which loses 62 u to form the 2,4A2 ion (m/z 

249) and cis-ethene-1,2-diol; HC(OD)=CH(OD) 

 

 



Table 2S1:  

Relative Energies of the Transition Structures of sodiated Cellobiose (β-D-glucopyranosyl-(1→4)-α-D-Glucose) & Gentiobiose (β-D-

glucopyranosyl-(1→6)-α-D-Glucose) forms calculated at the M06-2X/6-31+G(d,p) level of theory 

Analyte Transition 

Structure 

Eel/H 

 

ΔEel+ZPE,0K/ 

kJ mol-1 

 

ΔH298K/ 

kJ mol-1 

 

ΔG298K/ 

kJ mol-1 

 

ΔS298K/ 

J mol-1 

 
Cellobiose B1-Y1 TS_A -1459.585487 229.3 228.4 227.9 1.4 

Cellobiose B1-Y1 TS_B -1459.584806 229.5 227.7 231.9 -14.0 

Cellobiose Ring-opening -1459.590974 214.9 215.7 211.7 13.6 

Cellobiose 0,2A2 -1459.591155 204.1 204.7 203.4 4.4 

Cellobiose 0,2A2 =>2,4A2 -1459.535660 341.3 344.9 283.9 204.8 

 

Gentiobiose B1-Y1 -1459.565898 267.4 267.3 263.3 13.3 

Gentiobiose Ring-opening -1459.591961 196.4 195.9 195.7 0.8 

Gentiobiose 0,2A2 -1459.596969 179.4 180.5 174.1 21.5 

Gentiobiose 0,3A2 -1459.571078 245.8 248.1 236.3 39.6 

Gentiobiose 0,4A2 (direct) -1459.544823 302.9 309.0 291.6 58.4 

Gentiobiose 0,2A2 =>0,4A2 -1459.545006 308.2 312.3 247.1 218.9 
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Table 2S2:  

Relative Energies of the Transition Structures of sodiated Cellobiose (β-D-glucopyranosyl-(1→4)-β-D-Glucose) & Gentiobiose (β-D-

glucopyranosyl-(1→6)-β-D-Glucose) forms calculated at the M06-2X/6-311++G(2d,p)//M06-2X/6-31+G(d,p) level of theory 

Analyte Transition 

Structure 

Eel/H 

 

ΔEel+ZPE,0K/ 

kJ mol-1 

 

ΔH298K/ 

kJ mol-1 

 

ΔG298K/ 

kJ mol-1 

 

ΔS298K/ 

J K-1 mol-1 

 
Cellobiose B1-Y1 TS_A -1459.962526 225.4 222.9 229.0 -20.6 

Cellobiose B1-Y1 TS_B -1459.962334 228.2 226.4 229.3 -9.7 

Cellobiose Ring-opening 
0,2A2 

-1459.969094 211.8 208.2 218.8 -35.7 

Cellobiose 0,2A2 =>2,4A2 -1459.919256 323.2 325.9 268.0 194.3 

 

Gentiobiose B1-Y1 -1459.951330 262.7 262.4 261.0 4.9 

Gentiobiose Ring-opening 
0,2A2 

-1459.978358 193.5 190.8 198.3 -25.3 

Gentiobiose 0,3A2 -1459.953202 251.2 252.9 243.9 30.4 

Gentiobiose 0,4A2 (direct) -1459.926336 310.3 315.5 300.8 49.2 

Gentiobiose 0,2A2 =>0,4A2 -1459.92843 310.6 311.8 251.2 209.7 
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Table 2S3:  

Relative Energies of the Transition Structures of sodiated Cellobiose (β-D-glucopyranosyl-(1→4)-α-D-Glucose) and Gentiobiose (β-D-

glucopyranosyl-(1→6)-α-D-Glucose) forms calculated at the M06-2X/6-311++G(2d,p)//M06-2X/6-31+G(d,p) level of theory 

Analyte Transition 

Structure 

Eel/H 

 

ΔEel+ZPE,0K/ 

kJ mol-1 

 

ΔH298K/ 

kJ mol-1 

 

ΔG298K/ 

kJ mol-1 

 

ΔS298K/ 

J K-1 mol-1 

 
Cellobiose B1-Y1 TS_A -1459.965384 226.5 225.6 225.1 1.4 

Cellobiose B1-Y1 TS_B -1459.962334 233.6 232.4 232.5 -14.0 

Cellobiose Ring-opening 
0,2A2 

-1459.969094 228.0 227.3 223.9 13.6 

Cellobiose 0,2A2 =>2,4A2 -1459.919256 352.9 351.3 352.5 204.8 

 

Gentiobiose B1-Y1 -1459.947344 269.6 268.7 265.6 13.3 

Gentiobiose Ring-opening -1459.970425 209.0 208.1 205.1 0.8 

Gentiobiose 0,3A2 -1459.953202 236.4 238.7 226.9 39.6 

Gentiobiose 0,4A2 (direct) -1459.926336 295.1 301.2 283.8 58.4 

Gentiobiose 0,2A2 =>0,4A2 -1459.92843 295.4 299.5 234.2 218.9 
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Table 2S4:  

Relative Energies of the Transition Structures of sodiated Cellobiose (β-D-glucopyranosyl-(1→4)-β-D-Glucose) & Gentiobiose (β-D-

glucopyranosyl-(1→6)-β-D-Glucose) forms calculated at the MP2(Full)/6-311++G(2d,p)//M06-2X/6-31+G(d,p) level of theory 

Analyte Transition 

Structure 

Eel/H 

 

ΔEel+ZPE,0K/ 

kJ mol-1 

 

ΔH298K/ 

kJ mol-1 

 

ΔG298K/ 

kJ mol-1 

 

ΔS298K/ 

J K-1 mol-1 

 
Cellobiose B1-Y1 TS_A -1457.576976 227.4 224.9 231.1 -20.6 

Cellobiose B1-Y1 TS_B -1457.576802 230.2 228.4 231.4 -9.7 

Cellobiose Ring-opening 
0,2A2 

-1457.58682 205.2 201.6 212.3 -35.7 

Cellobiose 0,2A2 =>2,4A2 -1457.528782 338.2 340.8 282.9 194.3 

 

Gentiobiose B1-Y1 -1457.565286 264.5 264.1 262.7 4.9 

Gentiobiose Ring-opening 
0,2A2 

-1457.594017 190.8 188.1 195.6 -25.3 

Gentiobiose 0,3A2 -1457.567628 252.1 253.4 244.4 30.4 

Gentiobiose 0,4A2 (direct) -1457.534519 327.1 332.4 317.7 49.2 

Gentiobiose 0,2A2 =>0,4A2 -1457.537467 325.2 328.4 265.9 209.7 
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Table 2S5:  

Relative Energies of the Transition Structures of sodiated Cellobiose (β-D-glucopyranosyl-(1→4)-α-D-Glucose) & Gentiobiose (β-D-

glucopyranosyl-(1→6)-α-D-Glucose) forms calculated at the MP2(Full)/6-311++G(2d,p)//M06-2X/6-31+G(d,p) level of theory 

Analyte Transition 

Structure 

Eel/H 

 

ΔEel+ZPE,0K/ 

kJ mol-1 

 

ΔH298K/ 

kJ mol-1 

 

ΔG298K/ 

kJ mol-1 

 

ΔS298K/ 

J K-1 mol-1 

 
Cellobiose B1-Y1 TS_A -1457.579963 227.6 226.7 226.2 1.4 

Cellobiose B1-Y1 TS_B -1457.578078 236.0 2334.7 234.8 -14.0 

Cellobiose Ring-opening 
0,2A2 

-1457.585463 219.6 218.9 215.5 13.6 

Cellobiose 0,2A2 =>2,4A2 -1457.528782 367.3 365.7 366.8 204.8 

 

Gentiobiose B1-Y1 -1457.56123 269.3 268.3 265.3 13.3 

Gentiobiose Ring-opening 
0,2A2 

-1457.588121 198.7 197.7 194.7 0.8 

Gentiobiose 0,3A2 -1457.567628 234.6 236.9 225.1 39.6 

Gentiobiose 0,4A2 (direct) -1457.534519 309.7 315.8 298.4 58.4 

Gentiobiose 0,2A2 =>0,4A2 -1457.537467 307.8 309.4 311.9 246.6 

 

 



Figure 2S1:  

Relative proportions of peak current as a function of collision energy for 

[Cellobiose+Na]+. Ion current reduction due to direct sodium loss (and/or scattering) 

beyond laboratory collision energies of 46 eV was too large to provide meaningful 

additional data points. See Chen et al., (Phys.Chem.Chem.Phys., 2017, 19, 15454) for 

specifics on the energetics of desodiation using [glucose+Na]+ 
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Figure 2S2:  

Relative proportions (with adjusted scale) of peak current as a function of collision 

energy for [Cellobiose+Na]+. Ion current reduction due to direct sodium loss (and/or 

scattering) beyond laboratory collision energies of 46 eV was too large to provide 

meaningful additional data points. See Chen et al., (Phys.Chem.Chem.Phys., 2017, 19, 

15454) for specifics on the energetics of desodiation using [glucose+Na]+ 
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Figure 2S3:  

Relative proportions of peak current as a function of collision energy for 

[Gentiobiose+Na]+. Ion current reduction due to direct sodium loss (and/or scattering) 

beyond laboratory collision energies of 46 eV was too large to provide meaningful 

additional data points. See Chen et al., (Phys.Chem.Chem.Phys., 2017, 19, 15454) for 

specifics on the energetics of desodiation using [glucose+Na]+ 
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Figure 2S4:  

Relative proportions of peak current (excluding precursor, see Figure 2S3) as a function 

of collision energy for [Gentiobiose+Na]+. Ion current reduction due to direct sodium 

loss (and/or scattering) beyond laboratory collision energies of 46 eV was too large to 

provide meaningful additional data points. See Chen et al., (Phys.Chem.Chem.Phys., 

2017, 19, 15454) for specifics on the energetics of desodiation using [glucose+Na]+ 
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Figure 2S5:  

Example MS/MS spectra of sodiated deuterated hydroxyl Cellobiose, 

[D8-Cellobiose+Na]+ 
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Figure 2S6:  

Example MS/MS spectra of hydroxyl deuterated, sodiated Gentiobiose, 

[D8-Gentiobiose+Na]+ 
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Additional Instrumentation specifics for sodiated Cellobiose and Gentiobiose MS 

collection: 

Collision energy: 2-50 eV in 2 eV steps 

Collision cell RF: 300 Vpp  

Transfer Time 80 µs for both. 

PrePulseStorage 5 µs. 

Source: ESI. 

Capillary: 3400 V 

End Plate Offset: -500 V 

Dry Gas (N2): 0.4 Bar, 4 L/min, 200 °C 

Transfer: 

Funnel/Multipole RF: 250 Vpp  
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3.1 Abstract 

We investigate the gas-phase structures and fragmentation chemistry of 

deprotonated carbohydrate anions using combined tandem mass spectrometry, infrared 

spectroscopy, regioselective labeling, and theory. Our model system is deprotonated, 

[lactose-H]-. We computationally characterize the rate-determining barriers to glycosidic 

bond (C1-Z1 reactions) and cross-ring cleavages and compare these predictions to our 

tandem mass spectrometric and infrared spectroscopy data. The glycosidic bond cleavage 

product data support complex mixtures of anion structures in both the C1 and Z1 anion 

populations. The specific nature of these distributions is predicted to be directly affected 

by the nature of the anomeric configuration of the precursor anion and the distribution of 

energies imparted. i.e., Z1 anions produced from the β-glucose anomeric form have a 

https://doi.org/10.1039/C8CP02620C
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differing distribution of product ion structures than do those from the α-glucose anomeric 

form. The most readily formed Z1 anions ([1,4-anhydroglucose-H]- structures) are 

produced from the β-glucose anomers, and do not ring-open and isomerize as the 

hemiacetal group is no longer present. In contrast, the [3,4-anhydroglucose-H]-, Z1 anion 

structures which are most readily produced from α-glucose forms, can ring-open through 

very low barriers (<25 kJ mol-1) to form energetically and entropically favorable 

aldehyde isomers assigned with a carbonyl stretch at ~1640 cm-1. Barriers to 

interconversion of the pyranose [β-galactose-H]-, C1 anions to ring-open forms were 

larger but still modestly (≥51 kJ mol-1) consistent with the evidence of both forms 

presence in the infrared spectrum. For the cross-ring cleavage 0,2A2 anions, ring-opening 

at the glucose hemiacetal of [lactose-H]- is rate-limiting (>180 (α-), >197 kJ mol-1 (β-

anomers)). This finding explains the low abundance of these product anions in our 

tandem mass spectra. 

3.2 Introduction  

Complex carbohydrates (glycans) are associated with the vast majority of major 

biological processes.[1] Most proteins and therefore enzymes are glycosylated.[1,2] 

Glycans are biomarkers for many normally functioning cellular processes.  Conversely, 

changes in the level, location, nature, and/or structure of glycans in body fluids, on cell 

surfaces, within cells, are increasingly associated with a multitude of disease states.[3–

10] To effectively study such processes, we require fast, accurate, and highly sensitive 

identification (and eventually quantitation) methods for the many different classes of 

glycan potentially involved.[4,10–17] 
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Tandem mass spectrometry (MS/MS) utilizing collisional (or other) ion activation 

methods[1,11,18–24] coupled with prior liquid and/or gas-phase separations has become 

a major tool in these endeavors. The resulting fragment ions[25] (Scheme 1) then provide 

the means of sequence and sometimes structural identification.[1,11,12,26–29] The 

success of this and other tandem mass spectrometry-based approaches is predicated on 

being able to differentiate the enormous number of isomeric glycan possibilities based on 

the resulting fragmentation pattern, known chemical information about the analyte source 

material, as well as any chromatographic[28], ion mobility,[12,18,26,30–33] and/or other 

diagnostic information[32,34–39] collected for the specific analyte. Unfortunately, all of 

these pieces of information are not routinely available together, nor immediately 

assignable when dealing with unknown glycans from a biological source material. Worse 

still is the issue of isomers. Each glycan and glycan fragment has a huge number of 

compositional isomers meaning that mass-to-charge (m/z) information alone is seldom 

sufficient to get the make a confident identification of an unknown (unlike for protonated 

peptide analytes, for example). 
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Scheme 3-1: 

 

Carbohydrate numbering and fragmentation nomenclature of Domon and Costello[25] 

illustrated for lactose (β-D-galactopyranosyl-(1→4)-D-glucose). The hydroxyl bond at 

carbon 1 of the glucose is wave-like indicating that the precursor is a mixture of the β 

(equatorial, up) and α (axial, down) anomers 

 
 

 

Irrespective of the approach to MS/MS of charged glycans, we need a means of 

interpreting the data after it has been generated. If a standard compound or tandem mass 

spectral library[40–43] is available for the particular glycan analyte analyzed on the same 

instrument type under very similar experimental conditions, then identification of the 

analyte is often immediately possible. Unfortunately, this situation is far from routine. 

The considerable difficulty in synthesizing standard compounds[44] for many glycans 

and the sheer number of possibilities for library components make comprehensive glycan 

library-based approaches impractical. An alternative strategy would be to harness an 
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improved understanding of the gas-phase fragmentation chemistry of the glycan ions[45–

48] implemented as rules in an algorithm to generate and then compare theoretical to 

experimental spectra. Assignments of glycan sequence and structure could then be made 

and tested.  

While most of the early glycan analyses were performed with ionization of 

glycans by metal cationization[13,29,49–52], many more recent analyses have been 

performed in the negative mode following experimental generation of anionic, 

deprotonated glycans.[1,11,12,18,19,26,30,53–58] Some of these approaches have shown 

isomeric discrimination for precursor anions based on gas-phase structure[30] or MS/MS 

spectra.[54,59–61] Despite the seeming potential of such approaches, our theoretical 

understanding of the gas-phase structures and dissociation chemistries involved is 

relatively underdeveloped.[22,58,59,62]  

In the present article, we present some of our initial attempts to characterize 

deprotonated glycan ions using our combined experimental and computational approach. 

We characterize the potential energy surface of deprotonated lactose, a simple 

disaccharide present in milk with density functional[63–65] and MP2[66] calculations. 

Regiospecifically 13C-labelled lactose analytes enable facile separation of otherwise 

isomeric fragments (Cn vs. Ym, Bn vs. Zm, An vs. Xm ions, Scheme 3-1) which we then 

interrogate with infrared action spectroscopy[62,67–69] and theory.[45,46,48,62] We 

discuss how the key structures are generated by MS/MS, the critical bond cleavage 

mechanisms, their relative energies, and the resulting mix of structures. 
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3.3 Experimental Methods 

Regioselectively 13C-labelled lactose samples (β-D-galactopyranosyl-(1→4)-D-

13C6-glucose) were purchased from Cambridge Isotope Laboratories, Inc. (Tewksbury, 

MA, USA). Lactose (β-D-galactopyranosyl-(1→4)-D-13C1-glucose) was purchased from 

Omicron Biochemicals, Inc. (South Bend, IN, USA). 

Tandem mass spectrometric work was carried out using a MaXis plus 

electrospray-quadrupole time-of-flight mass spectrometer (Bruker, Billerica, MA). 

MS/MS spectra were obtained by quadrupole isolation of the precursor ion followed by 

collision-induced-dissociation (CID) in the collision cell, then product ion dispersion by 

the time-of-flight analyzer. Data were collected as a function of collision energy. 

Experiments were performed using a sample rate of 1 Hz for 1 minute, thus each data 

point is the average of 60 individual mass spectra. Typical variations in relative 

abundance were approximately ±0.95% using a confidence interval of 95%. Breakdown 

graphs expressing the relative fragment ion signals as a function of collision energy were 

obtained for labeled and unlabeled [lactose–H]- ions. Ionization was by electrospray with 

the samples infused into the instrument in ~1 µM acetonitrile/water (50/50) solutions at a 

flow rate of 3 µL min-1. Nitrogen was used as nebulizing, drying, and collision gas. 

Experimental spectroscopic work was carried out in a Fourier transform-ion 

cyclotron resonance (FT-ICR) mass spectrometer (Bruker Apex IV Qe, Bremen, 

Germany).[70] Ionization was by electrospray with the various lactose samples infused 

into the instrument in ~1 µM acetonitrile/water (50/50) solutions at a flow rate of 3 µL 

min-1.  Low-energy collisional activation and subsequent thermalization of the generated 
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fragment ions can also be achieved in a linear hexapole pressurized with Ar at 

∼10−3 mbar. Fragments were produced by CID of the deprotonated precursors, isolated in 

the quadrupole, prior to transfer to the ICR cell and infrared multiple photon dissociation 

(IRMPD) analysis.[67,71] IRMPD spectroscopy used the free-electron laser (FEL) at the 

Centre Laser Infrarouge d’Orsay (CLIO).[71] For each analyte, we follow all the 

precursor ion and fragment ion peaks. A typical duration of experiment was 

approximately 80 minutes with a sample rate of 1 data point every 15 seconds, giving 

approximately 320 data points total. Typical variations in relative abundance over this 

duration were approximately ±1.14% using a confidence interval of 95%. For unlabeled, 

deprotonated lactose, the precursor anion was m/z 341.12 (C12H21O11
-) and the fragment 

peaks were m/z 179.059 (C6H11O6
-) and 161.047 (C6H9O5

-). For spectroscopic 

investigation of the fragments, utilization of labelled samples was necessary as the two 

primary fragment anions have ambiguous origin and potentially differing structures (m/z 

179.059, C6H11O6
-, is either a C1 anion, a Y1 anion or a mixture of the 2 possibilities; m/z 

161.047, C6H9O5
-, is either a B1 anion, a Z1 anion or a mixture of the 2 possibilities, 

Scheme 1). Consequently, we collisionally fragmented the deprotonated 

β-D-galactopyranosyl-(1→4)-D-13C6-glucose anions (m/z 347.129, 13C6C6H21O11
-) to 

produce the subsequent analytes for spectroscopic analysis. The predominant fragments 

were the C1, m/z 179.059 (C6H11O6
-) and the Z1, m/z 167.066 (13C6H9O5

-) peaks. For the 

Z1 ion, m/z 167.066 (13C6H9O5
-), the fragment peaks were m/z 105.038 (13C4H5O3

-), 

87.0277 (13C4H3O2
-), and 76.039 (13C3H5O2

-); for the m/z 179.059 (C6H11O6
-), C1 ion, the 

fragment peaks were m/z 161.047 (C6H9O5
-), 143.036 (C6H7O4

-), 131.035 (C5H7O4
-), and 
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113.025 (C5H5O3
-). We utilized the deprotonated β-D-galactopyranosyl-(1→4)-D-13C1-

glucose analyte in which carbon 1 of the reducing end (glucose) was 13C labeled (Scheme 

1) to identify the position from which the carbon atoms were lost in 0,2A2 anion-forming 

reactions. An analogous approach was utilized in the preceding tandem mass 

spectrometry experiments on the MaXis plus. The abundances of the photofragments and 

their corresponding precursors were recorded as a function of the IR wavelength to derive 

the IR action spectra where the IRMPD efficiency is plotted against the photon energy. 

Both the IR FEL power variation and wavelength are monitored online while recording 

the IRMPD spectrum. For this purpose, a small fraction of the IR beam is directed 

towards a power meter. A second power meter is used to record the IR absorption 

spectrum of a polystyrene film using a second fraction of the IR FEL beam. As a result, 

at each wavelength during the scan, relative power, polystyrene absorption, and a mass 

spectrum are simultaneously recorded. Wavelength and power corrections can thus be 

made during the data treatment. 

3.4 Theoretical Methods 

Simulations were performed to enable effective characterization of the potential 

energy surface of glycan analytes. Initial candidate structures for lactose, as well as 

multiple potential fragment ions, were systemically generated via the tool Fafoom[72–

74], a genetic algorithm. The structures were optimized using the MMFF94 Force 

Field.[75–79] This approach samples a wide range of ring structures incorporating 

multiple chair, boat, and skew forms enabling thorough interrogation of the potential 

energy surface. i.e., not just 4C1-type structures. Geometry optimizations of the resulting 
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candidate conformations were performed with the Gaussian 09 software package[80] at 

the B3LYP/6-31G(d)[81], then M06-2X/6-31++G(d,p)[46] levels of theory. Degenerate 

structures were removed at each stage, and the non-degenerate structures were further 

optimized at the B3LYP/6-311++G(2d,2p) level of theory with single point calculations 

performed at the M06-2X/6-311++G(2d,2p), MP2/6-311++G(2d,2p), and M06-2X/aug-

cc-pVDZ levels of theory to assess energetic variability as a function of model and basis 

set. Additional, targeted manual adjustment and supplementation of the structural pool 

analyzed were performed as necessary, to ensure chemically relevant species are not 

being neglected. Density functional theory calculations of minima, transition structures, 

product ions and neutrals present on each potential reaction pathway were performed at 

the M06-2X/6-31++G(d,p) level of theory. Multiple transition structures (TSs) were 

calculated for each potential pathway. Minima and TSs were tested by vibrational 

analysis (all real frequencies or 1 imaginary frequency, respectively). The potential 

energy surface generated combined the zero-point energy correction (ZPE) to the 

electronic energy (Eel, 0 K) for improved accuracy (ΔEel+ZPE,0K). The related, standard 

enthalpy (ΔH298), Gibbs free energy (ΔG298), and entropy (ΔS298) corrections to 298 K 

were also determined. The reaction pathway through each TS was determined by intrinsic 

reaction coordinate (IRC) calculations with up to 10 steps in each direction. The 

terminating points of these calculations (one on the product-side, one on the reactant-

side) were then optimized further to determine which minima were connected to each TS. 

Calculated B3LYP/6-311++G(2d,2p) vibrational frequencies were utilized for 

comparisons with the experimental “action” IR spectroscopy spectra. A scaling factor of 
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0.967 was utilized for the vibrational frequencies. A 12 cm-1 full width at half maximum 

Lorentzian line shape was employed for comparison to the experimental spectra. 

3.5 Results and Discussion 

3.5.1 Tandem Mass Spectrometry of [Lactose-H]- 

Our regioselectively labelled mass spectra of deprotonated β-D-galactopyranosyl-

(1→4)-D-13C6-glucose anions (nominal m/z 347, 13C6C6H21O11
-) support primary cleavage 

of the glycosidic bond adjacent to the reducing end (glucose) of deprotonated lactose 

(Figure 3-1, Figure 3S1, Scheme 3-1); the C1-Z1 reaction. The Z1 ion (13C6H9O5
-, nominal 

m/z 167) is the most prevalent fragment followed by the C1 ion (C6H11O6
-, m/z 179). 

Additional peaks corresponding to reactions involving ring-opening and C-C bond 

cleavage follow (m/z 285, 0,2A2, 
13C4C6H17O9

- and m/z 267, 0,2A2-H2O, 13C4C6H15O8
-). 

When the deprotonated β-D-galactopyranosyl-(1→4)-D-13C1-glucose analyte (m/z 342, 

13C1C11H21O11
-) in which carbon 1 of the reducing end (glucose) is a 13C (Scheme 1) was 

instead isolated then fragmented (Figure 3-1b), the Z1 peak shifted by 1 u (13C1C5H9O5
-, 

m/z 162) while the C1 ion (C6H11O6
-, m/z 179) peak did not shift relative to the unlabeled 

analyte spectrum (Figure 3-1a). This is entirely consistent with the preceding data. For 

the cross-ring cleavage products (0,2A2 and 0,2A2-H2O) there are no shifts in m/z relative to 

the unlabeled (m/z 341, C12O11H21
-) precursor and the deprotonated β-D-

galactopyranosyl-(1→4)-D-13C1-glucose anion (m/z 347, 13C1C11O11H21
-) spectra. The 

resulting anion peaks (m/z 281, 0,2A2, C10H17O9
- and m/z 267, 0,2A2-H2O, C10H15O8

-) 

indicate (Figure 3-1b) loss of 13C1C1H4O2 (61 u) and 13C1C1H6O3 (79 u), respectively. 

These losses must include carbon 1 of the reducing end glucose (Scheme 3-1, Figure 3-
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1b). Lastly, we should note that no substantial B1 or Y1 anion peaks were detected 

providing clear evidence of the comparative lack of competitiveness of cleavage adjacent 

to the galactose residue (B1-Y1 reaction) in comparison to earlier cationized 

analytes.[29,45,46,49] 

 

Figure 3-1: 

 

Example Bruker MaXis plus MS/MS spectra of regular and regioselectively labeled, 

deprotonated lactose (Elaboratory = 6 eV in all cases) 
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3.5.2 Low Energy Structures of [Lactose-H]- 

The lowest energy conformers of [lactose-H]- are predicted to have a proton 

bridged between the galactose C2 oxygen and glucose C3 oxygen (Figure 3S2-3S4). 

Similar to solution phase data, our calculations support both the α- and β-glucose 

pyranose forms being substantially more energetically favorable than the lowest energy 

ring-open forms (Figure 3S4). The relative energies shift with hydrogen-bonding pattern, 

angle of each glyosidic bond, ring form, and anomericity. Our calculations also sampled 

each of the other sites of potential hydroxyl deprotonation. While not all of these are 

predicted to be energetically competitive, several of the reducing-end hydroxyls produce 

relatively low energy deprotonated forms.  

Comparison between calculated frequencies of the α- and β-glucose pyranose and 

the ring-open isomers for these structures and our experimental data (Figure 3S5) provide 

essentially no ability to discern which structures are likely populated. An extremely broad 

and intense experimental feature was recorded between 900 and 1400 cm-1. Beyond 1400 

cm-1 the spectral complexity is greatly reduced, but so is the apparent strength of the 

bands present underlining some of the inherent difficulties[82–86] in examining such 

systems spectroscopically.  

We note however, that while the spectroscopic data is inconclusive, additional 

structural evidence is available from our MS, MS/MS (Figure 3-1), and theoretical data. 

Our MS/MS data do not support a significant population of the aldehyde, ring-open 

isomer being present. We detect minimal cross-ring fragmentation at low collision 

energies (Figure 3-1, 0,2A2 and 0,2A2-H2O anion peaks, Figure 3S1, Tables 3-1 & 3S1, see 
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discussion in Results and Discussion, Section 3.5.6). This is consistent with data from 

multiple earlier solution-phase experimental approaches which identify the open-chain 

aldehyde form in extremely low concentrations (~0.002%).[87–90] Heating solutions to 

82 ⁰C did result in increased detection of the open-chain aldehyde, but only to a 

concentration of ~0.02%.[87] Even experiments at high pH where solution-phase 

carbohydrate anions are present indicate the overwhelming dominance of the pyranose 

forms.[91] Consequently, if the aldehyde is being formed at all prior to CID, it would 

have to be in the electrospray process. Based on our calculations (Results and Discussion, 

Sections 3.5.3-3.5.6) this should result in substantial fragmentation of the precursor ions 

too. We see no evidence to support this, i.e., no substantial low m/z ion current or cross-

ring fragment peaks present in the initial MS stage.  

3.5.3 Glycosidic Bond Cleavage Reaction Energetics 

The lowest energy transition structures for the C1-Z1 glycosidic bond cleavage 

reactions of [lactose-H]- are predicted to vary with anomeric configuration. Our 

calculations support the predomination of two, related intra-glucose SN2-like mechanisms 

(Scheme 3-2, Figure 3-2, Table 3-1) producing either deprotonated 1,4-anhydroglucose 

or 3,4-anhydroglucose structures (Figure 3S6). The reaction forming 1,4-anhydroglucose 

(Scheme 3-2a, Figure 3-2) is the lowest energy pathway for the β-D-glucose anomeric 

form, requiring at least 156 (154) kJ mol-1, ΔEel+ZPE,0K  (ΔG298K). Following glycosidic 

bond cleavage, an ion-molecule complex of deprotonated β-D-galactose and 

1,4-anhydroglucose is formed. If the complex separates directly, a C1 anion structure can 

be detected. Alternatively, one or more proton transfers can occur within the ion-
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molecule complex prior to separation. The subsequent dissociation will then produce 

either a C1 or Z1 anion depending on which fragment gets neutralized at the end of the 

final proton transfer prior to complex dissociation. Thus, the formation of 

[1,4-anhydroglucose-H]-, Z1 anion structures necessitates abstraction of a proton from the 

neutral 1,4-anhydroglucose prior to complex separation and product detection (Scheme 3-

2a).  
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Scheme 3-2: 

 

The lowest-energy glycosidic bond cleavage pathways of deprotonated lactose. a) 

1,4-anhydroglucose-forming pathway initiated from β-D-galactopyranosyl-(1→4)-β-D-

glucose and b) 3,4-anhydroglucose-forming pathway achievable from both anomeric 

forms. Values in kJ mol-1 ΔEel+ZPE,0K (ΔG298), calculated at the M06-2X/6-31++G(d,p) 

level of theory 

 
 

 

The main alternative C1-Z1 reaction type follows a similar, though more strained 

SN2-like mechanisms to glycosidic bond cleavage (Figure 3S7 & 3S8) resulting in 
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different ion-molecule complexes which comprise a deprotonated β-D-galactose anion 

and 3,4-anhydroglucose (Scheme 3-2b). The relevant glycosidic bond cleavage transition 

structures require at least 175 (172) kJ mol-1, ΔEel+ZPE,0K  (ΔG298K) for the α-glucose 

anomer and 164 (162) kJ mol-1 for the β-glucose anomer to populate (Table 3-1). This 

reflects the additional strain involved in the formation of the 3,4-epoxides (Figures 3S7 

and 3S8). From the ion-molecule complex formed, production of the 

[3,4-anhydroglucose-H]-, Z1 ion structure necessitates the transfer of a proton to the 

deprotonated β-D-galactose anion (Scheme 3-2b) in a manner directly analogous to that 

discussed previously for 1,4-anhydroglucose type Z1 anions. Production of a third family 

of Z1 ion directly from potential ring-open conformers is not supported by our 

calculations as the barriers (221 (215) kJ mol-1) to these reactions are substantially higher 

than either glucopyranose form (Table 3S1).  
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Figure 3-2: 

 

The lowest-energy C1-Z1 transition structure of deprotonated lactose 

(β-D-galactopyranosyl-(1→4)-β-D-Glucose) calculated at the M06-2X/6-31++G(d,p) 

level of theory (a deprotonated 1,4-anhydroglucose-forming TS). Values in kJ mol-1: 

ΔEel+ZPE,0K (ΔG298). The reaction coordinate is illustrated with blue dots 

 
 

 



Table 3-1: 

 

Relative energies of the transition structures of deprotonated lactose (β-D-galactopyranosyl-(1→4)-α-D-Glucose anomer) calculated 

at the M06-2X/6-31++G(d,p) level of theory. The α and β forms are both present but are incapable of interconverting to any 

significant extent prior to fragmentation occurring. The β-anomer Global Minimum is 5.0 (3.6) kJ mol-1, ΔEel+ZPE,0K (ΔG298) above the 

α-anomer  

α-D-Glucose anomer Eel/H Eel+ZPE/H 
ΔEel+ZPE,0K/ 

kJ mol-1 

ΔH298/ 

kJ mol-1 

ΔG298/ 

kJ mol-1 

ΔS298/ 

J K-1 mol-1 

Global Minimum (α) -1297.000619 -1296.637181 0 0 0 0 

C1-Z1 TS 

(3,4-anhydroglucose) 
-1296.932761 -1296.570500 175.1 175.7 172.3 11.4 

C1-Z1 TS      
(3,4-anhydro ring open) 

-1296.909679 -1296.551085 226.0 231.2 218.1 43.7 

Ring opening TS -1296.920038 -1296.562144 197.0 195.8 197.3 -4.9 

0,2A2 formation TS_A -1296.949413 -1296.591725 119.3 124.2 111.4 42.7 

0,2A2 formation TS_B -1296.944470 -1296.591076 121.0 126.6 111.7 53.0 

 

β-D-Glucose anomer Eel/H Eel+ZPE/H 
ΔEel+ZPE,0K/ 

kJ mol-1 

ΔH298/ 

kJ mol-1 

ΔG298/ 

kJ mol-1 

ΔS298/ 

J K-1 mol-1 

Global Minimum (β) -1296.996960 -1296.635278 0 0 0 0 

C1-Z1 TS 

(1,4-anhydroglucose) 
-1296.938463 -1296.575823 156.1 155.8 154.4 4.7 

C1-Z1 TS 

(3,4-anhydroglucose) 
-1296.935448 -1296.572877 163.8 164.5 161.9 8.6 

C1-Z1 TS      

(3,4-anhydro ring open) 
-1296.909679 -1296.551085 221.0 225.2 214.5 35.8 

Ring opening TS -1296.924404 -1296.566837 179.7 177.5 181.7 -14.2 

0,2A2 formation TS_A -1296.949413 -1296.591725 114.3 118.2 107.8 34.7 

0,2A2 formation TS_B -1296.94447 -1296.591076 116.1 120.7 108.1 42.3 



3.5.4 Z1 Structures 

Our Z1 anion infrared action spectrum is shown in Figure 3-3. The lower energy 

features are potentially consistent with the [1,4-anhydroglucose-H]-, Z1 anion structures 

shown in panels a, b, and c (secondary alkoxides) providing some of the ion population 

(Figure 3-3). We note that these 3 rigid, bicyclic structures (Figure 3S6a) cannot 

interconvert or readily ring-open due to the lack of a hemiacetal group. This potential 

assignment is made more based on mechanistic evidence from the TS calculations than 

confidence in the spectroscopic evidence though. Why? Carbohydrate ions typically have 

many bands in this spectral region.[35,58] In the present case, a broad but structured 

absorbance with maxima at 980, 1040, 1150, 1270, and 1430 cm-1 is detected. However, 

potentially the most structurally diagnostic band in the entire spectrum is the one centered 

near 1640 cm-1. i.e., our IRMPD spectrum suggests the presence of a carbonyl stretch 

within the Z1 ion population, so one or more ring-open structure(s) is present (panels e 

and f). Given our earlier statements that argued against direct formation of Z1 anions from 

ring-open precursors and that the predicted [1,4-anhydroglucose-H]- do not ring-open, 

how is this ion being generated? 

Formation of [3,4-anhydroglucose-H]-, Z1 ion structures is predicted to 

predominate from the α-glucose anomer of [lactose-H]-. From this precursor anion, we 

calculated the barrier to ring-opening at the hemiacetal functional group (Scheme 3-3, 

Figure 3S9). These barriers are very low at only 23 (23) kJ mol-1, ΔEel+ZPE,0K (ΔG298). 

This barrier indicates that these structures should be easily accessible under our 

experimental conditions (Scheme 3-3). Furthermore, the ring-open Z1 anions are 

substantially more entropically favorable (ΔS298K  ≥ 23 J mol-1) indicating that this 
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transformation will produce highly favorable product anions as activation level increases 

(Figure 3S6). Together, this interpretation points to distinct populations of Z1 anion 

structures from each of the two anomeric configurations. Analogous proposals have 

recently been advocated for some cationized monosaccharides.47 These findings, if 

general, will have a marked effect in helping explain the earlier tandem mass 

spectrometric findings from the Bendiak and Xia groups.[20,21] 
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Figure 3-3: 

 

Z1 anion (m/z 167.066, 13C6H9O5
-) infrared action spectroscopy spectrum with analytes 

generated from CID of deprotonated β-D-galactopyranosyl-(1→4)-D-13C6-glucose anions 

(m/z 347.129, 13C6C6H21O11
-), compared to the lowest energy structural possibilities with 

frequencies calculated from B3LYP/6-311++G(2d,2p) optimized structures. Panels a-c: 

[1,4-anhydroglucose-H]- structures; panel d: [3,4-anhydro-β-glucose-H]-; panels e and 

f: ring-open 3,4-anhydroglucose; panel g: [3,4-anhydro-α-glucose-H]-. Relative energies 

calculated at the M06-2X/6-31++G(d,p) level of theory. Values in kJ mol-1: ΔEel+ZPE,0K 

(ΔG298) 
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Scheme 3-3: 

 

Ring-opening isomerization of deprotonated 3,4-anhydroglucose Z1 anion structures. 

Values in kJ mol-1, ΔEel+ZPE,0K (ΔG298) calculated at the M06-2X/6-31++G(d,p) level of 

theory 

 
 

Consequently, we are observing the population that emerged from that ion-molecule 

complexes. i.e., at least some kinetic rather than thermodynamic product anion control. In 

terms of which modes are potentially providing the observed IRMPD spectrum, we have: 

The strong features in the ~1180-1220 cm-1 region are consistent with C-O- stretches 

coupled to the C-H and C-O-H bends (symmetric and/or asymmetric); Analogous, lower 

energy, coupled motions between the ring ether and adjacent hydroxyl groups are 

consistent with theoretical bands at ~979, 1008, 1024, 1030, 1035, 1037, and 1053 cm-1; 

Coupled C-CH2-OH bending bands ~1030-1060 cm-1 are also predicted; The region from 

~1090-1170 cm-1 is consistent with primary alkoxide C-O- stretches coupled to C-H 

bends and vibrations; These combined C-H motions from C-(H)C-O- species produce 

strong theoretical absorptions in the 1145-1165 and ~1280 cm-1 ranges. Ring hydroxyl 

(1343, 1367, 1373, 1383 cm-1) and primary hydroxyl (1409, 1418 cm-1) bends provide the 
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remainder of potentially assignable bands for these structures (panels a-c). The 

deprotonated 3,4-anhydroglucopyranose Z1 anions, if present, are predicted to have 

intense hydrogen-bonded hydroxyl bending motions (O-H…..-O-C) at 1438 (α, panel g) 

and 1459 (β, panel d) cm-1. Based on our calculations, the experimental band at 

approximately 1640 cm-1 is consistent with one or more carbonyl stretches in the ring-

open aldehyde isomers (panels e and f).  

An obvious potential problem with the hypothesis that some of the anion population 

is ring-open aldehyde is shown in panels e and f. A strong band is predicted at 1494 cm-1 

in panel e and at 1553 cm-1 in panel f without clear corresponding experimental features. 

Our explanation for this is a combination of the fact that: (1) The majority of the Z1 anion 

population formed is actually represented by panels a-c, due to the low barrier for this 

process and the inability for these product anions to ring-open, and (2) that the 

highlighted bands (1494 cm-1 and 1553 cm-1) correspond to motions (C-O-…..H+…..-O-C) 

up and down rather than back and forth between the two oxygens. These vibrations have 

been shown to result in much broader experimental bands than predicted by all but the 

most sophisticated theoretical approaches[84,86] and for the bands themselves to be 

sensitive to small adjustments in structure.[82–86] Additional support for this hypothesis 

comes from the fact that lactose typically has approximately double the population of 

pyranose β-glucose than α-glucose anomer in solution. Consequently, unless the 

combined MS and theoretical data (Results and Discussion, section 3.5.2) is in error, the 

fragmentation distribution should be substantially biased in favor of the 

[1,4-anhydroglucose-H]-, Z1 anion structures (Scheme 3-2a, Figure 3-2, panels a-c, Table 
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3-1) due to the pyranose β-glucose’s combined relatively large precursor ion population, 

low barrier to fragmentation (156 (154) kJ mol-1), and energetic inability to ring-open 

(180 (182) kJ mol-1) and interconvert (192 (194) kJ mol-1) to the α-glucose form.  

3.5.5 C1 Structures 

Our C1 anion infrared action spectroscopy spectrum is shown in Figure 3-4. 

Consistent with the prior literature58,62 we observe bands above ~1600 cm-1 that are 

unexplainable without consideration of the ring-open isomers. This feature is broad and 

asymmetric, so is more consistent with multiple carbonyl stretches, of differing 

populations rather than a single environment. From multiple deprotonated 

β-D-galactopyranose C1 anion forms we calculated barriers to the formation of ring-open 

conformers. Our calculations indicate that this process requires more energy than for the 

[3,4-anhydroglucose-H]-, Z1 anion structures.  However, this is still only 51 (47) kJ mol-1, 

ΔEel+ZPE,0K (ΔG298) kJ mol-1 and is an entropically favorable process (Figure 3S10). Major 

rearrangements in peptide sequence ions have been detected spectroscopically despite 

similar isomerization barriers.[92–98] This barrier is substantially lower than that 

calculated for ring-opening of [lactose-H]- which required ≥180 kJ mol-1 (Table 3-1), 

indicating that ring-opening should not necessarily be expected to immediately occur for 

larger Cn ions. The β-D-galactopyranose C1 anion forms are enthalpically preferred over 

the ring-open forms (at 298 K). However, the ring-open product ions are hugely 

entropically more favorable (>40 J K-1 mol-1) resulting in Gibbs free energies similar to 

those of the lowest energy deprotonated β-D-galactopyranose forms at 298 K (Figure 
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3S11). In summary, the formation of at least some population of these ring-open 

aldehyde C1 anion structures is likely. 

The ring-open aldehyde C1 anion structures have intense predicted bands between 

~1300 and 1550 cm-1. Our experimental spectrum features a broad band, an unresolved 

band in this energy range centered at ~1400 cm-1. The low energy (<1200 cm-1) part of 

the spectrum is intense, but not diagnostic as theoretical bands are predicted for both 

pyranose and ring-open aldehyde structures (various hydrogen-bonded, primary alkoxide 

C-O- stretches coupled to adjacent O-H bends). Thus, we cannot entirely discard the 

possibility that some of the population is pyranose isomers.  Contrary to this assertion is 

the fact that the least convincing pyranose theoretical spectrum is produced by the lowest 

energy β-D-galactopyranose structure (panel f) in which two, coupled, hydroxyl proton 

oscillations equidistant from the deprotonated primary alkoxide anion are predicted at 

1538 (asymmetric) and 1590 (symmetric) cm-1 for this structure (whereas no substantial 

experimental bands are detected between ~1540-1600 cm-1). However, these protons are 

in nearly identical environments and such environments have been shown to result in 

much broader experimental bands than predicted by all but the most sophisticated 

theoretical approaches[84,86] and for the bands themselves to be sensitive to small 

adjustments in structure.[82–86] In summary the combined mass spectrometric, 

spectroscopic, and theoretical data provides evidence that ring-open, deprotonated 

anhydrogalactose structures can be formed and remain populated on a timescale at least 

that of our spectroscopic measurements.  The deprotonated β-D-galactopyranose anion 

structures are readily formable under our experimental conditions. The ambiguity in the 
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lower energy part of our IR spectrum makes it impossible to rule out populations of these 

isomers though, despite the lack of a band solely diagnostic for the pyranose ring form in 

our experimental range.  
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Figure 3-4: 

 

C1 anion (m/z 179.059, C6H11O6
-) infrared action spectrum with analytes generated from 

CID of deprotonated β-D-galactopyranosyl-(1→4)-D-13C6-glucose anions (m/z 347.129, 
13C6C6H21O11

-), compared to the lowest energy structural possibilities with frequencies 

calculated from B3LYP/6-311++G(2d,2p) optimized structures. Panels a-c: Ring-open 

deprotonated galactose structures; Panels d-f: [β-D-galactose-H]-. Relative energies 

calculated at the M06-2X/6-31++G(d,p) level of theory. Values in kJ mol-1: ΔEel+ZPE,0K 

(ΔG298) 
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3.5.6 Cross-ring Fragmentation Pathways: 0,2A2 Anion Formation  

Lastly, we briefly discuss the cross-ring cleavage reactions of [lactose-H]-. The 

abundance of these fragments was low (Figure 3-1, Figure 3S1) precluding spectroscopic 

investigation. Our calculations predict that this entire process is governed by the ring-

opening reaction with the subsequent cleavage of the C2-C3 bond being substantially less 

energetically demanding (Table 3-1, Scheme 3-4, Figures 3S12 & 3S13). This result is 

consistent with both the lack of 0,2A2 anion peaks at low collision energies experimentally 

and the population of ring-open isomers prior to collisional activation being very small 

(Table 3S1). Were this not the case, 0,2A2 anion peaks would be the most readily formed 

(Table 3-1, Table 3S1). The barrier to ring-opening (≥180 kJ mol-1) is affected by 

anomeric configuration with our calculations indicating the α-anomer required ~17 kJ 

mol-1 more energy to initiate this process (Table 3-1, Figures 3S12 & 3S13). Following 

ring-opening, facile rotations and proton transfers enable cleavage of the C2-C3 bond to 

most readily furnish a dimer of 0,2A2 and trans-1,2-ethendiol (Scheme 3-4, Figures 3S12 

& 3S13). The dimer then separates to yield the detected 0,2A2 anion. Similar to recent 

cationized data[51,52], the ring-opening barrier is found to be entropically disfavored 

(Table 3-1) which likely contributes to this pathway only contributing a minor portion of 

the ion current detected. 
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Scheme 3-4: 

 

The lowest-energy 0,2A2 anion formation pathway of deprotonated lactose 
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3.6 Conclusions 

Our combined experiments and calculations support a mixture of gas-phase ion 

structures comprising the Z1 anion population generated from [lactose-H]-. Evidence for 

ring-open aldehyde C1 anion structures is provided, although some pyranose populations 

could not be discounted. Isomerization barriers between some though not all of the 

product anion forms are extremely low enabling facile interconversion. In contrast to the 

other ring-product structures (both C1 and Z1 types), the Z1 ion structures most readily 

formed from the β-anomers ([1,4-anhydroglucose-H]-) are substantially more stable. This 

is due to the elimination of the hemiacetal functional group during the glycosidic bond 

cleavage process. The ring-opening barriers for [lactose-H]- are predicted to be much 

more substantial than for β-D-galactopyranose anions thereby rate-limiting cross-ring 

cleavage reactions (0,2A2). If true in general, this likely prevents larger Cn (or Ym) anions 

from facilely opening/fragmenting most readily via cross-ring cleavage. Subsequent 

investigations will seek to broaden the size, complexity, and range of functional groups 

present within deprotonated carbohydrate anion analytes to test how general the present 

findings are. 
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3.9 Supporting Information 

Figure 3S1: 

  

Energy-resolved tandem mass spectra of deprotonated lactose-(glucose-13C6). KEY: m/z 

347, [lactose-(glucose-13C6)-H]-; m/z 167, Z1 (
13C6H9O5

-); m/z 179, C1 (C6H11O6
-); m/z 

149, Z1–H2O (13C6H7O4
-); m/z 161, B1 or C1-H2O (C6H9O5

-); m/z 285, 0,2A2 (
13C4C6H17O9

-

); m/z 267, 0,2A2-H2O (13C4C6H15O8
-)  

 

 

 

 

 

 

 

 



149 

 

Figure 3S2:  

 

Relative energies of selected low-energy conformers of deprotonated lactose 

(β-D-galactopyranosyl-(1→4)-α-D-Glucose anomer) calculated at the 

M06-2X/6-31++G(d,p) level of theory. Values in kJ mol-1: ΔEel+ZPE,0K (ΔG298K) 
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Figure 3S3:  

 

Relative energies of selected low-energy conformers of deprotonated lactose 

(β-D-galactopyranosyl-(1→4)-β-D-Glucose anomer) calculated at the 

M06-2X/6-31++G(d,p) level of theory. Values in kJ mol-1: ΔEel+ZPE,0K (ΔG298K). The β-

anomer GM is 5.0 (3.6) kJ mol-1, ΔEel+ZPE,0K (ΔG298) above the α-anomer (Table 3-1) 
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Figure 3S4:  

 

Relative energies of selected low-energy conformers of deprotonated lactose 

(β-D-galactopyranosyl-(1→4)-β-D-Glucose ring-open) calculated at the 

M06-2X/6-31++G(d,p) level of theory. Values in kJ mol-1: ΔEel+ZPE,0K (ΔG298K). The ring-

open GM is 32.1 (28.1) kJ mol-1, ΔEel+ZPE,0K (ΔG298) above the α-anomer (Table 3-1) and 

27.1 (24.5) kJ mol-1 above the β-anomer (Table 3-2) 
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Figure 3S5:  

 

Comparison to the 2 lowest energy structures of deprotonated β-D-galactopyranosyl-

(1→4)-D-glucose (m/z 341.12 (C12H21O11
-)) with frequencies calculated from B3LYP/6-

311++G(2d,2p) optimized structures. Panels a and b are ring-open forms, panels c and d 

β-glucose anomers, while panels e and f are α-glucose forms. Relative energies 

calculated at the M06-2X/6-31++G(d,p) level of theory. Values in kJ mol-1: ΔEel+ZPE,0K 

(ΔG298K) and are normalized to the α-glucose forms. Structural changes between the 2 

levels of theory are negligible 
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Figure 3S6:  

 

Selected Z1 anion low-energy conformers calculated at the M06-2X/6-31++G(d,p) level 

of theory. a) deprotonated 1,4-anhydroglucose structures, [1,4-anhydroglucose-H]-; b) 

deprotonated 3,4-anhydroglucose, [3,4-anhydro-β-glucose-H]-; c) deprotonated 

3,4-anhydroglucose [3,4-anhydro-α-glucose-H]-; d) deprotonated, ring-open aldehyde 

isomers. Values in kJ mol-1: ΔEel+ZPE,0K (ΔG298K) 



Table 3S1:  

 

Relative energies of the transition structures of deprotonated lactose (β-D-galactopyranosyl-(1→4)-D-Glucose ring-open) calculated 

at the M06-2X/6-31++G(d,p) level of theory. The ring-open GM is 32.1 kJ mol-1 (ΔEel+ZPE,0K) above the α-anomer (Table 3-1) 

 

 

 

 

 

Minima and TSs Eel/H Eel+ZPE/H 
ΔEel+ZPE,0K/ 

kJ mol-1 

ΔH298/ 

kJ mol-1 

ΔG298/ 

kJ mol-1 

ΔS298/ 

J K-1 mol-1
 

GM -1296.986125 -1296.624955 0 0 0 0 

C1-Z1 TS_1  -1296.909679 -1296.551085 193.9 196.5 190.0 21.8 

C1-Z1 TS_2 -1296.908922 -1296.550436 195.6 198.7 190.1 28.8 

0,2A2 formation TS_1 -1296.949413 -1296.591725 87.2 89.5 83.3 20.7 

0,2A2 formation TS_2 -1296.94447 -1296.591076 88.9 92.0 83.5 28.3 

Ring-forming TS (α) -1296.920038 -1296.562144 164.9 161.1 169.1 -26.8 

Ring-forming TS (β) -1296.924404 -1296.566837 152.6 148.7 157.2 -28.2 



Figure 3S7:  

 

The higher-energy 3,4-anhydroglucose-forming C1-Z1 transition structures of 

deprotonated lactose (β-D-galactopyranosyl-(1→4)-β-D-Glucose) calculated at the 

M06-2X/6-31++G(d,p) level of theory. Values in kJ mol-1: ΔEel+ZPE,0K (ΔG298K). The 

reaction coordinate is illustrated with blue dots 
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Figure 3S8:  

 

The lowest-energy 3,4-anhydroglucose-forming C1-Z1 transition structure of 

deprotonated lactose (β-D-galactopyranosyl-(1→4)-α-D-Glucose) calculated at the 

M06-2X/6-31++G(d,p) level of theory. Values in kJ mol-1: ΔEel+ZPE,0K (ΔG298K). The 

reaction coordinate is illustrated with blue dots 
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Figure 3S9:  

 

The low-energy Z1-ring-opening isomerization transition structures generated from of the 

a) deprotonated 3,4-anhydro-α-glucose anion and b) deprotonated 3,4-anhydro-β-

glucose anion structures. Relative energies calculated at the M06-2X/6-31++G(d,p) level 

of theory. Values in kJ mol-1: ΔEel+ZPE,0K (ΔG298K). The reaction coordinate is illustrated 

with blue dots 
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Figure 3S10:  

 

The low-energy C1-ring-opening isomerization transition structures generated from the 

deprotonated β-D-galactopyranose anion structures. Relative energies calculated at the 

M06-2X/6-31++G(d,p) level of theory. Values in kJ mol-1: ΔEel+ZPE,0K (ΔG298K). The 

reaction coordinate is illustrated with blue dots 
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Figure 3S11:  

 

Selected C1 anion low-energy conformers calculated at the M06-2X/6-31++G(d,p) level 

of theory. a) deprotonated β-D-galactose C1 structures, [β-D-galactose-H]-; b) 

deprotonated, ring-open aldehyde C1 structures. Values in kJ mol-1: ΔEel+ZPE,0K (ΔG298K) 
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Figure 3S12:  

 

The lowest-energy 0,2A2-forming transition structures of deprotonated lactose 

(β-D-galactopyranosyl-(1→4)-α-D-Glucose) calculated at the M06-2X/6-31++G(d,p) 

level of theory. a) ring-opening TS; b) 0,2A2 formation TS_A. Values in kJ mol-1: 

ΔEel+ZPE,0K (ΔG298K). The reaction coordinate is illustrated with blue dots 
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Figure 3S13:  

 

The lowest-energy 0,2A2-forming transition structures of deprotonated lactose 

(β-D-galactopyranosyl-(1→4)-β-D-Glucose) calculated at the M06-2X/6-31++G(d,p) 

level of theory. a) ring-opening TS; b) 0,2A2 formation TS_A. Values in kJ mol-1: 

ΔEel+ZPE,0K (ΔG298K). The reaction coordinate is illustrated with blue dots 
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4.1 Abstract  

We present cryogenic infrared spectra of sodiated β-cyclodextrin [β-CD+Na]+, a 

common cyclic oligosaccharide, and its main dissociation products upon collision-

induced dissociation (CID). We characterize the parent ions using high-resolution ion 

mobility spectrometry and cryogenic infrared action spectroscopy, while the fragments 

are characterized by their mass and cryogenic infrared spectra. We observe sodium-

cationized fragments that differ in mass by 162 u, corresponding to Bn/Zm ions. For the 

m/z 347 product ion, electronic structure calculations are consistent with the formation of 

the lowest energy 2-ketone B2 ion structure. For the m/z 509 product ion, both the 

calculated 2-ketone B3 and the Z3 structures show similarities with the experimental 

spectrum. The theoretical structures most consistent with the spectrum of the m/z 671 

https://doi.org/10.1039/D1CP01058A
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ions is a slightly higher energy 2-ketone B4 structure. Overall, the data suggest a 

consistent formation mechanism for all the observed fragments. 

4.2 Introduction 

The synthesis and biomedical applications of large cyclic molecular systems have 

received growing attention, mainly due to their ability to bind selectively to substrates 

based on non-covalent interactions.[1] Crown ethers are arguably the most popular and 

best-investigated host molecules for complexing metal ions and are widely used in 

organic and supramolecular chemistry.[2, 3] Cyclic oligosaccharides occur both naturally 

and synthetically, and they share similar properties with crown ethers in being able to act 

as a host for metal cations, organometallic complexes, and biologically relevant 

molecules.[4] Among the advantages of these compounds is their relative ease of 

derivatization, allowing for a suitable functional group to be attached to the cyclic 

oligosaccharide, which can alter their affinity to a certain enantiomer and thus make them 

good chiral selectors. This is of great interest in separation techniques such as liquid 

chromatography and capillary electrophoreses.[5, 6] 

The best-known cyclic oligosaccharides are cyclodextrins (CDs), which are 

produced enzymatically from starch and occur in three different configurations: ⍺, β, and 

𝛾, made up of 6, 7, and 8 D-glucopyranose units, respectively, and linked together by ⍺-

(1-4) glycosidic bonds.[7] The non-toxicity and inexpensive synthesis of cyclodextrins 

has made them the molecules of choice for many applications including drug delivery, 

cosmetics, and food processing.[8-11] Very recently, a modified β-CD has been shown to 

have broad-spectrum anti-viral properties, including against herpes and Zika.[12]  
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The properties of cyclodextrins arise from their unique conical cylindrical structure, with 

the hydroxyls pointing outwards while the glycosidic oxygens and the hydrogens line the 

interior,[13] leading to a hydrophobic zone inside the cylinder, and a hydrophilic zone on 

the exterior. This allows CDs to form complexes with a wide variety of compounds, 

ranging from nonpolar molecules that are captured in the hydrophobic cavity, to polar 

molecules and ions which preferentially interact with the outer polar surface. Because of 

this feature, cyclodextrins are water-soluble and can be used to bring poorly soluble 

compounds into aqueous solution by enclosing them in their hydrophobic cavity. For β-

CD, the C2 and C3 hydroxyls form a complete hydrogen-bonded network on the wide 

rim, while the C6 hydroxyls form a separate network on the narrow rim, resulting in a 

rigid structure (Figure 4-1).[14] 

 

Figure 4-1: 

 

Schematic representation of β-cyclodextrin, with its conical structure represented on the 

right. The carbon atoms connected to the hydroxyls are labeled C2, C3, and C6 for one 

glucose unit 
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Complexation of CDs with guest molecules and ions can distort these structures. 

It is therefore important to identify these subtle structural details and determine how they 

affect the physicochemical and biological properties of these species.  For this purpose, 

techniques are needed that can isolate, control and probe molecules. Tandem mass 

spectrometry (MSn)  coupled with soft-ionization techniques, such as electrospray 

ionization (ESI) and matrix-assisted laser desorption (MALDI), has emerged as a key 

tool to investigate large molecules and complexes.[15] Mass spectrometry has thus been 

used to study many properties of cyclodextrins, including their host-guest interaction with 

various organic molecules, their binding selectivity with different metal cations, and their 

fragmentation patterns in the gas phase.[16-21] MS coupled to collision-induced 

dissociation (CID) is often used in biomedical and pharmaceutical contexts to reconstruct 

the primary structure and binding characteristics of complexed and functionalized CDs. 

For instance, fragmentation spectra can help determine the chirality of target analytes 

present in CD-based host-guest complexes,[22,23] as well as identify regioisomers of 

functionalized CDs.[20] Furthermore, studies that use CDs to promote or catalyze the 

synthesis of biodegradable products rely on CID-MS studies to determine the number and 

structural arrangement of derivative host units attached to the CD guest and consequently 

optimize the synthetic strategy.[24,25] The homomolecular nature of cyclodextrins 

makes them interesting models for CID studies because they are limited to three types of 

fragmentation: B/Y, C/Z, and cross-ring fragmentation.[26] Fragmentation of β-CD–

metal cation complexes by CID has primarily shown a series of product cations separated 

by 162 u, which corresponds to a dehydrated glucose unit that requires fragmentation of 
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two glycosidic linkages.[26-28] In addition, other cross-ring fragmentation channels have 

been observed, especially for anions.[29]  

Despite being a powerful tool for fragmentation analysis, MS alone is unable to 

provide all desirable isomer-specific information, such as preferential isomer formation 

upon reaction or fragmentation. In the case of cationized cyclodextrins, MS studies have 

been unable to address whether CID preferentially forms Bn or Zm ions. However, the 

addition of a vibrational spectroscopy dimension to MS can help identify structural 

details of CID fragments. While vibrational spectroscopy of ions in mass spectrometers 

dates back to the early ‘80’s from the work of Beauchamp and coworkers,[30, 31] the 

development of user-friendly infrared lasers has resulted in the reemergence of infrared 

(IR) action spectroscopy as a structural probe for gas-phase ions, including biomolecular 

ions.[32-35] Our group has recently demonstrated that cryogenic IR spectroscopy 

coupled with ion mobility spectrometry (IMS) can identify various isomeric glycans 

ranging from monosaccharides to nine-membered N-glycans.[36-39] In a very recent 

study we have been able to identify anomeric CID fragments from single glycans by their 

IR spectra.[40] The advantage of measuring spectra of cryogenically cooled ions is that it 

greatly reduces thermal inhomogeneous broadening, resulting in significantly enhanced 

spectral resolution, which is particularly important for the analysis of large molecules 

possessing inherently congested spectra.[33] 

Here we investigate the CID products of sodiated β-CD using cryogenic IR 

spectroscopy. Understanding which fragmentation pathway(s) is (are) responsible for 
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product ions will provide insight into potential dissociation mechanisms of 

oligosaccharides which, until now, remain only partially understood. 

4.3 Methods 

4.3.1 Experimental Details 

To explore the fragmentation characteristics and corresponding structural 

signatures of [-CD+Na]+, tandem mass spectrometry, collision-induced dissociation and 

laser spectroscopy are combined in a homebuilt instrument, schematically depicted in 

Figure 4-2, the details of which have been previously reported.[41] 

 

Figure 4-2: 

 

Schematic representation of the experimental setup to obtain IR spectra of mass selected 

CID fragments under cryogenic conditions. Pressures, in mbar, are indicated in brackets 

for each differentially pumped section. The bottom left inset illustrates the principle of 

messenger tagging spectroscopy  
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-Cyclodextrin (purchased from Sigma Aldrich and used with no further 

purification) was dissolved in a water-methanol (1:1) mixture at 0.1 mM concentration, 

complexed to the group I cations, and introduced into the gas phase via nano-electrospray 

(nESI). In the case of sodiated -CD cations, the electrosprayed ions were radially 

confined in an RF ion funnel at ~1 mbar before being accelerated through a potential 

difference of ∼240 V into a hexapole ion trap at a pressure of 10-2 mbar, creating 

fragments via CID. The trapped precursor ions and their fragments were then extracted as 

100 s pulses at 10 Hz and passed through a quadrupole mass filter, where ions of a 

designated m/z range are selected. The transmitted ions were subsequently guided 

through two electrostatic benders and an octupole ion guide before being focused into a 

linear octupole ion trap that is cooled by a closed-cycle cryocooler (SHI Cryogenics). 

Upon entering the trap, the ions are thermalized through collisions with a He/N2 buffer 

gas mixture (90:10) that was previously introduced as 250-350 s pulses and pre-cooled 

to the temperature of the copper trap housing. The trap temperature was held at 50-60K 

using a resistive heater attached to the copper housing to avoid condensation of N2. To 

obtain single-photon infrared spectra at cryogenic conditions, the target ions were 

“tagged” by forming weakly bound complexes with N2. The trapped messenger-tagged 

species were then irradiated with IR light from a pulsed tunable optical parametric 

oscillator (OPO, LaserVision). In the event of resonant absorption, the vibrational energy 

rapidly redistributes within the molecule, thereby detaching the weakly-bound N2 tag. All 

the ions were then extracted from the trap and passed through a second quadrupole mass 

filter where they were detected using a Channeltron. By selecting the m/z associated with 
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the messenger-tagged target ion and monitoring its depletion as a function of laser 

wavenumber in a laser on–off experiment, cryogenic infrared action spectra were 

obtained. These spectra were normalized to the OPO power, which slightly varies over 

the wavelength range of the scan. 

To investigate whether multiple isomers coexist in the gas phase for the studied 

species, analogous solutions of sodiated β-CD and ⍺-CD were electrosprayed into a 

recently developed ultrahigh-resolution ion mobility spectrometer attached to a cryogenic 

trap and a time-of-flight mass spectrometer.[42] The ion mobility device allows for 

separation path lengths of over 10 meters and has demonstrated the ability to separate 

structurally analogous saccharide anomers. Thus, structural differences arising from 

differing hydrogen bonding arrangements, ring deformations (chair, boat, skew), and sites 

of sodiation should be well resolved. 

4.3.2 Computational Approach 

To understand the formation mechanism and structure of the observed fragments, 

theoretical simulations were carried out on the three smallest fragment ions. As 

previously,[43-46] simulations were performed using the genetic algorithm tool 

Fafoom[47, 48] to enable effective characterization of the potential energy surface. The 

structures were optimized using the MMFF94 force field.[49-53] This approach samples 

a wide range of ring structures incorporating multiple chair, boat, and skew forms, 

enabling a thorough interrogation of the potential energy surface. All oxygen sites had 

sodium cations added using custom scripts to generate starting points for the calculations. 

Geometry optimizations of the resulting candidate conformations were performed with 
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the Gaussian 09 software package[54] at the HF/3-21G, B3LYP/6-31G(d), and B3LYP/6-

31+G(d,p) levels of theory.[55-57]  For the putative charged fragments of the largest 

species with m/z 671, a combination of a preliminary PM6 optimization with a HF/3-21G 

single point energy calculation was performed prior to the aforementioned series of 

calculations. Degenerate structures were removed at each stage, and only the most 

competitive non-degenerate structures were optimized at each successively realistic level 

of theory.  Additional, targeted manual adjustment and supplementation of the structural 

pool analyzed were performed to reduce the chance that chemically relevant species had 

been neglected. Subsequent simulations utilizing the CREST package,[58-60] which 

systemically places a sodium ion at each lone pair of the molecule, with subsequent 

molecular dynamics using a semiempirical engine followed by B3LYP/6-31G(d) and 

B3LYP/6-31+G(d,p) calculations broadened the pool of low (and high) energy candidate 

structures but failed to generate new global minima. All minima were tested by 

vibrational analysis (all real frequencies). The potential energy surface generated 

combined the zero-point energy correction (ZPE) to the electronic energy (Eel, 0 K) for 

improved accuracy (ΔEel+ZPE,0K). The related, standard enthalpy (ΔH298K), Gibbs free 

energy (ΔG298K), and entropy (ΔS298K) corrections to 298 K were also determined. 

Calculated B3LYP/6-31+G(d,p) vibrational frequencies were utilized for comparisons 

with the experimental spectra. A scaling factor of 0.955 was used for all vibrational 

frequencies and a 5 cm-1 full width at half maximum Lorentzian line shape was employed 

for comparison to the experimental spectra. Targeted single-point calculations at the 

M06-2X, and B97X-D levels of theory were also performed on the selected minimum 
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energy structures to help address variability. Subsequent targeted M06-2X and B97X-D 

optimizations and frequency calculations with 6-31+G(d,p) basis sets on m/z 671 

candidates were consistent with the B3LYP data. 

4.4 Results and Discussion 

4.4.1 CID mass spectrum 

Figure 4-3 presents mass spectra of sodiated β-CD under largely non-dissociative 

conditions (a) and CID conditions (b). The spectrum in Figure 3(b) exhibits the [-

CD+Na]+ precursor ion mass at m/z 1157, as well as a sequence of lower mass peaks at 

m/z 995, 833, 671, 509 and 347. 

 

Figure 4-3: 

 

CID-MS of sodiated -CD and its fragments, carried out with a potential difference of 

100 V (a) and 240 V (b) in our tandem mass spectrometer. Consecutive loss of 162 m/z is 

observed from the parent at 240 V, while no fragments are observed at  

100 V 
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This series indicates spacings of 162 u, a fragment moiety that has been 

previously observed[20, 27] and corresponds to a singly charged, dehydrated glucose 

monosaccharide. Detection and analysis of the monomeric dehydrated glucose fragment 

at m/z 185 was not attempted, mainly due to the increased number of overlapping ions in 

the low mass range. A minor peak at m/z 893 corresponds to the loss of 264 mass units 

and is ascribed to a minor cross-ring fragmentation process also observed in previous 

investigations.[27, 29] The masses corresponding to the three- and four-glucose unit 

fragments (m/z 509 and m/z 671) appear as the most intense CID products, whereas the 

formation of two- and six-residue fragments appear with much lower intensity.  

It is difficult to determine whether the fragmentation occurs in a sequential or 

simultaneous manner. However, similar peaks and relative intensities are produced in a 

commercial time-of-flight (ToF) spectrometer (Waters Q-Tof Premier, Figure 4S1) and 

our home-built instrument. To further investigate this, a series of CID experiments at 

increasing collision energies were performed on the Q-Tof, and all the main fragments 

appeared at the same energy threshold, providing no evidence for a sequential process 

(see Figure 4S2). 

4.4.2 Ion mobility and cryogenic IR action spectra of sodiated -CD and -CD 

Precursor [-CD+Na]+ ions can adopt different conformations depending on the 

relative orientation of the OH groups at both the narrow and wide rims of the conical 

cylindrical structure (Figure 4-1). The relative orientation of these donor-acceptor 

hydrogen bonding networks at both edges of the molecule can potentially lead to four 

different combinations, depending on whether the hydrogen bonding pattern is clockwise 
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(cw) or counter-clockwise (cc): cc-cc, cc-cw, cw-cc, and cw-cw.[61] Distortion of these 

symmetric conformations through the inclusion of Na+ might significantly increase the 

number of conformers. To evaluate whether electrosprayed [-CD+Na]+ ions form a 

distribution of conformers, additional experiments were carried out using a recently 

designed instrument that combines ultrahigh-resolution traveling-wave ion mobility 

spectrometry (IMS) using structures for lossless ion manipulation (SLIM),[62, 63] with 

cryogenic infrared spectroscopy to provide isomer-specific structural identification of 

complex molecules.[42] A schematic representation of this instrument is shown in Figure 

4S3. In this work, sodiated -CD was cycled through the IMS section of this apparatus 

over a total length of ~17 meters, which is sufficient to separate small structural 

differences.[39] However as shown in Figure 4-4(b), only one primary, a well-resolved 

peak was observed in the arrival time distribution (ATD) under these conditions. A 

similar experiment on the six-member cyclic structure [⍺-CD+Na]+ also reveals a single 

peak in the ATD (Figure 4-4(a)). These results can be potentially interpreted in three 

ways: (1) the monomodal ATDs demonstrate the presence of a single, stable gas-phase 

conformer for both sodiated ⍺- and -CD; (2) both cyclodextrins consist of multiple 

stable conformers (with different relative orientations of the hydrogen bonding networks, 

or different coordination number between the Na+ and CD, for example) that are so 

structurally similar that they cannot be separated using our SLIM-IMS device; or (3) the 

monomodal ATD results from multiple conformers that rapidly interconvert. 
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Figure 4-4: 

 

Arrival times of [α-CD+Na]+
 (a) and [-CD+Na]+

 (b) and their corresponding 

cryogenic IR spectra.  Note that the fast ATD peak in the left panels of (a) and (b) 

corresponds to doubly charged dimers of the corresponding cyclodextrins that cannot be 

discriminated by our quadrupole mass filter and are propelled faster through the IMS 

buffer gas due to their doubly charged character 

 

 

 

Option (3) appears highly unlikely, given the rigid geometry of both sodiated -

CD and -CD and the consequent significant strain associated with the concerted 

rearrangement of the hydrogen-bonded hydroxyl groups.  We cannot completely rule out 

the possibility of (2), that structurally similar [⍺-CD+Na]+ or [-CD+Na]+ conformers are 

present within the same ATD peak. Structural changes resulting from different 

coordination numbers of the sodium cation will likely lead to structural distortions easily 

resolved by our ion mobility device.  Even if two or more cyclodextrin conformers would 

have such similar CCS that our SLIM-IMS is unable to resolve them, corresponding 

calculations would also not be able to reproduce the slight difference in CCS, as the 
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resolution of our IMS instrument exceeds the accuracy of such calculations.  As 

discussed more fully below, cryogenic IR spectroscopy is highly sensitive to structural 

differences, and the number of bands in each of the spectra of Figure 4-4 is consistent 

with the presence of single conformers.  Thus, the most straightforward conclusion from 

the data of Figure 4-4 is that both sodiated − and -CD exist as single conformers in the 

gas phase. 

The cryogenic IR spectra corresponding to the monomodal ATD distributions of 

sodiated - and -CD is shown in Figure 4-4 were obtained by gating the monomer ATD 

peak, storing and tagging the corresponding ions in a cryogenic ion trap, and monitoring 

the depletion of tagged species as a function of IR wavenumber using a ToF 

spectrometer. Both IR spectra show similarities, with three distinct regions of IR 

transitions representing three types of OH oscillators. The lowest energy range of the 

spectra (3330-3450 cm-1) exhibits broad bands for both [⍺-CD+Na]+ and [-CD+Na]+. 

The [⍺-CD+Na]+ spectrum presents a slightly asymmetric feature at 3375 cm-1, while the 

spectrum of [-CD+Na]+  shows three distinct bands with maxima at 3355, 3395, and 

3410 cm-1. Previous theoretical studies on neutral and metal-complexed CDs predict a 

tight hydrogen-bonded network between the C6 hydroxyls on the narrow rim and find 

that Na+ and other metal cations preferentially coordinate with these hydroxyls.[64-67] 

Additional cryogenic IR spectra of -CD complexed to other group I metal cations 

(Figure 4-5) demonstrate that the ionic radius strongly affects the bands below 3450 cm-1. 

The IR spectra in this wavenumber region show three major bands for all complexed -

CD cations, whereas only the complexes with Cs+ and Rb+ show significant spectral 
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similarity. These experimental findings support the notion that the C6 hydroxyls are 

binding sites for the metal cations, but also hint at the formation of additional hydrogen 

bonding networks between these C6 OHs, which vary in number and strength depending 

on the complexed metal cation. For instance, the small Li+ will be complexed by a 

reduced amount of C6 O-atoms, thus likely promoting one or more strong hydrogen 

bonds between the hydroxyls undergoing metal complexation and other neighboring free 

C6 OHs. Such a strong hydrogen bond could be the reason for the broad low energy band 

centered at 3225 cm-1, which is only present in the IR spectrum of [-CD-Li]+. In contrast 

to the lithium case, the large radii Cs+ and Rb+ cations will be complexed by many of the 

seven C6 hydroxyl groups of -CD, preventing the strong hydrogen bonds predicted for 

the Li+ complex. These symmetry considerations agree with the theoretical predictions of 

Gamez and coworkers, which find a trivalent coordination of the C6 hydroxyls for the [α-

CD-Li]+ complex, whereas the lowest energy [α-CD-Cs]+ complex consists of five C6 

Oxygens binding to the metal cation.[67] Based on these arguments, an even stronger 

symmetric complexation could be inferred from the [⍺-CD-Na]+ spectrum (Figure 4(a)), 

where the presence of one single transition centered at 3370 cm-1 plausibly arises from a 

structural arrangement with the C6 hydroxyls binding to the metal cation, leading to a 

network of concerted hydrogen bonds. In contrast, the low energy spectral region in 

sodiated -CD hints at a more asymmetric binding pattern to the metal cation. 
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Figure 4-5: 

 

Cryogenic IR spectra of -CD complexed with group I cations. The two marked areas 

denote the transitions associated to the C2 and C3 OH oscillators 

 
 

 

The differences between sodiated - and -CD in this spectral region can be thus 

attributed to different sodium binding patterns and consequent symmetry distortions of 

the two molecules. In summary, we assign these low energy transitions to the C6 

hydroxyl stretch vibrations and associate the differences in this region to the number of 

metal-binding C6 hydroxyls as well as the resulting strength of additional intramolecular 

hydrogen bonds between these OHs. 

The higher energy part of the spectra shows two groups of narrow transitions in 

the 3450-3550 cm-1 and 3560-3700 cm-1 ranges. Based on the above assignment, these 
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oscillators correspond to the C2 and C3 hydroxyls located on the wider rim. Theoretical 

studies have repeatedly shown that these hydroxyls form a hydrogen-bonded network that 

can adopt two different configurations around the rim (cw and ccw), either with the C3 

hydroxyls hydrogen-bonded to the partially free C2 hydroxyls of the adjacent glucose 

moieties, or the reversed configuration. While these two possible configurations prevent 

us from assigning the groups of IR transitions to specific hydroxyls, the 3450-3550 cm-1 

and 3560-3700 cm-1 transitions correspond to the hydrogen-bonded and partially free 

hydroxyls on the wide rim, respectively. The similarity between sodiated - and -CD in 

these spectral regions further supports that the metal cation does not bind here, but rather 

at the narrow rim. 

4.4.3 Cryogenic IR Spectra of CID Fragments 

Sodiated fragments of [-CD+Na]+ were produced by collision-induced 

dissociation between the ion funnel (IF, Figure 4-2) and the hexapole followed by m/z 

selection in the first quadrupole and storage in the cryogenic trap, where their IR spectra 

were recorded (Figure 4-6(a-f)). These spectra provide well-resolved transitions that can 

be used to help determine the structure(s) of the fragment ions. Note that the IR spectrum 

of the precursor sodiated -CD (Figure 4-6(f)) obtained on the mass spectrometer shown 

in Figure 4-2 is highly consistent with the [-CD+Na]+ spectrum (Figure 4-4(b)) obtained 

using the IMS-MS device (see Figure 4S4). This spectral comparison demonstrates that 

the conformational landscape of sodiated -CD is similar in both instruments. Following 

all the above arguments, we expect that the CID fragments of Figure 4-3(a) are produced 

from a single [-CD+Na]+ conformer. 
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To associate the observed spectroscopic features with a specific structure, 

compositional sampling simulations followed by electronic structure and vibrational 

frequency calculations were performed on the sodiated fragments containing 2, 3, and 4 

residues (m/z 347, 509, and 671, respectively).  

 

Figure 4-6: 

 

Cryogenic IR spectra of the main CID fragments of [-CD+Na]+ (a-e) and the parent ion 

(f). The index n refers to the number of monosaccharides in each fragment 
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The spectra of the 2- and 3-residue sodiated fragments (Figure 4-6(a, b)) exhibit a 

series of well-resolved bands above 3530 cm-1 as well as one band in the 3480-3490 cm-1 

range. Neither spectrum show bands below 3470 cm-1.  In both cases, the observed 

number of transitions match the expected number of OH stretch vibrations if one assumes 

that there is only a single conformer.  The most distinct IR signatures are observed for the 

4-residue fragment (Figure 4-6(c)). The three clumps of well-resolved bands resemble 

the spectral features observed for [α-CD-Na]+ (see Figure 4-4(a)). Synthesis of similar 

cyclic tetrasaccharides has been previously carried out,[68, 69] and very recently the first 

synthesis of a 4-member cyclodextrin was reported.[70] However, both the significant 

strain imposed on the glucose units[71] together with the predicted high barrier to re-

cyclization make the formation of a 4-member cyclodextrin unlikely. Despite this, we 

tested this hypothesis computationally, as discussed below. 

In contrast to the spectra of the smaller fragments, the 5- and 6-residue ions 

(Figure 4-6(d-e)) exhibit a significant number of broad bands at lower wavenumber, 

which are characteristic of hydrogen-bonded OH stretch vibrations. The spectrum of the 

5-residue fragment contains a few weak bands in the 3280-3320 cm-1 range, four strong 

broad features in the 3400-3550 cm-1 range, as well as several weaker transitions at 

higher wavenumber. There are fewer bands for this fragment than the number of OH 

oscillators, indicating that some bands overlap. The 6-residue fragment (Figure 4-6(e)) 

exhibits a less resolved IR spectrum, with overlapping bands across the entire range 

between 3360-3630 cm-1. Comparing the n=6 fragment to the isomeric [α-CD-Na]+ 

(Figure 4-4(a)) reveals a difference in the number, position, and breadth of the bands, 
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which may reflect the difference between a more symmetric, rigid, cyclic structure and an 

open, asymmetric one. The spectroscopic differences between the n=6 fragment and [-

CD+Na]+ thus imply the presence of a substantial energy barrier to re-cyclization of the 

CID fragment. Rather, one (or several) open fragment structure(s) must be stabilized and 

kinetically trapped in its (their) potential minimum (minima) through collisional cooling. 

4.4.4 Comparison with Theory 

Simulations of the 2-, 3-, and 4-residue fragments resulted in a significant number 

of low-energy conformations. For the 2- and 3-residue fragments, simulations predict 

four distinct types of energetically stable structures (Scheme 4-1), with an additional 

cyclic form found for the 4-residue dissociation product.  

 

Scheme 4-1: 

 

Putative ion structure types potentially formed from [-CD+Na]+, illustrated for the 2-

residue, m/z 347 species: (a) 2-ketone B2; (b) 1,6-anhydro B2; (c) 1,2-anhydro B2; and 

(d) Z2 ion 
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Three of the four fragments are B ions, while the remaining fragment species is a 

product of a Z-type fragmentation. Our B3LYP data support 2-ketone B-type 

fragments[43, 44, 72, 73] as the lowest energy structures. The mechanistically less likely 

to be formed 1,6-anhydro B ion structure[45, 74] is next followed by the epoxide 1,2-

andydro structures, which are consistently least energetically favorable (≥85 kJ mol-1).  

The Z fragments are predicted to be 10-20 kJ mol-1 higher in energy than the 2-ketone B 

ion structures. Large basis set M06-2X and b97X-D single-point calculations predict 

the 2-ketone and 1,6-anhydro terminated B ion structures and the Z ion structures to be of 

similar relative energy. All levels of theory substantially disfavor the strained 1,2-

anhydro terminated B ion structures.  The lowest energy structures of each type of 

fragment are shown in Figures 4S5, 4S6, and 4S7 of the Supporting Information, and the 

corresponding relative energies are indicated in Table 4S1.  
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Figure 4-7: 

 

Comparison between the experimental (top) and simulated IR spectra for the m/z 347 

fragment. (a) represents the ketone, (b) the 1-6 anhydro, (c) the 1-2 anhydro and (d) the 

Z fragment structures 
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For the 2-residue fragment (m/z 347), Figure 4-7 depicts the comparison between 

the experimental spectrum and the IR transitions calculated for the lowest energy B2 and 

Z2 ion structures.  This result strongly suggests the formation of a 2-ketone B2 ion 

structure (Figure 4-6a).  Consequently, we assign: (1) the ~3485 cm-1 band to the 

symmetric O-H stretch of the carbon 3 hydroxyl of residue 2, H-bonded to the adjacent 

ketone oxygen and the O-H of the carbon 2 hydroxyl of residue 1 (also H-bonded); (2) 

the 3556 cm-1 band to the asymmetric stretch of the same hydroxyl groups; (3) the 3620  

cm-1 band to the carbon 4 hydroxyl of residue 1, O-H stretch; (4) the 3630 cm-1 band to 

the carbon 3 hydroxyl of residue 1, O-H stretch; (5) the 3636 cm-1 band to the carbon 6 

primary hydroxyl of residue 2, O-H stretch; and (6) the 3683 cm-1 band to the carbon 6 

primary hydroxyl of residue 1, free O-H stretch. Following these assignments, and in 

contrast to the cyclic structures proposed for the metal complexes (Figure 4-5), the low 

energy bands observed for the sodiated ring-opened -CD fragments do not necessarily 

relate to the C6 hydroxyls. 

The proposed mechanism for this fragmentation process is presented in Scheme 2 

and is adapted from earlier proposals for linear systems.[43, 44, 72, 73] Other candidate 

fragmentation pathways are detailed in Figure 4S8. The mechanism involves abstraction 

of a carbon 2 hydroxyl proton, formation of a ketone, and a 1,2-hydride shift with 

concerted glycosidic bond cleavage.[43, 44, 72, 73] This ring-opening simultaneously 

creates the first 2-ketone and a new C4 hydroxyl group from the cleaved glycosidic 

linkage. i.e., nominally a linear B7 2-ketone terminated structure. Further dissociation of a 

second glycosidic bond in an identical manner results in the generation of 2-residue and 
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5-residue structures with the sodium cation in an ion-molecule complex.[74] Provided the 

complex has sufficient lifetime, a competition for the sodium cation ensues in which the 

fragment with the larger sodium affinity should most frequently predominate.[45, 74] If 

the 2-residue fragment separates with the sodium attached, an m/z 347 ion is detected, 

and if the 5-residue fragment separates with the sodium attached, an m/z 833 ion is 

detected. 

 

Scheme 4-2: 

 

Proposed fragmentation mechanism for the formation of the m/z 347 fragment 

 



186 

 

Figure 4-8: 

 

Comparison between the experimental (top) and simulated IR spectra for the m/z 509 

fragment. (a) represents the ketone, (b) the 1-6 anhydro, (c) the 1-2 anhydro B3, and (d) 

the Z3 fragment structures 
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Comparison between experimental and theoretical IR spectra of the 3-residue 

fragment is less conclusive (Figure 4-8). None of the theoretical spectra of the lowest 

energy structures are perfectly consistent with the experiment.  The lowest energy 2-

ketone B3-type structure is reasonably consistent with experiment (Figure 4-8a, mean 

deviation = 5.9 cm-1, R2 = 0.97). However, the Z3-type structure shows a similar quality 

of fit (Figure 4-8d, mean deviation = 12.0 cm-1, R2 = 0.94)).  In contrast, the 1,2-anhydro 

B3 prediction lacks sufficient intermediate energy bands and there is no evidence to 

support any population of the 1,6-anhydro B3 structure. The latter is consistent with 

structural arguments against the feasibility of the cross-ring proton transfers necessary to 

generate these structures from alpha-linked sugars (Figure 4S8c).  

If our tentative assignment of the 2-ketone B3 or the Z3 ion structure for the m/z 

509 peak is correct, this offers a potential explanation for the origin of the m/z 671 

spectrum —that is, analogous 3-residue and 4-residue structures together with a sodium 

cation comprise the ion-molecule complex formed following dissociation of the 2 

glycosidic bonds. As both neutrals are of similar size and comprise the same functional 

groups, similar sodium affinities should be expected, enabling both ions to be formed and 

detected, provided the ion-molecule complex has sufficient lifetime to enable sodium 

cation transfer between the fragments.[45, 74] 

Following this argument, either a 2-ketone B4 or a Z4 structure would be expected 

for the 4-residue fragment, but none of the lowest energy 2-ketone B4 nor Z4 theoretical 

spectra are particularly consistent with the experimental spectrum for m/z 671 (Figure 
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4S7). This is similarly true for the other fragment structure types including potential 

cyclic candidate structures.  

However, we did locate a low-energy 2-ketone B4 structure that was far more 

consistent with the experimental spectrum (Figure 4-9). The broad bands at low 

wavenumber correspond to strongly H-bonded C6-OH stretches (predicted at 3290 and 

3377 cm-1), consistent with the broad feature at ~3310-3380 cm-1. The bands at 

intermediate wavenumber correspond to a mixture of H-bonded environments (C3-OH, 

C6-OH, C2-OH, C2-OH, C2-OH) at 3473, 3502, 3520, 3546, and 3566 cm-1, 

respectively. The bands at high wavenumber (3602, 3616, 3626, and 3662 cm-1) comprise 

three C3-OH stretches and a free C6-OH stretch. 
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Figure 4-9: 

 

Comparison between the experimental (top) and simulated IR spectra for the m/z 671 

fragment. The simulated spectrum represents a 2-ketone B4 structure at 7.9 kJ/mol  

 

 

4.5 Conclusions 

This work reports fingerprint vibrational spectra for a series of metal complexed 

-CD cations, focusing on sodiated -CD and its CID products. We obtain distinct, well-

resolved infrared spectra for each of the main fragments. Simulations followed by 
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electronic structure and vibrational frequency calculations were performed for the 2-, 3-, 

and 4-residue ions corresponding to B or Z ion structures and compared to the 

experimental results. The main findings of this work are: 

(1) Collisional activation of [-CD+Na]+ results in a series of fragment ions differing by 

162 u. Cryogenic IR spectroscopy experiments on the major fragment ions provide well-

resolved vibrational fingerprints in the 3200-3750 cm-1 spectral region. 

(2) Our combined experiments and calculations support the formation of a single gas-

phase conformer in each of the m/z 347, 509, and 671 species. The experimental 

spectrum for n=5 suggests the formation of a single fragment conformer, while that for 

the 6-residue fragment suggests the presence of more than one stable conformer. 

(3) There are four main types of potential fragmentation products for the 2-, 3-, and 4-

residue fragments. For the 2-residue fragment, the predicted lowest energy 2-ketone-type 

fragment is clearly the most similar to the experimental spectrum. For the 3-residue 

fragment, both the predicted lowest energy 2-ketone-type and Z3-type fragments show 

significant similarities to the experimental spectrum. The 4- residue fragment is also most 

consistent with a 2-ketone type structure, which in turn would support the same for the 3-

residue fragment (Scheme 4-2).  Thus, all the fragments seem to form 2-ketone 

structures. 

(4) The results presented here also demonstrate that cryogenic IR spectroscopy and 

theory can be used to directly relate spectroscopic patterns in CD-metal cationic 

complexes to the location and degree of coordination between the host CD and the metal 

ion.  
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In a broader context, this work demonstrates the potential of our method to unravel 

atomic-level structural features of complex biomolecular systems that can help address 

key macromolecular functions. 
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4.10 Supporting Information 

Figure 4S1:  

 

MS and MS2 spectra of sodiated -CD at different fragmentation energies in the collision 

cell of a commercial QTof spectrometer (Waters Permier). The MS spectrum shows the 

presence of protonated fragments either already present in solution or produced in-

source. Formation of the main sodiated fragments starts at voltage difference of around 

80V between the quadrupole bias and the collision cell bias. The main fragment masses 

are marked by green shaded areas 
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Figure 4S2:  

 

Relative intensity of CID fragments of sodiated -CD normalized to the precursor 

intensity as a function of collision cell energies on a commercial QTof spectrometer 

(Waters Permier) 
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Figure 4S3:  

 

Schematic representation of the homebuilt ion mobility mass spectrometer used to obtain 

the ATDs and cryogenic spectra shown in Figure 4-4 of the manuscript, adapted with 

permission from reference 38. The apparatus consists of the same electrospray source, an 

ion funnel trap, a homebuilt SLIM type ion mobility spectrometer, a quadrupole mass 

filter and a cryogenically cooled ion trap coupled to an orthogonal time-of-flight 

spectrometer 
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Figure 4S4:  

 

Cryogenic IR spectra of sodiated -CD measured on the tandem mass spectrometer 

shown in Figure 2 of the manuscript (upper spectrum) and on the IMS-MS instrument 

shown in Figure S3 (lower spectrum). Both spectra were taken at the same temperature 

conditions and using N2 as tagging molecules. The small shift observed in the bands 

come from a slightly different laser calibration 
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Figure 4S5:  

 

Comparison of m/z 347 lowest energy theoretical spectra with the experimental IR 

spectrum: lowest energy (a) 2-ketone B2 ion structure; (b) 1,6-anhydro B2 ion structure; 

(c) 1,2-anhydro B2 ion structure; (d) Z2 ion structure calculated at the B3LYP/6-

31+G(d,p) level of theory. This Figure is reproduced from Figure 4-7 of the manuscript 

as single-column, full size figure for better visibility of the results 
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Figure 4S6:  

 

Comparison of m/z 509 lowest energy theoretical spectra with the experimental IR 

spectrum: lowest energy (a) 2-ketone B3 ion structure; (b) 1,6-anhydro B3 ion structure; 

(c) 1,2-anhydro B3 ion structure; (d) Z3 ion structure calculated at the B3LYP/6-

31+G(d,p) level of theory. This Figure is reproduced from Figure 4-8 of the manuscript 

as single-column, full size figure for better visibility of the results 
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Figure 4S7:  

 

Comparison of m/z 671 lowest energy theoretical spectra with the experimental IR 

spectrum: lowest energy (a) 2-ketone B4 ion structure; (b) 1,6-anhydro B4 ion structure; 

(c) 1,2-anhydro B4 ion structure; (d) Z4 ion structure; (e) Cyclic ion (symmetrical) 

calculated at the B3LYP/6-31+G(d,p) level of theory 
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Putative fragmentation mechanisms for CID products 

 

Figure 4S8:  

 

Simplified mechanisms for glycosidic bond dissociation in [β-CD+Na]+ leading to the (a) 

2-ketone B2 ion, (b) the 1,2-anhydro B2 ion, (c) the 1,6-anhydro B2 ion products and the 

(d) Z2 ion product. The latter involves formation of an alkene bond between C3 and C4 of 

the non-reducing end of the product ion 



Relative energies of the candidate ion structures calculated at different levels of theory 

 

Table 4S1: 

 

Relative energies of m/z 347 minima. Superscript “a” indicates single point calculations performed using the structure of each type 

calculated at the B3LYP/6-31+G(d,p) level of theory. Energies are given in kJ mol-1 

m/z 347 Structures 
ΔEel,0K+ZPE (ΔG298K) 

B3LYP/6-31+G(d,p)  

ΔEel,0K            

M06-2X/6-311+G(2d,p)a 

ΔEel,0K              

wB97XD/6-311+G(2d,p)a 

Ketone B2
 0 (0) 7.0 0 

Z2 14.9 (12.8) 14.4 15.8 

1,6-andydro B2 22.2 (24.2) 0 3.4 

1,2-andydro B2 106.4 (106.2) 84.8 90.0 

 

 

Table 4S2:  

 

Relative energies of m/z 509 minima. Superscript “a” indicates single point calculations performed using the structure calculated at 

the B3LYP/6-31+G(d,p) level of theory. Energies are given in kJ mol-1 

m/z 509 Structures 
ΔEel,0K+ZPE (ΔG298K) 

B3LYP/6-31+G(d,p)  

ΔEel,0K            

M06-2X/6-311+G(2d,p)a 

ΔEel,0K              

wB97XD/6-311+G(2d,p)a 

Ketone B3
 0 (0) 9.9 0 

Z3 21.8 (32.0) 21.3 19.5 

1,6-andydro B3 29.2 (44.8) 0 0.3 

1,2-andydro B3 86.5 (92.0) 83.7 85.5 
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Table 4S3:  

 

Relative energies of m/z 671 minima. Superscript “a” indicates single point calculations performed using the structure calculated at 

the B3LYP/6-31+G(d,p) level of theory. Energies are given in kJ mol-1 

m/z 671 Structures 
ΔEel,0K+ZPE (ΔG298K) 

B3LYP/6-31+G(d,p)  

ΔEel,0K            

M06-2X/6-311+G(2d,p)a 

ΔEel,0K              

wB97XD/6-311+G(2d,p)a 

Ketone B4
 0 (0) 0 0 

Z4 11.5 (14.9) 2.0 11.0 

1,6-andydro B4 41.6 (37.5) 1.4 4.2 

Cyclic 56.3 (73.4) 58.6 10.2 

1,2-andydro B4 89.0 (90.2) 74.4 83.4 

 



Chapter 5 : Conclusion 

The study of carbohydrates by mass spectrometry is an active area of research. 

Although narrowly composed, the fragmentation chemistry of carbohydrates is quite 

diverse, allowing for the distinction of otherwise ambiguous spectra. Experimental 

methods such as isotopic labeling allow for the disambiguation of otherwise isomeric 

fragments but are not always feasible. With the use of computational methods, an 

additional dimension of analysis is afforded to further disambiguate the experimental 

results. 

By examining model systems, we have built up an initial understanding of the key 

structures and dissociation chemistries relevant to some gas-phase carbohydrate ions. 

Based on these data we hypothesize that the fragmentation behavior of carbohydrates can 

be projected onto larger, more complex/biologically relevant systems, allowing for their 

analysis where previously this was not possible. The model systems studied were the 

disaccharides cellobiose and gentiobiose, the disaccharide lactose, and a series of cyclic 

carbohydrates known as cyclodextrins. Systems were studied by MS/MS using CID then 

computationally modeled using a series of DFT calculations, systemically investigating 

possible structural outcomes and their energetic feasibility. For the lactose and 

cyclodextrin, gas-phase “action” spectroscopy was also used to interrogate the systems to 

gain additional insight into the structural possibilities of the systems and their fragments. 

To accomplish this, theoretical modeling was used to calculate the vibrational spectra for 

a series of potential fragment ion structures and compared them with the experiment. In 

so doing structural hypotheses were rigorously tested. The results from these model 



210 

 

systems will be used as a foundation from which the mass spectrometric study of larger 

and/or more sophisticated carbohydrates can be launched. 
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