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ABSTRACT 

Basawaraj, Ph.D., May 2019, Electrical Engineering and Computer Science 

Implementation of Memory for Cognitive Agents Using Biologically Plausible 

Associative Pulsing Neurons 

Director of Dissertation: Wojciech M. Jadwisienczak 

Artificial intelligence (AI) is being widely applied to various practical problems, 

and researchers are working to address numerous issues facing the field. The 

organizational structure and learning mechanism of the memory is one such issue. A 

cognitive agent builds a representation of its environment and remembers its experiences 

to interpret its inputs and implements its goals through its actions. By doing so it 

demonstrates its intelligence (if any), and it is its learning mechanism, value system and 

sensory motor coordination that makes all this possible. Memory in a cognitive agent 

stores its knowledge, knowledge gained over a life-time of experiences in a specific 

environment. That is, memory includes the “facts”, the relationships between them, and 

the mechanism used to learn, recognize, and recall based on the agent’s interaction with 

the world/environment. It remembers events that the agent experienced reflecting 

important actions and observations. It motivates the agent to do anything by providing 

assessment of the state of the environment and its own state. It allows it to plan and 

anticipate. And finally, it allows the agent to reflect on itself as an independent being. 

Hence, memory is critical for intelligence, for it is the memory that determines a 

cognitive agent’s abilities and learning skills.   
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Research has shown that while memory in humans can be classified into different 

types, based on factors such as their longevity and cognitive mechanisms used to create 

and retrieve them, they all are achieved using a similar underlying structure. The focus of 

this dissertation was on using this principle, i.e. different memories created using the 

same underlying structure, to implement memory for cognitive agents using a 

biologically plausible model of neuron. This work was an attempt to demonstrate the 

feasibility of implementing self-organizing memory structures capable of performing the 

various memory related tasks necessary for a cognitive agent using a computationally 

feasible model of biologically inspired neuron. For the purpose of this work the memory 

capabilities were limited to those necessary for a cognitive agent capable of solving some 

simple problem, say satisfying its hunger, and in the process creating some high-level 

abstract needs such as increasing food supply and learning to address them, eventually 

creating a set of abstract pains and goals.  

Intelligence requires the ability to learn, and a cognitive agent can demonstrate its 

intelligence through learning from its experiences and observations to solve problems. In 

this work it was assumed that the following capabilities: ability to recognize objects, 

ability to recognize sequences, form relationships between information in the memory, 

make predictions/anticipate, and demonstrate creativity were necessary for a cognitive 

agent to learn to solve a problem and demonstrate its intelligence. Subsequent to 

providing proof that these abilities were necessary for a cognitive agent capable of 

learning to solve a problem that required creation of a set of abstract pains and goals, a 

biologically plausible associative pulsing neuron model was introduced. This neuron 
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model was subsequently used to implement various memory structures and learning 

mechanisms to demonstrate the above mentioned memory capabilities. The declarative 

memory implemented demonstrated the ability to create semantic relationships and 

demonstrated creativity. The ability to recognize sequences was demonstrated by both the 

episodic memory and the structure resulting from the lumped minicolumn associative 

knowledge graph (LUMAKG) algorithm. LUMAKG structure also demonstrated the 

ability to create semantic relationships and make predictions. Finally an associative 

pulsing neural network (APNN) structure created using an associative adaption process 

demonstrated its ability to recognize objects.  

The implemented memory structures were tested on various datasets, e.g. MNIST, 

children’s book test, and yeast, and their performances compared to various state of the 

art techniques. The results demonstrated that the memory structures implemented in this 

work had performance better than or comparable to other techniques. Finally, the results 

of this dissertation demonstrate the feasibility of building memory for a cognitive agent 

based upon a single computational unit, i.e. neuron model, and simple learning 

mechanisms. 
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1. INTRODUCTION 

Artificial intelligence (AI) as a formal research field has existed since the 1950s 

and is generally believed to have been founded at the Dartmouth Summer Research 

Project on Artificial Intelligence in 1956 [1]. The long term goal of the field is general 

intelligence or human-like intelligence. Initially it was believed that a machine capable of 

succeeding at the Turing test will be intelligent. Alan Turing proposed an imitation game, 

better known as “Turing test”, as a test for machine intelligence [2]: if a human judge is 

unable to correctly distinguish whether conversation is with a human or a machine then 

the machine is considered intelligent. While Turing test can be helpful to determine 

intelligence it has a few limitations, the major one is that it is a test for human 

intelligence of a specific kind. It is limited to demonstration of verbally expressed 

knowledge, i.e. ability to use language and grammar, and does not require learning. But 

according to some researchers, learning is the key ingredient of intelligence [3], [4]. 

Thus, Turing test may not actually be an efficient test of intelligence or may not test 

intelligence at all.  

Early attempts of AI tried to develop advanced abilities of human mind like 

theorem proving, games, logical reasoning and other tasks where the knowledge and 

reasoning skills were built-into the programs. Some of the earliest attempts were the 

symbolic integration program, analogy program, Eliza, SIR, semantic nets etc. While 

promising and providing impetus to later research the developments where either too 

simple to be theorems (or laws) of AI like those in the hard sciences or very complex yet 

performed very poorly to be considered like laws in biological sciences [5]. After some 
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early failures and years of unfulfilled bold predictions of intelligence without a learning 

agent, research direction changed from general intelligence to solving specific problems. 

Today AI has grown into a vast research field focused on analyzing and solving everyday 

problems such as speech, image, face, and handwriting recognition, natural language 

processing, prediction, decision making, autonomous control, robotics, etc.  

1.1 Introduction 

Developments in AI over the last 60 years, in combination with other 

technological advancements, have made AI ubiquitous. Indeed applications of AI include 

the gamut from enterprise uses such as data mining (e.g. credit approval and content ID) 

to personal devices (e.g. Google Assistant or Apple’s Face ID). But even with access to 

cutting edge technologies and large computational power, it is observed that problems 

that are regularly handled by humans are too complicated and difficult to solve using 

existing AI systems. Some examples of this are the widely covered limitations/challenges 

of self-driving cars or autonomous vehicles, e.g. challenges making left-turns at 

intersections, failure to detect stationary objects, and city-driving in general. While there 

might be, and indeed are, engineering and managerial decisions (such as need to avoid 

liability and possible negative publicity) underlying these issues, there also exist some 

fundamental problems. A major issue is that the “intelligent” systems in these machines 

are not based on understandings of the working of the human (or animal) brain, or even 

understanding of the observed environment.  

In pursuit of human-level artificial intelligence, known as artificial general 

intelligence (AGI), researchers have for long time worked on developing cognitive 
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architectures, grounded in understandings of the brain, that can provide a framework (aka 

computational model) to support the development of intelligent agents. (“Agent” refers to 

the system under consideration and can be implemented either as a software in a virtual 

world, or hardware in a real world.) A cognitive architecture is a cognitive/psychological 

model that includes the general structure of a machine brain, essential 

modules/subsystems and the relationship between them, and other invariant aspects 

necessary for its computational implementation. A cognitive architecture not only can be 

important in understanding the human brain, it can also provide the necessary 

computational framework for further modeling and exploration of the brain. While 

cognitive architectures and intelligent software systems share some features (e.g. memory 

storage, and input/output devices), they are different. Cognitive architectures are 

designed to be models that can form the basis for agents that understands its environment, 

can learn, plans its actions to solve a variety of problems in dynamic environments and 

consequently is capable of development, unlike intelligent software systems (e.g. Watson 

[6]) that have fixed computational models [7] and may or may not be able to learn 

depending on how its knowledge is entered into the system. 

Over the last 40 odd years researchers have proposed about 300 cognitive 

architectures, about 50 of which are being actively developed [8]. The lack of a general 

or “grand unified” theory of cognition has meant that researchers have based their 

architectures on different presumptions and assumptions, including various competencies 

and behaviors necessary to define intelligence. But implementing even a limited set of 

abilities in an architecture requires extensive work. Consequently, only a few cognitive 
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architectures explicitly pursue AGI. While Soar [7], ACT-R [9], NARS [10], LIDA [11] 

are examples of the more “established” or “mature” cognitive architectures, SiMA 

(formerly ARS) [12], Sigma [13] and CogPrime [14] examples of the more recent 

cognitive architectures that explicitly pursue AGI. In fact, many cognitive architectures 

focus on specific cognitive aspects, such as attention (ARCADIA [15], STAR [16]), 

emotion (CELTS [17]), perception of symmetry (Cognitive Symmetry Engine [18]) or 

problem solving (FORR [19], PRODIGY [19]). While a few are more narrowly focused 

and designed for specific applications, such as visual inspection of surfaces (ARDIS [20]) 

or music comprehension and generation (MusiCog [21]). 

A good understanding of the organization and inner working of the human brain 

is necessary for developing cognitive architectures that can be used to build machines 

capable of human level intelligence. But understanding human brain and consequently 

human cognition is a very challenging and difficult task. Hence researches either tend to 

focus on specific behavioral aspects such as memory, recognition, recall, decision 

making, and navigation or study and model abilities of insects or animals. In addition, 

research in the fields of neuroscience, physiology, medical diagnostics, scanning and 

imaging techniques, and psychology has provided beneficial information about working 

and organization of human brain that is aiding in development of intelligent machines. 

Techniques such as functional magnetic resonance imaging (fMRI), 

electroencephalography (EEG), and near-infrared spectroscopy (NIRS) have proven very 

useful for studying brain responses to various stimuli. These techniques provide 

information about activation in brain areas and can support or interpret studies in 
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anatomy, neurobiology, or psychology. Hopefully, these and future techniques combined 

with research in related fields will provide a more accurate, if not complete, 

understanding of the human brain and this can be used to design and build efficient 

cognitive  agents. 

1.2 Research Overview 

The development of cognitive agents capable of solving real-world problems 

necessitates both a suitable cognitive architecture and a means of implementing the same. 

While the various cognitive architectures differ in both their underlying assumptions and 

structure, they all share a few common units or building blocks, one of which is memory. 

Memory is central to intelligence because it enables an AI agent to interpret its inputs and 

respond, based on its experiences and the knowledge acquired [22]. It should be noted 

that the term memory, as used in AI and related domains, generally includes both the 

storage and the learning mechanisms. That is, memory includes the “facts”, the 

relationships between them, and the mechanism used to learn, recognize, and recall based 

on the agent’s interaction with the world/environment. Hence, memory is critical for 

intelligence, for it is the memory that determines an AI agent’s abilities. And this 

research is an exploration of the implementation of memory systems for use in 

autonomous cognitive AI agents. 

The ability to create, and subsequently modify, memories is crucial to the 

development and survival of a cognitive agent. This is because memory is not a single 

predefined thing but a dynamic concept, it is a function that enables animals to retrieve 

information that has been previously acquired and retained and use it to determine 
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response to the present situation [23]. And while researchers have postulated to and/or 

evidenced the existence of multiple types (or systems) of memories [24] in both human 

[25] and non-human animals [26], the core underlying function of the various types of 

memories is the same: use knowledge of previous experiences to help solve the various 

problems confronting the agent in its environment. That is, memory is necessary for 

learning. Thus, it can be postulated that cognitive agents require the ability to not only 

acquire, store, and recall previous experiences but also make associations, draw 

meaningful conclusions, and apply the acquired knowledge to novel situations. This 

ability to draw meaningful conclusions and apply the knowledge to novel situations is 

essential for all cognitive agents and becomes more critical for learning in a complex 

environment. An agent’s abilities to draw complex, logical conclusions are directly 

related to its cognitive abilities, the better its cognitive abilities the better its chances of 

survival and growth.  

A challenge in implementing a memory structure is the choice of the underlying 

architecture, i.e. the building blocks and the learning mechanism. Broadly speaking there 

exist two major choices: make use of tables (or other related mechanisms) as in expert 

systems or look towards the animal kingdom. In this work the memory architecture is 

inspired by observations and understandings from the animal brain. There are a variety of 

reasons for this, two of which are: it is well suited for parallel operation, and the 

organization is efficient and parsimonious. Many animals, including simple organisms, 

have been observed showing “intelligence” that can be considered to be a result of some 

form of memory. There exists a vast range of behavior that can be considered intelligent 
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among the various non-human animals. For example, apes have been known to 

manipulate objects and use tools, while bees and desert ants [27] have been known to 

learn how to find a source of food or navigate over long distances. Different animals have 

different abilities to behave intelligently. Such variations result from the biological 

differences between their nervous systems. The nervous system of vertebrates such as 

apes is more complex than that of bees which in-turn is more advanced than that of 

invertebrates like molluscs, whose learning abilities can be considered rudimentary at 

best. Thus, it can be said that the complexity of the memory structure, and its signaling 

mechanism, is related to the resulting intelligence and the ability to survive in more 

hostile environments. And, if a cognitive agent is to survive and thrive in an environment 

its memory abilities should, at a minimum, be “sufficient” for that environment.  

It should be noted that most memory models as understood and used in cognitive 

agents, including in this work, are traditionally based on the idea of connections between 

cells (or more specifically neurons). But this is not necessary, work in systems biology is 

being used to model learning in single celled organisms [28]. Consequently, while the 

sophistication of the underlying model might not limit learning in a cognitive agent per 

se, it can complicate the design of its memory. Hence, while it is possible to implement 

learning using only chemical kinetics, it is relatively less efficient compared to using 

synaptic strengths between neurons, even though most synapses use chemical signaling to 

communicate. In this work, for efficiency and simplicity of design, a neural network 

model based on biologically inspired neuron and associated learning mechanism will be 

used. 
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A well designed memory architecture is one that can, by suitably changing the 

learning mechanisms, be used for creating various types of memory, namely long-term, 

short-term, episodic, semantic, etc. That is, the underlying structure across the various 

types of an agent’s memory would remain the same but changes in the learning and recall 

mechanism would lead to different types of memories. Such memory architectures are 

widely observed in the animal kingdom. For example, while anatomically or structurally 

different regions of the human cortex are similar [29] they differ in the inputs they 

receive and the role they play in the cognitive process they handle [30]. Thus, it is not 

only possible to develop a memory architecture that uses similar underlying structure to 

achieve different types of memories but is, probably, highly robust, economical, and 

efficient. Following this principle, the memory structures used in this work will be based 

on a single model of the neuron. 

1.3 Research Objectives and Scope 

Motivated by insight about human cognition, this work is an attempt to design an 

associative neuron based memory system for a cognitively plausible motivated learning 

agent. This work is based on a few core design principles. Firstly, memory is central to 

intelligence. This is obvious: an intelligent agent is able to learn and learning requires 

memory. This can be as simple as the ability to change weights in a feed-forward neural 

network or a system with multiple memory modules, such as sensory, semantic, and 

episodic memories, interacting with each other. Learning can take various forms, 

supervised, unsupervised or reinforcement learning, each with their own set of challenges 

and all should be considered in building intelligent systems. Overfitting, building a very 
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complex model to approximate input data, is an issue in supervised learning and should 

be avoided [31]. Similarly, lack of measure of success or unique challenge and 

exploitation-exploration are challenges to be managed in unsupervised [32] and 

reinforcement learning respectively [33]. 

Secondly, memory is hierarchical and self-organizing in nature. Agents with 

simple and non-hierarchical memories, while intelligent, have limited abilities and are not 

capable of developing complex purposeful behavior. Hierarchical memories, in addition 

to pattern storage and passive information processing abilities, are suitable for continuous 

and active learning. Thus such agents are able to adapt to new environments (or changes 

in environment) and learn new skills [34].  

Thirdly, it is assumed that actions of an intelligent agent are goal driven. This 

principle suggests that an agent acts in order to achieve a goal. The goal can be fulfilling 

some basic or innate need, such as hunger/energy, or a higher level abstract need, such as 

money for food. This principle also simplifies the design of the system by limiting 

actions to those that can be understood at the agent’s cognitive level of development. 

That is, for example a designer need not predefine system states on account of actions 

taken by agents in fulfillment of their high-level cognitive needs such as ambition, 

respect from peers etc. A related principle is the requirement that the agent have a built-in 

mechanism to create goals based on motivated learning principles. Though an agent has 

some basic or built-in goals, creation of additional goals should be a result of the agent’s 

interaction with its environment [3], [35]. 



24 
 

In this work an arbitrary and functional definition of intelligence related to the 

concept of embodied intelligence (EI) and memory is used. The EI agent as envisioned 

here would learn predominantly in a goal-oriented manner. It would be able to build 

memory structures representing its knowledge and experiences and to use its memory in 

order to achieve its goals in an unknown environment. It is required that the agent should 

be capable of developing hierarchical memory structure while learning to solve its goals. 

The agent would be able to learn to resolve pains, create necessary goals and reach them 

for a problem similar to the one described in [3]. The agent would have at least one 

primitive pain that it needs to address and in this process it can form abstract pains. The 

number of such abstract pains and their hierarchy is dependent on the complexity of the 

environment. To solve the pains the agent would be capable of interacting with and 

recognizing its environment. An agent as envisioned in [3] would have complex sensory 

and motor processing abilities, similar to that in animals. But for the purpose of this work 

it is assumed that the memory receives symbolic inputs, processes them, and returns 

symbolic outputs. This assumption simplifies the process of testing the memory structure 

envisioned here by separating the sensor/motor aspects of the cognitive agent from its 

memory.  

The development of an EI agent’s memory structure can be simplified if the 

capabilities of the agent are first determined in terms of the abilities that the agent would 

need to successfully solve its pains and goals.  The most basic capability of such an agent 

would be to recognize objects, this is necessary for the agent to recognize objects needed 

to solve its pains. The means of sensing objects is not important, only the ability to sense 
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the objects is required. The second capability of the agent’s memory would be to form 

relationships between objects/chunks/bits of information in the memory and the agent’s 

needs and actions. This relationship can be as simple as their separation in time, that is to 

specify their relative position in a sequence. A related capability is the ability to 

recognize sequences. An agent would need to recognize the sequence of operations it 

previously performed, this recognition would help the agent either repeat operations that 

were helpful or avoid those that were hindering. The fourth capability of an agent’s 

memory would be to make predictions or anticipate based on its past experiences.  This 

ability would help the agent to prepare for the future.  It also informs the agent about 

unexpected, new observations that may be a subject for its learning. The capability to 

recognize sequences, and anticipate subsequent elements of the sequence are also critical 

for an agent to navigate in its environment. The capability to be creative helps the agent 

generate novel responses to present circumstances based on its knowledge and recent 

experiences and is the fifth capability of its memory. Thus, the five major capabilities of 

an EI agent’s memory are:  

1) recognize objects,  

2) create semantic relationships,  

3) recognize sequences,  

4) make predictions and detect novelty, 

5) demonstrate creativity.  

The objective of this dissertation is to show that a biologically plausible model of 

the neuron can be used to implement memory structures that are able to demonstrate 

these capabilities.     



26 
 

Note that the preceding discussion on object recognition, the term “object” was 

not defined. From a cognitive agent’s perspective, object can refer to any abstract 

concept, and is generally the result of its observations during interactions with the 

environment.  For cognitive agent an object can also be a category of objects (like fruits) 

or an abstract concept (like a race). In an embodied cognitive agent its sensory inputs 

would activate lower levels of a hierarchy of neurons, providing objects recognition and 

categorization known as the symbol grounding process [36]. A full treatment of this 

process, object representation and symbol grounding, necessitates addressing issues of 

sensorimotor selection and interactions between them. This is beyond the scope of this 

work, and in further discussions symbolic representation is assumed. 

1.4 Dissertation Organization 

The overall organization of this dissertation is as follows. Following the 

discussion about the background, objectives and scope of the research problem in 

Chapter 1, proof of the sufficiency of memory capabilities suggested as necessary for a 

cognitive agent designed to address a well-defined application is provided in Chapter 2. 

A short discussion of the simplified cognitive agent model is also included in Chapter 2. 

A detailed discussion of the neuron model chosen as the building block for neural 

networks implementing the various memory capabilities is provided in Chapter 3. This is 

followed by implementation of semantic, episodic, and declarative memories in Chapter 

4. Chapter 4 also shows how creativity results from declarative memories. Chapter 5 

describes the extension of the semantic memory described in Chapter 4 to a columnar 
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structure. Results of Chapter 5 demonstrate the ability of the memory structure 

constructed to recognize sequences, and to make predictions. 

Chapters 6 and 7 describe the implementation of object recognition and multi-

label classification using neural network structures and a recent learning mechanism. This 

is followed by a summary of the whole dissertation, restatement of the novelty and 

original contributions of this work and a discussion of future research in Chapter 8. 
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2 A SIMPLIFIED MODEL OF COGNITIVE AGENT 

In the previous chapter, Introduction, the research problem, the dissertation 

objectives and scope were clarified. While the various memory capabilities to be 

implemented and tested were addressed, there remains a critical question. Are these 

objectives sufficient for a cognitive agent, albeit one designed with a specific task in 

mind? This chapter attempts to answer this question. In this chapter, following a short 

introduction and brief discussion on a few well-known cognitive architectures in Section 

2.1, embodied intelligence and motivated learning will be discussed in Section 2.2. In 

Section 2.3 a simplified model for cognitive agent, based on principles of motivated 

learning and embodied intelligence, will be discussed. Subsequently, in Section 2.4 the 

results of tests on this cognitive agent will be discussed, with conclusion in Section 2.5. 

The results in Section 2.4 are from a work we published [37]. 

2.1 Introduction 

Though AI as a research field has existed for over 60 years, the goal of achieving 

human-like intelligence, i.e. true artificial general intelligence (AGI) seems elusive. 

Humans can effortlessly draw upon their various cognitive capabilities to successfully 

complete any given task, and can interrupt tasks while still being able to return to 

complete them later. For example, we can interrupt watching a movie to receive a call, 

complete the conversation, and easily return back to continue watching the movie while 

still remembering the plot. In addition, when faced with challenges humans draw upon 

their past experiences, or find some help, and can generally find an acceptable solution. 

Learning from past experiences humans can become experts at diverse tasks.  
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Research in AI has led to development of systems that outperform humans on 

various tasks such as playing games (Go [38], Jeopardy [6]), or analyzing vast troves of 

data to detect anomalies or patterns. However, most AI systems are designed to solve 

specific types of problems, at which they are extremely good, and they cannot integrate 

the many capabilities generally associated with human intelligence. One research area in 

AI that has strived to overcome the problem specific limitations has been the 

development of cognitive architectures, i.e. computational models or systems that attempt 

to create blueprints for creation of systems with cognitive abilities similar to animals (or 

even humans). A cognitive architecture is a general purpose, generic computational 

cognitive model that captures the critical structure and process of the brain for use in 

multi-domain analysis of behavior, and includes the general structures, divisions of 

modules and required relations between, fundamental representations and algorithms 

within modules, and other aspects of mind [39]. While a cognitive architecture provides 

the building blocks for creating intelligent systems it is not an algorithm for solving a 

problem but is a well-defined “description” of the structure and mechanisms that lead to 

cognition in animals. 

In addition to their use in development of AI systems, cognitive models play an 

important role in many areas of cognitive science. Cognitive architectures are a useful 

tool in understanding the working of the animal brain because while psychological 

studies and neuroscience experiments can help, at present it seems unlikely that they are 

sufficient for this objective. Cognitive architectures provide researchers with means to 

simulate behavior based on their theories (or models) of cognitive behavior, providing 
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valuable insights into their assumptions and helping to improve design of animal studies. 

Simultaneously, cognitive architectures force researchers to specify their models of 

psychological and cognitive mechanisms and processes in great detail leading to clearer 

and consistent theories [40]. Consequently, it is understandable that there exists a great 

interest in the development of cognitive architectures, and over the last few decades as 

many as 300 cognitive architectures have been proposed [8]. 

Cognitive architectures differ not only in their goals, designing AGI vs. specific 

ability, but also in their position on various characteristics of the mind such as 

computational operation, embodiment, perception, memory, planning, cognition, etc. 

Contrasting between models on various distinct characteristics, Vernon et al. [41] group 

cognitive architectures into three paradigms: cognitivist, emergent, and hybrid. 

Cognitivist approaches, also known as information processing or symbol manipulation 

approach, focus on information processing using high-level symbols and are 

implemented as a set of if-then-rules. Emergent approaches model cognition as the 

process through which a system, via a process of self-organization, becomes viable and 

effective in its environment. Hybrid approaches are various combinations of these 

approaches. A brief description of a few architectures is provided below. See [8], [42] for 

a review of cognitive architectures and [43] for a discussion of the various issues that 

designers of cognitive architectures need to address. 

SOAR (State, Operator And Result) [7] architecture is an example of the 

cognitivist paradigm and is designed to model AGI. Following the symbolic information 

processing approach all knowledge in SOAR is represented and stored as production 
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rules, organized according to the set of states representing the task. The primary learning 

mechanism in SOAR, called chunking, is based on psychological ideas of memory and 

problem solving. That is, when sequences of operations useful to solving problems are 

detected they are stored as chunks. SOAR architecture has evolved over time to include 

other learning mechanisms like reinforcement, semantic, and episodic learning. Finally, 

SOAR architecture has been applied in a variety of applications successfully 

demonstrating high-level cognitive functions such as planning, problem solving, and 

natural language understanding. 

HTM (Hierarchical Temporal Memory) is an emergent architecture grounded in 

neuroscientific understanding of the human neocortex structure and organization [34]. 

Motivated by the hierarchical organization of the growing size of cortical receptive fields 

where the perceptual stimuli is diffused from bottom up, HTM is built as a hierarchical 

structure of network nodes implementing learning and memory functions, with each node 

connected with others, in its own and adjacent layers, implementing similar cognitive 

functions.  Higher layer nodes, representing secondary and higher-level associations, 

receive stimuli from a large number of nodes in lower levels. HTM addressed the 

temporal aspects of perception, with each layer of the network trained separately to learn 

the spatio-temporal objects. 

ACT-R (Adaptive Control of Thought – Rational) [9] is a hybrid cognitive 

architecture that aims to build a system capable of performing every cognitive task that a 

human can perform and is based on developments in cognitive neuroscience. Perceptual-

motor modules and memory modules are the primary components of ACT-R. While the 
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perceptual-motor modules act as the interface between the system and the environment, 

memory modules are a store of knowledge. There are two types of memory modules in 

ACT-R: declarative and procedural. While declarative memory is a store of factual 

knowledge, procedural memory is a store of skills (how to do things). A symbolic-

connectionist structure is used to store the knowledge, with the symbolic level 

representing the facts or procedures and the connectionist structure representing the sub-

symbolic information about past usage that controls its operations. All modules in ACT-

R can only be accessed through buffers that serve as temporary storage. ACT-R has been 

successfully used in a large number of psychological studies, especially on memory and 

attention. 

CLARION (Connectionist Learning with Adaptive Rule Induction ON-line) is a 

hybrid architecture that distinguishes, and captures the interactions, between explicit 

(symbolic) and implicit (subsymbolic) processes [48]-[50] and is designed to aid in both 

development of artificial agents and understanding human learning and reasoning 

processes. It has four subsystems, each with a dual representation (explicit and implicit):  

a) action-centered   subsystem (ACS), to regulate the agent’s actions; b) non-action-

centered subsystem (NCS), to maintain the general knowledge; c) motivational 

subsystem (MS), to provide motivation for perception, action, and cognition; and d) 

metacognitive subsystem (MCS), to monitor, direct, and alter the operations of the other 

subsystems. Learning in CLARION is achieved through different methods, implicit 

knowledge is acquired through reinforcement learning (Q-learning) or supervised 

approach (back-propagation) and this implicit knowledge is then used to create the 
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explicit knowledge through bottom-up learning. Similarly, top level rules (precoded or 

fixed by the designer) can guide the actions while allowing for accumulation of bottom-

level knowledge providing for top-down learning. CLARION has successfully been used 

to account for psychological data from a variety of tasks. 

2.2 Embodied Intelligence and Motivated Learning 

A question that has bothered philosophers, and consequently researchers in AI, is: 

does cognition require embodiment? For long the dominant view in AI was that of 

dualism, a theory that mind and body are separate, and cognitive mechanisms are 

independent of the physical embodiment. But, over the last few decades there has been 

growing acceptance of the view that cognition requires embodiment because cognition 

process in the real-world quite often involves sensory perception and motor action in the 

fulfillment of explicit goals [44], [45]. The embodied cognition paradigm is heavily 

influenced by the works of researchers such as Rodney Brooks [46], [47], Andy Clark 

[48], [49], Rolf Pfeifer [50], Ester Thelen and Linda Smith [51] and holds that 

intelligence is the result of an agent’s interaction, via sensorimotor activity, with its 

environment. Thus, cognition is considered an embodied or situated activity. The core 

principle of embodied cognition paradigm is that embodiment, ability of an agent to sense 

its environment and subsequently act/modify the same via its actions, is required for 

development of cognitive abilities. This is because the agent’s higher level cognitive 

functions, such as reasoning and planning, that determine its actions are influenced by its 

surroundings. 
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While there is no single accepted definition of what constitutes cognition, it is 

generally accepted that cognition involves some specific capabilities such as ability to 

reason, plan, solve problems, etc.  It is also accepted that cognitive agents have the ability 

to build internal models or representations of their environments supported by large 

associative memories conducive to efficient learning, prediction, planning etc. In 

addition, it is understood that a system’s behavior (no matter how sophisticated) should 

not be used as a measure of its intelligence and therefore used as guidance for building 

intelligent machines [34]. Note that the terms intelligence and cognition are frequently 

used to describe the same thing. The term intelligence is generally used when discussing 

learning within a steady state structure of cognition, whereas the term cognition is used 

when discussing the changes in the underlying structure and includes all the mental 

processes in the brain. 

Research grounded in embodied cognition paradigm, embodiment and the ability 

to interact with the environment is essential for intelligence [50], [52], [53], has led to the 

multidisciplinary field of embodied intelligence (EI). In general, EI is defined as a 

mechanism that learns to survive in a hostile environment [3]. Implicit in this definition is 

that EI agent interacts with the environment using motors and sensors. This definition is 

general enough to encompass all forms of EI agents, biological, mechanical or virtual. 

Also implicit is the hostility of the environment, it is the hostility (pains) of the 

environment that causes the agent to learn and develop intelligence. The hostility can be 

external (bad weather or predators) or internal (low energy, hunger or boredom) 
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perceived as pains or needs, and in trying to resolve these pains the EI agent learns to 

observe, act and develops. 

An intelligent agent is motivated to learn and develop by satisfying its needs. A 

well designed agent would have few basic inbuilt needs, e.g. need for survival, but by 

developing new needs would be able to develop complex behavior and considerable 

knowledge. In general, an agent’s goals are to learn how to resolve its pains, where a pain 

signal is generated when the agent’s need is not satisfied. In addition, the agent must have 

the ability to not only solve pains related to its basic needs, but also to create new needs 

and related pains based on the existing needs. For example, if the agent would need to 

learn to resolve pain related to its energy level (“hunger”), then is should be able to create 

a new need (and the “abstract pain”) as the resources needed to resolve its energy pain go 

down. Similarly, the agent can create abstract needs or abstract pains, e.g. need for 

money to buy food to satisfy hunger pains. Thus, theoretically this concept of abstract 

needs (and related pains) can be extended ad infinitum, though for a practical agent these 

are limited by its environment and agent’s ability to explore it and find ways to realize its 

needs. Since they are driven by basic pains, the resulting hierarchy of needs depends on 

the agent and its environment. A motivated learning (ML) agent can accomplish this 

using a goal creation system (GCS). In addition, an ML agent would also need a well-

organized memory for storing knowledge acquired, ability to recognize objects, make 

predictions, plan, etc. 

All embodied motivated learning agents share a few core abilities, such as the 

ability to sense and act, build memories, plan and execute actions, handle pains, create 
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goals etc. But the ability to create, and subsequently modify, memories of past actions is 

crucial to the development and survival of the agent because it is memory that enables 

animals to retrieve information that has been previously acquired and retained [23]. The 

structure of the memory system for the cognitive agent in this work is based on 

understanding of memory in humans.  

2.3 Cognitive Agent Model 

2.3.1 Background 

A variety of systems/architectures for memory in cognitive agents have been 

proposed in the literature. Some of the earliest approaches had agents with one type of 

associative memory, namely semantic memory, but differentiated the memories in terms 

of the duration for which those associations were maintained, that is long-term vs. short-

term. With increased understanding of the structure and working of the animal brain, 

especially human, researchers started experimenting with agents having other types of 

memories, especially episodic memory and working memory. Over a period of time more 

complex learning mechanisms, with units such as planning, reasoning, attention 

switching, motivation, and goal creation, were proposed and studied in addition to 

developing various types of memories. The understanding being that to solve complex 

problems, e.g. navigation in autonomous vehicles, it is necessary to look at the animal 

kingdom for answers, and that animals have a very complex learning mechanism with 

various interlinked subsystems working in parallel to solve these problems.   

Researchers have used various approaches in their attempts to solve problems 

using knowledge of animal cognition. While various cognitive architectures [4], [7], [54], 
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[55] that can be used to build AI systems have been proposed, these need neural network 

models that can implement the requisite functionality. Consequently research into neural 

networks has developed and various models of neurons have been proposed and tested 

[56]. It has been found that models with behavior similar to biological neurons are 

computationally expensive for use in large networks [56]. Over time neural networks, 

from simple single layer feedforward networks to highly complex networks with multiple 

hidden layers and feedback have been proposed [57]. While there have been incremental 

enhancements to neural networks that have improved their performance, such networks 

have not been able to achieve true human intelligence. The lack of success on more 

challenging ML tasks combined with increased availability of computational power has 

led to interest in deep learning [58] and theories such as hierarchical temporal memory 

(HTM) [59] based on cognitive neuroscience.   

There are various algorithms that attempt to explain how learning occurs. The 

Hebbian learning rule, based on Hebbian theory of dynamics of biological systems [60], 

is one of the oldest algorithm and states that: synaptic connection between two neurons is 

strengthened if their activations are correlated and weakened if uncorrelated [61]. 

Hebbian learning and its variations or extensions are still widely used. Spike-timing-

dependent plasticity (STDP), another widely used algorithm, attempts to account for the 

relative timing of a neurons output and input activities: an input to a neuron is made 

stronger if a spike on that input, on average, occurs immediately before that neuron’s 

output spike, whereas it is made weaker if that neuron’s output tends to spike, before its 

input spikes. Both STDP and Hebbian learning rule has been demonstrated and used in 
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neural networks [62]. Self-organizing maps [63], recurrent neural networks [64], long-

short term memory (LSTM) [65] are some widely used neural network based approaches. 

In addition there exist a variety of statistical learning [66] and reinforcement learning 

[33] algorithms that have been developed and used in applications of memory systems. 

2.3.2 Model and Assumptions 

Using understanding of human cognition as basis, this work attempts to build a 

memory system for an embodied intelligent (EI) agent capable of learning to survive and 

develop in a hostile environment. The EI agent envisioned here, would be capable of 

resolving its pains, create additional pains/goals based on its experiences and learn to 

navigate in a structured but unknown environment.  

Consider an agent with hunger as its primary need that is required to survive in 

the city, similar to the agent described in [3]. In addition, some of the resources needed 

by the agent that exist in the environment can run low and the agent will need to learn 

how to restore them. The agent has a specific number of pains (based on sensory inputs) 

and motors skills. Only a few of the pain-motor pairs (goals) lead to valid and useful 

results. Table 2-1 shows some useful goals for each pain and their effect on the 

environment and resources. 

 

Table 2-1. Some meaningful pain-motor pairs and their effects on resources. 

Pain Goal Increase Decrease 
Hunger Eat Food Energy level Food supplies 
Low Food Supply Buy Food Food supplies Money in hand 
Less money at hand Withdraw from bank Money in hand Money in bank 
Low bank balance Find work Money in bank  
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Note that only a few of the possible pain-motor pairs have been shown. Other 

pairs do not advance agent goals and were omitted, however uneducated agent can try to 

use them in various situations wasting both resources and time to perform useless actions. 

This scenario is based on a simple agent with only one primary pain: hunger. All other 

pains, low food supply, less money at hand etc. are abstract pains that the agent creates. 

The idea here is that, over a period of time the agent uses its energy and starts to feel 

hungry. To handle this pain the agent tries various actions and learns that eating food 

satisfies its hunger. After a few iterations of eating to satisfy its hunger pain, the agent 

observes that its food supply is starting to run low. The agent then creates an abstract pain 

for its food supply. Now, in addition to trying to satisfy its hunger it tries to find food and 

learns to buy food from the store. This action (buying food in store), while restoring its 

food supply and resolving “low food supply” abstract pain causes a new abstract pain, 

“less money at hand”, to be created. This process of the agent learning to resolve a pain 

by performing certain actions and using its resources thus creating abstract pains, 

continues to the extent made possible by the complexity of the environment. The agent 

described here is called a motivated learning agent, i.e. the agent is motivated to learn the 

goals to resolve its pains, and is capable of creating new motivations and abstract goals. 

The scenario described here is a simple case scenario and it is used only for 

demonstration purpose. In addition, the goal of this work is not to design such a 

motivated learning agent (this has previously been proposed and implemented [3], [37], 

[4], [67]), but to design a suitable memory system for such an agent. This system will 

have the five major capabilities, discussed previously, for such a memory: 1) recognize 
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objects, 2) create semantic relationships, 3) recognize sequences, 4) make predictions, 

and 5) demonstrate creativity.  

A simplified computational model of the cognitive agent, based on [68], is shown 

in Figure 2-1. The cognitive model of the agent consists of a central executive with 

attention switching, planning, action monitoring and motivation & goal selection units. 

Attention switching between objects, tasks or pains etc. is handled by the attention 

switching unit, while the actual selection of goals and motivations on which the agent 

acts is performed by the motivation & goal selection unit. The planning is performed by 

the planning unit whereas monitoring of actions is tracked by the action monitoring unit. 

The semantic memory acts as a store of all the knowledge that the agent has acquired and 

is used by other units to select the most appropriate task based on the agent’s experience. 

The rewards & subconscious processing unit keeps track of the various pains, rewards 

received and performs subconscious actions, such as reflexive actions. The sensory and 

motor processing units are responsible for sensing and motor actions. For the purpose of 

this work we will concentrate on design of semantic memory, and episodic memory. 

Implementations of other units, where needed, will be taken from author’s previous work 

[37]. 
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Figure 2-1. Simplified computational model of cognitive agent. 
 

In general, the semantic memory provides an agent with the ability to acquire, 

store and relate factual information. This relationship between facts, known as semantic 

knowledge, provides an agent with the ability to think about objects and plan motor 

actions that can be performed on those objects. Note that an agent detects an object 

through processing of its sensory inputs based on its existing knowledge. That is, an 

object is represented as a set of sensed features that the agent has “found” to be relevant 

to its concept of that object. A cognitive agent can use such feature representations to 

form higher-order concepts. For example, the concept of food might consist of objects 

that can relieve the agent’s hunger. This concept formation can be extended ad infinitum. 

The semantic memory unit in this agent plays a similar role, it stores information 

about the facts and relationships it has learned. Here the facts could be objects the agent 

encounted in the environment, sensorimotor pairs learned, and learned relations between 

them. This knowledge forms the basis for an agent’s planning and action formulation, 
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and is updated to reflect new experiences. Here the semantic memory is implemented as a 

hierarchical self-organizing structure. 

The episodic memory is a store of temporal events or episodes, and the spatio-

temporal relations between those events. Episodic memory is built on the semantic 

memory, i.e. it uses the concepts or knowledge in the semantic memory to represent its 

underlying components. In humans it is understood that the act of retrieving information 

from the episodic memory can act as a type of input to the episodic memory and thus 

change it [69].  Thus episodes may be recalled, strengthen, and fully or partially 

forgotten. This feature will not be implemented in this work, i.e. retrieval of information 

will not change the episodic memory. In humans there exist sub-categories of memories, 

especially episodic memory, and are generally referred to as short-term and long-term 

memories. The underlying assumption is that overtime links representing connections 

that are not used tend to get weaker, eventually dying, i.e. lead to forgetting. In this work 

forgetting will not be explicitly implemented, i.e. links once created will not be deleted, 

but overtime the relative weights of links not used can go down leading to weakening of 

relationships.  

In this proposed work, we are interested in developing suitable memory structures 

that will enable an embodied cognitive agent to perform tasks, i.e. reach it goals, via 

learning in an unknown environment. The requirement to learn in an unknown 

environment assumes that the agent is capable of sensing the changes in its environment 

and is able to build a mental map of its environment. The memory unit, in addition to 

being able to store such a map, should be able to recognize scenes or landmarks in the 
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environment by comparing its sensory inputs to its memory. In [37] such an agent was 

implemented and shown to learn to reach its goals, i.e. solve/manage its pains. Additional 

details of the memory structure used in this work are provided in Section 2.4.  For 

simplicity, it is assumed that the visual inputs are used for this purpose. It is also assumed 

that the task of recognizing scenes or landmarks can be simplified to the task of object 

recognition, a reasonable assumption because any scene can be partitioned into sub-

regions and the sequence of sub-regions (ordered according to a fixed logic) can be used 

to represent the complete scene. For the purpose of this work we will use handwritten 

digit recognition on the MNIST dataset [70] as a representation of the object recognition 

task. 

2.4 Associative Memory – Using Symbolic Inputs 

In [37] the memory implementation is based on a neural-network approach and 

uses weighted links to store associations, as shown in Figure 2-2. The nodes Ci represent 

the concepts learned by the agent. These concepts can be actual objects in the 

environment, low-level sensory inputs, abstract concepts, models or representations. For 

example, the concept nodes can represent objects such as “apple” and “banana”, or the 

abstract concept of “fruit” that encompasses a variety of actual fruits. The nodes Ai 

represent the motor actions that an agent is capable of performing on objects, and Pi 

nodes refer to pains that an agent has to learn to for survival and/or growth. Action-object 

pairs are called goals, useful action-object pairs help the agent in handling one (or more) 

of its pains. For example, “Eat Banana” is the action “Eat” performed on an object 
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“Banana” and can help the agent in handling “Hunger” pains. The agent learns the useful 

action-object pairs based on changes in its pain levels. 

The weights wPA, wAC are employed to describe the association between nodes. 

The weight wPA shows how much a particular action could help in reducing the associated 

pain. The greater the weight, the more acute effect an action has on the pain. Similarly 

the weight wAC tells how useful an action is for a given concept. For example the weight 

between “Hunger” pain and “Eat” action would be considerably higher than the weight 

between “Hunger” and “Sleep” and similarly the weight between “Eat” and “Banana” (or 

the concept of “Fruit” or “Food”) would be considerably higher than between “Eat” and 

“Mattresses”. Note that complex relationships, such as “Wake your mom from her sleep 

and ask for something to eat”, are possible but for simplicity neither shown nor discussed 

here. 

Initially, weights of the links are set randomly in the interval of 0-αA and 0-αC 

respectively, where αA and αC are weight upper limits guaranteeing that all weights are 

appropriately normalized. Each time the agent acts the inputs to the memory may change. 

An action that leads to a decrease of a pain causes an increase in the associated weights. 

However, if the action performed does not lead to any decrease in pain then the weights 

are decreased. 
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Figure 2-2. Neural network structure of the memory. 

 

2.4.1 Simulation Results 

This concept of memory as a neural network with adjustable weights was 

successfully implemented in [37]. Figure 2-3 shows a MATLAB GUI [37] that illustrates 

the operation of the agent’s memory, and shows the agent performing a visual saccade. 

Visual saccades, generally known as saccades, are the rapid orienting movements of the 

eyes which change the focus point of a visual target. The amplitude of visual saccades 

can range from small movements made while reading to the much larger movements 

made while looking around [71]. Starzyk and Prasad [68] proposed a modification to the 

visual saccades and call it “mental saccades”. [68] defines mental saccades as a processes 

similar to visual saccades but instead of changing the visual point of fixation mental 

saccades refers to changing mental point of fixation, i.e. for example changing the 

attention focus between “pain”, “action”, “concept”, etc. that the agent is thinking about 

is defined as mental saccades. 
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Figure 2-3. Result of visual saccade. 

 

Table 2-2. Associations for mental saccade. 

Mental Associations Definition 

Pain Low Supply – Small Rock 

Goal Break Medium Rock 

Motor Action Break 

resID Small Rock 

resID Energy Pill 

Motor Action Go to Base 

 

In Figure 2-3 the agent's environment is shown on the left and the object under 

attention is highlighted, by a white circle around it, and is shown on the right (medium 

size rocks). A partial output of the memory is displayed near the lower right corner. The 

output consists of: type of saccade performed (type = 1, which represents visual saccade); 
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distance of the object from the agent (dist); name of the object (resID = 7, which 

represents medium size rocks); and quantity of the object present. Figure 2-3, shows a 

snapshot taken when the agent running low on its supply of small rocks comes across 

medium rocks. Table 2-2 shows the various pains, goals, objects, etc. that are associated 

with the object currently under attention spotlight (medium rocks). If the agent performs 

mental saccade, i.e. searches its associative memory, for associations related to the 

concept/object medium rocks it knows that the medium rocks can be broken into small 

rocks and this action-object pair, break-medium rocks, would provide it with a supply of 

small rock and consequently decrease the pain, due to low supply of small rocks. 

Continuing this process of mental saccades, the agent knows that it will need “energy 

pills” to break medium rock and that it can find them at its “base”. When the agent 

performs a mental saccade on the object under the attention spotlight, it can either 

saccade only through associated objects (or actions, etc.)  or saccade through other 

objects (or actions) associated with the object in focus as in the example shown above. 

In the memory building approach discussed previously the agent was successfully 

able to learn to handle its pains and resources. As shown in Figure 2-4, the agent is able 

to successfully control both primitive and abstract pains, displayed separately for 

readability. We can observe that the agent is able to form high-level abstract pains, such 

as the "Low Camera Memory", the "Lack of Pills", the "Lack of Small Rocks" and the 

"Lack of Shelter" (Bottom in Figure 2-4) and manage them effectively. 
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Figure 2-4. Primitive (top) and abstract (bottom) pain levels. 

 

The associative memory implemented for this agent show the following 

capabilities: recognize objects, create semantic relationships, recognize sequences, make 

predictions, and show creativity. While the implementation of the first three of these 

capabilities is obvious, ability to recognize objects, e.g. medium rocks, in the 
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environment and learning the relationships between them, break medium rocks to obtain 

small rocks, the last two can be inferred. If an intelligent agent has learned that it can 

break medium rocks to obtain small rocks it can be inferred that the agent can make some 

predictions based on its experiences. Demonstrating agent’s creativity is difficult. For 

example, during the learning process the agent tries various actions before it learns the 

useful sensorimotor pairs. Can this be considered demonstration of creativity? In the 

above example the agent can solve its pains of lack of small rock and lack of medium 

rocks by breaking medium and large rocks respectively. Assume the agent first learns that 

breaking medium rocks provides it with small rocks. Subsequently, if when faced with 

lack of medium rocks the agent attempts breaking large rocks, it might be considered a 

demonstration of creativity, which is defined as being imaginative or showing novel 

understanding [72].  Another example of creativity is when an agent associates similar 

meanings or categories of objects and applies properties learned for one type of objects to 

those that are similar to the objects it previously learned.  

2.5 Conclusion 

In this chapter, a simplified model of a cognitive agent based on principles of 

embodied intelligence and motivated learning was implemented. It was shown that such 

an agent with the following memory capabilities: recognize objects, create semantic 

relationships, recognize sequences, make predictions, and exhibiting creativity, can 

successfully learn to achieve its goals. These memory capabilities are the same 

capabilities whose implementation is the objective of this dissertation.  
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3 ASSOCIATIVE PULSING NEURON MODEL 

In the previous chapter, a cognitive agent model was shown to successfully learn 

to reach its goals. It was also shown that the agent’s memory capabilities were the same 

as the capabilities of memories whose implementation is the objective of this dissertation 

work. While in Chapter 2 the memory used symbolic inputs, a practical implementation 

requires the ability to recognize sensory inputs. In this work, this is implemented using 

neural networks. But what model of neuron to use? Following a brief introduction to the 

developments in the field of neuron modeling in Section 3.1, the implementation of the 

neuron model chosen for this work is discussed in Section 3.2. Subsequently in Section 

3.3 neural mechanisms, namely threshold growth, axon growth and synaptic fatigue, are 

discussed. Finally in Section 3.4 conclusions are discussed. The work neuron model and 

its mechanisms described in this chapter has been published by us in [73]. 

3.1 Introduction  

Memory is key to the growth, development, and survival of a cognitive agent. 

This is because memory in cognitive agents is not only a storage of facts and rules (like 

in expert systems), but is also a storage of associations between the facts, associations 

that change overtime as new information is acquired or the agent’s needs, emotions, and 

environment changes. Hence the memory in a cognitive agent is the storage of not just 

information but of knowledge about the environment, past experiences, and associated 

concepts, objects and events. But how should such a memory be implemented in 

cognitive agents? While one solution is to use look-up-tables, indexes, and other 
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techniques developed for use in conventional digital computers, another solution is to 

look towards neurophysiological research, and this is the approach taken in this work. 

There has been great interest among researchers in trying to understand the 

learning process that takes place in animal brains. The discovery during the late 19th 

century [74], that the nervous system is composed of discrete individual cells, called 

neurons, led researchers to trying to model the said neuron based on experimental 

observations of animals or animal tissue. The earliest models, like the integrate-and-fire 

[75] and McCulloch and Pitts neuron [76] (although crude and have various limitations 

that have been addressed by other researchers,) are still widely used. The Hodgkin-

Huxley model [77] based on the squid giant axon was the first true model of a biological 

neuron, but due to its computational complexity [56], [78] is not suitable for use in large 

neural networks. Researchers have also created biologically inspired models, models with 

characteristics like, but not the same as, biological neurons, making them 

computationally feasible for large networks. Rosenblatt’s perceptron [79] is probably the 

most widely used biologically inspired model of artificial neural network. Spiking neuron 

models [56], [80], [81] are a widely researched class of biologically inspired models that 

are more realistic, compared to the traditional perceptron models, and incorporate timing 

and membrane potential ideas from biological neurons. And such models have been 

widely used in artificial neural networks in various applications. 

In human brain the knowledge is stored as a combination of neurons and synaptic 

connections between them, the strength of the synaptic connections depends on both the 

frequency and sequence of activations of the neurons that they connect. This knowledge 
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forms automatically, and is developed, expanded, and changed over an individual’s life-

time. When the human brain receives inputs from the environment, it activates neurons 

representing the various details of the environment that is sensed and subsequently these 

neurons trigger contextual associations defined by the present needs, emotions, previous 

activations, etc., recalling previous experiences and knowledge to help determine a 

response. Changes in the input received change both the recalled associations and the 

data enabling learning, adaption, and intelligent behavior. While the human brain recalls 

the most similar facts and associations, it is capable of recalling and applying any and all 

facts and associations previously learned that are even partially similar or related to the 

present inputs. Consequently, the triggered associations can provide a means for 

exhibiting creative behavior. Memory implementation in this work is, broadly speaking, 

based on mechanisms grounded in this understanding of the working of human brains. 

The availability of a great many models of neurons, including many that are 

biologically inspired, meant that it was possible to select and make use of an existing 

model rather than develop and test a new model from scratch. In this work the selection 

of the model was based on two considerations: a) biologically inspired, and b) 

computationally feasible. A strength of biological nervous systems is their ability to 

generalize their knowledge, including facts and associations, and apply it to novel 

situations. That is, biological nervous systems are capable of creativity. And though 

artificial neural networks are capable of generalization and creativity they generally are 

not comparable to human-like abilities. This is due to the limitations of artificial neural 

networks. They generally use simple models of neurons and at most account for elements 
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of biological systems such as receptors, glial cells, and interneuronal space to a limited 

extent [81].  The following are some of the limitations generally present in many of 

popular artificial neurons and neural networks based on them [81]. First, the use of 

continuous activations functions such as sigmoidal or radial for neurons is an 

approximation that prevents representation of groups of combinations and does not 

account for the relaxation and refraction after excitation and activation respectively. 

Second, they do not account for the timing influences generally present in biological 

neurons. That is, the artificial neurons synchronize the influences of all input signals 

while in biological neurons the differences in activation times are very important. In 

addition, differences in the moment the input signals are processed are important due to 

their possible influence on subsequent activations of connected neurons. Third, they do 

not account for all possible means of interaction between biological neurons. For 

example, biological neurons can interact through biochemical means, in the form of 

hormone transmission, via cells in the interneuronal space.  

A biologically plausible and computationally less demanding model of the neuron 

that addressed the limitations of artificial neuron models described above was proposed 

by Dr. Horzyk in [81]. In [73] we modified this associative neuron model by changing 

the neuron’s activation threshold to reflect frequency of its use, adopting self-

organization of neurons to requirements of episodic memory, considering influence of 

fan-out on neuron activation, and introducing synaptic fatigue. The modified model from 

[73] is described in Sections 3.2 and 3.3 and is used to implement the memory structures 

in this work. 
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3.2 Associative Neuron 

Artificial neural networks (ANN), often referred to as “neural networks”, are 

motivated by the recognition that the human brain is a highly complex, nonlinear, and 

parallel information-processing system. The brain’s structural organization allows it to 

accomplish certain complex tasks (e.g. object recognition, perception, and sensorimotor 

control) orders of magnitude faster than is possible with digital computers [61]. In the 

human brain this is made possible by the nervous system, consisting of simple processing 

units like neurons that support learning via adaptation to an individual’s experiences. 

ANNs attempt to approximate this process mainly through the use of artificial neurons 

(or specifically models of neurons) and modification of synaptic strengths (i.e. synaptic 

or connection weights) between them. While various models of neurons have been 

proposed in literature, they can all generally be approximated to that shown in Figure 3-1 

and consist of three basic elements: 1) synapses or connection links characterized by 

individual weight or strength; 2) an adder for summing the weighted input signals; and 3) 

an activation function that limits the neuron’s output to some finite range. While the 

model in Figure 3-1 includes an external signal bias signal, bk, this signal is not always 

present, i.e. bk = 0 . The bias can, depending on whether it is positive or negative, increase 

or decrease the input of the activation function, respectively. 
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Figure 3-1. Model of a neuron. 
 

Mathematically, this neuron can be described by the following equations. 

 𝑣𝑣𝑘𝑘 = ∑ 𝑤𝑤𝑘𝑘𝑘𝑘𝑥𝑥𝑖𝑖𝑛𝑛
𝑖𝑖=1 + 𝑏𝑏𝑘𝑘 (3-1)   

 𝑦𝑦𝑘𝑘 = 𝑓𝑓(𝑣𝑣𝑘𝑘) (3-2) 

where x1, x2, …, xn are the input signals; wk1, wk2, …, wkn are the synaptic weights; vk is 

the linear combination of the weighted input signals and the bias; f(.) is the activation 

function; and yk is the output signal of the neuron. Based on the “activation function”, 

models of neurons can be classified into three generations [82]. The first generation 

models, sometimes called threshold gates or circuits, can only give digital outputs, while 

the second generation models are capable of producing a continuous set of possible 

output values due to the use of activation functions such as sigmoidal function [82]. 

Experimental evidence shows that biological neural systems can use the timing of single 

“spikes” (i.e. action potentials) to encode information [83], [84], and while the second 

generation models are biologically more realistic, they do not account for time coding. 
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Consequently, this let to study of the third generation models, called spiking neurons, that 

can encode information by using the time difference between pulses [82].  Spiking 

neurons are more realistic, and better model biological neurons, but are seldom used in 

computational intelligence because of the difficulties involved in training and modeling 

them efficiently [80]. 

It has long been understood that neural functions are a result of activation of 

groups of neurons [85], and such interaction between neurons is the basis of all neural 

network models. This leads to a fundamental question, what impact should a neuron have 

on its surroundings? Here surroundings are defined by the connected elements and other 

neurons that are close in space. Plasticity permits the human brain to develop and adapt 

to its environment [85], and may be accounted for either by the creation of new synaptic 

connections or modifications of existing synaptic connections [61]. While there exist no 

general rules in ANN that define plasticity of neurons, provide new neurons or new 

connections and change the structure or parameters of already created neurons and 

synapses, most methods adjust a structure experimentally, adding new elements when the 

result of training are insufficient or removing them when a network overfits [61]. In this 

work, we use a biologically plausible mechanism which is defined by activations of 

neurons and the time that elapses between these activations. This associative pulsing 

model of neuron focuses on properties of biological neurons that enable cooperation in 

representation of frequent combinations of input signals. That is, the focus of this model 

is on the reproduction of functional aspects of biological neurons, such as association, 

plasticity, and neurogenesis, that enable development and adaptation of neuronal 
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structure from scratch, with the internal processes managed and processed using Internal 

Process Queues (IPQ) and a Global Event Queue (GEQ) [86]. IPQ is a sequence of 

changes to a neuron’s internal state dependent on its external stimuli and previous 

internal states, with the internal states of the neurons updated only at the end of internal 

processes that are supervised by the GEQ. This is different from spiking models where 

the focus is on the accurate reproduction of the biological neuron and processes in its 

membranes, such as electrical potentials, and complex mathematical functions are used to 

define the internal processes. Note that, for simplicity future references to this model will 

use the term associative neuron.    

A neuron’s input signals can have an external (sensory) or internal (neuronal) 

origin. In this model, each neuron represents the combinations of input signals that 

activate it. The combinations of input signals can be spread over time, i.e. input signals 

are successively added over time. An automatic recovery processes that relaxes or 

refracts neurons over time helps discharge neurons and balances the accumulation of 

input activations. If a neuron reaches its spiking threshold it is “activated” or “fires” and 

subsequently starts a refraction process that, temporarily, makes the neuron be not or less 

sensitive to input signals, enabling other competing neurons to activate. But, if the neuron 

does not reach its threshold it starts to relax and gradually returns to its resting state. This 

gradual return means that context of previous input signals decreases according to the 

time elapsed since the neurons excitation. In addition, neurons in excited states can not 

only be activated more quickly, if other input excitations are received before they return 

to their resting state, but such neurons highlight potential temporal context.  
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Plasticity enables biological neurons to change their activation frequency. As the 

frequency of a neuron’s activation is increased, e.g. due to its role in multiple 

combinations of input stimuli, its sensitivity to input signals decreases. In this model, the 

neuron’s activation threshold model’s sensitivity of the neuron to various combinations 

of input stimuli, allowing each neuron to specialize and be reactive to only those 

combinations of input stimuli which it represents and reacts to. Variable and conditional 

updating of sensitivity thresholds allows for controlling the set of input combinations that 

are represented by the neuron. Changing of this threshold enables a neuron to specialize 

its function and role in the network. Thus, the main idea of this associative model of 

neurons is to enable neurons to represent various input combinations, specialize neurons 

in their representation and connect neurons to emphasize their spatio-temporal 

associations.  

While biological neurons work and update their states concurrently and 

asynchronously in time [87], [88], in contemporary models of neurons  computations are 

sequentially processed in discrete steps during which the weights are updated [61]. 

Moreover, many of internal neuron processes in biological neurons are temporal, 

enabling them to take into account context of previous stimulations for events associated 

in time that should have an impact on parameters and plastic changes in neurons. Further, 

while artificial neurons use various artificial rules to connect neurons or construct a 

neural network, biological neurons can, due to their plasticity, update their structures and 

parameters according to their activities and their frequencies in time [87], [88] to 

represent processed data. This new associative model of neurons incorporates this natural 
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ability of biological neurons and hence is conditionally plastic, works and updates its 

synaptic connections concurrently and in real time. In this model, each associative neuron 

is in one of six states (Figure 3-2): resting, charging, relaxing, activation, absolute 

refracting, or relative refracting, which are decided by its internal excitation level and 

possible external stimulations.  

 

 

Figure 3-2. States of the associative model of neurons. 
 

Equations (3-3), (3-4), and (3-5) evaluate an associative neuron’s excitation levels 

during charging, relaxing, and refraction periods respectively, 

 𝑋𝑋𝑁𝑁𝑖𝑖
𝑡𝑡+∆𝑡𝑡 = 𝑋𝑋𝑁𝑁𝑖𝑖

𝑡𝑡 + �∑ �𝑋𝑋𝑁𝑁𝑚𝑚
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2∙∆𝑡𝑡𝐶𝐶
� (3-3) 

where t is the time when the presynaptic stimulation started to influence postsynaptic 
neuron Ni, Δt – is the interval from time t when neuron Ni started its charging  t < ∆t ≤
t + ∆tC, ∆𝑡𝑡𝐶𝐶 is the period of time necessary to charge and activate postsynaptic neuron Ni 
after stimulating synapse between neurons Nm and Ni (here ∆𝑡𝑡𝐶𝐶 = 20 ms, 𝑤𝑤𝑁𝑁𝑚𝑚,𝑁𝑁𝑖𝑖is the 
synaptic permeability  – a component of  the synaptic weight, 

 𝑋𝑋𝑁𝑁𝑖𝑖
𝑡𝑡+∆𝑡𝑡 = 𝑋𝑋𝑁𝑁𝑖𝑖
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2
∙ �1 + 𝑐𝑐𝑐𝑐𝑐𝑐 � 𝜋𝜋∙∆𝑡𝑡

𝑋𝑋𝑁𝑁𝑖𝑖
𝑡𝑡 ∙∆𝑡𝑡𝑅𝑅

�� (3-4) 
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where 𝑡𝑡 < ∆𝑡𝑡 ≤ 𝑡𝑡 + ∆𝑡𝑡𝑅𝑅, ∆𝑡𝑡𝑅𝑅 is the maximum period of time during which postsynaptic 

neuron Ni relaxes and returns to its resting state after its charging that was not strong 

enough to activate it (here ∆𝑡𝑡𝑅𝑅 = 300 𝑚𝑚𝑚𝑚), 

 𝑋𝑋𝑁𝑁𝑖𝑖
𝑡𝑡+∆𝑡𝑡 = 𝑋𝑋𝑁𝑁𝑖𝑖

𝑡𝑡 ∙ 1
2
∙ �1 + 𝑐𝑐𝑐𝑐𝑐𝑐 � 𝜋𝜋∙∆𝑡𝑡

�𝑋𝑋𝑁𝑁𝑖𝑖
𝑡𝑡 �∙∆𝑡𝑡𝐹𝐹

�� (3-5) 

where 𝑡𝑡 < ∆𝑡𝑡 ≤ 𝑡𝑡 + ∆𝑡𝑡𝐹𝐹, ∆𝑡𝑡𝐹𝐹 is the maximum period of time during which postsynaptic 

neuron Ni finishes its refraction after activation and returns to its resting state (here ∆𝑡𝑡𝐹𝐹 =

60 𝑚𝑚𝑚𝑚).  

The synapse model described here distinguishes between presynaptic and 

postsynaptic neuron influences that determine a final synaptic weight: 

 𝑤𝑤 = 𝑏𝑏 𝑐𝑐 𝑚𝑚 (3-6) 

where  

b    is the behavior factor that determines how the synapse influences the 

postsynaptic neuron (b=1 when this influence is excitatory and b=-1 when is 

inhibitory),  

c     is the synaptic permeability that specifies how strongly the input stimulation 

influences the postsynaptic neuron considering elapsed time between 

activations of pre- and postsynaptic neurons, 

m   is the multiplication factor that determines how strongly this stimulation 

should influence the postsynaptic activity due to the frequency and importance 

of the association defined by training sequences and their repetitions. 

The presynaptic influence is determined by the synaptic efficiency δ𝑁𝑁𝑚𝑚,𝑁𝑁𝑖𝑖  of a 

synapse between neurons 𝑁𝑁𝑚𝑚 → 𝑁𝑁𝑖𝑖 which is defined as:  
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𝛾𝛾

{(𝑁𝑁𝑚𝑚,𝑁𝑁𝑖𝑖)∈ 𝑆𝑆𝑛𝑛∈ 𝕊𝕊}

 (3-7) 

where  

∆𝑡𝑡𝐴𝐴is the period of time that lapsed between stimulation of synapse between 𝑁𝑁𝑚𝑚 

and 𝑁𝑁𝑖𝑖 neurons and activation of postsynaptic neuron 𝑁𝑁𝑖𝑖 during training,  

∆𝑡𝑡𝐶𝐶is the period of time necessary to charge and activate postsynaptic neuron 𝑁𝑁𝑖𝑖 

after stimulating synapse between 𝑁𝑁𝑚𝑚 and 𝑁𝑁𝑖𝑖 neurons (here ∆𝑡𝑡𝐶𝐶 = 20ms), 

∆𝑡𝑡𝑅𝑅is the maximum period of time during which postsynaptic neuron 𝑁𝑁𝑖𝑖 relaxes 

and returns to its resting state (here ∆𝑡𝑡𝑅𝑅 = 300ms), 

𝛾𝛾    is a context influence factor changing the influence of the previously activated 

and connected neurons on the postsynaptic neuron 𝑁𝑁𝑖𝑖 (here equal to 4),  

Sn  is a training sequence during which activation of presynaptic neuron Nm and 

postsynaptic neuron Ni were observed, 

𝕊𝕊   is the set of all training sequences used for adaptation. 

Using (3-7) the synaptic permeabilities are computed for all outgoing synapses by 

one of the following methods: 

linear permeability formula 

 𝑐𝑐 = 𝜂𝜂
2𝜂𝜂− 𝛿𝛿

 (3-8) 

square root permeability formula 

 𝑐𝑐 = �𝜂𝜂𝜂𝜂
�𝜂𝜂𝜂𝜂+𝜂𝜂− 𝛿𝛿

 (3-9) 

quadratic permeability formula 
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 𝑐𝑐 = 𝜂𝜂𝜂𝜂

𝜂𝜂𝜂𝜂+𝜂𝜂2− 𝛿𝛿2
 (3-10) 

proportional permeability formula 

 𝑐𝑐 = 𝛿𝛿
𝜂𝜂
 (3-11) 

power permeability formula 

 𝑐𝑐 = �𝛿𝛿
𝜂𝜂
�
1
𝑘𝑘 (3-12) 

where  𝜂𝜂 is a number of activations of a presynaptic neuron 𝑁𝑁𝑚𝑚 during training, 

𝛿𝛿 is a synaptic efficiency computed for this synapse (3-7), and k > 1 is an integer. 

If the context of presynaptic neurons activity is unique and represents a full 

subsequence of any training sequence (Figure 3-3) it should be able to activate the neuron 

representing the next element in that sequence. If not, it means that the existing 

connections are too weak and should be increased. Thus, synapses between neurons are 

multiplied and strengthen by the postsynaptic neurons that were supposed to be activated 

but were not. A simple rule is used: If the neuron is not activated by previously activated 

neurons that represent the first part of a sequence (𝑆𝑆1 → ⋯ → 𝑆𝑆𝐿𝐿), then the synaptic 

weights between all activated presynaptic neurons 𝑁𝑁𝑆𝑆1 , … ,𝑁𝑁𝑆𝑆𝐿𝐿 (representing the context) 

and this neuron 𝑁𝑁𝑆𝑆𝐿𝐿+1 should be increased. In order to correctly compute necessary 

multiplication of synaptic connections between presynaptic neurons and the postsynaptic 

neuron we have to compute a postsynaptic neuron total excitation 𝑋𝑋𝑁𝑁𝑖𝑖
𝑆𝑆1+⋯+𝑆𝑆𝐿𝐿. 

The multiplication factors are computed using: 

 𝑚𝑚 =
𝜃𝜃𝑁𝑁𝑖𝑖
𝑡𝑡

𝑋𝑋𝑁𝑁𝑖𝑖
𝑆𝑆1+⋯+𝑆𝑆𝐿𝐿 −

𝑥𝑥𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿

2
 (3-13) 
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and if the computed multiplication factor (3-13) is bigger than the threshold of the 

postsynaptic neuron it is reduced to it, 

 𝑚𝑚 ≤ 𝜃𝜃𝑁𝑁𝑖𝑖
𝑡𝑡  (3-14) 

where  

𝜃𝜃𝑁𝑁𝑖𝑖𝑛𝑛   is the activation threshold of postsynaptic neuron 𝑁𝑁𝑖𝑖 (here 𝜃𝜃𝑁𝑁𝑖𝑖𝑛𝑛 = 1),  

𝑥𝑥𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿is the last postsynaptic stimulation made by activated presynaptic neurons to 

the postsynaptic neurons. 

3.2.1 Sample Network Structure 

The semantic memory investigated in this work is based on the idea of active 

neuro-associative knowledge graph (ANAKG) that can represent and associate sequences 

of objects or classes of objects [81]. The knowledge graphs are obtained dynamically by 

adding associative neurons and changing their synaptic connections based on the input 

sequences and activation levels of presynaptic and postsynaptic neurons. If the updated 

synaptic weights provide incorrect activations of postsynaptic neurons, then inhibitive 

connections are created between the previously activated neurons and the incorrectly 

activated neurons. The gradual activation and relaxation of ANAKG neurons enable them 

to represent elements (objects) in terms of the previous elements of the sequence and 

neuron activations [81].  

ANAKG networks are built from associative pulsing neurons, with receptors 

sensitive to input stimuli and effectors transforming neuronal stimuli into output data 

[81], [89]. The associative neurons can quickly adapt to represent any given set of 

training sequences of elements in a neural graph structure which integrates and associates 



64 
 
them. ANAKG networks require only a single presentation of each training sequence to 

create the neuronal structure. ANAKGs training process is much faster than traditional 

ANN approaches, and its computation much easier than spiking NNs. ANAKG training 

process uses synaptic efficacy (3-7), computed using the time elapsed between activities 

of the pre- and postsynaptic associative neurons that were activated in temporal 

proximity. The higher the temporal proximity, the higher the impact on synaptic efficacy 

is. Synaptic efficacy is also dependent on the frequency of synaptic stimulation to the 

postsynaptic neuron. Consequently, the adaptation process in ANAKG network is 

significantly simpler in comparison to networks based on other neuron models, both 

spiking and those using nonlinear activation functions [90]. 

This section describes the creation of a simple ANAKG network structure using 

the associative neuron model described earlier. The following sequence set is used is 

create the network: I have a monkey. My monkey is very small. It is very lovely. The 

developed ANAKG structure is shown in Figure 3-3. Here, each associative neuron 

represents a single word, and the numbers under their names represent their number of 

activations (𝜂𝜂) during the training phase. These numbers are also equal to the number of 

occurrences of each word in all training sequences. The small circles represent the 

postsynaptic elements of the synapses, and a red dot inside them means that the value of 

the synaptic weight is equal to the activation threshold of the postsynaptic neuron (𝜃𝜃), i.e. 

the activation of this synapse is sufficient to activate the postsynaptic neuron. Whereas 

numbers in the postsynaptic elements (small circles) represent synaptic permeability 
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values (𝑤𝑤) as a percentage of the threshold value (𝜃𝜃). Similarly, the crescent shape 

denotes the presynaptic elements and shows the direction from which the stimuli come. 

Figure 3-3(a)  shows the neural network following the presentation of the first 

sentence: I have a monkey. Following the process described in [81], for each word in the 

sentence, we first check if there exists an  associative neuron that reacts to the presented 

word. If none of the existing  associative neurons are activated, a new  associative neuron 

is created. This process is repeated for all words in this sentence. If a word is repeated, 

the same neuron represents it. The efficiencies of synaptic connections following the 

stimulation of presynaptic associative neurons were computed using (3-7). The 

connection weights were computed according to (3-6). Because this is the first training 

sentence, and there are no repetitions of words, the activation of any associative neuron is 

sufficient to activate the postsynaptic associative neuron representing the next word in the 

sentence. Besides, associative neurons representing subsequent words in the sequence are 

also stimulated by the associative neurons representing previous words of the trained 

sequence, establishing the context of the following words. In Figure 3-3(a), this context 

represented by the additional connections (small circles with numbers) does not influence 

the result of stimulation significantly, but these connections play a substantial role when 

subsequent sentences partially composed from the same words will be represented by this 

structure (Figure 3-3(b-c)). 
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Figure 3-3. Steps of a sample ANAKG structure developed according to the associative 

process. 

 

Figure 3-3(b) shows the ANAKG structure after the presentation of the second 

sentence: my monkey is very small. Four new as-neurons representing the new words 

{my, is, very, small} are created, and the synaptic connections to all their predecessors in 

the sentence are added. The synaptic efficiencies and connection weights are calculated 

according to (3-7) and (3-6) respectively. Note the aggregation of the representation of 

the word monkey occurring in both of the currently trained sentences. When a word is 

shared between a few training sentences, the neuron representing this word does not 

stimulate neurons representing subsequent words sufficiently to activate them. For 

instance, the word monkey cannot activate the neuron is from the second sentence by 

itself, but stimulation of the neuron representing even earlier word my (the context) is 
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required. Similarly, following the training with the third sentence: it is very lovely, the 

synaptic efficiency and connection weights between very and small change due to the 

occurrence of lovely following the word very. The activation of the pre-synaptic 

associative neuron very is not sufficient to activate the postsynaptic neuron small 

anymore (see Figure 3-3(c)). It is necessary to use the context of previously activated 

neurons {my, monkey, is} or {it, is} to adequately stimulate the neurons small and lovely 

to activate the right one according to its context. 

3.3 Neural Mechanisms 

3.3.1 Threshold Increase 

The development, maturation, and growth of cerebral cortical interneurons were 

studied in [91]. The morphological study revealed that large interneurons had 

significantly more branching material in the postnatal brains than their prenatal neurons 

(Figure 3-4). These increases of dendritic span and branching provide larger receptive 

areas which may improve the development of connections in functional intracortical 

columns.  Increase in the neuron size and its dendritic span corresponds to a larger 

number of ions that must be delivered to a neuron to activate it. In addition, a neuron that 

is more frequently activated grows, while the one that is not activated shrinks reducing a 

minimum number of ions required for its activation. Thus, we can reasonably assume that 

the size of the soma can grow as more connections are made to a neuron. 

Thus we propose an associative neuron model which increases its activation 

threshold when the neuron is more frequently activated. This changes the sensitivity of 

neurons to input stimulations with larger charge needed to activate a neuron again. 
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Subsequently, only combinations of stronger or more frequent stimuli will activate a 

neuron. This leads to specialization of such neurons and limits input combinations that 

can activate them. Such a process is not destructive because specialization of neurons 

enables them to be more specific, and react more adequately to a situation. Rejected 

frequent combinations by already specialized neurons are represented by smaller neurons 

and thus automatically an input data space is represented more precisely by a larger 

number of neurons. 

The existence of neurons with various sizes of soma and number of dendrites and 

axonal terminals is proven by evidence from the fields of neurobiology and neuroscience 

[87], [88]. But satisfactory functional explanation for these differences, including neurons 

sensitivity to combinations of input stimuli, ability to specialize, and creation of multiple 

connections between the same neurons to strengthen associations between them, is 

lacking [81], [92]. 

 

 

Figure 3-4. When a neuron grows its soma gets larger and requires more charges to be 

activated. 

In associative neurons this translates to increase of the activation threshold. More 

frequently activated neurons have usually also more connections. 
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In this chapter we model some of these functional aspects of neurons and use 

them in later in machine learning algorithms to adapt active associative neural graphs. 

Biological neuron bodies have different shapes and sizes [88] so the bigger neuronal 

bodies need to be stronger or more frequently stimulated to achieve activation thresholds 

(Figure 3-4). Moreover, bigger neuron bodies have larger surfaces that can have more 

built in ion channels which can accelerate ion flux processes. Thus bigger neurons 

charge, relax and refract usually faster than smaller ones [88], [93].  

Neurons should be activated in a proper sequence to the activations of other 

neurons to represent the subsequent elements of the trained sequence. Thus only a full 

previously activated context for each element should activate the neuron representing this 

element. Hence, we need to adapt the neuron sensitivity to make its activation possible 

only when stimulations from all presynaptic neurons representing this context come. 

Therefore, 

 𝑋𝑋𝑁𝑁𝑖𝑖
𝑆𝑆1+⋯+𝑆𝑆𝐿𝐿−1 ≤ 𝜃𝜃𝑁𝑁𝑖𝑖

𝑡𝑡 ≤ 𝑋𝑋𝑁𝑁𝑖𝑖
𝑆𝑆1+⋯+𝑆𝑆𝐿𝐿 (3-15) 

where  𝑋𝑋𝑁𝑁𝑖𝑖
𝑆𝑆1+⋯+𝑆𝑆𝐿𝐿 represents the excitation achieved for the total previous context 

represented by stimulations 𝑆𝑆1, … , 𝑆𝑆𝐿𝐿 coming from neurons 𝑁𝑁𝑆𝑆1 , … ,𝑁𝑁𝑆𝑆𝐿𝐿; 𝑋𝑋𝑁𝑁𝑖𝑖
𝑆𝑆1+⋯+𝑆𝑆𝐿𝐿−1 

represents the excitation achieved for the total previous context without the last element 

of sequence that should charge the neuron above its threshold 𝜃𝜃𝑁𝑁𝑖𝑖
𝑡𝑡 . Thus, when 

postsynaptic neuron 𝑁𝑁𝑆𝑆𝐿𝐿+1 representing the 𝑆𝑆𝐿𝐿+1 sequence element is activated too early 

its threshold should be increased to exceed its current excitation level: 

 𝜃𝜃𝑁𝑁𝑖𝑖
𝑡𝑡 = 𝑋𝑋𝑁𝑁𝑖𝑖

𝑆𝑆1+⋯+𝑆𝑆𝐾𝐾 +  𝜀𝜀 (3-16) 

where 𝜀𝜀 is a small number, e.g. 𝜀𝜀 =  𝜃𝜃𝑁𝑁𝑖𝑖
𝑡𝑡 𝐾𝐾2⁄ . 
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3.3.2 Axon Growth 

A growing axon connects to an increasing number of postsynaptic neurons that it 

needs to activate. Hence, a growing axon requires more charges. From an electrical signal 

point of view this can be compared to the fan-out issue in logic gates, larger the fan-out 

the longer it takes for a gate to charge its output.  

While normalization of synaptic permeabilities is a simple means of introducing 

the fan-out effect, it has a drawback. Normalization of synaptic permeabilities would 

increase the importance of weak synapses. To avoid this, the synaptic strength is scaled 

by the norm of all synaptic permeabilities of the presynaptic neuron. Thus, the associative 

neuron excitation level during charging is evaluated using activities of all presynaptic 

neurons as follows: 

 𝑋𝑋𝑁𝑁𝑖𝑖
𝑡𝑡+∆𝑡𝑡 = 𝑋𝑋𝑁𝑁𝑖𝑖

𝑡𝑡 + �∑ �𝑋𝑋𝑁𝑁𝑚𝑚
𝑡𝑡 ∙

�𝑤𝑤𝑁𝑁𝑚𝑚,𝑁𝑁𝑖𝑖�
2

�𝑤𝑤𝑁𝑁𝑚𝑚�
�𝑁𝑁𝑚𝑚→𝑁𝑁𝑖𝑖 � ∙ 𝑠𝑠𝑠𝑠𝑠𝑠 � 𝜋𝜋∙∆𝑡𝑡

2∙∆𝑡𝑡𝐶𝐶
� (3-17) 

Modification of the associative neuron excitation level to (3-17) is needed in 

episodic memory to distinguish sequences that begin with the same subsequence and is 

discussed in Chapter 4.  

3.3.3 Synaptic Fatigue 

Synaptic fatigue [91], [94] is a form of short change in the synaptic plasticity that 

lowers the firing activities of a postsynaptic neuron. Synaptic fatigue is a result of 

frequent stimulation of the same sensory neuron, resulting in habituation and lowering of 

the neuron’s response. Acting as a negative feedback, synaptic fatigue, can 

physiologically control neuron’s activity. A presynaptic neuron sends an activation signal 

to a postsynaptic neuron through neurotransmitters stored in synaptic vesicles. These 
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neurotransmitters propagate the signal to the postsynaptic neuron before, eventually 

returning back to the presynaptic neuron for reuse. The neurotransmitters take between 1-

40 seconds to complete their journey to the postsynaptic neuron and return. But, if the 

neurotransmitters are released faster than they are replenished, it leads to a depletion of 

the synaptic vesicles. This temporary depletion causes synaptic fatigue Figure 3-5 shows 

a typical central nervous system synapse. 

 

 

Figure 3-5. Synaptic vesicles represented by small circles on the top and postsynaptic 

receptors shown in postsynaptic neuron at the bottom. 

Source https://en.wikipedia.org/wiki/Synaptic_fatigue 

 

Although the existence of synaptic fatigue is widely accepted, and it can affect 

synapses of many different types of neurons [95], the exact mechanisms underlying this 

phenomenon are not well understood. Introducing a similar mechanism in our associative 

neuron model provides us with a better tool to model operation of declarative memory. In 

this model synaptic fatigue is simulated by modifying the resistance of associative 

neurons to activation during charging as follows: 
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 𝑋𝑋𝑁𝑁𝑖𝑖
𝑡𝑡+∆𝑡𝑡 = 𝑋𝑋𝑁𝑁𝑖𝑖

𝑡𝑡 + �∑ �𝑋𝑋𝑁𝑁𝑚𝑚
𝑡𝑡 ∙

�𝑤𝑤𝑁𝑁𝑚𝑚,𝑁𝑁𝑖𝑖�
2

�𝑤𝑤𝑁𝑁𝑚𝑚�
�𝑁𝑁𝑚𝑚→𝑁𝑁𝑖𝑖 � ∙ 𝑆𝑆𝑁𝑁𝑖𝑖  

𝑡𝑡+∆𝑡𝑡 ∙ 𝑠𝑠𝑠𝑠𝑠𝑠 � 𝜋𝜋∙∆𝑡𝑡
2∙∆𝑡𝑡𝐶𝐶

� (3-18) 

where the neuron sensitivity factor 𝑆𝑆𝑁𝑁𝑖𝑖  
𝑡𝑡+∆𝑡𝑡 is updated as: 

 𝑆𝑆𝑁𝑁𝑖𝑖  
𝑡𝑡+∆𝑡𝑡 = 1 − �1 − 𝑆𝑆𝑁𝑁𝑖𝑖  

𝑡𝑡 � ∙ 𝑒𝑒
−∆𝑡𝑡
∆𝑡𝑡𝐹𝐹 (3-19) 

and ∆𝑡𝑡𝐹𝐹 is the fatigue relaxing time constant during which postsynaptic neuron Ni 

recovers from the fatigue and approaches its full sensitivity to stimuli (here ∆𝑡𝑡𝐹𝐹 = 20 𝑠𝑠). 

Equation (3-18) describes an automatic process of gradual recovery from the 

fatigue, however each time a neuron is activated its activation sensitivity 𝑆𝑆𝑁𝑁𝑖𝑖  
𝑡𝑡+  is lowered 

using 

 𝑆𝑆𝑁𝑁𝑖𝑖  
𝑡𝑡+ = 1

1
𝑆𝑆𝑁𝑁𝑖𝑖  
𝑡𝑡− +∆𝐹𝐹

 (3-20) 

where 𝑆𝑆𝑁𝑁𝑖𝑖  
𝑡𝑡− is neuron’s 𝑁𝑁𝑖𝑖  sensitivity before activation, 𝑆𝑆𝑁𝑁𝑖𝑖  

𝑡𝑡+ is neuron’s 𝑁𝑁𝑖𝑖  sensitivity after 

firing, ∆𝐹𝐹 is a fatigue factor (here we use ∆𝐹𝐹 = 0.03). 

Figure 3-6 shows changes in neuron sensitivity due to fatigue after it was 

frequently activated. 

  

 

Figure 3-6. Changes in neuron sensitivity due to a fatigue factor. 
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Here the neuron’s initial sensitivity was set to 0.9 and activation was in discrete 

time moments equal to [305, 450, 750, 900, 1200, 1530, 1640, 1630, 3300, 5000, 5600, 

12000, 15000, 20000] ms. Frequent activation of the neuron during the first 1630 ms 

results in decreasing sensitivity, with a gradual recovery eventually. 

3.4 Conclusion 

Associative neurons originally presented in [81], and shown to be capable of 

associating information into knowledge in a means that is conducive to contextual 

recalling [81] were modified by us to accommodate growth and sensitivity of neurons 

and their strength of connections [73]. This modification resulted in automatic threshold 

changes and specialization of neurons. In the presented model the same neurons can be 

activated by various combinations of input stimuli that represent various contexts of the 

elements of training sequences. In addition, we introduced neuron’s synaptic fatigue. 

The associative neuron model described here is biologically inspired, 

computationally feasible, and address the limitations of other associative neuron models. 

The model accounts for the timing behavior of biological neurons and plastic processes 

of biological neurons, i.e. automatically adapt and connect contextually to other neurons.  
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4 DECLARATIVE MEMORIES 

In the previous chapter a biologically plausible associative pulsing neuron model 

[73]that is used in this work to demonstrate the five memory capabilities from Section 1.3 

was described. In this chapter the model will be used to implement memory structures 

capable of a) creating semantic relationships, b) recognizing sequences, and c) 

demonstrating creativity. Following a brief introduction to the various types of memory 

in Section 4.1, details of the implementation and testing of the semantic and episodic 

memories is provided in Sections 4.2 and 4.3 respectively. Section 4.4 will demonstrates 

emergent creativity of declarative memories. Finally in Section 4.5 conclusions are 

discussed. The work described in this chapter has been published by us in [73].   

4.1 Introduction 

Declarative memory, a type of explicit memory, is a long-term memory of past 

experiences and acquired knowledge and its presence in humans can be cognitively 

explained [96]. Declarative memories play an important role in all aspects of learning 

such as recognition, understanding, planning, and motor action, and are hence a necessary 

system for any cognitive agent. Declarative memories can be classified into two 

complementary memory systems: episodic and semantic memories. While semantic 

memory is a structured record of facts, concepts, and knowledge about the world 

acquired over the lifetime, episodic memory is a representation of personal experiences 

and specific events (time, place, emotions and other contextual knowledge) that can be 

explicitly stated. Episodic memory supports learning in the semantic memory by 

providing a recollection of past events. While the organization and internal dynamics are 
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different, both semantic and episodic memory require the storage of sequential 

information and, in this work, are based on principles of self-organization and use the 

associative neuron model described in Chapter 3. It is believed that in humans the 

neocortex and hippocampus, parts of the brain with structurally different organization of 

neurons, are responsible for semantic and episodic memories respectively [97]. 

Declarative memories are built upon personal experiences, that is they are built 

upon episodic memories. While humans can create and retain memories of many personal 

experiences, most episodic memories will ultimately contribute to development and 

modification of general knowledge about the world and be “lost”. That is, overtime 

episodic memories sharing some elements are linked together, lose their unique 

information, and form semantic memory. In return, the semantic memory provides a 

wider context to the observed scenes through triggering of learned associations 

potentially helping suggest alternative solutions to a problem. Thus, semantic and 

episodic memories complement each other in both their operations and concept 

formation. Work presented in this chapter assumes that neurons represent symbolic 

concepts, i.e. words, that are stored and associated with each other based on observations.  

4.2 Semantic Memory 

The semantic memory in a cognitive system is a store for knowledge about the 

environment that an agent has acquired and can provide solutions to novel situations, i.e. 

exhibit emergent creativity. The semantic memory investigated in this chapter uses 

ANAKG, described earlier in Section 3.2, and can represent and associate training 

sequences of objects or classes of objects [81]. The ANAKG memory adaptation process 
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binds objects that appear in close proximity in the input sequences, providing time 

domain or spatial associations. The created synaptic connections are weighted, shorter the 

distance stronger the association, so each association has its own importance.  The model 

demonstrates that memories can be changed if new data is processed or old data is 

repeated. 

4.2.1 Structural Organization of Semantic Memory 

Humans learn to perceive the relationship between perception and action via 

complex sensorimotor functions, providing them with knowledge about objects in the 

environment that have utility for them [98]. Using similar principles, focusing on features 

of the observed episode can improve the predictive power of the episodic memory. The 

semantic memory plays an important role in this, it provides a mechanism to focus on the 

characteristic features of the observed episode.  

The ANAKG algorithm is applied to the following set of training sequences: “I 

have a monkey. My monkey is very small. It is very lovely. It likes to sit on my head. It 

can jump very quickly. It is also very clever. It learns quickly. My monkey is lovely. My 

son has a small dog. His dog is white and sweet. My daughter has a black cat. Her cat is 

small and clever.” The resulting semantic memory from the process of adding neurons 

and connections according to the neuron model described in Chapter 3 is illustrated in 

Figure 4-1. Nodes in Figure 4-1 represent words (concepts) while edges represent spatio-

temporal associations. As described earlier, each associative neuron represents a single 

word, and the numbers under their names represent their number of activations during the 

training phase. The small circles represent the postsynaptic elements of the synapses, and 
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a red dot inside them means that the value of the synaptic weight is equal to the activation 

threshold of the postsynaptic neuron. Numbers in the postsynaptic elements (small 

circles) represent synaptic permeability values as a percentage of the threshold value. 

Similarly, the crescent shape denotes the presynaptic elements and shows the direction 

from which the stimuli come. 

 



 

Figure 4-1. A sample neuronal structure formed during associative processes for training sequences. 

“I have a monkey. My monkey is very small. It is very lovely. It likes to sit on my head. It can jump very quickly. It is also very clever. 

It learns quickly. My monkey is lovely. My son has a small dog. His dog is white and sweet. My daughter has a black cat. Her cat is 

small and clever.” 



 

4.2.2 Testing Semantic Memory 

Semantic memories are stores of facts, concepts, and knowledge about the 

environment acquired over the lifetime. Because they store associations about various 

objects, dependencies between them, and actions performed on them, semantic memory 

enables retrieval of contextual information about observed objects making generalization 

and creativity possible. 

The semantic memory model implemented here can learn the training sequences, 

the strength of the connections between elements dependent on the spatio-temporal 

distance between them and the frequency of their activation. The semantic memory 

model can also both recall generalized sequences and create new ones. That is, the 

semantic memory displays generalization and creativity. Table 4-1 shows the results of 

simulating the network from Figure 4-1 with various initial contexts. The results show 

that when the initial context is unique, that is occurs only once in the training sequences, 

the memory can recall the training sequence even with a single presentation. The memory 

provides new or generalized answers when the initial context is new or not unique the 

memory provides new or generalized answers. With non-unique contexts, repetition 

forces the memory to recall the most frequent subsequences matching the context from 

the training data. Note, the generalized and new answers provided by the network are 

bolded to highlight them. For example, when the initial context is not unique (my monkey 

and monkey is), repeating the context results in the network providing generalized 

answers (my monkey is small very lovely and monkey is very small lovely respectively).  
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Table 4-1. Semantic memory answers to various initial contexts. 

Initial context / Question Network Answer 
I have (a unique context) I have a monkey 
Her (a unique context) Her cat is small and clever 
His (a unique context) His dog is white and sweet 
My (no unique context) My 
My monkey (repeated 5 times) My monkey is small very lovely  
Monkey is (repeated 3 times) Monkey is very small lovely 
Cat (repeated 5 times) Cat is small 
Dog (repeated 3 times) Dog is white 
It (repeated 6 times) It is very lovely 
My son and his dog My son has a small dog and his is white sweet dog 
Can I  Can I have a monkey  

 

4.3 Episodic Memory 

Episodic memory is a store of specific personal experiences and events, with 

events stored as sequences of spatio-temporal elements that can be used for recollection 

of observed events. The strength and durability of the memory of events are strongly 

influenced by their significance to the cognitive agent, it is easier to recall significant 

events. Episodic memory gives us time perspective and provides continuity in everyday 

activities. Note that due to the complementary nature of semantic and episodic memories, 

an event observed by different individuals can be remembered differently by them.  

4.3.1 Structural Organization of Episodic Memory 

Episodic memory plays a critical role in cognitive agents. Consequently, in recent 

years several structural models have been proposed [99]–[102]. The various models differ 

in their structural organization, storage and retrieval mechanism and properties such as 

forgetting, anticipation, and novelty detection. 
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The model presented in [92] used a flexible matching mechanism that measured 

the similarity between the learned and tested sequences. The model is robust and could 

tolerate errors, distortions, and varying time delay. In this work a simplified version of 

this memory structure, using associative neurons described in Chapter 3, has been used. 

The ability of these associative neurons and their semantic connections, i.e. learning 

mechanism, to formulate episodic memories is shown. 

The structure of the episodic memory, shown in Figure 4-2, is based on a self-

organizing structure of long-term memory (LTM) cells. It is built upon the concepts 

stored in the semantic memory. During training, the primary neurons 𝑃𝑃𝑖𝑖 that reside in the 

semantic memory are first activated. This sequence of semantic memory neuron 

activations {𝑃𝑃1,𝑃𝑃2,𝑃𝑃3, … ,𝑃𝑃𝑛𝑛−1,𝑃𝑃𝑛𝑛, } stimulate the corresponding secondary neurons 

{𝑆𝑆1, 𝑆𝑆2, 𝑆𝑆3, … , 𝑆𝑆𝑛𝑛−1, 𝑆𝑆𝑛𝑛, } in the episodic memory. The primary neurons represent concepts 

and the associations between them, that is, they represent objects, activities, motivations, 

or goals and semantic associations between them. 

 

 

Figure 4-2. A model of LTM cell based on associative neurons. 
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The primary neurons implement symbol grounding [36] and can thus provide 

understanding of the observed scene. While each LTM cell stores a different event, their 

structure and strength of synaptic connections is fixed. Consequently no learning of 

synaptic strengths inside the LTM is needed. Individual LTM cells differ in their 

connections to primary neurons, and these connections need to be learned. While the 

activation of primary neurons activate secondary neurons in the LTM cells, these 

activations of secondary neurons can be used to predict the next element of the input 

sequence.  

While the primary neurons are linked to the corresponding secondary neurons 

with weights equal to u, set to 1 in this work but could be normalized to limit the 

maximum activation of the secondary neurons, the secondary neurons are connected to 

the primary neurons representing the next element of the episode/sequence using 

prediction links with weights equal to 1. The secondary neurons are also connected to all 

the subsequent elements of the episode sequence using weights obtained from any one of 

(3-8) - (3-12). The activations of the secondary neurons are computed using (3-18) – (3-

20).   

4.3.2 Algorithm for Episodic Memory Retrieval 

Episodic memory, once trained, can be activated and retrieved during any 

sequence recognition process. The retrieval process is simple and occurs in three stages: 

event detection, episode recognition, and episode recall. Activation of any primary 

neuron in the semantic memory, directly or through associations with activated neurons, 

that is associated with an LTM cell triggers event detection. Activation of primary 
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neurons leads to activation of secondary neurons in the LTM cells, this activation of 

LTM cell neurons triggers episode recognition. If secondary neurons in multiple LTM 

cells were activated, the first LTM cell to activate is considered to be the most likely 

representative of the observed episode and is recalled. Episode recall is a means of 

predicting or anticipating the expected elements of the sequence, and plays an important 

role in learning. No learning takes place if the prediction was correct.  

The memory retrieval algorithm works as follows: 

• Activate primary neurons 𝑃𝑃𝑗𝑗𝑡𝑡 and the corresponding secondary neurons 𝑆𝑆𝑗𝑗𝑡𝑡 in 

all LTM cells. 

• Compute the activation level of the secondary neurons 𝑆𝑆𝑗𝑗𝑡𝑡+𝑖𝑖 using (3-18) - (3-

20). 

• Use the secondary neuron 𝑆𝑆𝑗𝑗𝑡𝑡+𝑖𝑖 with the strongest activation to find the 

winning LTM. 

• Secondary neuron 𝑆𝑆𝑗𝑗𝑡𝑡+𝑖𝑖 of the winning LTM cell predicts the next episode.  

4.3.3 Testing Episodic Memory 

The ability to recall past events based on present context is a very useful feature 

in memory. As the episodic memory is built upon the semantic memory it uses the 

contextual information provided by the semantic memory to help in recalling previous 

episodes. In this simulation, the episodic memory consists of LTM cells, with each cell 

representing an episode and the individual secondary neurons Sj, representing elements of 

it. These secondary neurons are triggered by primary neurons Pj in the semantic memory. 

The primary neurons in the semantic memory are triggered by external inputs. The 



84 
 
semantic and episodic memories were first created from training sequences using 

associative neurons described in Chapter 3. Subsequently the ability of the episodic 

memory to recall the correct sequence and differentiate between similar sequences has 

been tested. 

4.3.3.1 Example 1 

For simplicity consider a training file consisting of the following sequences: 

1.  A B C D;    2.  A B C;    3.  B A C E;    4.  P Y E J. 

First, the semantic memory is created through consolidation of the training 

sequences using the ANAKG approach described earlier. Each neuron in the resulting 

semantic memory structure represents one element of the training sequence. As the 

semantic memory structure is context dependent, each element of a sequence simulates 

its successors, i.e. subsequently learned elements of the sequence, through links with 

weights that reflect their occurrence, frequency and distance (number of elements 

separating them), in the training sequences. A similar process was used to create the LTM 

cells in the episodic memory, but with one difference: each LTM cell was created using 

only one sequence. Thus, in this example the episodic memory consisted of four LTM 

cells.  

The memories once created were ready for testing. Here the results of testing with 

one sequence, “A B C D”, are described. Following the testing protocol discussed earlier 

this test sequence was used as an external stimulation to semantic memory, and 

consequently activation of its neurons (primary neurons). The strength of the resulting 

activations of these primary neurons was treated as the output from the semantic memory 
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and was provided as an input to the LTM cells in the episodic memory. That is, test 

sequence activated the primary neurons {A, B, C, D} in the semantic memory that in turn 

activated their corresponding secondary neurons in the LTM cells.  

In this example only three of the four LTM cells (“A B C D”, “A B C”, and “B A 

C E”) contain elements of the test sequence (“A B C D”). Among these three, the first 

two (“A B C D” and “A B C”) are of particular interest because not only are they very 

similar to each other, but one of them is the same as the testing sequence and the other is 

its subsequence.  

 

 

Figure 4-3. Activation levels of “winning neuron” in LTM cells 1 and 2. 

 

Figure 4-3 shows a comparison of the activation levels of the “winning neuron” in 

these two LTM cells with symbol o marking LTM1 and * marking LTM2. As a neuron 

goes through various states: resting, charging, relaxing, activation, absolute refracting, or 

relative refracting, its activation level changes. In addition, while the time periods for the 

six states are the same for all neurons, the activation levels of individual neurons differ 
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because the presynaptic neurons can have different levels of activations, can be 

connected to different number of post-synaptic neurons, or can be in different states.  

When two LTM sequences having the same initial elements are stimulated with 

the shared elements we expect that the shorter LTM sequence will have higher activation 

initially, as expected from (3-17). This was observed in the simulation and is very clearly 

visible around the 8000 ms mark. Figure 4-3 shows that at this point in time the 

activation levels of the winning neuron in LTM 2 is higher than the activation level of the 

winning neuron in LTM 1. Only towards the end, when neuron ‘D’ is activated does the 

winning neuron in LTM 1 have a higher activation level than that from LTM 2.    

4.4 Emergent Creativity of Declarative Memories 

In humans declarative memories, also known as explicit memory, are a type of 

long-term memory that can be explicitly (or consciously) be recalled and can be 

subdivided into episodic and semantic memories. Due to their importance in cognition 

episodic and semantic memories play an important role in various cognitive architectures. 

For, example declarative memories, obtained through integration of episodic and 

semantic memories, are an essential functional component of the motivated learning 

cognitive architecture (MLECOG) [4], an early version of which was used as the basis 

for the cognitive agent discussed in Chapter 2. This section illustrates the ability of 

declarative memories based on associative neuron model to create new categories, 

generalize, and answer new questions.  

Table 4-1 demonstrates some ability of the declarative memory to answer 

questions with initial contexts not used in training sequences. The answers obtained while 
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different from the training sequence still reflected the knowledge obtained from the 

training sequences. While repetition of the “question” was needed to obtain an answer if 

multiple options existed in the training sequence, this is normal when people are trying to 

answer difficult questions. Hence, this behavior of the memory can be considered similar.  

The results show also that change in context (Table 4-1) may, based on the 

training set, result in a change in the answer. This is a reflection of the generalization and 

creativity of the network that can be obtained from such declarative memories and is 

determined by the dynamic modification of knowledge gained during. As a network 

develops it changes the way it processes the input data, reflecting its stage of 

development and its ability to generate context based answers.  

A declarative memory, obtained through integration of semantic and episodic 

memories, was created and tested for this work. This declarative memory had the 

semantic memory system receiving the external stimulations/inputs and the output of the 

semantic memory was the input to the episodic memory. The output of the episodic 

memory, the winning LTM neuron, is considered the output of the declarative memory. 

Both the semantic and episodic memories were trained with the sample data from Figure 

4-1. Table 4-2 shows the answers provided by this declarative memory to the same initial 

context as in Table 4-1. Note that as the individual neurons start their relaxing or 

refraction phase the winning LTM cells can change. In Table 4-2 only the first winning 

LTM cell is specified. The major advantage of the declarative memory is observed in the 

response to the last five initial context/questions shown in Table 4-2. The declarative 

memory was able to generate meaningful responses without necessitating repetitions of 
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inputs, this is because any activation in the semantic memory will stimulate the LTM 

cells of the episodic memory thus potentially enabling the declarative memory to 

generate a response.    

  

Table 4-2. Declarative memory answers to various initial contexts. 

Initial context / Question Declarative Memory Answers 
I have I have a monkey 
Her Her cat is small and clever 
His His dog is white and sweet 
My My monkey is lovely. 
My monkey1 My monkey is lovely.  
Monkey is1 My monkey is lovely. 
Cat1 Her cat is small and clever. 
Dog1 His dog is white and sweet. 
It1 It learns quickly.  

1 Note, unlike in Table I, no repetitions are required or used here 

 

4.5 Conclusions 

A structural organization of declarative memories using the model of associative 

neuron from Chapter 3 was developed and tested. In the presented memory structure the 

same neurons can be activated by various combinations of input stimuli representing 

different contexts of the elements of the training sequences. 

We tested sequence recognition and associative properties of the episodic and 

semantic memories obtained following a self-organizing process were tested. Symbolic 

approach, with each neuron representing an object, action, or idea, was used. 

Emergent creativity in the developed memory structures was demonstrated.  To 

test the memories we first organized them based on a set of training sequences, and 



89 
 
subsequently submitted a various questions. The questions included those with unique 

context in the training sequences, and also those with new or non-unique context. We 

demonstrated that the memory could, using the stored knowledge, respond within the 

associative context of the question asked. Thanks to the strengthened associations 

between neurons, which reflect the frequency of training subsequences, we achieve the 

ability of the network to generalize. 

Future work includes further studies on neuron models developing their ability to 

adapt to training subsequences that include other sequences. Networks could be enriched 

with autonomous motivational signals and mechanisms of their automatic associations 

with symbols and actions represented in declarative memories. Declarative memory 

structure could be enhanced by adding a feedback from the LTM cells in the episodic 

memory to the semantic memory, this can generate new or generalized relationships. 
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5 LUMPED MINICOLUMN ASSOCIATIVE KNOWLEDGE GRAPH 

In the previous chapter the associative pulsing neuron model [73] was used to 

implement declarative memories and the results demonstrated the memory structures to 

be capable of capable of a) creating semantic relationships, b) recognizing sequences, and 

c) demonstrating creativity. This chapter will demonstrate memory structures that are 

capable of a) creating semantic relationships, b) recognizing sequences, and c) prediction. 

The memory structure implemented in this chapter, lumped minicolumn associative 

knowledge graph (LUMAKG), is a generalization of the active neural associative 

knowledge graph (ANAKG) used in Chapter 4 to implement the semantic memory to its 

minicolumn form. Following a brief introduction in Section 5.1, details of the LUMAKG 

organization are presented in Section 5.2. In Section 5.3 the LUMAKG organization 

process is explained using an example. Test results are discussed in Section 5.4 and 

finally conclusions are discussed in Section 5.5. The LUMAKG algorithm described in 

this chapter was first introduced by us in [103]. A later work incorporating the results 

presented here are undergoing peer review. 

5.1 Introduction 

Memory plays an important role in cognitive systems, providing it with the 

knowledge about its environment and how to deal with it. Its structure self-organizes as a 

result of the past observations, actions and their consequences [104]. The learning 

process includes changes in the long-term memory cells and the synaptic connections 

between neurons.  Associations between neurons reflect contexts for the learning and 

representation building process [105]. 
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There are several artificial neural network models used to simulate semantic and 

episodic memories. Associative networks are content addressable and are able to retrieve 

stored data based on only a part of what was stored [57]. They are resistant to noise and 

can detect missing data and sensory failures [106]. Models of associative networks with 

feedback loops, called recurrent neural networks (RNN), can be trained to predict the 

next output symbol after reading a stream of input symbols. In [65] gradient-based RNNs 

were used to retrieve the memories of the stored input sequences. In [107] an 

unsupervised algorithm that, using RNNs, learns fixed-length feature representations of 

sentences, paragraphs, and documents was proposed. The Penn Corpus and Switchboard, 

with about 1 and 4 million words respectively, were used in [107]. Similar to RNNs, this 

algorithm is trained to predict words in a document given an input context. Memory 

networks [108] are a new class of learning models that combine the input content with 

the dynamic knowledge base stored in the long-term memory to predict the output. 

Memory networks represent the input information in the form of features and are capable 

of generalization to produce the desired response. 

In response to demand for services based on speech recognition and large 

knowledge bases like Wikipedia, researchers in recent years have focused on contextual 

question answering (QA). Direct approaches to QA like string matching are ineffective 

[109], and solutions that include recursive neural networks like QANTA [109] are 

becoming popular. Neural Turing machines (NTM) combine the concept of neural 

network learning and classical Turing machines to retrieve context-based input 

information [110]. NTMs can learn simple algorithms from input and output examples 
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and use them to generalize. Compared to RNN long short-term memory[65], NTMs show 

better accuracy over longer sequences in recall and copy tasks [110]. 

Semantic knowledge and short-term memory must cooperate to provide a context-

based scene understanding and recall of the useful operations that the system performed 

in an open environment. Semantic memory aggregates representation of the training data 

and forms a context searchable knowledge base. This memory is obtained by binding the 

semantic contexts for all trained objects and linking their neuronal representations 

together. Semantic memory can be built using an active neural associative knowledge 

graph (ANAKG) that uses the associative spiking neuron model presented in [81]. 

Recurrent neural networks that use artificial minicolumns have much larger 

storage capacity than ordinary networks in which each neuron represent a single concept 

as discussed in [111]. Minicolumn refers to a group of one or more neurons that function 

as a unit. This property of artificial minicolumns is used to increase the memory capacity 

and improve the quality of knowledge representation in ANAKG memories. 

ANAKG networks are robust to distortions in the input signal, and to some degree 

resemble the effectiveness of the long short-term memories (LSTM) [65] that can store 

short-term sequential information over longer periods of time through its gating system. 

LSTMs are a kind of RNNs that are capable of learning long-term dependencies. While 

LSTMs and RNNs have a similar form, a recurrent hidden layer consisting of a chain of 

recurrently connected neural network modules, the neural network modules themselves 

are different. The neural network modules in RNNs have a very simple structure, for 

example, a single memory cell, whereas the neural network modules in LSTM have 
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multiple neural network layers, e.g. one or more memory cells and gates to control the 

flow of information. In contrast to LSTM, ANAKG networks are easy to train and do not 

require supervised learning, which makes them a better choice for natural learning in an 

open environment. 

In this chapter, a generalization of ANAKGs to their minicolumn form known as 

lumped minicolumn associated knowledge graph (LUMAKG) memory is presented. 

LUMAKG organization, and a learning process to establish spatiotemporal associative 

connections between neurons are described. In LUMAKG, each symbol is represented 

several times following the idea of minicolumn organization presented in [111]. 

LUMAKG uses the same pulsing neuron model as ANAKG and similar self-organization 

principles. The most significant difference between the two memory structures is that 

LUMAKG uses columnar organization and uses a new mechanism for selection of 

synaptic connections between neurons. While the columnar organization increases the 

memory capacity, the new mechanism for synaptic connections improves the resolution 

of context-based sequence recognition. 

5.2 Organization of LUMAKG 

5.2.1 Minicolumn Organization of the Associative Memory 

A columnar organization of the associative memory was proposed by J. Hawkins 

et al. [111] where the authors introduced cortical learning algorithms in which 

minicolumns were used to store sequential information in structures known as 

hierarchical temporal memory (HTM). Since then HTMs were further developed, and 

their properties were analyzed and tested. In [112], the authors show that HTM is able to 
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continuously learn a large number of temporal sequences using an unsupervised learning 

neural network model. HTM was shown to have similar accuracy as another state of the 

art sequence learning algorithms like echo state networks [113] or long short-term 

memory [112]. However, they also show some drawbacks like larger sensitivity to 

temporal noise than long short-term memory [112]. ANAKG memories do not have this 

drawback of HTM networks because as-neurons use the time delay of the input signal to 

make associations, and ANAKG associates not only the individual inputs but also their 

sequences spread over time, greatly minimizing the effect of temporal noise (or any 

single event). The gradual change in sensitivity, activation threshold, synaptic weights, 

and connections to other neurons and sensors that results from the model parameters also 

helps to minimize the effect of temporal noise. Thus, improving ANAKG by introducing 

a minicolumn structure to its architecture provides a better associative memory capable of 

storing spatiotemporal relations between data. Continuous learning from input data and 

rapid adaptation to changing environmental conditions are desired properties of machine 

learning [112], so it is important that the algorithm can recognize and learn new patterns 

quickly. ANAKG memories have this property. 

Both in HTM and ANAKG, neurons do not perform a simple weighted sum of 

their inputs as in most neural network models ([58], [114], [115]), but integrate them over 

time. This is similar to spiking neuron networks [82]. Spiking neurons are biologically 

motivated and produce patterns similar to biological neurons. Several computationally 

efficient models of spiking neurons have been developed [116]. Networks of spiking 

neurons spontaneously self-organize into groups and generate polychronic patterns of 
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activity, and this property is believed to be necessary for cognitive neural computations, 

symbol grounding, attention, and consciousness [117]. ANAKG achieves similar 

properties to spiking neurons by using a much simpler spiking neuron model and self-

organization principles to capture the spatiotemporal relationship between data [90]. 

LUMAKG maintains these properties of ANAKG while increasing its recall quality, 

memory capacity, and resolution.   

Following HTM organization, each neuron in ANAKG is replaced with a 

minicolumn of several neurons, where all the minicolumn neurons represent one unique 

symbol (e.g. a single word). Individual neurons in the active columns represent 

information regarding the learned temporal context, and they may be activated by 

different learned temporal contexts. Like in HTM the neurons in LUMAKG receive three 

types of inputs. The input from the lower layer network carries the sensory information 

and is used to recognize the learned sequences, the input from the higher layer represents 

feedback prediction, and the inputs from the same layer represent context-based 

prediction and lateral inhibition used to create self-organizing maps.  

While the neurons in a minicolumn are duplicates of each other, their inputs, 

outputs, and synaptic connections (weights) are not. Using the design principles from 

HTMs [111], the inputs and outputs are distributed across all the minicolumn neurons so 

that multiple sequences can be represented using the same set of minicolumns. Individual 

neurons in each minicolumn use the ANAKG algorithm to establish associative 

connections and their synaptic weights. Like ANAKG neurons, LUMAKG neurons 

modify their thresholds to stimulate learning by various minicolumns and their neurons.  
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Like in HTM, LUMAKG minicolumns have three output states, active from feed-

forward input (can be input from the sensor), active from lateral input (representing a 

prediction), and inactive. Thus, LUMAKG neurons can fire even without sensory input 

stimulation. In the predictive mode, neuron’s activation from the lateral input is used to 

complete the sequence. During learning of new sequences, prediction and input activation 

should match for the learning (changing the synaptic weights) to take place. 

5.2.2 Organizing Principles of LUMAKG 

The design of LUMAKG memory is illustrated by using sequences of words as its 

input. Each minicolumn in the developed structure represents a different word. Although 

a minicolumn based memory is capable of handling raw sensory data to obtain its 

symbolic representations [118], this simplified approach where the input signals are the 

sequences of symbols used. This is done in order to have a simple interpretation of the 

neurons’ activities and to use simple measures to compare test results with ANAKG or 

other neural networks that use symbolic inputs. A distributed version of the minicolumn 

associative knowledge graph (DIMAKG) is currently under development.  

 The LUMAKG graph structure is obtained dynamically.  New minicolumns and 

synaptic connections are added each time a new input sequence is provided to the 

network. Specifically, if a new symbol is observed, a new minicolumn is added, and at 

least one of its neurons is linked to other minicolumns establishing new synaptic 

connections. The organizing principles of LUMAKG are as follows: 

A. Duplicate each symbol m times to form an individual symbol minicolumn. 
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B. If a neuron in a minicolumn is activated above its threshold from the 

associative connections, it is called to be in a predictive mode.  

C. A sensory input activates either all the neurons in a given minicolumn that are 

in the predictive mode or the whole minicolumn if no neuron is in a predictive 

mode. 

D. Activated neurons that were in a predictive mode are in predicted activation 

(PA). 

E. An activated minicolumn without any neuron in a predictive mode has all the 

neurons in unpredicted activation (UA). 

F. Synaptic weights of connections between activated neurons in the predecessor 

and the successor minicolumns are changed according to (5-2). 

The number of neurons in each minicolumn m is set arbitrarily. In the NuPIC 

software that implements HTM memory, m is set to 32 [118], [119]. In the human cortex, 

the number of neurons in each minicolumn is between 80 and 120 (with twice this 

number in the visual cortex area) [120]. In the approach used here it is demonstrated that 

the memory and its resolution depend on this number, m is an important network design 

parameter. It is hypothesized that larger memory networks need a larger number of 

neurons in their minicolumns for their optimum performance. 

5.2.3 The LUMAKG Algorithm 

According to the described organizing principles, the LUMAKG algorithm can be 

organized as follows. The individual steps of this algorithm are explained and illustrated 

using a design example. 
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The LUMAKG algorithm: 

I. Read the consecutive elements of the input sequence to activate the 

corresponding minicolumns. 

1. Check if the symbol from the input sequence is represented by a 

minicolumn.  

2. If it is not, add a new minicolumn.  

3. Put all neurons of this new minicolumn in the state of unpredicted 

activation. 

II. Establish the predecessor-successor neurons in all the minicolumns activated 

by the input sequence. 

4. Find the non-overlapping sequences of the previously stored episodes. 

5. Establish a sequence of linked PA neurons in all the activated 

minicolumns. 

III. Update the synaptic weights in the synaptic connections between all 

predecessor-successor neurons. 

Update all the synaptic weights between all the PA neurons in the predecessor and 

successor minicolumns according to the rules developed for ANAKG [81].  

5.3 LUMAKG Design Example 

Since the LUMAKG algorithm has a convoluted process for modification of 

synaptic connections, an example is used to illustrate how the algorithm works. First, we 

will illustrate how to find non-overlapping sequences of the previously stored episodes in 

all the minicolumns activated by the input sequence (point II.4 of the LUMAKG 
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algorithm). In this example, we assume for simplicity of the graphical illustration that the 

number of neurons in each minicolumn is equal to 5. This, however, should be optimized 

depending on the desired memory size. 

For each consecutive activated minicolumn, activate all the neurons in the 

minicolumn that correspond to the input symbol according to point C of the organizing 

principles. Typically, the first activated minicolumn has no PA neurons, unless it is 

considered in the broader context of associative learning and was a part of the previously 

stored episode. Thus, typically all neurons in the first activated minicolumn are in the 

state of an unpredicted activation. 

5.3.1 Finding Non-overlapping Sequences 

To better explain point II.4 of the LUMAKG algorithm, let us illustrate it with an 

example of a sequence of activated minicolumns. Let us assume that the sequence “A, B, 

C, D, E, F, G, H, I, J” was inputted to the LUMAKG memory and activated the 

corresponding minicolumns as shown in Figure 5-1. This sequence could represent a 

number of sentences with all different words like the following sentence: I didn’t really 

know how to cook these green plantains. 

 

 

Figure 5-1. Activated minicolumns with the existing synaptic connections. 

 



100 
 

If the previously obtained inputs contained sequences that used some of these 

words, then there will be synaptic connections between possibly different neurons in the 

corresponding minicolumns. For instance, if the previous inputs to LUMAKG memory 

contained the following sentences: 

I didn’t really know this. Nuns really know how to cook oysters. Don’t cook these green 

mushrooms.  

Then the corresponding synaptic connections could start at various locations in their 

minicolumns – as can be observed in Figure 5-1.  

In order to modify the existing synaptic connections or to introduce new 

connections while preserving the episodic storage, we need to find a sequence of 

activated neurons in these minicolumns that preserves the most significant episodes. This 

is accomplished by following the existing associative links to specific locations within 

each minicolumn.  

We first identify which subsequences of the newly activated minicolumns were 

parts of the stored episodic memories. In Figure 5-2, we show these neurons in the newly 

activated minicolumns that already have synaptic connections to other consecutive 

activated minicolumns and were parts of previously learned sequences. If activated, they 

will predict activations of the corresponding postsynaptic neurons in the previously 

learned sequences. We call these neurons linked episodic neurons (LEN). In Figure 5-2, 

we mark these LEN neurons using a darker shade. 
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Figure 5-2. Linked episodic neurons of the previously learned sequences of symbols. 

 

Following the directed links from each LEN neuron, we can find related 

predictive graphs of minicolumns (PGM). For instance, in Figure 5-2, we can observe 

three PGMs: A, B, C, D and C, D, E, F, G and G, H, I.  

First, we find the PGM with the maximum number of minicolumns and declare all 

its linked neurons as PA neurons.  Thus all linked neurons in PGM that contains 

minicolumns C, D, E, F, G are PA neurons. In this way, we take advantage of the previously 

stored episodic fragments, strengthening their joint probability of activations. 

 If a smaller PGM has minicolumns that overlap with the larger PGM, then its 

overlapping minicolumns are removed from the PGM.  For instance, PGM composed of 

A, B, C, D has minicolumns C and D that are also a part of a larger PGM, and thus this 

PGM is reduced to two neurons A, B. If after reduction a PGM has less than 2 neurons, it 

is trivial and does not define any PA neurons. When PGMs overlap we need means to 

determine where the new synaptic connections are added to represent the new contextual 

relationship observed. The process of removing overlapping minicolumns from smaller 

PGMs helps to find the non-overlapping sequences of previously stored episodes and to 

determine where the new synaptic connections are added. While we could find the non-

overlapping sequences of previous episodes by removing the overlapping minicolumns 
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from the larger PGM, doing so can lead to fragmentation of stored episodes. Note that the 

removal of overlapping minicolumns from smaller PGM does not remove existing 

synaptic connections. 

Similarly, minicolumn G in the PGM graph G, H, I overlaps with the larger PGM 

graph C, D, E, F, G. Hence, this PGM graph (G, H, I) can only define two PA neurons in 

columns H and I. Such overlapping PGMs can be merged by removing the overlapping 

neurons from the smaller PGMs and adding new synaptic connections from the predecessor 

PGM to a successor PGM as illustrated in Figure 5-3, where a predecessor PGM is the one 

that has minicolumns whose activation precedes activation of minicolumns in the successor 

PGM. 

 

 

Figure 5-3. Merging of three overlapping PGMs. 

 

A new synaptic connections are added from the end of the predecessor PGM (neurons B 

and G) to the first neuron of the successor PGM (neuron C), and from the end of the 

predecessor PGM (neurons C, D, E, F, and G) to the first neuron of the successor PGM 

(neuron H). 
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5.3.2 Establishing a Sequence of Linked PA Neurons 

After merging of the overlapping PGMs, we may end up with more than one 

sequence of linked PA neurons (based on the linked episodes). Figure 5-4 shows such a 

case in which the previously discussed sequence A-J is just a subsequence that follows 

another sequence K-R. Here, for simplicity, we represent each sequence of the linked 

episodes by a single predecessor-successor link with a double solid line 

 

 

Figure 5-4. A longer sequence of activated minicolumns. 

 

To establish a sequence of linked PA neurons in all the activated minicolumns 

that are needed in II.5 of the LUMAKG algorithm, we follow the steps specified in the 

Locating PA neurons algorithm. 

Locating PA neurons (LPAN) algorithm: 

1. Find the first minicolumn with a PA neuron. If no such column exists, choose a 

neuron in the last minicolumn with the minimum number of outgoing connections 

and treat it as a PA neuron. Name this first minicolumn with PA neuron FPA 

minicolumn.  

2. Starting from the predecessor minicolumn to FPA,  
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a. Choose a neuron in this minicolumn that has a link to the PA neuron in FPA 

and treat it as a PA neuron. 

b. If no such neuron exists, choose a neuron in the predecessor minicolumn with 

the minimum number of outgoing connections (named here as a MNOC 

neuron) and treat it as a PA neuron. This establishes a link between the two 

PA neurons.  

Repeat this step for the new PA neuron, selecting a neuron in its predecessor minicolumn 

with the minimum number of outgoing connections and treat it as a PA neuron, until no 

predecessor minicolumn is found. 

3. Starting from the PA neuron in the first activated minicolumn, follow the path to 

the last connected PA neuron in the input sequence and repeat this step until no 

successor minicolumn is found: 

a. If the successor minicolumn has a PA neuron, link the two PA neurons and 

follow the path to the last connected PA neuron. 

b. If the successor is a UA minicolumn, choose a MNOC neuron in this 

minicolumn and treat it as a PA neuron. Link the two PA neurons and move to 

the successor minicolumn.  

5.3.3 Design Example 

Let us illustrate this location of PA neurons by continuing our example. In Figure 

5-4, the first minicolumn with a PA neuron is M, so according to step 1 of the LPAN 

algorithm, we name M the FPA minicolumn and move to step 2. In the predecessor 

minicolumn L, there was no neuron that linked to PA in M. Notice that although there 
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was a link between 4-th neuron in L and the minicolumn M, it did not link to a PA neuron 

in this minicolumn, so it could not be used.  

Following 2.b of the LPAN algorithm, we chose a MNOC neuron in the 

minicolumn L and treat it as a PA neuron. The selected MNOC neuron in L is treated as a 

new PA neuron. This established a new link between the two PA neurons as shown by a 

dashed line in Figure 5-5. 

 

 

Figure 5-5. A new connection between the UA minicolumn L and a PA neuron in the 

minicolumn M. 

 

Next, the LPAN algorithm moves back to the minicolumn K.  Applying step 2.b 

of the LPAN algorithm again we chose a neuron in K with the minimum number of the 

outgoing connections and link it to the PA neuron in the minicolumn L as shown in 

Figure 5-6. 

 

 

 



106 
 

 

Figure 5-6. A new connection between UA minicolumn K and a PA neuron in 

minicolumn L. 

 

Since there is no predecessor to K, according to the step 3 of the LPAN algorithm, 

we follow the path from K to the last connected PA neuron in the input sequence which is 

the neuron Q. Since the successor minicolumn (R) does not have a PA neuron, we follow 

step 3.b of the LPAN algorithm and choose a MNOC neuron in this minicolumn, and 

treat it as a PA neuron. This establishes a new link between these two PA neurons in Q 

and R as illustrated in Figure 5-7 and we move to minicolumn R. 

Subsequently, following step 3.a of the LPAN algorithm, we link PA neurons in 

minicolumns R and A and move to the PA neuron in minicolumn I. We finish by 

applying step 3.b of the LPAN algorithm which will choose a PA neuron in the 

minicolumn J and link the PA neurons in I and J as shown in Figure 5-7. 
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Figure 5-7. New connections between the PA neuron in Q and a selected MNOC neuron 

in the minicolumn R.  Additional connections are established between the PA neurons in 

R and A and between I and a new PA neuron in J. 

 

This completes the LPAN algorithm and at the same time point II.5 of the 

LUMAKG algorithm. As a result, we have a sequence of connected PA neurons from the 

first to the last minicolumn activated by the input sequence. Since there is no successor 

minicolumn to J, the LUMAKG algorithm moves to III.6 and modifies the synaptic 

weights between all the established predecessor-successor neurons in the input sequence. 

Their weights are modified according to the ANAKG algorithm [81]. 

After application of the ANAKG algorithm to modify weights between the 

selected PA neurons, we will get all the updated links as shown in Figure 5-8. 

 

 

Figure 5-8. Modified synaptic connections for the input sequence. 
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5.4 Comparative Tests of LUMAKG 

Several tests were performed to observe the efficiency of learning, memory 

capacity, and learning resolution for LUMAKG sequential memory, comparing them 

with similar features of the ANAKG memory and LSTM. A single layer LSTM network 

with 256 units was created using the TensorFlow library [121] and was used for testing. 

5.4.1 Test Preparation 

The first test is used to compare the resolution of recalled sentences using 

LUMAKG, ANAKG, and LSTM. To test the recall resolution, the memories were self-

organized on an input file containing the text from The Children’s Book Test or CBT 

[122]. Note that special characters, e.g. commas, periods, etc., were discarded and not 

used in training the memories. We read all sentences that were at least 10 words long 

from the database, providing us with over 19,000 sentences with over 9,000 unique 

words. The same sentences were used to obtain LUMAKG, ANAKG, and LSTM 

memory structures and their respective synaptic connections. After the three memories 

had been created, their associative memory properties and recall resolution were tested 

and compared.  

To compare how accurately the memories recall stored sequences, we first trained 

the memories with the first 10 words of the sentences. Subsequently, the first 6 words 

from each training sequence were used as an input to the LUMAKG, ANAKG, and 

LSTM memories, and the original test sequences were used as the desired responses. All 

three memories require only a single presentation of the input data to learn. To observe 

the effect of increasing the training set size, we started with 100 sentences and gradually 
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increased this size to 10,000 sentences, in increments of 100 sentences for the first 1,000 

sentences and subsequently in increments of 1,000. To illustrate how a number of 

neurons in minicolumn affects the results, three LUMAKG memory structures with 

minicolumn sizes 4, 8, and 12 were tested. 

5.4.2 Network Response Quality Measures 

A variety of heuristics and evaluation measures for information retrieval and 

related tasks have been proposed, e.g. answer scoring and/or ranking [123], passage 

retrieval [124], and evaluating search engines [125]. These evaluation measures require 

the use of tools such as parsers and consequently are not well suited for evaluation of the 

responses generated by the LSTM, ANAKG, and LUMAKG memories. Consequently, 

here we make use of the Levenshtein distance [126], and a new distance measure called 

reciprocal word position based on the evaluation metrics from [127]. 

5.4.2.1 Levenshtein Distance Quality Measure 

The quality of results obtained from the LSTM, ANAKG, and LUMAKG 

memories were first measured by comparing them to the desired output using the 

Levenshtein distance [126]. Since we are interested in sequences of words rather than 

individual characters, the Levenshtein distance measured the number of words that must 

be deleted, inserted, or substituted in order to transform the source sentence to a target 

sentence. Each word had a unique symbol in the associative memories, and sequences of 

such symbols represented the output from each memory.  
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The Levenshtein distance between two strings a and b (of lengths u and v 

respectively) is given by (5-3): 

 𝑑𝑑𝑎𝑎,𝑏𝑏(𝑖𝑖, 𝑗𝑗) =

⎩
⎪
⎨

⎪
⎧
𝑚𝑚𝑚𝑚𝑚𝑚(𝑖𝑖, 𝑗𝑗)                                                                             𝑖𝑖𝑖𝑖 𝑚𝑚𝑚𝑚𝑚𝑚(𝑖𝑖, 𝑗𝑗) = 0

𝑚𝑚𝑚𝑚𝑚𝑚

⎩
⎪
⎨

⎪
⎧ 𝑑𝑑𝑎𝑎,𝑏𝑏(𝑖𝑖 − 1, 𝑗𝑗) + 1           𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

𝑑𝑑𝑎𝑎,𝑏𝑏(𝑖𝑖, 𝑗𝑗 − 1) + 1             𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
𝑑𝑑𝑎𝑎,𝑏𝑏(𝑖𝑖 − 1, 𝑗𝑗 − 1) + 1�𝑎𝑎𝑖𝑖≠𝑏𝑏𝑗𝑗�𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
𝑑𝑑𝑎𝑎,𝑏𝑏(𝑖𝑖 − 1, 𝑗𝑗 − 1)                𝑑𝑑𝑑𝑑 𝑛𝑛𝑛𝑛𝑛𝑛ℎ𝑖𝑖𝑖𝑖𝑖𝑖

𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  (5-3) 

where  𝑑𝑑𝑎𝑎,𝑏𝑏(𝑖𝑖, 𝑗𝑗) is the distance between the first i and j elements of a and b respectively. 

Here, we represent each word in a sentence as a symbol and in computing the 

Levenshtein distance measure between two sentences, we compare two strings of 

symbols.  

Test I used training and testing sentences as described in the Section 5.4.1. We 

tested the responses of the networks to the same set of inputs, and output sequences 

obtained by each network were compared with the desired responses using the 

Levenshtein distance. The larger the Levenshtein distance is, the less similar stored and 

recalled sequences are, so this distance can be used to compare the quality of the 

sequential memory. 

Figure 5-9 shows the mean Levenshtein distances for LSTM, ANAKG, and 

LUMAKG memories as a function of the number of symbols used in the training data. 

The test results show that the average of the mean Levenshtein distance between the 

desired responses and those generated by LSTM and ANAKG memory across all tests 

was 3.23 and 3.48 respectively while that for the LUMAKG memory was 2.21, 1.65, and 

1.30 for column sizes 4, 8, and 12 respectively. 
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Figure 5-9. Plot of mean Levenshtein distances for the LSTM, the ANAKG network and 

the LUMAKG networks of different column sizes as a function of the number of 

symbols. 

 

Since the used symbols may be repeated many times in the sentences, the number 

of unique symbols (words) grows slower than the number of all symbols used in training. 

Figure 5-10 shows the mean Levenshtein distances for the LSTM, ANAKG, and 

LUMAKG memories as a function of the number of unique symbols used. We see the 

similar dependence of the distances between stored and restored sequences as on the 

previous figure. This indicates that as the number of words in the memory grow, it is 

more difficult to restore the original sequence. Thus, if we set some recall standards, this 

will determine the memory capacity.    

 The results obtained from LUMAKG were significantly better than those obtained 

from both LSTM and ANAKG. The performance of LSTM, while initially better than 
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ANAKG, begins to get worse as network size increases and reaches similar values at 

100000 symbols presented. We can observe that as the network grows in size, the quality 

of recall expressed by the Levenshtein distance is lower. All types of associative 

memories showed that they could provide a reasonable output given a limited training 

data set. However, LUMAKG has the promise to significantly increase both the 

resolution and storage capacity of the associative knowledge graphs and become a 

foundation for the semantic memory capable of remembering episodes, making 

associations and accumulating of knowledge. 

 

 

Figure 5-10. Plot of mean Levenshtein distances for the LSTM, the ANAKG network and 

the LUMAKG networks of different column sizes as a function of the number of unique 

symbols. 
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5.4.2.2 Reciprocal Word Position 

A challenge in evaluating responses of associative spatiotemporal memories, like 

those based on LSTM and ANAKG, is linked to the difficulty in determining what the 

correct response is? Thus, the usefulness of Levenshtein distance, a good measure of text 

similarity, is limited. To address this problem, we designed a new distance measure 

called the reciprocal word position (RWP).  

The RWP measures the user’s effort in extracting the desired response from the 

output generated by the semantic memory. The RWP distance between two sequences a 

and b is calculated as follows: 

1. Compare the positions of all the words in the desired output sequence (desired 

response) a to those in the actual memory output sequence (obtained 

response) b,  

a. if the positions of a word in both sequences are the same, the word gets a 

weight of 1;  

b. if the positions are different by ‘n’ locations in the tested sequence the 

word gets a weight of 1/(n+1);  and  

c. if a word from the desired response does not exist in the obtained 

response, it gets a weight of 0; 

2. The RWP distance equals to one minus the sum of the weights of all the 

words in the desired sequence divided by the maximum of the number of 

words in the desired and actual sequence: 

 𝑑𝑑𝑅𝑅𝑅𝑅𝑅𝑅(𝑎𝑎, 𝑏𝑏) = 1 −
∑ 1

�𝑝𝑝𝑖𝑖𝑖𝑖−𝑝𝑝𝑖𝑖𝑖𝑖�+1
𝑘𝑘
𝑖𝑖=1

𝑚𝑚𝑚𝑚𝑚𝑚(𝑘𝑘,𝑙𝑙)
 (5-4) 
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where k is the number of words in the desired sequence a, l is the number of 

words in the obtained sequence b, pio is the position of word i in the obtained 

sequence b, and pid is the position of word i in the desired sequence a. 

3. The RWP distance satisfies the following conditions: 

𝑑𝑑𝑅𝑅𝑅𝑅𝑅𝑅(𝑎𝑎, 𝑏𝑏) = 0 ⇔ 𝑎𝑎 = 𝑏𝑏  identity of indiscernibles 

𝑑𝑑𝑅𝑅𝑅𝑅𝑅𝑅(𝑎𝑎, 𝑏𝑏) = 𝑑𝑑𝑅𝑅𝑅𝑅𝑅𝑅(𝑏𝑏,𝑎𝑎)  symmetry 

𝑑𝑑𝑅𝑅𝑅𝑅𝑅𝑅(𝑎𝑎, 𝑐𝑐) ≤ 𝑑𝑑𝑅𝑅𝑅𝑅𝑅𝑅(𝑎𝑎, 𝑏𝑏) + 𝑑𝑑𝑅𝑅𝑅𝑅𝑅𝑅(𝑏𝑏, 𝑐𝑐) triangle inequality 
 

The measure is normalized since the lowest value is 0 and the highest is 1, and a 

lower value of RWP indicates a better match between the sequences. For example, 

assume that the desired output is “likes cold water” and the generated answer is “cold 

water likes”. Then the second and third words from the desired output are shifted by one 

position, whereas the first word is shifted by two positions in the generated output, and 

the resulting RWP distance is: 1- (1/2+1/2+1/3)/3 = 5/9. 

The mean RWP measures for the LSTM, ANAKG, and LUMAKG memories are 

shown in Figure 5-11 as a function of the number of symbols. The test results of applying 

the RWP distance to the different memory outputs show that the average RWP distance 

between the desired response and the one generated by LSTM, and ANAKG memory 

was 0.81 and 0.87 respectively, while the average distance for the LUMAKG memory 

was 0.58, 0.45, and 0.38 for column sizes 4, 8, and 12, respectively. 

https://en.wikipedia.org/wiki/Identity_of_indiscernibles
https://en.wikipedia.org/wiki/Triangle_inequality
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Figure 5-11. Plot of mean RWP for the LSTM, the ANAKG network and the LUMAKG 

networks of different column sizes as a function of the number of symbols. 

 

These results also show that the performance of LUMAKG based semantic 

memory is better than LSTM, which is better than ANAKG based semantic memory, and 

its relative recall quality over both LSTM and ANAKG increases as the column size 

increases. 

5.4.2.3 Recall Quality and Memory Capacity 

The third type of tests was to show the dependence of the memory capacity on 

the number of neurons in each minicolumn and the number of objects (individual words) 

stored. The memory capacity can be established for a specific level of the recall quality 

(RQL), where the recall quality for the results obtained with the Levenshtein distance is 

defined as: 

 𝑅𝑅𝑄𝑄𝑄𝑄 = 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑆𝑆

�1 − 𝐷𝐷𝐿𝐿𝐿𝐿
𝑚𝑚𝑚𝑚𝑚𝑚(𝐿𝐿𝑠𝑠1,𝐿𝐿𝑠𝑠2)

� (5-5) 
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where DLs is the average Levenshtein distance divided by the maximum length (number 

of words) of the stored and recalled sentences, the average is taken over all the test 

sentences. The RQL value is between 0 and 1, with 1 representing a perfect recall and 0 a 

completely wrong recall 

We studied RQL as a function of the number of objects used in sentences – objects 

are individual words and each repetition counts as a new object. In general, the larger the 

size of the associative memory is, the lower its recall quality is.  In our test, we set the 

recall quality threshold TRQ=70% and tested at which number of objects stored RQL<TRQ 

to determine the memory capacity. 

In a similar way, we may establish the memory capacity using the recall quality 

based on Reciprocal Word Position distance measure. Since distance based on RWP is 

already normalized, we can define recall quality as 

 𝑅𝑅𝑄𝑄𝑄𝑄 = 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑆𝑆

(1 − 𝑑𝑑𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅) (5-6) 

There is a strict correspondence between the threshold value set to establish the 

memory capacity and the distance measure used. In addition, although the two distance 

measures look similar, recall quality based on these measures are not. 

For instance, from equation (5-5) it follows that a recall quality threshold of 70% 

equals a mean Levenshtein distance of 3, but this roughly corresponds to RWP distance 

equal 0.75 with the recall quality threshold 0.25. Considering that RWP is scaled between 

0 and 1 it may be more convenient to specify memory capacity based on this measure. 

Figure 5-12 (a) and (b) repeat results from Figure 5-9 and Figure 5-11 

respectively. A reference line in Figure 5-12 (a) is used to determine memory capacity for 
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a Levenshtein distance equivalent to the recall quality threshold of 70%. The test results 

based on LSTM, ANAKG, and LUMAKG with minicolumn sizes of 4 show that the 

Levenshtein distance is less than 3 for networks with up to 6075, 2820, and 35230 

symbols respectively. 

Similarly, the reference line in Figure 5-12 (b) shows that LUMAKG networks 

with minicolumn sizes of 4, 8, and 12 have RWP less than 0.3 for networks with about 

3290, 8995, and 16000 symbols respectively. Memory capacity based on this RWP 

distance would be zero for LSTM and ANAKG.  To make them similar as obtained in the 

case of the Levenshtein distance, we should change the threshold of average RWP 

position to about 0.7 which correspond to recall quality value of 30%. 
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Figure 5-12. Plot of the mean (a) Levenshtein distances and (b) RWP, for the LSTM, the 

ANAKG networks and the LUMAKG networks of different column sizes as a function of 

the number of symbols. The reference line at recall quality threshold of 70% was added. 

 

In summary, the results show that the recall quality and memory capacity of 

LUMAKG networks increases as the size of minicolumn increases and this is better than 
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ANAKG network. Recall the quality and memory capacity of LSTM is slightly better 

than ANAKG but not as good as LUMAKG. 

5.4.2.4 Computational Complexity 

The fourth type of tests was performed to determine the computational 

complexity of LUMAKG memory in comparison to LSTM and ANAKG memories. We 

tested the time needed to create the associative memory as a function of the number of 

objects. The results presented in Figure 5-13 show the learning time for LSTM, ANAKG, 

and LUMAKG as a function of all objects in the dataset. We see that computational cost 

for LUMAKG is between 60-200% higher than for ANAKG (depending on the 

minicolumn size) whereas that for ANAKG is about 6% higher than LSTM.  

 

 

Figure 5-13. Learning times of the LSTM, ANAKG network and the LUMAKG network 

of different column sizes as a function of the number of symbols. 
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The overall increase in the simulation time shows less than the quadratic 

relationship to the size of the training data set, which allows storing a large number of 

sequences in LUMAKG memory. In addition, an increase in the simulation time due to 

an increase in the number of neurons in each minicolumn is less than linear. Again, this is 

a desired property of the developed method, since minicolumns in the human brain 

contain upwards of 100 neurons each. Tests were performed on a general purpose 

computer (i7-4790, 3.6GHz, 16 GB RAM). 

The number of neurons in LUMAKG memory is k times larger than in ANAKG 

memory, where k is the number of neurons in each mini-column (in our tests k = 4, 8, or 

12). However, the number of synapses does not grow as fast since the number of 

associative links between all neurons corresponds to the number of transitions between 

various words. These transitions are just spread over the larger number of neurons. 

Although the training time is greater for LUMAKG than for ANAKG due to the need of 

finding predecessor and successor for each element of the training sequence, the quality 

of results points to better properties of LUMAKG graphs, which make them more 

suitable to develop short-term associative memories. 

One way of addressing the issue of training time would be to consider the 

requirements of the application (e.g. performance vs. computational time requirements) 

and appropriately determine the minicolumn size. To do this effectively, the above tests 

need to be repeated, with different datasets and with the randomized order of sequences. 

There are also some implementation level options for addressing the issue of training 

time. These include parallelization of the algorithms, and the neuron model to efficiently 
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use multiple cores or CPUs, offload operations to GPUs, and optimization of libraries 

used. 

5.5 Conclusion 

LUMAKG, a generalization of the ANAKG network used in Chapter 4 for the 

semantic memory, was presented in this chapter. LUMAKG memory supports continuous 

online learning, self-organization without supervised learning, context-based predictions, 

and is capable of recognizing time-domain sequences correctly. It improves ANAKG 

networks with similar properties. ANAKG memories and its derivatives are new types of 

memories that are under intensive investigation. Their properties are explored with a final 

goal to use them as basic models for self-organization of the semantic memories. 

Test of recall quality, memory capacity, and computational complexity of 

LUMAKG networks were performed and compared to similar tests of ANAKG and 

LSTM memories. The effect of varying the number of neurons in minicolumns on the 

memory performance was also studied. LUMAKG shows better ability to recall 

sequences stored in the memories than LSTM or ANAKG. Using the Levenshtein 

distance and another quality measure, we also show that LUMAKG memory has higher 

capacity and better resolution for short-term memory recall. Future work could extend 

LUMAKG to a distributed representation of all symbols stored in the memory which will 

significantly increase its storage capacity. Further studies could also be performed on 

different types of input data, e.g. image and audio, to obtain an assessment of the network 

properties in different applications. 
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6 HANDWRITTEN DIGIT RECOGNITION USING ASSOCIATIVE 

ADAPTATION 

In Chapter 2 the sufficiency of the chosen memory capabilities for a cognitive 

agent was shown. Subsequently in Chapters 4 and 5 the ability of the associative neuron 

model described in Chapter 3 to form associations, show creativity, recognize sequences 

and make predictions was shown. In this and the next chapter (Chapter 6 and 7) the 

ability of networks built with the associative neuron model to recognize objects will be 

shown through its use in two applications: a) image recognition, and b) multi-label 

classification, respectively. Note that if “ground truth” or labels drawn from a disjoint set 

are associated with an image, then recognition is the same as classification. And if 

individual images are associated with multiple-labels then it becomes a multi-label 

classification problem. In this chapter the phrase “image recognition” is used to represent 

a single-label classification problem. The rest of the chapter is organized as follows. 

Following a short introduction in Section 6.1 and discussion of some existing neural 

network based algorithms applied to handwritten digit recognition in Section 6.2, the 

associative adaptation mechanism [86] is discussed in Section 6.3. In Section 6.4 the 

performance of this network on handwritten digit recognition task are discussed and 

compared with those from other state-of-the art algorithms. Finally, Section 6.5 provides 

the conclusion. 

6.1 Introduction 

Object recognition is an essential and important cognitive ability for all agents 

and is of fundamental importance for a variety of tasks. While the means for such 
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abilities can vary, the task itself can be better understood as one of classification or 

identification of various sensory stimuli. And irrespective of the sensory means that 

provides information about the features it is the brain that is responsible for recognizing 

the stimuli. In fact, the pattern recognition ability of the animal brain is unmatched, and 

consequently researchers have widely studied the visual systems of social animals such as 

bees and desert ants [128], [129] to gain insight into the cognitive abilities of higher order 

animals, such as mammals in general and humans in particular. Such studies, combined 

with research in other related areas, have inspired various models of learning including 

deep neural networks [130]. In spite of their biological inspiration the learning and 

inference mechanisms in these networks is not grounded in biology. While most of the 

differences are a consequence of the neuron model assumptions, the limitations of which 

were discussed in Chapter 3, there is one additional difference: the learning mechanism. 

Backpropagation [131], a training method in which each neuron, following the 

presentation of a sample from the input space, receives an error signal that is used to 

update its weight matrix and consequently decrease the output error, is the standard in 

artificial neural networks. But the implementation of such an error signal in the brain is 

highly unlikely [132].  

A more plausible learning mechanism is the associative adaptation mechanism 

[86]. Traditional learning mechanisms can be classified into supervised or unsupervised 

based on the role of the label(s). In supervised learning the neural network has access to 

the label(s) during training and uses them in learning a function that can predict the class 

label(s) for the test samples. Meanwhile in unsupervised learning the training data is 
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unlabeled and the neural network attempts to infer the structural relationships preset in 

the samples. In the associative adaptation mechanism [86] the neural network has access 

to the label(s) during training, like in supervised learning, but the label(s) are treated like 

other features. That is, the neural network construction is not based on knowing which 

feature(s) play the role of the label(s) and consequently once the network is built any of 

the feature(s) in the input space can play the role of label space. 

An example of the remarkable object recognition capability of the human 

neocortex is its ability to recognize objects that are either deformed or occur with 

variations. Examples of such objects include not just simple patterns like handwritten 

characters but also complex objects like produce in a grocery store. Such recognition 

tasks have been successfully performed by neural networks that have been first trained 

with large samples of images. Researchers have created multiple datasets of preprocessed 

and formatted data that can be used as representative samples to compare performance 

across algorithms. One such dataset is the MNIST database [70] of handwritten digits that 

will be used to illustrate the performance of the associative adaptation algorithm on 

object recognition. It contains 70,000 gray scale images of handwritten digits divided into 

two sets: a training set of 60,000 samples and a testing set of 10,000 samples. Each digit 

image has 784 pixels (28X28) with intensities ranging from 0-255.  

6.2 Background 

Pattern recognition systems have been researched for a long time, and over the 

last few decades various approaches such as linear classifiers, support vector machines, 

neural and convolutional nets have been proposed and implemented. These pattern 
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recognition systems have been applied to a variety of applications such as speech, 

character, handwriting, and sign recognition. Traditional pattern recognition systems 

consisted of two modules, a feature extraction module and a trainable classifier module. 

But over time research into the modules has led to them becoming areas of interest and 

research in their own right. For the purpose of this work it will be assumed that the input 

to the memory, and consequently the neural network, is the set of features (or 

preprocessed and formatted data) and not the raw input from the cognitive agent’s 

sensors.  

The recognition algorithm or classification techniques applied to handwritten digit 

recognition span the gamut of learning techniques, from simple linear classifiers [133] to 

deep convolutional neural networks [134]. Any feed-forward artificial neural network 

with two or more hidden layers between the input and output layer is a deep neural 

network (DNN) [135]. Convolutional neural network (CNN) is a type of deep neural 

network where the hidden layers consist of convolutional layers, activation function 

(RELU layer), pooling layers, fully connected layers and normalization layers. CNNs are 

inspired by the connectivity pattern of neurons in the visual cortexes of animals, where 

individual neurons respond only to stimuli from small regions of the visual field. While 

CNNs have long been studied [133] and are easier to train than similar sized feedforward 

neural networks, as they have fewer connections and parameters, and their performance is 

comparable, applying them to large scale images was expensive till recently [130]. 

Technological advancements, leading to wide availability of high-performance 

computing power at low-cost, has resulted in greater interest and research into techniques 
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based on principles DNN and CNN. The best performance on the MNIST dataset, with an 

accuracy of 99.77%, has been by CNN approach [134], with a standard feed forward 

neural network having an accuracy of 99.65% being tied for the 3rd spot with another 

CNN [70]. 

While most approaches to handwritten object recognition have been of the 

supervised learning variety, there have been a few unsupervised approaches [136], [137]. 

The best performance, of 95% accuracy, has been found obtain with a two layer spiking 

neural network using spike-timing-dependent plasticity (STDP) [136]. Note that in a 

previous work [138] we showed that a simple crossbar structure using memristors [139], 

an element relating charge and flux, with 784 (28X28) inputs and 300 outputs trained on 

only 2,600 training data points could achieve 80% accuracy on this task.  

6.3 Associative Adaptation 

The description of the associative adaptation process in this section is based on 

the details provided in [86]. The associative adaptation mechanism is grounded in an 

understanding of the working of biological neural networks. And a neural network 

constructed using this process can perform multiple computational tasks, such as 

similarity computation, object recognition, and multi-class and multi-label classification, 

that are generally performed by separate networks [86]. The fast adaptation mechanism 

modeled and used here results in depiction of classification results in the form of pulsing 

frequency, similar to biological networks but different from the artificial neural networks 

based on perceptron like neuron models that provide outputs in the form of real numbers 

(e.g. [0, 1] or [-1, 1]). 
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Neural networks in this process, called as associative pulsing neural networks 

(APNN), are dynamically developed and consist of elements such as associative neurons, 

receptors, and effectors [86]. While the receptors transform the input signal to the 

required internal representation, the effectors play a similar role on the output. Receptors 

are connected to neurons that internally represent the values sensed by the receptors. 

These internal neurons, especially when representing numerical values, can connect to 

other neurons representing similar or neighboring values.  Each stimulated receptor 𝑅𝑅𝑣𝑣𝑖𝑖
𝑎𝑎𝑘𝑘 

by the value 𝑣𝑣𝑎𝑎𝑘𝑘 and representing the value 𝑣𝑣𝑖𝑖
𝑎𝑎𝑘𝑘 constantly charges its connected value 

neuron 𝑆𝑆𝑣𝑣𝑖𝑖
𝑎𝑎𝑘𝑘 with the strength 𝑥𝑥𝑣𝑣𝑖𝑖

𝑎𝑎𝑘𝑘 computed using (6-1) [86]: 
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𝑎𝑎𝑘𝑘�

�𝑣𝑣𝑖𝑖
𝑎𝑎𝑘𝑘�+�𝑣𝑣𝑖𝑖

𝑎𝑎𝑘𝑘−𝑣𝑣𝑎𝑎𝑘𝑘�
�
𝑞𝑞

     𝑖𝑖𝑖𝑖 𝑟𝑟𝑎𝑎𝑘𝑘 = 0
 (6-1) 

where 𝑟𝑟𝑎𝑎𝑘𝑘 is the current range of values of attribute 𝑎𝑎𝑘𝑘, and 𝑞𝑞 decreases the sensitivity of 

a receptor to receptors representing close values. When an input stimulus is presented on 

the network’s input, only the receptor representing the specific input value (or its two 

neighbors, if a receptor representing the exact value is not present) is stimulated. Weights 

or the connections between the value neurons representing numerical data is calculated as 

follows [86]: 

 𝑤𝑤𝑆𝑆𝑣𝑣𝑖𝑖
𝑎𝑎𝑘𝑘 ,𝑆𝑆𝑣𝑣𝑗𝑗

𝑎𝑎𝑘𝑘 = �1 −
�𝑣𝑣𝑖𝑖
𝑎𝑎𝑘𝑘−𝑣𝑣𝑗𝑗

𝑎𝑎𝑘𝑘�

𝑟𝑟𝑎𝑎𝑘𝑘
�
𝑝𝑝

 (6-2)  
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where 𝑣𝑣𝑖𝑖

𝑎𝑎𝑘𝑘 and 𝑣𝑣𝑗𝑗
𝑎𝑎𝑘𝑘 are the values represented by the connected receptors 𝑅𝑅𝑣𝑣𝑖𝑖

𝑎𝑎𝑘𝑘 and 𝑅𝑅𝑣𝑣𝑗𝑗
𝑎𝑎𝑘𝑘 

stimulating connected neurons 𝑆𝑆𝑣𝑣𝑖𝑖
𝑎𝑎𝑘𝑘 and 𝑆𝑆𝑣𝑣𝑗𝑗

𝑎𝑎𝑘𝑘, and 𝑝𝑝 decreases the influence of connected 

attribute neurons representing neighboring values 

Object neurons, a special king of neuron that represents an individual training 

sample, can be used in the constructed network. It, the object neuron, is connected with 

all value neurons representing values in the pattern it represents. And if there exist any 

duplicate patterns, they are represented by the same object neuron. Weights of 

connections from value neurons 𝑆𝑆𝑣𝑣𝑖𝑖
𝑎𝑎𝑘𝑘 to object neurons 𝑂𝑂𝑗𝑗  are computed according to the 

number of incoming connections to the object neurons using (6-3) [86]: 

 𝑤𝑤𝑆𝑆𝑣𝑣𝑖𝑖
𝑎𝑎𝑘𝑘 ,𝑂𝑂𝑗𝑗

= 1
𝐾𝐾

 (6-3) 

The reciprocal connections between the object neurons 𝑂𝑂𝑗𝑗 to the sensory neurons 𝑆𝑆𝑣𝑣𝑖𝑖
𝑎𝑎𝑘𝑘 are 

equal to their activation threshold value: 

 wOj,Svi
ak = θ (6-4) 

The computation of weights and thresholds is simple and powerful due to the 

combination of neuron characteristics, the resulting sparse graph structure, and time 

approach. In addition, the training data both influences receptors that charge the neurons 

and also automatically develop the structure that differs for various training data. 

The implementation of time and various periods for the internal processes is 

important as it enables computation of the strength of associations during stimuli 

integration and during testing the differentiation between the network’s answers [140]. 

The most frequently pulsing neuron represents the most associated values and objects, i.e. 

the response of the network is determined on the basis of the number of pulses of the 
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most frequently pulsing neurons. The multiple associations, both directly and indirectly, 

between the neurons representing the values and the objects means that it is not necessary 

to determine the class attribute during initial network creation. During external 

stimulation, as happens during the testing phase, the missing attribute values are 

computed automatically and pointed out as the neuron with the most pulses. This means 

that the development and training process of this network is different from classical 

neural networks. For classification applications the training data used contains the desired 

class label as one of the input features but is treated in a fashion similar to the other 

features. Since the learning process is neither supervised nor unsupervised, it can be 

called associative adaption. 

Associative pulsing neural networks (APNN) for classification tasks are 

constructed using the following algorithm [86]: 

1. Create an empty network. 

2. Add Sensory Input Fields (SIF) for all data attributes, including the desired 

class attribute. All data attributes are treated the same. Each SIF is the 

collection of receptors representing aggregated values of a single data 

attribute. Use AVB-tree [89] to efficiently add, remove, or find represented 

values in each SIF. 

3. For all training samples, use ASSORT-2 [141] to simulate existing receptors 

and find those representing the attribute values of a new object or create new 

receptors representing new values for each receptor separately. If a new 



130 
 

receptor is added, create a new value neuron for it and connect the receptor to 

it. Thus, receptors of each SIF aggregate duplicates of all trained objects. 

4. Simulate all receptors representing attribute values of a new trained object 

simultaneously and let them simulate the connected value neurons. Allow 

value neurons charged to their pulsing threshold to stimulate neighbor value 

neurons and object neurons connected to them. Allow new value neurons to 

mutually connect to other value neurons representing the neighbor values 

using ASSORT-2 [141]. Use (6-2) to calculate the neighbor weights. 

5. Add a new object neuron only if no existing object neuron pulses during the 

period of time necessary for charging a single neuron and connect it with all 

value neurons representing the values defining this object. Use (6-3) and (6-4) 

to compute synaptic weights of connections between value and object 

neurons. 

Only one cycle of training is sufficient for the development of this associative 

neuronal structure. A network so constructed is ready to classify input data, recognize 

training samples or to determine the most similar objects (or training patterns) to the 

input stimulations provided via its receptors. 

6.4 Results 

A neural network was constructed using the algorithm described in the previous 

section by using the 60,000 samples in the MNIST training set. This was network was 

subsequently tested on the 10,000 samples from the testing set. While neural networks 

built with perceptron’s or other similar neuron models provide their outputs as numbers 



131 
 
in the range [0, 1] or [-1, 1], the outputs of this network have to be determined from the 

number of times individual neurons spike after the input stimuli. Following principles of 

real neurons, a neuron that spikes the most frequently in comparison to other neurons 

during a given period of time is the one most associated with the input in the stimulation 

context. The neuron spiking the most often was taken as the networks output.  

A comparison of the performances of the various classification models on the 

MNIST dataset are shown in Table 6-1. 

 

Table 6-1. Comparison of handwritten digit recognition. 

Network Type Preprocessing Performance 
(Accuracy, %) 

No. of Neurons 

Unsupervised 
Spiking Neural 
Net [136] 

None 95.00 % 28X28 – N1 
Excitatory – N1 
Inhibitory 
N1 = 6,400 

Deep Neural 
Network [142] 

Elastic Distortions 99.65 % 784 – 2,500 – 
2,000 – 1,500 – 
1,000 – 500 – 
10 

Deep 
Convolutional 
Neural Network 
[134] 

Elastic distortions 
(width 
normalization) 

99.77 % Committee of 
35 conv. net, 
[elastic 
distortions] 

Associative 
Adaptation (this 
work) 

None 99.10 % 200,620 

 

While both the unsupervised spiking neural network [136] and the associative 

adaptation networks were trained with the actual training set of 60,000 images from the 

MNIST dataset, the network in [136] was presented with the entire MNIST training set 

15 times, i.e. the training was repeated for 15 cycles before testing. The training set size 
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to the deep neural network [142] was considerably increased through a process of 

deforming the images in the training set through a combination of affine and elastic 

deformations before each training epoch. And the deep convolutional neural network 

[134] also had its training set size increased through a process of width normalizations 

and use of multiple deep convolutional network columns per normalization. The results 

show that the performance of the network constructed through the associative adaptation 

process while less than that obtained with deep neural network [142] or deep 

convolutional neural network [134] is reasonable considering both its simplicity of 

construction and the smaller training set.  

6.5 Conclusion 

In this chapter an associative adaptation mechanism to construct neural network 

was described and the resulting network was applied to the problem of handwritten digit 

recognition. The results showed that the neural network so constructed had a less than 1% 

error. In future research the associative adaptation mechanism could be used to test its 

performance of other standard image recognition datasets. Another area of future research 

could be focused on modifications that result in creation of an object neuron only when 

no existing object neuron has a contextual similarity above a threshold for the present 

input. Other areas of possible future research include testing the performance of the 

network when there exists missing data in the testing set (or maybe even in the training 

set itself). 
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7 MULTI-CLASS CLASSIFICATION USING ASSOCIATIVE ADAPTATION 

In Chapter 6 a new learning mechanism, called associative adaptation [86], based 

on the associative neuron model was described and was successfully applied to the object 

recognition problem from the MNIST dataset. Thus showing the ability of a memory 

designed with the associative neuron model from Chapter 3 to recognize objects. But 

real-world objects are not limited to such simple classes. That is, real-world classification 

problems can be sub-divided into single-label and multi-label classification, and the 

application in Chapter 6 provides proof for the single-label case. In this chapter the 

associative adaption algorithm is applied to multi-label classification problem.  

7.1 Introduction 

In single-label classification the aim is to determine a function or a model that 

can, based on observed sample label pairs, predict a label for unseen sample(s). The 

problem of single layer classification can further be subdivided into binary and multi-

class problem. While the handwritten digit recognition problem from Chapter 6 is an 

excellent example of the multi-class classification problem, examples of binary single-

label classification problems are spam and malware detection. Similarly, the aim of 

multi-label classification is to determine a function(s) or model(s) that can, following 

learning, predict the set of labels for unseen sample(s). The ubiquity of datasets with 

multiple labels, e.g. textual data such as webpages, has motivated research into multi-

label classification [143]. Protein function prediction [144], image [145] and document 

[146] classification are some examples of multi-label classification applications.  
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The rest of the chapter is organized as follows. In Section 7.2 the various 

approaches to multi-label classification traditionally used are described. This is followed 

by a discussion of the experimental results, including datasets and performance metrics in 

Section 7.3, and conclusion in Section 7.4. 

7.2 Related Work 

A variety of approaches have been tried for multi-label classification. The 

traditional approaches can be classified into three classes according to the order of label 

correlations: first-order, second-order, and high-order approaches. 

First-order approaches are conceptually the simplest and they address the multi-

label classification problem by decomposing it into a number of independent single-label 

classification problems, i.e. a family of q functions, one for each label are learned [147], 

[148]. First-order approaches while conceptually simple, efficient, and easiest to 

implement, do not account for label correlations and may be less efficient as a result.  

Second-order approaches address the label correlations to some extent due to their 

consideration of pairwise relations between labels. That is, a family of q functions are 

learned by considering the interactions, such as co-occurrence patterns [149] or ranking 

constraints [150], between a pair of functions. While second-order approaches are 

relatively effective as they address label correlation to some extent, they are limited by 

the fact that label correlations in real-world data can extend beyond second-order. 

Finally, higher-order approaches are the most complex due to their consideration 

of high-order relations between labels. More specifically, these approaches learn a family 
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of q functions by exploring the relations between a subset of functions [151] or among all 

functions [152]. 

In this work the associative adaptation approach is compared against three well-

known approaches: 

1. ML-KNN [148]: a first order approach that is an adaptation of the well-known 

k-NN algorithm. 

2. BP-MLL [150]: a second-order approach that is derived from the 

backpropagation algorithm  and uses an error function to capture the 

characteristics of multi-label learning. 

3. LIFT [153]: a non-traditional approach that uses label-specific features for 

multi-label learning. That is, it addresses the multi-label learning problem 

from the perspective of the input space rather than the output space. 

7.3 Experimental Results 

In this section the effectiveness of the associative adaptation approach is 

evaluated on four widely used multi-label datasets and the results are compared with 

three state-of-the art techniques.  

7.3.1 Datasets 

Four benchmark multi-label datasets: emotions, image, scene, and yeast were 

used to evaluate the associative adaptation approach. An issue in multi-label datasets is: 

how multi-label is a dataset? This is important because not all multi-label datasets are 

created equally. For example, while in some datasets the number of labels associated with 

each sample is large in comparison to q, whereas it is small in others. And this could 
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influence the performance of multi-label classification techniques. Hence, two concepts, 

label cardinality and label density, that measure how multi-label a dataset is are generally 

used. 

Label Cardinality: is the average number of labels per example, and is expressed 

as 

 Label Cardinality =  1
s
∑ |Yi|s
i=1  (7-1) 

where s is the number of samples (or examples) in the multi-label data set S, and 𝑌𝑌𝑖𝑖 ⊆ 𝐿𝐿 is 

the set of labels of the i-th sample, where 𝐿𝐿 = �𝜆𝜆𝑗𝑗: 𝑗𝑗 = 1 … 𝑞𝑞� denotes the finite set of 

labels in the dataset. 

Label Density: normalizes label cardinality by the number of labels, and is 

expressed as  

 Label Density =  Label Cardinality
q

 (7-2) 

where q is the number of labels. 

The detailed information of the selected datasets is provided in Table 7-1. 

 

Table 7-1. Database statistics. 

Data set No. of 
Samples (s) 

Features No. of 
Labels 
(q) 

Feature 
Type 

Label 
Cardinality 

Label 
Density 

Emotions1 593 72 6 numeric 1.869 0.311 
Image2 2000 294 5 numeric 1.236 0.247 
Scene1 2407 294 6 numeric 1.074 0.179 
Yeast1  2417 103 14 numeric 4.237 0.303 

1 http://mulan.sourceforge.net/datasets.html 
2 http://palm.seu.edu.cn/zhangml/Resources.htm#data 

 
 

http://mulan.sourceforge.net/datasets.html
http://palm.seu.edu.cn/zhangml/Resources.htm#data
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7.3.2 Evaluation Metrics 

Performance evaluation in single-label classification is simple and metrics such as 

accuracy are generally used. But the association of each sample with multiple labels 

complicates evaluation in multi-label classification tasks. Hence a variety of evaluation 

metrics for multi-label classification have been proposed in literature and the following: 

hamming loss, Macro-F1 and Micro-F1 are used here. While hamming loss is an 

sample/instance based measure, sample/instance based measures evaluate the 

performance on each sample separately and then return the mean value across the test set, 

whereas label based metrics evaluate the performance on each class label separately and 

then return the macro/micro averaged value across all class labels. 

Hamming Loss: 

 Hamming Loss = 1
p
∑ �Yi∆Y�i�
p
i=1   (7-3) 

where p is the number of instances in the test set and Δ is the symmetric difference 

between the actual and predicted label sets 𝑌𝑌𝑖𝑖 and 𝑌𝑌�𝑖𝑖 respectively, normalized over total 

number of instances. The hamming loss takes into account both the prediction error 

(incorrect prediction) and the missing error (label not predicted). Lower values of 

hamming loss are better. 

The Macro-F1 and Micro-F1 are extensions of the F1 metric for binary 

classification. While Macro-F1 scores are obtained by first computing F1 scores on 

individual class labels and then averaging over all class labels, Micro-F1 scores are 

computed globally over all instances and all class labels.  
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Numerically Macro-F1 and Micro-F1 are defined as follows: 

 Macro − F1 =  1
q
∑ 2∑ yi

jy�i
jp

i=1
∑ yi

jp
i=1 +∑ y�i

jp
i=1

q
j=1   (7-4) 

 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 − 𝐹𝐹1 =  
2∑ ∑ 𝑦𝑦𝑖𝑖

𝑗𝑗𝑦𝑦�𝑖𝑖
𝑗𝑗𝑝𝑝

𝑖𝑖=1
𝑞𝑞
𝑗𝑗=1

∑ ∑ 𝑦𝑦𝑖𝑖
𝑗𝑗𝑝𝑝

𝑖𝑖=1
𝑞𝑞
𝑗𝑗=1 +∑ ∑ 𝑦𝑦�𝑖𝑖

𝑗𝑗𝑝𝑝
𝑖𝑖=1

𝑞𝑞
𝑗𝑗=1

  (7-5) 

where p is the number of instances in the test set, q is the number of labels, and 𝑦𝑦𝑗𝑗𝑖𝑖 and 𝑦𝑦�𝑗𝑗𝑖𝑖 

are the actual and predicted labels, respectively, for instance i and label j. Higher values 

of Macro-F1 and Micro-F1 are better. 

7.3.3 Performance Comparison 

Ten-fold cross-validation was performed on the datasets. Tests were performed on 

a general purpose laptop (i7-6820HQ CPU, 2.7 GHz, 32 GB RAM). MATLAB 

implementations of BP-MLL, ML-KNN, and LIFT algorithms were obtained from the 

author’s webpage[154]. The performance metrics (mean ± std. dev.) for the four chosen 

datasets for the various algorithms are shown in Table 7-2. The best values for a given 

combination of classification algorithm and dataset are bolded. The up and down arrows 

in Table 7-2 indicate the desired trend. Up arrow means that the bigger the result the 

better quality of the technique used, and down arrow means the opposite trend. The 

results show that the associative adaptation algorithm performs exceptionally well. It is 

either the best or second-best in all cases. 
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Table 7-2. Results of 10-fold cross-validation (mean ± std. dev). 

Evaluation 
criterion 

Algorithm Emotions Image Scene Yeast 

Hamming 
loss ↓ 

Associative 
Adaptation 

0.186±0.017 0.169±0.008 0.081±0.013 0.192±0.017 

LIFT 0.190±0.023 0.163±0.019 0.075±0.011 0.201±0.013 
ML-KNN 0.196±0.017 0.181±0.010 0.086±0.009 0.199±0.015 
BP-MLL 0.223±0.019 0.249±0.022 0.279±0.013 0.211±0.011 

Macro-F1 ↑ 

Associative 
Adaptation 

0.472±0.019 0.408±0.023 0.671±0.017 0.548±0.013 

LIFT 0.436±0.013 0.365±0.021 0.694±0.010 0.527±0.015 
ML-KNN 0.258±0.013 0.221±0.012 0.583±0.012 0.478±0.018 
BP-MLL 0.332±0.032 0.289±0.023 0.556±0.019 0.450±0.013 

Micro-F1 ↑ 

Associative 
Adaptation 

0.481±0.015 0.401±0.012 0.681±0.008 0.572±0.015 

LIFT 0.432±0.021 0.358±0.018 0.683±0.013 0.575±0.021 
ML-KNN 0.285±0.019 0.245±0.017 0.650±0.010 0.527±0.017 
BP-MLL 0.337±0.029 0.298±0.035 0.581±0.015 0.487±0.017 

 
 

Simulation times for the ten-fold cross validation for the various algorithms and 

datasets are shown in Table 7-3. The results show that 10-fold cross-validation with ML-

KNN takes the lowest time whereas the associative adaptation algorithm takes the 

highest. The associative adaptation algorithm, as previously described, creates a neuron 

for each unique input value. Consequently, the neural network structure resulting from 

the associative adaptation algorithm is very large and has about 37K, 530K, 614K, and 

226K neurons for emotions, image, scene, and yeast datasets respectively. Simulation 

time for associative adaptation algorithm can be decreased through various means such as 

parallelization to efficiently use multiple cores, offload operations to GPUs, and use 

optimized libraries. Note that the BP-MLL and LIFT codes make use of optimized 

libraries like “Neural Network Toolbox” and LIBSVM package [154] respectively. 
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All algorithms take the lowest time for emotions dataset, the smallest of the four. 

While the simulation time of ML-KNN and LIFT algorithms for the other three datasets 

(image, scene, and yeast) increases with increase in number of labels (q), the simulation 

times for associative adaptation and BP-MLL algorithms increase with increasing number 

of unique values in the datasets. 

 

Table 7-3. Simulation times for 10-fold cross-validation. 

Evaluation 
criterion 

Algorithm Emotions Image Scene Yeast 

Simulation 
Time 

Associative 
Adaptation (hr) 

7.28 97.62 132.43 32.65 

LIFT (s) 10.7 116.9 118.3 476.9 
ML-KNN (s) 4.81 63.6 67.5 109.2 
BP-MLL (hr) 2.66 15.75 19.01 12.21 

 

7.4 Conclusion 

The associative adaptation approach from Chapter 6 was successfully used to 

construct neural networks for various multi-label datasets. The experimental results show 

that this approach compares well with widely used state-of-the art techniques in this area. 

Future research areas could include testing on multi-class multi-label datasets and 

extremely large datasets. Another area of future research could be comparing the 

performances with varying size of the training dataset. 
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8 CONCLUSIONS AND FUTURE WORK 

Individual researchers have studied cognitive architectures, neural nets, and 

various applications. But as far as we can tell there have been very few attempts at neural 

network implementation of either complete cognitive architectures or large subsystems of 

them. Hence, the objective of this dissertation was to demonstrate the feasibility of 

implementing memory structures capable of performing various memory related tasks 

that are necessary for a cognitive agent using a biologically plausible associative pulsing 

neuron model. The complexity of the memory structures and learning mechanism 

required for a cognitive agent is dependent on the problem(s) it is designed to learn to 

solve, more complex structures and learning mechanisms are required to learn more 

complex goals. In Chapter 1 the scope of the work was defined and it was assumed that 

the ability to create semantic relationships, demonstrate creativity, recognize sequences, 

make predictions, and recognize objects were necessary for the cognitive agent 

considered here to learn to solve a problem and demonstrate its intelligence. In Chapter 2 

a cognitive agent with these capabilities and grounded in the principles of motivated 

learning was shown to learn to achieve its goals, demonstrating that these capabilities 

were necessary for a cognitive agent designed to solve a specific problem. Subsequently 

in Chapter 3 a biologically plausible associative pulsing neuron model that addresses 

various limitations of existing neuron models, such as computational cost and accounting 

for timing influences, was described. Modifications to this model to accommodate 

growth and sensitivity of neruons and their strength of connections, that result in 
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automatic threshold changes and specialization of neurons, were also proposed. In 

subsequent chapters various structures were implemented using this model. 

First, semantic and episodic memories were developed using the principles of the 

ANAKG algorithm and tested on their associative properties and ability to recognize 

sequences. The results demonstrated that episodic memories were better at sequence 

recognition. Declarative memories, consisting of semantic and episodic memories, were 

also developed and their testing showed that these structures were capable of generalizing 

and consequently demonstrate creativity through its responses to questions whose context 

was non-unique or not present in the training sequences. Subsequently the ANAKG 

algorithm was generalized to its mini-column form, i.e., LUMAKG. Results of testing 

memory structure developed using the LUMAKG algorithm demonstrated that its recall 

quality, i.e., ability to recall training sequences, and memory capacity was better than 

LSTM and ANAKG memory structures.  

Finally, the ability of a memory structure based on the associative pulsing neuron 

model to recognize objects was demonstrated using neural network structures created 

using the associative adaptation process. The performance of such networks was first 

tested on the handwritten digit recognition task. The results showed that network had an 

recognition error less than 1%. Subsequently the performance of the networks resulting 

from the associative adaptation process were successfully appled to the multi-label 

recognition task. The results showed that the performance of these networks were 

comparable to widely used state-of-the art techniques in this area. 
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Research is a never ending process of continuous improvement, always building 

upon existing knowledge. While the completion of this dissertation work means that one 

chapter of this process has ended, a new chapter of furthering knowledge begins. There 

are various possible directions for future research. One such area, and possibly the most 

immediate, is to improve the computational efficiency and speed. While computational 

efficiency could involve studying means of simplifying the structures, computational 

speed could be improved through hardware acceleration via use of dedicated hardware 

such as graphical processing units (e.g. NVIDIA’s Tesla cards) or FPGAs. A second area 

of future research could involve the integration of all these abilities into a cognitive agent 

and test its performance in various environments, subsequently implementing memory 

for cognitive agents based on more complex cognitive architectures, including high-level 

memory functions such as planning and decision making. Other areas of future research 

could focus on neuromorphic hardware and development of the sensory/motor sub-

systems to implement the information pipeline present in a cognitive agent. These are just 

a few possible research directions for future work.  
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