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In this dissertation we focus on the dynamics of glasses and other complex systems.

Dynamical heterogeneity, initially proposed to explain non exponential relaxation, has

been found in simulations and experiments of glassy systems. The origin of dynamical

heterogeneity remains poorly understood, despite growing evidence that glass dynamics is

heterogeneous. There is no consensus in the glass community on any one of the proposed

theories that explains the phenomenon. Over the last decade a theoretical framework has

been proposed, based on the presence of Goldstone modes associated with a broken time

reparametrization symmetry in the long time dynamics of glasses. The symmetry has been

shown to be present in the Edwards-Anderson model of spin glasses and in the mean field

equations of p-spin models.

We study time reparametrization symmetry in p-spin models of arbitrary interaction

range. Starting from the Martin-Siggia-Rose generating functional, we analytically probe

the long-time dynamics by performing a renormalization group analysis where we

systematically integrate over short-time scale fluctuations. We find three families of stable

fixed points. The fixed points in two of these families are not time reparametrization

invariant, while one family, corresponding to the low temperature dynamics, is made up of

time reparametrization invariant fixed points. We hint at the possibility of doing a similar

analysis on structural glasses, given the connection between p-spin models and structural

glasses.

We then investigate fluctuating local phases and fluctuating local relaxation times in

structural glasses. The presence of fluctuating local relaxation times, τ~r(t) has been used
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for some time as a conceptual tool to describe dynamical heterogeneities in glass-forming

systems. However, until now no general method is known to extract the full space and

time dependent τ~r(t) from experimental or numerical data. Here we introduce a new

method for determining the local phase field, φ~r(t) ≡
∫ t dt′

τ~r(t′)
from snapshots {~r(ti)}i=1...M of

the positions of the particles in a system, and we apply it to extract φ~r(t) and τ~r(t) from

numerical simulations. By studying how the phase field depends on the number of

snapshots, we find that it is a well defined quantity. By studying fluctuations of the phase

field, we find that they describe heterogeneities well at long distance scales. We find non

Gaussian distribution functions of the time derivatives of φ~r(t), with more deviation from

the Gaussian form in an aging system, which is at a lower temperature, than in an

equilibrium system. We find power spectra that are fitted by a Lorentzian form for an

equilibrium system and are fitted by a power law in an aging system.
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1 I

The glassy state is a common feature in nature and technology [1, 2, 3]. Volcanic

glass, used by Native Americans in making arrows, is one example of naturally occuring

glass [1, 2]. In Astrophysics, it has been suggested that most of the water in the universe

may exist as a glass that forms by condensation of the gaseous state at very low

temperatures [2, 4]. Also, glass formation (virtrification) and the glassy state are critical

to the preservation of living organisms, under extreme conditions, by slowing

metabolism [5]. Knowledge of how nature preserves life through the glass state is used in

the stabilization of labile biochemicals and the preservation of food [2, 5]. The most

widely known example of a glass, window glass, is an engineered amorphous solid made

up of mostly sand, lime and soda (silica) [3]. Other exapmles of glasses in technology

include plastics, which have a variety of uses, and highly purified silica, which is used in

the manufacturing of optical fibers. Amorphous metallic alloys (metallic glasses) are

technologically important because of their soft magnetism and corrosion resistance [6].

Most of the fabrication techniques and uses of glass materials derive from empirical

observations of glasses at macroscopic sizes [2]. The variety of current uses for glasses, as

well as prospective uses in the future, can be greatly enhanced by understanding how the

underlying microscopic dynamics gives rise to the observed macroscopic

properties [2, 8, 9]. A comprehensive theory to connect microscopic and macroscopic

properties remains elusive [8]. Theoretical frameworks that have been established can

only describe well some aspects of glasses and there is no consensus on any one

theory [9]. In this work we are concerned with properties observed in the relaxation of

materials that are either close to or below the glass transition temperature. In particular,

our main focus is on dynamical heterogeneity.

Glasses are characterized by disorder and slow dynamics [1, 2, 3, 8, 9]. The disorder

manifests itself in different forms: structural disorder for structural glasses and colloidal
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glasses [1]; frustrated spin orientation disorder in spin glasses [10]. As the temperature is

lowered, the slowing down of the dynamics is captured by an increasing relaxation time,

i.e the typical time for significant changes in the physical observables that probe the

dynamics of the glass [1]. In the following sections, we give a brief discussion of the

phenomenology associated with glasses. We focus our discusion on structural glass

formers and discuss spin glasses in a dedicated section at the end of the Introduction.

1.1 The Glass Transition

A structural glass is a disordered solid (a solid with no crystalline order),

charecterized by out of equilibrium dynamics [1, 2, 3, 8, 9]. It can be viewed as a liquid

that has lost its ability to flow, because there are only modest structural changes during the

transition from a liquid to a glass [1, 8]. There are many ways for making a structural

glass. There are methods which start from a crystalline state, such as: cold compression of

crystals; cold decompression of high-pressure stable crystals; as well as shock, irradiation

and intense grinding of a crystal [2]. In addition to crystal to glass methods, there are gas

to glass methods, which include vapor deposition and chemical vapor deposition [2].

Lastly, there are liquid to glass methods, which include cooling a liquid fast enough to

avoid crystallization, and solvent evaporation of a solution in which a glass former is

dissolved [2]. Rapid cooling of a liquid is the most common of these methods.

The right panel of Fig. (1.1) shows the change in volume, at constant pressure, during

the cooling of a glass forming liquid [7]. When a liquid is cooled, it usually crystallizes at

the melting temperature (Tm). If the same liquid is cooled fast enough, crystallization at

Tm can be avoided and it becomes a supercooled liquid [1, 3]. As a supercooled liquid is

cooled further, particle rearrangements become more difficult and it eventually falls out of

liquid state equilibrium [3, 8]. This fall out of equilibrium is a gradual process that is not

accompanied by singularities in the observed quantities [1]. This implies that the dynamic
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glass transition is not a true phase transition. The temperature at which the fall out of

equilibrium becomes apparent is one definition of the glass transition temperature (Tg).

The right panel of Fig. (1.1) shows that the location of Tg is dependent on the cooling rate,

i.e. different rates lead to different glassy states [7].
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Figure 1.1: (From Ref. [7]) Left: A generic sketch of the viscosity against temperature in
supercooled liquids, rough comparison between different functional forms. (Arrhenius:
B = 3900C, η∞ = 10−6P. Vogel-Fulcher: B = 500C, T0 = 100.C, η∞ = 10P. :
η = η0(Tmct/(T − Tmct))γ with Tmct = 300C, γ = 0.7, η0 = 1700P.) Also shown is an
extrapolation of the Vogel-Fulcher below Tg. Right: cooling rate r dependence of the
volume in supercooled, liquids. Three colling rates are shown, r1 > r2 > r3.

Another definition of Tg is the temperature at which the viscosity reaches 1013

poise [3]. In fact, as Tg is approached from the supercooled liquid state, the viscosity

increases by more than 10 orders of magnitude in a temperature interval that is only a

fraction of Tg [3, 8]. The left panel of Fig. 1.1 shows the increase in viscosity as the

temperature is decreased. In the figure, a rough comparison between different scaling

forms is shown. These scaling forms are [29]: Arrhenius

η = η∞ exp
(B
T

)

, (1.1)
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Vogel-Fulcher-Tammann (VFT)

η = η∞ exp
(

B
T − T0

)

, (1.2)

and mode coupling theory (MCT)

η = η0

(

Tmct

T − Tmct

)γ

. (1.3)

Here η∞, B, T0, Tmct and γ are fitting parameters. The Arrhenius law is sometimes used to

classify supercooled liquids into strong glass formers, if they are well described by this

law, (for example, silica) and fragile glass formers if they deviate it, (for example,

o-Terphenyl) [1, 2, 3]. There are several forms that have been used to fit the viscosity of

liquids that deviate from the Arrhenius law [2], the most commonly used is the

Vogel-Fulcher-Tammann (VFT) law [1, 3]. The terms strong and fragile glasses or liquids

does not refer to how brittle the material is, but rather the ease with which the material

changes between two energetically degenerate glass states [1]. Mode-coupling theory

(MCT) is a mean field approach, valid above and around Tmct, a temperature that

characterizes the onset of glassy behavior and is above the glass transition

temperature [1, 7].

1.2 Aging

Aging, one of the universal features of glass dynamics near the glass transition, refers

to the breakdown of time translation invariance (TTI) during the evolution of a glass

below Tg [11]. Let’s consider the situation depicted by Fig. (1.2) [7] in which a liquid is

cooled and becomes a glass at time t0 = 0. It is then allowed to evolve for a time tw, the

waiting time. At tw an external field is applied and its effect is measured at time tm = t + tw.

On one hand, if the material is in equilibrium, its observables measured at tm depend only

on the duration t. On the other hand, if the system is aging, its observables measured at tm

depend not only on the time interval t but also on the waiting time tw [7, 12]. Fig. (1.3)
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Figure 1.2: (From Ref. [7]) Characteristic times in glass experiments. The waiting and
measuring times are experimental times texp. The equilibration time teq can be shorter or
longer than them leading to equilibrium or non-equilibrium dynamics, respectively.

shows the dependence of the tensile creep compliance (response of the material to

stretching) for PVC on creep time, i.e. the time duration t, and aging time, i.e. the waiting

time tw [12]. As the waiting time increases the average creep relaxation time increases as

well, indicating that the waiting time influences how fast the process is. It should be

noticed that when the variable in the horizontal axis is changed to the ratio tCreep/tAging, the

curves collapse onto a single curve. Aging can be understood to mean that older systems

relax much more slowly than younger systems [7].

Figure 1.3: (From Ref. [12]) Tensile creep compliance in polyvinyl chloride (PVC). Each
curve corresponds to a different waiting time, tw, labeled as ”aging time”. The curves
collapse onto a single curve when rescaled with the aging time.
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1.3 Relaxation

One of the features that distinguishes glasses and supercooled liquids from ordered

materials is the way they respond to changes due to external probes, such as temperature

and external fields, close to and below Tg [7]. For example, the quenching of a liquid from

an initial temperature Ti to a final temperature T f results in a relaxation to a new

configuration, with the relaxation process vastly different at high temperatures than close

to and below Tg [3, 7]. The relaxation to the new configuration takes a characteristic time

τeq, the equilibration time. For supercooled liquids the equilibration time increases

dramatically with further cooling [3]. Below the glass transition, equilibration times are

much larger than experimental timescales and the liquid appears frozen [3, 8]. Next, we

describe the relaxation process of glass forming systems close to Tg as a function of

temperature.

Let’s consider, as an example, the relaxation in a glass forming liquid. At higher

temperatures, the relaxation is exponential, a direct consequence of Brownian-like motion;

by contrast, at lower temperatures the relaxation is a two step process [3, 13]. Fig. (1.4)

shows the decay of the self part of the intermediate scattering function Fs(q, t), a function

that describes the decay of density fluctuations [2], for an 80 : 20 binary Lennard-Jones

mixture [3]. Fs(q, t′ + t, t′) is defined by [14]

Fs(~q, t′ + t, t′) ≡ 1
N

N
∑

j=1

exp
[

i~q · (~r j(t + t′) − ~r j(t′))
]

, (1.4)

where N is the number of particles, ~q is a wave vector, ~ri is the position vector of particle i

and Fs(q, t) is obtained by setting t′ = 0 in Fs(q, t + t′, t′). The figure shows the evolution

of Fs(q, t) with temperature, at a fixed magnitude of the wave vector q corresponding to

the first peak of the static structure factor S (q) of the majority particle species in the

mixture. As the temperature is decreased, Fs(q, t) begins to show two step relaxation in

which exponential behavior, corresponding to fast dynamics, is observed only at the early



21

times [2, 3]. At intermediate times, a plateau emerges, due to the caging effect, i.e. the

trapping of particles by their neighbors. The plateau is followed by a non exponential

decay of Fs(q, t) at later times, which in many cases is described well by the

Kohlrausch-Williams-Watts (KWW, or ”stretched exponential”) function

g(t) = exp
(

−(t/τ)β
)

, where τ is the characteristic temperature dependent relaxation time

and β is the stretching exponent, which is sometimes referred to as the ”Kohlrausch

exponent” [3, 15]. The observed two-step relaxation is described qualitatively well by

Figure 1.4: (From Ref. [3]) Evolution of the self-intermediate scattering function, Fs(q, t)
for a supercooled 80 : 20 binary Lennard-Jones mixture at q = 7.251, corresponding to the
first peak of the static structure factor of the majority species in the mixture. Temperature
and time are in reduced units.
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Mode-Coupling Theory (MCT), which predicts the presence of three regimes at

sufficiently low temperatures [3, 15]. The three MCT regimes appear after the exponential

relaxation at the early times. The first regime is described by a power law decay towards a

plateau, given by F(t) = f + At−a; the second regime, which appears before the non

exponential relaxation at late times, is described by a second power law decay away from

the plateau, given by F(t) = f − Btb; and lastly, a regime of slow relaxation at very long

times described by the KWW function F = exp(−(t/τ)β) [15]. Here f is the plateau value;

A,B,a and b are constants determined by fits.

1.4 The Energy Landscape

The potential energy landscape (PEL) provides an intuitive picture in which the

slowdown of dynamics close to Tg can be understood [1, 3]. For an N-body system, the

landscape is a hyper-surface described by the potential energy function Φ(r1, · · · , rN),

where the ri are phase space vectors representing position, orientation and vibration

coordinates [1, 3]. In the simplest case of N structureless particles, i.e. particles without

any internal degrees of freedom, the PEL is a 3N + 1 dimensional object [3]. The potential

energy function contains all the information about the interactions of the constituents of a

system [16] and is independent of temperature [1]. The system is represented by points

moving at a temperature dependent d × N dimensional velocity, where d is the dimension,

on the surface of the PEL [1].

The left panel of Fig. (1.5) is a schematic representation of an energy landscape [3].

In general, the landscape is rugged, with a lot of local potential energy minima [3], which

are sometimes referred to as inherent structures [1, 16]. Each inherent structure is

surrounded by states that spontaneously transform to it if the energy is suddenly

minimized, and together they form a basin of attraction [16]. Between the basins of

attraction are the transition states (potential energy barriers). The shape of the landscape is
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Figure 1.5: Left: (From Ref. [3]) A schematic representation of an energy landscape.
Right: (From Ref. [16]) Mean inherent structure energy per particle vs initial liquid
temperature (reduced units) for the 80 : 20 binary Lennard-Jones system. Two cooling
rates are shown.

determined by the density because changes in the interaction strength are a result of

changes in inter-particle distances[16, 17, 18]. The temperature determines how the

system explores the landscape [16, 17, 18]. At high temperatures the system’s kinetic

energy is large and the dynamics is only weakly influenced by the

landscape [3, 16, 17, 18]. At lower temperatures the landscape dominates the dynamics,

and the system spends longer times trapped in local minima [3, 16, 17, 18]. The sampling

of the energy landscape also depends on the cooling rate [16]. A slowly cooled system has

more time to explore the landscape and find deeper minima than a rapidly cooled

system [3, 16]. The right panel of Fig. (1.5) is from a simulation of a glass forming binary

(80:20) Lennard-Jones system [3, 16, 19]. The inherent structure energy per particle is

plotted against reduced temperature for a slow cooling rate rslow and a fast cooling rate

r f ast = 324rslow. Fast cooling reduces the likelyhood of finding the deepest minimum,

representing the crystalline state [16]. The system finds other deep minima -metastable

states- and continues to relax by transitioning among the different metastable states [17].

The relaxation slows down because of increasing time scales for basin to basin transitions,
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which are the transitions associated with significant structural changes [17]. In liquids that

readily crystallize, the inherent structure energy distribution is a narrow distribution

around the depth of the crystal minimum, hence the ease with which they crystallize [16].

1.5 Dynamical Heterogeneity

Some time ago, two extreme scenarios were proposed to explain non-exponential

relaxation in supercooled liquids and glasses [8, 9, 13]. In one scenario, we understand

non-exponential relaxation by thinking of the relaxation function as a sum of a large

number of exponential contributions, each with a different relaxation time; with each

contribution corresponding to a particular region in the system [8, 9]. That is, the system

has a distribution of relaxation times P(τ), and the relaxation function is given by

C(t − t′) =
∫ ∞

0
dτP(τ) exp

(

− t − t′

τ

)

. (1.5)

In the other scenario, the dynamics of the liquid is homogeneous, the distribution of the

relaxation times is a delta function but the relaxation in all regions is described by a

unique function g(x), which is non-exponential:

C(t − t′) =
∫ ∞

0
dτδ(τ − τ0)g

(

t − t′

τ

)

. (1.6)

A distribution of relaxation times is one feature of the picture of dynamical heterogeneity,

in which mesoscopic regions evolve differently from each other and from the bulk; and

local relaxation times τ~r(t) evolve, so that “fast” regions become “slow”, and

viceversa [8, 9, 20, 21, 22, 23, 24, 25, 26, 27, 28]. Fig. (1.6) is a schematic illustration of

spatial dynamical heterogeneity [8].

Non-exponential relaxation provides indirect evidence that the dynamics of

supercooled liquids and glasses is heterogeneous. More indirect evidence for dynamical

heterogeneity is provided by the decoupling of diffusion from viscosity, i.e. the
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Figure 1.6: (From Ref. [8]) Schematic picture of spatially heterogeneous dynamics near
the glass transition. The regions are on a scale of ξhet which is a few nanometers (a few
particle diameters). Slow and fast regions are continuously evolving.

breakdown of the Stoke-Einstein relation [29]. The Stoke-Einstein relation relates the

diffusion constant D, the viscosity η and the temperature T :

DηT−1 = k, (1.7)

where k is a constant. This relation is valid for liquids at higher temperatures but begins to

break down close to the glass transition. Fig. (1.7) shows experimental results on the

breakdown of the Stoke-Einstein relation for six molecular glass forming liquids [29]. The
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deviation from the Stoke-Einstein line grows by almost an order of magnitude between

1.25 Tg and 1.15 Tg. Diffusivity decreases less rapidly than the viscosity grows. In a

system with fast and slow regions, particles can diffuse more rapidly only by flowing

around slow regions using paths of connected fast regions [29].

Figure 1.7: (From Ref. [29]) The decoupling of diffusivity from viscosity. The vertical axis
is the product DηT−1 and the horizontal axis is the ratio T/Tg. The points are experimental
data and the dotted line is the prediction from the Stokes-Einstein relation. Results for
six molecular liquids are shown: (a)-(f) are OTP, salol, CDE, m-tricresyl and glycerol,
respectively. Notice the logarithmic scale in the vertical axis.

Direct evidence for dynamical heterogeneity has been found in particle tracking

experiments in glassy colloidal systems [21, 22, 23] and granular systems [25], and in

numerical simulations [26, 27]. Fig. (1.8) shows a result from a particle tracking

experiment using confocal microscopy in a colloidal glass [23]. Shown are snapshots

showing the 10 percent most mobile particles for three different waiting times. In each

snapshot, there are clusters of high mobility particles (as well as clusters of low mobility
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particles) and the location of the clusters is changing with time, indicating that the

observed heterogeneity is dynamic.

Figure 1.8: (From Ref. [23]) Confocal microscopy results from a colloidal glass. Shown are
snapshots of the 10 percent most mobile particles at different waiting times. Left, tw = 10
mins; center, tw = 55 mins; right, tw = 95 mins.

The cause of the change from homogeneous to heterogeneous dynamics, as Tg is

approached, is not fully understood. Understanding the onset of heterogeneities without

an apparent structural trigger is believed to be key to an understanding of the glass

transition [8]. Since no microscopic theory in which there is consensus has been

developed, I present in the following subsections, three theories that provide possible

explanations for the presence of heterogeneities in supercooled liquids as well as in the

glass state.

1.5.1 Geometrical Explanation

The geometrical explanation for the presence of dynamical heterogeneities comes

from kinetically constrained models, in which trivial Hamiltonians are used together with

dynamical rules to reproduce complex dynamical features [30, 31]. To illustrate how the

geometrical structures develop, we consider the kinetically constrained
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Fredrickson-Andersen (FA) model and the East model1. The constraints induce nontrivial

structure in the space of transition trajectories of these systems [30, 31]. The left panel of

Fig. (1.9) shows the difference in the space of trajectories between unconstrained

dynamics (left) and constrained dynamics (middle and right) [30]. When there are no

constraints, the space is evenly filled with trajectories but constraints put limitations on

possible trajectories. The extensive regions of down spins seen in Fig. (1.9) impose four

different type of boundaries that are allowed between regions of up and down spins

(Fig. (1.9) top right panel) [30]. The resulting shape of domains for the FA and East

models are shown on the bottom of the right panel of Fig. (1.9). Spins in the interior of a

region of down spins cannot flip, hence these regions are the slow domains. Spins in the

regions of up spins and at boundaries can flip, hence these regions are fast domains [30].

Therefore the presence of extensive regions of down spins is a source of dynamical

heterogeneities [30]. Comparing kinetically constrained models to real glasses, we

immediately realize that the Hamiltonians of real systems are not trivial and therefore

reproducing the dynamical features using complex rules does not provide a true

microscopic origin of dynamical heterogeneities. In principle, we still need to determine a

microscopic origin of these rules and how they will change when they are used together

with real system’s Hamiltonians.

1.5.2 Random First Order Transition Theory

Random First Order Transition (RFOT) theory is based on entropic driving of a

system rather than free energy gain, and in this regard it is closely related to the

Adam-Gibbs (AG) theory [1, 32, 33, 34]. In the AG theory, the system is assumed to be
1 The FA and East models have the trivial Hamiltonian, H =

∑

i si, where si = ±1 i = 1, · · · ,N are spin
variables. There is no thermodynamic phase transition at nonzero temperature in either model because the
Hamiltonian is simple. In both models, however, nontrivial dynamical rules are postulated. In the FA model
a spin can flip if either of its neighbors is an up spin and in the East model a spin can flip if the spin to the
right is an up spin.
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Figure 1.9: (From Ref. [30]) Left panel: Equilibrium trajectories for the unconstrained
case (left), the FA (middle) and the East Model (right). The vertical direction is space and
the horizontal direction is time. Black/white corresponds to up/down spins. Right panel:
Geometry imposed by slow dynamics. Allowed boundaries of up and down spins (Top)
and shapes of domains in the FA (bottom left) and in the East model (bottom right)

characterized by cooperatively rearranging regions (CRRs) C(n), of n particles and linear

size ψ, which have ω preferred configurations [1]. The VFT law is obtained by assuming

that ω is independent of ξ after the CRR’s have grown to a critical size ξ∗ and that there is

a free energy barrier that scales with the volume of the CRR’s [1]. Both assumptions of

the AG theory are not reasonable: taking ω = 2, the assumption made by Adams and

Gibbs, it is found that the critical number n∗ < 1 for most liquids; and assuming a barrier

that continually grows with the volume will make it impossible for cooperative

rearrangements to occur eventually [1].

In RFOT theory, the transition from a homogeneous liquid at higher temperatures to a

mosaic structure at lower temperatures is likened to the first order transition from a liquid

into a periodic crystal [32]. The mosaic pieces (CRRs) are each in an aperiodic minimum

separated by domain walls [32, 33, 34]. Fig. (1.10) shows an illustration of the

mosaics [32]. In principle, there are many metastable states, which are almost of the same

free energy but are structurally not the same, and the transformation of CRRs results in the

system hoping between the metastable states, hence dynamical heterogeneity

[1, 32, 33, 34]. The nucleation and growth of CRRs is not driven by free energy gain

because the states have almost the same energy, instead the very large number of these
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states provides an entropic driving force, which is opposed by a surface tension

term [1, 32, 33, 34].

Figure 1.10: (From Ref. [32]) An illustration of the ”mosaic structure” of supercooled
liquids. The mosaic pieces have random sizes due to fluctuations in the driving force, the
configurational entropy.

1.5.3 Time Reparametrization Group Theory

Another theoretical avenue to explain dynamical heterogeneities is based on time

reparametrization symmetry (TRS) in glasses. Time reparametrization symmetry refers to

an invariance under transformations of the time variable t → φ(t), where φ(t) is a

continuous and monotonically increasing function of t. This symmetry has been shown to

be present in mean field spin glass models [35, 36] and in short range spin glass

models [37, 39, 40, 45]. Numerical studies in spin glasses [39] and structural

glasses [41, 46] have given evidence supporting the presence of this symmetry. The

symmetry starts to be spontaneously broken by correlations and relaxation functions as

the glass transition is approached. We can illustrate the breaking of the symmetry by

considering the two time correlation function C(t − t′) between the state of the system at t′

and at t. If C(t − t′) was symmetric under time reparametrizations , then
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C(t − t′) = C[φ(t) − φ(t′)] for all mappings t → φ(t), which is only possible if the

correlation is independent of time. But we know that in the long time limit the correlation

function of a glass forming liquid decays from its plateau value, therefore the symmetry is

broken by C(t − t′). The broken reparametrization symmetry is expected to give rise to

Goldstone modes [37, 38, 39, 40, 41, 42, 43, 44, 45, 46] associated with smooth variations

in space of the reparametrized variable, that is t → φ~r(t). In Refs. [37, 38, 39], the authors

use the analogy of Goldstone modes in the O(N) model to describe Goldstone modes of a

system with time reparametrization symmetry. The O(N) model’s hamiltonian in d

dimensions is

H =
∫

ddr
[

(∇ · ~m(~r))2 + ~h · ~m(~r) + V(m)
]

, (1.8)

where ~m(~r) is a N dimensional vector whose components are real variables, ~h is an

external field and V(~m) = r0
2 m2(~r) + u0

4 m4(~r) is a potential with one minimum when r0 > 0

and infinitely degenerate minima when r0 < 0 [39, 48]. The authors of Refs. [37, 38, 39]

note that in the O(N) model, the ground state vector ~m0(~r) has longitudinal fluctuations

corresponding to changes of the length of the vector and transverse fluctuations

corresponding to spatial variations in rotations of the ground state. The transverse

fluctuations are energetically favorable and are the Goldstone modes of the system. The

authors of Refs. [37, 38, 39] then argue that in the theory of time reparametrization

symmetry, the Goldstone modes are spatially varying transverse modes of the time

reparametrizations φ~r(t) = φ(t) + δφ~r(t). The spatio-temporal fluctuations of φ~r(t) imply

that different regions of a sample relax differently from each other, that the relaxation of

the different regions is advanced (or retarded) with respect to each other and the bulk, and

that “advanced” and “retarded” regions can switch roles in the course of the relaxation.

Hence, the spatial-temporal fluctuations of the broken reparametrization symmetry are

connected to dynamical heterogeneities in glass forming and glassy systems.
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1.6 Spin Glasses

Spin glasses are disordered magnetic systems in which the spins’ interactions are

frustrated [10]. When cooling ferromanetic or antifferomagnetic systems, a critical

temperature Tc is found beyond which the spins are ordered [10]. Spin glasses do not

exhibit such long range order and instead, their spins freeze in random directions below a

freezing temperature T f , i.e.

〈si〉t , 0, (1.9)

N−1
∑

i

〈si〉t exp(ik · Ri) = 0, (1.10)

where 〈· · · 〉t denotes an average over observation time t, si are the spin variables, k an

arbitrary wave vector, Ri are the position vectors and the sum over spins is taken in the

thermodynamic limit (N → ∞) [10]. In the study of spin glasses two commonly used

functions are the two time correlation C(t, t′) and response function G(t, t′), defined by

C(t, t′) ≡ 1
N

N
∑

i

〈si(t)si(t′)〉 (1.11)

G(t, t′) ≡ 1
N

N
∑

i

δ〈si(t)〉
δhi(t′)

, (1.12)

where hi is a space dependent magnetic field [39]. Here the angle brackets 〈· · · 〉 represent

an average over noise and the bar · · · represents an average over random couplings. In

theoretical studies, the integrated response function χ(t, t′) is sometimes used instead of

the response function

χ(t, t′) ≡
∫ t

t′
dt′′G(t, t′′). (1.13)

At the spin glass transition T f , there is a frequency dependent cusp in the ac-susceptibility

χ(ω), i.e. the response to an alternating current field such as hac = h cos(ωt) [10, 49].

Fig. (1.11) shows the real part (χ′(w)) of the ac-susceptibility as a function of temperature

for the spin glass CuMn [50]. The insert in the figure is an expanded view of the transition
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point T f . The different curves are for measurements of the χ′(w) at different frequencies.

As the frequency decreases the value of T f decreases [50].

Figure 1.11: (From Ref. [50]) The figure shows the real part χ′ of the susceptibility χ as
a function of temeprature for a sample of CuMn with 0.94% Mn powder. The insert is an
expanded view of the cusp at T f and it shows frequency dependence. From the curve with
the lowest peak to the curve with the highest peak, the measuring frequencies are: 1.33
kHz, 234 Hz, 104 Hz and 2.6 Hz.

Aging is observed below the spin glass transition. The left panel of Fig. (1.12) shows

the decay with the time difference t − t′ ≥ 0 of the thermoremanent magnetization

(integrated response) and the right panel shows the decay of the two time correlation in a

thiospinel insulator spin glass [7]. The different curves correspond to different waiting

times t′, in both panels, with the waiting time increasing from left to right. The inset in

each panel of Fig. (1.12) shows that both the correlations and integrated response curves

collapse to a single curve when the horizontal axis is changed to t1−µ−t′1−µ
1−µ , where the

scaling exponent µ = 0.87 [7].

Some of the most extensively studied models of spin glasses are the

Sherington-Kirkpatrick (SK) model, the Edwards-Anderson (EA) model and the p-spin
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Figure 1.12: (From Ref. [7]) Aging in a thiospinel insulator spin-glass. Decay of
the thermoremanent magnetization (left) and correlations between magnetic fluctuations
(right). From left to right curves for increasing waiting-times. Inset: scaling. Here
ζ = t1−µ−t′1−µ

1−µ with µ = 0.87 is the scaling variable andσ(t, t′) = χ(t, t′) is the thermoremanent
magnetization

model[51]. Let’s consider the simple Hamiltonian with two spin interactions

H =
∑

i j

Ji jsis j, (1.14)

where the couplings, Ji j’s are time independent (quenched) random variables, usually

assumed to be Gaussian distributed, and the {si}i=1··· ,N are Ising variables (i.e.

si = ±1 i = 1, · · · ,N) [7]. There are two extreme cases that we consider for this

Hamiltonian. One of them describes the SK model, in which every spin interacts with all

other spins, i.e., all Ji j’s can be different from zero [7]. The other extreme case is realized

if a spin interacts only with its nearest neighbors, i.e., Ji j is non zero only if i and j are

nearest neighbors. This case describes the EA model [7].

The p-spin model is given by interactions of groups of p-spins instead of the pair

interactions of the SK and EA models [36]. It is described by the Hamiltonian

H = −
∑

1≤i1≤...≤ip≤N

Ji1 ...ipφi1 ...φip , (1.15)
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in which p ≥ 3. We will consider the case in which the spins are real variables (soft spins)

and satisfy the spherical constraint
∑N

i=1[φi(t)]2 = N. The couplings Ji1 ...ip are disordered

and are usually chosen to be uncorrelated, zero-mean Gaussian random variables, i.e.

P{J} =
∏

i1<...<ip

1
√

2πKi1 ...ip

exp[−J2i1 ...ip
/2Ki1 ...ip]. (1.16)

Here Ki1 ...ip is the variance of the distribution of Ji1 ...ip. We let the dynamics be given by the

Langevin equation,

Γ−10 ∂tφi(t) = −β
δH
δφi(t)

+ ηi(t). (1.17)

Here Γ0 sets the time scale and ηi(t) is a Gaussian distributed white noise with 〈ηi(t)〉 = 0

and 〈ηi(t)η j(t′)〉 = 2Tδi jδ(t − t′), which represents the coupling to a thermal reservoir at

temperature T.

Early studies on the p-spin model were carried out mainly through mean field

approaches. In one of these studies, Cugliandolo and Kurchan analytically obtained an

off-equilibrium dynamical solution in the asymptotic long time limit [36]. In other studies,

it was shown that the long range p-spin model has a thermodynamic critical temperature

(Tc) and a dynamic critical temperature(Td) with 0 < Td < Tc [52, 53]. The p-spin model

is known to share certain features with structural glasses at the level of mean field

theory [52, 54]. At the dynamic transition, the Edwards-Anderson parameter qEA is

discontinuous. Likewise, the density correlation for a structural glass, 〈ρ(t)ρ(t′)〉, is

discontinuous at the MCT transition temperature (TMCT ) [15].

1.7 Organization of the Dissertation

The work we present here covers two areas of dynamics: explaining the presence of

dynamical heterogenities using time reparametrization symmetry in glasses and

developing a method for reducing the degrees of freedom in a complex system. The

dissertation is organized as follows, In Chapter (2), we present our proof that p-spin
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models, in which the interaction range is arbitrary, are time reparametrization invariant in

the long time limit. In Chapter (3), we introduce a method for extracting the actual time

reparametrization fluctuations from data, we establish a connection between those

fluctuations and local fluctuations of the relaxation time, and we apply the method to

analyze existing numerical data for structural glasses.
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2 T R I  A R
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2.1 Introduction

Time reparametrization symmetry, i.e. the symmetry under the transformation

t → h(t) with h(t) a monotonic increasing function, has been shown some time ago to be

present in the mean field equations for the correlation function C(t, t′) and response

function G(t, t′) of the SK spin glass model [7, 35]. The symmetry is found when taking

the long time limit of the mean field equations. By contrast, the full equations contain

explicit symmetry breaking terms that affect the short time dynamics [7, 35]. The

symmetry has also been shown to be present in the long time dynamics of the short ranged

EA spin glass model in two studies that go beyond mean field analysis [37, 40], by using

the Martin-Siggia-Rose (MSR) formalism and the Renormalization Group (RG) to study

the long time dynamics. The MSR formalism is used to write a generating functional, and

the RG is used to show that the symmetry holds for this model in the long time limit, at

the level of the generating functional, including all fluctuations. However, not all models

of interacting spins under Langevin dynamics are time reparametrization invariant. For

example, in a study of the O(N) model it was shown that the symmetry is not present, even

for the long time limit of the low temperature dynamics [55]. In this chapter we follow a

procedure similar to the one in Ref. [40] to prove that the long time dynamics of p-spin

models of arbitrary range is time reparametrization invariant.

As mentioned before, time reparametrization symmetry has been shown to be present

in the long time dynamics of infinite range p-spin models [36]. The authors of Ref. [36]
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analyze the mean field equations describing the eveolution of the two time correlation

function C(t, t′) and the two time response function G(t, t′):

∂C(t, t′)
∂t

= − [

1 − pβǫ(t)
]

C(t, t′) + 2G(t, t′) + µ
∫ t′

0
dt′′Cp−1(t, t′′)G(t′, t′′)

+µ(p − 1)
∫ t

0
dt′′G(t, t′′)Cp−2(t, t′′)C(t′′, t′), (2.1)

∂G(t, t′)
∂t

= − [

1 − pβǫ(t)
]

G(t, t′) + δ(t − t′)

+µ(p − 1)
∫ t

0
dt′′G(t, t′′)Cp−2(t, t′′)G(t′′, t′). (2.2)

Here β = (kBT )−1, ǫ(t) is the energy per spin and µ = pβ2/2. In the long time limit

t − t′ → ∞, the delta function term is negligible, the time derivatives are negligible and the

energy per spin is a constant. The term 2G(t, t′) in the correlation equation is negligible

because we have the scaling G(t, t′) ∼ C(t,t′)
|t−t′ | . Therefore, the asymptotic equations are

0 = − [

1 − pβǫ
]

C(t, t′) + µ
∫ t′

0
dt′′Cp−1(t, t′′)G(t′, t′′)

+µ(p − 1)
∫ t

0
dt′′G(t, t′′)Cp−2(t, t′′)C(t′′, t′) (2.3)

0 = − [

1 − pβǫ
]

G(t, t′) + µ(p − 1)
∫ t

0
dt′′G(t, t′′)Cp−2(t, t′′)G(t′′, t′). (2.4)

Let’s transform these equations by reparametrizing the time variable t → h(t) such that the

correlation and response functions transform to C(t, t′)→ C̃(t, t′) and G(t, t′)→ G̃(t, t′),

respectively. We name the right hand side of the correlation equation RHS1 and the right

hand side of the response equation RHS2, hence:

RHS 1 = − [

1 − pβǫ
]

C̃(t, t′) + µ
∫ t′

0
dt′′C̃p−1(t, t′′)G̃(t′, t′′)

+µ(p − 1)
∫ t

0
dt′′G̃(t, t′′)C̃p−2(t, t′′)C̃(t′′, t′) (2.5)

RHS 2 = − [

1 − pβǫ
]

G̃(t, t′) + µ(p − 1)

×
∫ t

0
dt′′G̃(t, t′′)C̃p−2(t, t′′)G̃(t′′, t′). (2.6)
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Letting the transformed correlation and response be C̃(t, t′) = C[h(t), h(t′)] and

G̃(t, t′) = G[h(t), h(t′)] ∂h
∂t′ , respectively, we obtain the transformed evolution equations:

RHS 1 = − [

1 − pβǫ
]

C[h(t), h(t′)]

+µ

∫ h(t′)

0
dt′′Cp−1[h(t), h(t′′)]G[h(t′), h(t′′)]

∂h′′

∂t′′

+µ(p − 1)
∫ h(t)

0
dt′′G[h(t), h(t′′)]

∂h′′

∂t′′
Cp−2[h(t), h(t′′)]C[h(t′′), h(t′)] (2.7)

RHS 2 = − [

1 − pβǫ
]

G[h(t), h(t′)]
∂h′

∂t′
+ µ(p − 1)

×
∫ h(t)

0
dt′′G[h(t), h(t′′)]

∂h′′

∂t′′
Cp−2[h(t), h(t′′)]G[h(t′′), h(t′)]

∂h′

∂t′
. (2.8)

Here we define h′ ≡ h(t′) and we use the chain rule, dh = dh
dt dt to get

RHS 1 = − [

1 − pβǫ
]

C[h, h′] + µ
∫ h′

0
dh′′Cp−1[h, h′′]G[h′, h′′]

+µ(p − 1)
∫ h

0
dh′′G[h, h′′]Cp−2[h, h′′]C[h′′, h′] (2.9)

RHS 2 = − [

1 − pβǫ
]

G[h, h′]

+µ(p − 1)
∫ h

0
dh′′G[h, h′′]Cp−2[h, h′′]G[h′′, h′], (2.10)

where we have factored out ∂h′
∂t′ in the last equation. RHS1 and RHS2 are the right hand

side to the asymptotic correlation and response equations, respectively, with t replaced by

h. Hence, the resultant asymptotic equations are invariant under time reparametrizations,

with the correlation and response functions transforming as

C(t, t′)→ C̃(t, t′) = C[h(t), h(t′)] and G(t, t′)→ G̃(t, t′) = G[h(t), h(t′)] ∂h
∂t′ , respectively. In

this chapter, we go beyond mean field and prove that the symmetry is present in the long

time limit of the full dynamics (with all fluctuations) in arbitrary ranged models.

We consider a system of soft spins on a lattice, with p-spin interactions. The spin

couplings are assumed to be uncorrelated Gaussian random variables with zero mean. We

assume Langevin dynamics for the spins with a white noise term that represents the

coupling of the spins to a thermal reservoir. We set up the calculation by writing the
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generating functional of the spin correlations and responses using the MSR approach and

introduce two-time fields that are associated with the spin correlations and responses. The

formalism provides a general tool for field theory calculations of classical systems [56]. In

other studies of p-spin models, the action derived from the generating functional has been

used to determine mean field equations describing the evolution of the correlation and

response functions in spin glass models [36, 57, 58, 59, 60]. To study the long time

dynamics we start the renormalization group procedure by introducing a short time cutoff

τ0 to the time difference t − t′ [37, 40]. We introduce the cutoff in this manner because we

are probing the dynamics of two time functions, the correlations, which are the

observables that reveal the freezing of the glass state. We systematically integrate over

two-time fields associated with the shortest time difference followed by an increase in the

short time cutoff , thus following a procedure analogous to Wilson’s approach to the RG.

In our case, however, we integrate over fluctuations that are fast in time, not in space. In

general, the integration over fast fluctuations can have one of two possible results: one, the

integration changes the structure of the action; two, the integration preserves the structure

of the action but the coupling constants change [61, 62, 63, 64]. The p-spin action we find

falls under the second family, in which only the coupling constants change during the RG

step.

We find Gell-Mann-Low equations, i.e. equations describing the evolution of the

coupling constants with the RG process, which give three families of stable fixed points.

First, we find a family of stable fixed point actions containing the coupling to the thermal

bath. This family of fixed points is not time reparametrization invariant. A second family

of stable fixed points, that are not time reparametrization invariant, corresponds to fixed

point actions containing two marginal terms: the coupling to the thermal bath and the

spin-spin interactions. Intuitively, the second family of fixed points corresponds to the

effective dynamics at intermediate temperatures, where a transition occurs between the
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high and low temperature regimes. Finally, we have the case in which only the spin-spin

interaction term is marginal. The fixed points in this last family are time reparametrization

invariant, and we believe that they represent the low temperature glassy dynamics of the

model.

The rest of the chapter is organized as follows: in Sec. 2.2 we derive the generating

functional; in Sec. 2.3 we show how we use Wilson’s approach to the renormalization

group to get stable fixed points; in Sec. 2.4 we study the stable fixed point generating

functionals and determine which ones are invariant under reparametrizations of the time

variable; and in Sec. 2.5 we end with a discussion of our results and conclusions.

2.2 Model and MSR generating functional

We recall from Section (1.6) the p-spin Hamiltonian, given by

H = − 1
p!

∑

i1 ...ip

Ji1 ...ipφi1 ...φip . (2.11)

Starting from the Langevin equation, we let the dynamics be given by the Langevin

equation,

Γ−10 ∂tφi(t) = −β
δH
δφi(t)

+ ηi(t). (2.12)

we use the Martin-Siggia-Rose formalism [56] to write down the noise averaged

generating functional

〈Z[{li}, {hi}]〉 =
∫

DφDφ̂Dϕ̂DN̂ exp















L[φ, φ̂] +
N

∑

i=1

∫ t f

t0
dt[li(t)φi(t)

+ihi(t)φ̂i(t)] + i
N

∑

i=1

ϕ̂i[φi(t0) − ϕi] + i
∫ t f

t0
dtN̂(t)















N
∑

i=1

φ2i (t) − N




























, (2.13)

where l and h are source fields and the last two terms in the exponent are due to the initial

condition and spherical constraint, respectively. In this formalism, the spin variable φi gets

elavated to a field variable φi(t) and a conjugate field φ̂i(t) gets coupled to the dynamics

operator to give the action L[φ, φ̂]. Details of the MSR formalism are given in
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Appendix (A). The action L[φ, φ̂] is given by

L[φ, φ̂] = −i
N

∑

i=1

∫ t f

t0
dt φ̂i(t)



















Γ−10 ∂tφi(t) − iT φ̂i(t) −
p
p!

∑

i1 ...ip−1

Ji,i1 ...ip−1φi1 ...φip−1



















. (2.14)

We average the generating functional over the disorder in the system. We note that

the action contains only one term with an explicit dependence on the disorder, the

spin-spin interaction term ,which we call LJ[φ, φ̂],

LJ[φ, φ̂] = i
p
p!

∑

i1 ...ip

∫ t f

t0
dtJi1...ipφ̂i1(t)φi2(t) · · ·φip(t). (2.15)

Therefore, we average over disorder by computing the part of the generating functional

affected by the disorder,

exp(LJ[φ, φ̂]) =
∫

DJP{J} exp[LJ], (2.16)

with DJ ≡ ∏

i1<···<ip

dJi1...ip. The distribution of the disorder, which is assumed Gaussian,

simplifies this integration. The result of the integration is to replace the p − 1 real fields

plus 1 auxiliary field with 2(p − 1) real fields plus 2 auxiliary fields in the interaction term.

From the point of view of time variables, we have now introduced two times, t and t′, in

the action. After integrating over the disorder we get exp(LJ[φ, φ̂]) given by

exp(LJ[φ, φ̂]) = exp





















− p2

p!

∑

i1 ...ip

Ki1 ...ip

∫ t f

t0

∫ t f

t0
dtdt′ ×

C=1,C′=1
∑

αir ,α
′
ir∈{0,1}

∑

i1...ip

p
∏

r=1

φ
αir
ir (t)φ

α′ir
ir (t

′)





















,

(2.17)

where we have re-labeled the fields using the definitions φ0i (t) ≡ φ̂i(t) and φ1i (t) ≡ φi(t).

The constrained variables C and C′ are given by C ≡
p
∑

r=1
(1 − αir), C′ ≡

p
∑

r=1
(1 − α′ir ), and the

constraints C = C′ = 1 enforce the condition that for each of the two times t and t′, there

is a product of fields, of which only one is a φ̂ and all others are φ fields. We are also

interested in explicitly introducing two-time fields Qα,α′

i (t1, t2), physically associated with

two-time correlations and responses. It should be noticed that the Hubbard-Stratonovich

transformation allows for an intuitive way of introducing two time fields in the EA model,
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but it is unlikely to be useful for the p-spin model because it involves completing squares

in the exponent. Instead, we introduce two-time fields by writing the number one as an

integral of delta function products that enforce the condition Qα,α′

i (t1, t2) = φαi (t1)φ
α′

i (t2),

1 =
∫

DQ
∏

i,t1 ,t2

∏

αi,α
′
i∈{0,1}

δ
[

Qαi ,α
′
i

i (t1, t2) − φαi
i (t1)φ

α′i
i (t2)

]

. (2.18)

By writing the delta function in exponential form we get

1 =
∫

DQDQ̂ exp



















i
∑

i

∑

αi,α
′
i∈{0,1}

∫ ∫

dt1dt2Q̂
αi,α

′
i

i (t1, t2) ×
[

Qαi ,α
′
i

i (t1, t2) − φαi
i (t1)φ

α′i
i (t2)

]



















,

(2.19)

where we have introduced the auxiliary two-time fields Q̂αi ,α
′
i

i (t1, t2) and the notation 0̄ = 1,

1̄ = 0. This procedure of introducing two time fields is similar to combining the Lagrange

multiplier method with the method of steepest descent, as used to obtain mean field

equations [57, 58]. We now obtain the noise and disorder averaged generating functional

〈Z[{li}, {hi}]〉 =
∫

DQDQ̂Dφ0Dφ1Dϕ̂DN̂ exp(S),

S = S 1 + S J + S spin + S ext + S BC + S S C . (2.20)

Here we have written the different terms of the action separately:

S 1[Q, Q̂, φ0, φ1] = i
∑

i

∑

αi ,α
′
i∈{0,1}

∫ t f

t0

∫ t f

t0
dt1dt2Q̂

αi ,α
′
i

i (t1, t2) ×
(

Qαi ,α
′
i

i (t1, t2) − φαi
i (t1)φ

α′i
i (t2)

)

,

(2.21)

S J[Q] = −
p2

p!

∑

i1...ip

Ki1 ...ip

∫ t f

t0

∫ t f

t0
dt1dt2

C=1,C′=1
∑

αir ,α
′
ir∈{0,1}

p
∏

r=1

Q
αir ,α

′
ir

ir (t1, t2), (2.22)

S spin[φ0, φ1] = −i
N

∑

i=1

∫ t f

t0
dtφ0i (t)

[

Γ−1∂tφ
1
i (t) + γ00φ

0
i (t)

]

− p2

p!

∑

i1 ...ip

Ki1 ...ip

×
∫ t f

t0

∫ t f

t0
dt1dt2g(t1 − t2)

C=1,C′=1
∑

αir ,α
′
ir∈{0,1}

p
∏

r=1

φ
αir
ir (t1)φ

α′ir
ir (t2), (2.23)
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S ext[φ0, φ1; l, h] =
∫ t f

t0
dt

[

li(t)φ0i (t) + ihi(t)φ1i (t)
]

, (2.24)

S BC[φ1, ϕ̂; ϕ] = i
N

∑

i=1

ϕ̂i
[

φ1i (t0) − ϕi
]

, (2.25)

S S C[φ1, N̂;N] = i
∫ t f

t0
dtN̂(t)















N
∑

i=1

(φ1i (t))
2 − N















, (2.26)

and we have the coupling constants Γ = Γ0, γ00 = −iT and g(t − t′) = 0 at the start of the

RG flow. In general, these constants are described by flow equations, the Gell-Mann-Low

equations, when the RG transformation is applied to the generating functional. The flow

equations give information about fixed points, if any, of the action.

2.3 Renormalization group analysis

2.3.1 Renormalization Group Transformation

We perform a renormalization group analysis on the time variables. For simplicity we

take t0 = 0 and t f = ∞ from now on. Focusing on the two-time fields, first, we introduce a

cutoff in their integration, τ0 ≤ |t1 − t2|. We are mostly interested in the limit t1 − t2 →∞,

in which time translation invariance and exponential behavior starts to break down with

decreasing temperature. We then write the terms of the action affected by the cutoff:

S 1[Q, Q̂] = i
∑

i

∫

0≤t1,t2<∞
τ0≤|t1−t2 |

dt1dt2
∑

αi ,α
′
i

Q̂αi ,α
′
i

i (t1, t2) ×
[

Qαi ,α
′
i

i (t1, t2) − φαi
i (t1)φ

α′i
i (t2)

]

, (2.27)

S J[Q] = −
p2

p!

∑

i1 ...ip

Ki1 ...ip

∫

0≤t1,t2<∞
τ0≤|t1−t2 |

dt1dt2
C=1,C′=1

∑

αir ,α
′
ir∈{0,1}

p
∏

r=1

Qαir ,α
′
ir

ir (t1, t2). (2.28)

We define fast and slow fields respectively by Qαi ,α
′
i

>i (t1, t2) = Qαi,α
′
i

i (t1, t2), for

τ0 ≤ |t1 − t2| < bτ0 and Qαi ,α
′
i

<i (t1, t2) = Qαi ,α
′
i

i (t1, t2), for bτ0 ≤ |t1 − t2|, with b > 1. Applying
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these definitions of slow and fast fields, we find that the terms S 1[Q, Q̂, φ0, φ1] and S J[Q]

separate into slow and fast terms, i.e

S 1[Q, Q̂, φ0, φ1] = S 1[Q>, Q̂>, φ
0, φ1] + S 1[Q<, Q̂<, φ

0, φ1], (2.29)

S J[Q] = S J[Q>] + S J[Q<]. (2.30)

Next we calculate the integral over fast fields, I>. The absence of cross terms between

slow and fast terms makes the calculation of I> trivial:

I> =
∫

DQ>DQ̂> exp































i
∑

i

∫

τ0≤|t1−t2 |<bτ0
0≤t1 ,t2<∞

dt1dt2
∑

αi,α
′
i

Q̂αi ,α
′
i

>i (t1, t2)

×
[

Qαi ,α
′
i

>i (t1, t2) − φαi
i (t1)φ

α′i
i (t2)

]

− p2

p!

∑

i1 ...ip

Ki1 ...ip

∫

τ0≤|t1−t2 |<bτ0
0≤t1 ,t2<∞

dt1dt2
C=1,C′=1
∑

αir ,α
′
ir∈{0,1}

p
∏

r=1

Q
αir ,α

′
ir

>ir (t1, t2)































. (2.31)

Calculating the delta function integral constitutes undoing the transformation that

introduced the two-time fields, via integrals of delta functions, for the fast modes. Hence,

we recover

I> = exp































− p2

p!

∑

i1...ip

Ki1 ...ip

∫

τ0≤|t1−t2 |<bτ0
0≤t1,t2<∞

dt1dt2
C=1,C′=1
∑

αir ,α
′
ir∈{0,1}

p
∏

r=1

φ
αir
ir (t1)φ

α′ir
ir (t2)































, (2.32)
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for the fast modes. Next we re-scale all the two-time as well as the one-time fields, which

were not directly affected by the coarse graining in time. The rescaling is described by

Qαi ,α
′
i

<i (bt′1, bt′2) = bλαiα′i Q′αi ,α
′
i

i (t′1, t
′
2), (2.33)

Q̂αi ,α
′
i

<i (bt′1, bt′2) = bλ̂αiα′i Q̂′αi ,α
′
i

i (t′1, t
′
2), (2.34)

bt′ = t, (2.35)

φαi
i (bt′) = bλαiφ′αi

i (t
′), (2.36)

li(bt′) = bλll′i(t
′), (2.37)

hi(bt′) = bλhh′i(t
′), (2.38)

ϕ̂i = bλϕ ϕ̂′i . (2.39)

The effect of the rescaling is to ensure that the transformed slow fields fluctuate on the

time scale set by the original cutoff, i.e τ0 < t′2 − t′1, given that b > 1. From the definition of

the two time fields in Eq. (2.18) and the transformation of the fields we get the condition

λαi ,α
′
i
= λαi + λα′i . (2.40)

By rescaling the fields in the part of the action arising from the disorder average (S J) we

get

S J[Q] = −
p2

p!
bλJ

∑

i1...ip

Ki1 ...ip

∫

τ0≤|b(t′1−t′2)|

dt′1dt′2 ×
C=1,C′=1
∑

αir ,α
′
ir∈{0,1}

∑

i1 ...ip

p
∏

r=1

Q′
αir ,α

′
ir

ir (t′1, t
′
2). (2.41)

Using the relation between λα,α′ , λα and λα′ given by Eq. (2.40) together with the

constraints C = C′ = 1 we get

λJ ≡ 2λ0 + 2(p − 1)λ1 + 2. (2.42)

Rescaling the fields in the source terms, we get

S ′ext[φ
0, φ1; l, h] =

N
∑

i=1

∫ ∞

0
dt′

[

b1+λl+λ1 l′i(t
′)φ′0i (t

′) + b1+λh+λ0ih′i(t
′)φ′1i (t

′)
]

. (2.43)
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The source terms are marginal by virtue of being derived from external fields, hence

λl = −1 − λ1, (2.44)

λh = −1 − λ0. (2.45)

Rescaling the fields in the boundary term we get;

S ′BC[φ
1, ϕ̂; ϕ] = i

N
∑

i=1

bλϕϕ̂′i
[

bλ1φ′1i (t0) − ϕ′i
]

(2.46)

If this term is marginal we obtain λφ = −λ1. Next we consider the constraint term and

obtain

S ′CS [φ
1, N̂;N] = ib1+λN

∫ ∞

0
dt′N̂′(t)















N
∑

i=1

(b0φ′1i (t))
2 − N′















. (2.47)

There is no condition on this term. But requiring this term to be marginal so that the

constraint is still enforced at long times gives λN = −1. Also, the constraint term is

constant in the long time limit because the constraints are still valid in this limit. Finally

we re-scale the fields in the spin term

S spin[φ0, φ1] = −i
N

∑

i=1

∫ ∞

0
dt′φ′0i (t

′)
[

bλvelΓ−1∂t′φ
′1
i (t
′) + bλTγ00φ

′0
i (t
′)
]

(2.48)

− p2

p!

∑

i1...ip

Ki1 ...ip

∫ ∫ ∞

0
dt′1dt′2b

λJ g(t′1 − t′2)
C=1,C′=1
∑

αir ,α
′
ir∈{0,1}

p
∏

r=1

φ′
αir
ir (t

′
1)φ
′α
′
ir

ir (t
′
2)

The result is the following set of flow equations

Γ−1 → Γ′−1 = Γ−1bλvel , (2.49)

γ00 → γ′00 = γ00b
λT , (2.50)

g(t1 − t2)→ g′(t′1 − t′2) = bλJ
[

g(b(t′1 − t′2)) + Cτ0≤|bt′1−bt′2 |<bτ0

]

, (2.51)

where CP is defined by CP = 1 if P is true and CP = 0 if P is not true, and

λvel = λ0 + λ1, (2.52)
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λT = 1 + 2λ0. (2.53)

By now we have applied the RG procedure once and we have shifted the short time cutoff

by the parameter b to a higher cutoff value, τ0 → τ′0 ≡ bτ0 and restored it to its original

value. Repeating the procedure several times and if we let b = edl
� 1 + dl then we find

the flow equations for Γ and γ00 and g:

dΓ
dl
= −λvelΓ, (2.54)

dγ00
dl
= λTγ00, (2.55)

dg
dl
= λJg. (2.56)

In oder to determine the nature of the fixed points we need to choose values for the scaling

exponents λ0 and λ1. Details of Wilson’s approach to the RG are given in Appendix (B).

2.3.2 Choice of Scaling Exponents

In traditional RG calculations one determines an engineering dimension for the field

variable by requiring that the action of the free theory be marginal. In our case, there is an

ambiguity in fixing engineering dimensions for φ0i and φ
1
i because none of the terms in the

action is of the same form as the gradient squared term that is usually considered to be the

unperturbed part of the action and assumed to be marginal. The only systematic way to

proceed is to consider what happens when each of the terms in the action is marginal. We

start by noting that the spherical constraint
∑N

i=1[φi(t)]2 = N imposes an upper bound on

the correlation function C(t, t′) ∼ Q11(t, t′), i.e we have the constraint λ1 ≤ 0. The case of

λ1 = 0 means that the correlation function transforms as C(t, t′)→ C̃(t, t′) ≡ C(t, t′) or

equivalently C(t, t′) = k, with k a constant and hence freezing. The strict inequality means

that the correlation function transforms as C(t, t′)→ b−2|λ1 |C(t, t′), which corresponds to a

decaying correlation because b > 1. The terms in the action that are of interest for our

analysis are the three terms contained in S spin: the spin-spin interaction term, the time
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derivative term and the term representing the coupling to the thermal bath. As indicated in

Eqs. (2.42), (2.52) and (2.53), these three terms have the scaling exponents

λJ = 2(1 + λ0 + (p − 1)λ1), λvel = λ0 + λ1 and λT = 1 + 2λ0, respectively. By considering

the cases in which only one of the terms is marginal we get the results summarized in

Fig. (2.1).

λ1

λ0

Key

Scaling Exponents in the p−spin model for p=3

velλ    =0
λ  =0T

λ  =0J

Figure 2.1: The figure shows the different lines along which each one of the three terms in
S spin is marginal for p = 3. The red line corresponds to a marginal coupling to the thermal
bath (λT = 0), the black line corresponds to a marginal time-derivative term (λvel = 0), and
the blue line corresponds to a marginal spin-spin interaction term (λJ = 0).

In the case in which the coupling to the thermal bath is marginal, λT = 0, we have a

line λ0 = −1/2 in the (λ1, λ0) plane. The line divides the plane into three distinct subsets.

One, the line is a subset of (λ1, λ0) plane on which the coupling to the thermal bath does

not flow with the changing time scale. Two, below this line is a subset of the plane in

which λT < 0, and the coupling to the thermal bath decays with increasing time scales, i.e
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the subset of irrelevant couplings. Three, above this line is a subset of the plane in which

λT > 0 and the coupling to the thermal bath grows with increasing time scales, i.e the

subset of relevant couplings. Considering only the subset in which the coupling to the

thermal bath is marginal, we make a comparison with the other two couplings, the time

derivative term’s coupling and the spin-spin interaction term’s coupling. Given the

constraint λ1 ≤ 0 and the values of λJ and λvel, we find that there is an interval on this line,

λ1 <
−1

2(p−1) , in which both the spin-spin interactions and the time derivative term are

irrelevant. Since the coupling to the thermal bath is marginal then we have a family of

stable high temperature fixed points, i.e the effective dynamics is given by this term.

Next, considering only the case when the time derivative term is marginal,

corresponding to the line λ0 = −λ1 in the (λ1, λ0) plane, we make a comparison to the

thermal bath term’s coupling and the spin-spin interaction term’s coupling. Since we have

λ1 ≤ 0, the exponent λT of Eq. (2.53) is always positive, i.e. the coupling to the thermal

bath is always a relevant term along this line. Hence the thermal coupling always grows

faster than the marginal time derivative coupling. Thus, any fixed points containing only

the time derivative term are always unstable, i.e the derivative term is unable to fully

determine dynamics without the other terms overshadowing its influence in the long time

limit. Finally, we consider the case where the spin-spin term is marginal and compare it to

the other two terms. This happens on the line described by λ0 = −1 − (p − 1)λ1. In the

interval −1
2(p−1) < λ1 ≤ 0 the time derivative term and coupling to the thermal bath are

irrelevant. Therefore in this interval we have stable low temperature fixed points, in which

the effective dynamics is given by the spin-spin interactions.

The above analysis shows that there is a subset of the (λ1, λ0) plane for which a high

temperature dynamical fixed point family is present. The effective generating functional
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for this fixed point family is

Z f p[l, h; T ] = 〈Z[{li}, {hi}]〉 f p =

∫

DQDQ̂Dφ0Dφ1Dϕ̂DN̂

× exp



















i
∑

i

∫ ∫ ∞

0
dt1dt2

∑

αi,α
′
i

Q̂αi ,α
′
i

i (t1, t2)
[

Qαi ,α
′
i

i (t1, t2) − φαi
i (t1)φ

α′i
i (t2)

]

−T
N

∑

i=1

∫ ∞

0
dt

[

φ0i (t)
]2
+

∫ ∞

0
dt[li(t)φ0i (t) + ihi(t)φ1i (t)]

+i
N

∑

i=1

ϕ̂i[φ1i (t0) − ϕi] + i
∫ ∞

0
dtN̂(t)















N
∑

i=1

(φ1i (t))
2 − N





























. (2.57)

There is another subset of the (λ1, λ0) plane for which a low temperature

interaction-dominated fixed point family is present. The effective generating functional for

this family of fixed points is

Z f p[l, h; J] = 〈Z[{li}, {hi}]〉 f p =

∫

DQDQ̂Dφ0Dφ1Dϕ̂DN̂

× exp



















i
∑

i

∫ ∫ ∞

0
dt1dt2

∑

αi,α
′
i

Q̂αi ,α
′
i

i (t1, t2)
[

Qαi ,α
′
i

i (t1, t2) − φαi
i (t1)φ

α′i
i (t2)

]

− p2

p!

∑

i1 ...ip

Ki1 ...ip

∫ ∫ ∞

0
dt1dt2

C=1,C′=1
∑

αir ,α
′
ir∈{0,1}

p
∏

r=1

Q
αir ,α

′
ir

ir (t1, t2)

+

∫ ∞

0
dt[li(t)φ0i (t) + ihi(t)φ1i (t)]

+i
N

∑

i=1

ϕ̂i[φ1i (t0) − ϕi] + i
∫ ∞

0
dtN̂(t)















N
∑

i=1

(φ1i (t))
2 − N





























. (2.58)

We note that the subset representing stable low temperature fixed points in the (λ1, λ0)

plane includes the point λ1 = 0 and λ0 = −1. This is the only point in the plane that

represents freezing of the correlation, a property of glasses. We also note that the point

λ0 = −1/2 and λ1 = −1
2(p−1) corresponds to a third family of stable fixed point actions, in

which there are two marginal terms: the spin-spin interactions term and the coupling to

the thermal bath.
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2.4 Time reparametrization symmetry

We now evaluate the effect of a reparametrization t → s(t) of the time variable on the

families of stable fixed point generating functionals. For this purpose we consider a

monotonically increasing function with the boundary conditions s(0) = 0 and s(∞) = ∞,

which induces the following transformations on the sources,

l̃i(t) =
∂s
∂t

li(s(t)), (2.59)

h̃i(t) = hi(s(t)). (2.60)

First we consider the effective generating functional of the high temperature fixed points.

We evaluate the fixed point generating functional of the new sources

Z f p[l̃, h̃; T ] =
∫

DQ̃D ˜̂QDψ0Dψ1D ˜̂ϕDÑ

× exp



















i
∑

i

∫ ∞

0
dt1dt2

∑

αi ,α
′
i

˜̂Qαi,α
′
i

i (t1, t2)
[

Q̃αi ,α
′
i

i (t1, t2) − ψαi
i (t1)ψ

α′i
i (t2)

]

−T
N

∑

i=1

∫ ∞

0
dt

[

ψ0i (t)
]2
+

∫ ∞

0
dt[l̃i(t)ψ0i (t) + ih̃i(t)ψ1i (t)]

+i
N

∑

i=1

˜̂ϕi[ψ1i (t0) − ϕ̃i] + i
∫ ∞

0
dtÑ(t)















N
∑

i=1

(ψ1i (t))2 − N




























. (2.61)

Here we have used new dummy variables ψα, ˜̂ϕ, ˜̂Q, Q̃ and Ñ, instead of φα, ϕ̂, Q̂, Q and N̂,

respectively, in the functional integral. We now perform the following change of variables

ψαi (t) =
(

∂s
∂t

)ᾱ

φαi (s(t)), (2.62)

Q̃α,α′

i (t, t′) =
(

∂s
∂t

)ᾱ (

∂s
∂t′

)ᾱ′

Qα,α′

i (s(t), s(t′)), (2.63)

˜̂Qα,α′

i (t, t′) =
(

∂s
∂t

)α (

∂s
∂t′

)α′

Q̂α,α′

i (s(t), s(t′)), (2.64)

Ñ(t) =
∂s
∂t

N̂(s(t)), (2.65)

˜̂ϕ = ϕ̂. (2.66)
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The change of variables results in Jacobians in the differentials,

DQ̃D ˆ̃Q = DQDQ̂J1















DQ̃
DQ

D ˆ̃Q
DQ̂















, (2.67)

Dψ0Dψ1DÑ = Dφ0Dφ1DN̂J2

[

Dψ0

Dφ0
Dψ1

Dφ1
DÑ
DN̂

]

, (2.68)

D ˜̂ϕ = Dϕ̂. (2.69)

Since the field transformations are linear, the Jacobians depend only on the

reparametrization s(t). Therefore, they are independent of the fields and sources, and can

be taken outside the integral as common factors.

By inserting the values of the transformed sources and dummy variables back into the

fixed point generating functional we obtain,

Z f p[l̃, h̃; T ] = J1J2

∫

DQDQ̂Dφ0Dφ1Dϕ̂DN̂

exp



















i
∑

i

∫ ∞

0
dtdt′

∑

αi ,α
′
i

(

∂s
∂t

)αi+αi ( ∂s
∂t′

)α′i+α
′
i

Q̂αi ,α
′
i

i (s(t), s(t′))

−T
∫ ∞

0
dt

[

∂s
∂t
φ0i (s(t))

]2

+

∫ ∞

0
dt

(

∂s
∂t

li(s(t))φ0i (s(t)) + ihi(s(t))
∂s
∂t
φ1i (s(t))

)

+i
N

∑

i=1

ϕ̂i[φ1i (s(0)) − ϕi] + i
∫ ∞

0
dt
∂s
∂t

N̂(s(t))














N
∑

i=1

(φ1i (s(t)))2 − N




























. (2.70)

So then the transfomed fixed point generating functional is

Z f p[l̃, h̃; T ] = J1J2

∫

DQDQ̂Dφ0Dφ1Dϕ̂DN̂

exp



















i
∑

i

∫ ∞

0
dsds′

∑

αi,α
′
i

Q̂αi ,α
′
i

i (s, s′)
(

Qαi ,α
′
i

i (s, s′) − φαi
i (s)φ

α′i
i (s

′)
)

−T
∫ ∞

0
ds

[

φ0i (s)
]2 ∂s
∂t
+

∫ ∞

0
ds[li(s)φ0i (s) + ihi(s)φ1i (s)]

+i
N

∑

i=1

ϕ̂i[φ1i (0) − ϕi] + i
∫ ∞

0
dsN̂(s)















N
∑

i=1

(φ1i (s))
2 − N





























. (2.71)

Here we have used the fact that α + ᾱ = 1. We notice that the term describing the coupling

to the bath is not invariant with respect to the transformation t → s(t). So the high
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temperature fixed points are not invariant under reparametrizations of the time variable.

For the same reason, the family of fixed point actions containing both the coupling to the

thermal bath and the spin-spin interaction is not invariant under time reparametrizations.

Finally, we consider the fixed point generating functional for the low temperature

fixed point family. We evaluate the fixed point generating functional for the new sources

Z f p[l̃, h̃; J] =
∫

DQ̃D ˜̂QDψ0Dψ1D ˜̂ϕDÑ

× exp



















i
∑

i

∫ ∞

0
dt1dt2

∑

αi,α
′
i

˜̂Qαi ,α
′
i

i (t1, t2)
(

Q̃αi ,α
′
i

i (t1, t2) − ψαi
i (t1)ψ

α′i
i (t2)

)

− p2

p!

∑

i1...ip

Ki1 ...ip

∫ ∞

0
dt1dt2

C=1,C′=1
∑

αir ,α
′
ir∈{0,1}

p
∏

r=1

Q̃
αir ,α

′
ir

ir (t1, t2)

+

∫ ∞

0
dt[l̃i(t)ψ0i (t) + ih̃i(t)ψ1i (t)]

+i
N

∑

i=1

˜̂ϕi[ψ1i (t0) − ϕ̃i] + i
∫ ∞

0
dtÑ(t)




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
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


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∑

i=1

(ψ1i (t))2 − N
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
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
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





. (2.72)

Here we have used the dummy variables used in the analysis of the high temperature fixed

point. Doing the same change of variables we get the Jacobians J1 and J2.

By inserting the values of the transformed sources and dummy variables back into the

fixed point generating functional we obtain,

Z f p[l̃, h̃; J] = J1J2

∫

DQDQ̂Dφ0Dφ1Dϕ̂DN̂

exp



















i
∑

i

∫ ∞

0
dtdt′

∑

αi ,α
′
i

(
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∂t

)αi+αi ( ∂s
∂t′

)α′i+α
′
i

Q̂αi ,α
′
i

i (s(t), s(t′))

×
(

Qαi ,α
′
i

i (s(t), s(t′)) − φαi
i (s(t))φ

α′i
i (s(t

′))
)

− p2

p!

∑

i1 ...ip

Ki1 ...ip

∫ ∞

0
dtdt′
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∑
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)ᾱ′ir
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+

∫ ∞
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dt
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∂t
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)

+i
N

∑

i=1

ϕ̂i[φ1i (s(0)) − ϕi] + i
∫ ∞
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dt
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N̂(s(t))
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. (2.73)
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We now use the fact that α + ᾱ = 1 and that the constraints C and C′ ensure that
p
∏

r=1

(

∂s
∂t

)ᾱir
(

∂s
∂t′

)ᾱ
′
ir = ∂s

∂t
∂s
∂t′ , to write the transformed fixed point generating functional

Z f p[l̃, h̃; J] = J1J2

∫

DQDQ̂Dφ0Dφ1Dϕ̂DN̂

exp


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+
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ϕ̂i[φ1i (0) − ϕi] + i
∫ ∞

0
dsN̂(s)















N
∑

i=1

(φ1i (s))2 − N




























. (2.74)

In other words, we have shown that

Z f p[l̃, h̃; J] = J1J2Z f p[l, h; J]. (2.75)

We know that in the absence of sources, the transformation leaves the generating

functional unchanged. This implies that J1J2 = 1, but since J1 and J2 are independent

of the values of the sources, then for any value of the sources the fixed point generating

functional is unchanged by the transformation, i.e.,

Z f p[l̃, h̃] = Z f p[l, h]. (2.76)

Therefore, the long-time fixed point dynamics of the spin-spin interactions in the p-spin

model is invariant under time reparametrizations.

2.5 Discussion and conclusion

We have shown that there are three families of stable fixed points for the time RG

applied to the MSR generating functional of the p-spin model: (i) a family of high

temperature fixed point actions that are not invariant under global reparametrizations of
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the time variable, characterized by the presence of the coupling to the thermal bath and the

absence of the spin interaction term; (ii) a family of low temperature fixed points that are

invariant under global time reparametrizations in the long time limit, for which the action

contains the spin interaction term but not the coupling to the bath; and (iii) a third family

of stable fixed points, for which both terms are present in the action, and the action is not

invariant under time reparametrizations. Since not all the stable fixed point actions in the

model are invariant, it is clear that the time reparametrization symmetry is a nontrivial

property of the low temperature, interaction dominated dynamics. It should also be

pointed out that in another interacting spin model, the O(N) ferromagnet model with

Langevin dynamics, the symmetry is not present even in the low temperature effective

dynamics [55].

The proof of invariance only assumes that the couplings Ji1 ...ip are uncorrelated

Gaussian random variables with zero mean, but no condition is imposed on the variance

Ki1 ...ip of the couplings, thus allowing them to have an arbitrary space dependence. In

particular, the proof applies to both short-range and long-range models. Since some

versions of the p-spin model share some of the main features of structural glass

phenomenology [54, 65], we expect that analytical tools similar to the ones used here may

be able to uncover the presence of time reparametrization symmetry in models of

structural glass systems. We recall, from Section (1.5.3), that time reparametrization

symmetry is a spontaneously broken symmetry in glasses and we expect Goldstone modes

associated with smooth spatial variations of the reparametrizations, t → h~r(t). In the next

chapter we present a method to determine the phases φ~r(t) ≡ h~r(t), and demonstrate it on

existing data.
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3 F P  F R T 

G S

Part of the material presented in this chapter has been submitted for publication:

G. A. Mavimbela, H. E. Castillo and A. Parsaeian, arxiv:1210.1249. The rest of the

material is included in a second manuscript, which is in preparation.

3.1 Introduction

Developing quantitative approaches for studying local dynamics has become more

important nowadays because of the growing evidence for dynamical heterogeneity which

has been found in particle tracking experiments in glassy colloidal systems [21, 22, 23]

and granular systems [25], and in numerical simulations [26, 27]. A quantitative

description of dynamical heterogeneity in terms of the presence of locally fluctuating

relaxation times τ~r(t) has in principle some strong advantages. One of them is its

simplicity and intuitive appeal. Another one is that the basic quantities that appear in this

description are intrinsically instantaneous, as opposed to other common descriptions for

which the basic quantities describe changes in the system over a finite time interval, which

complicates their interpretation. Despite those advantages, however, such a description

has proved elusive. For example, even the question of experimentally determining the

relationship between the lifetime τex of regions of heterogeneous dynamics and the bulk

α-relaxation time τα has proved controversial, with some results indicating that

τex/τα ∼ 1, and other results indicating that τex/τα ≫ 1 [8].

In this chapter, our goal is twofold. On one hand, we establish a connection between

the presence of time reparametrization fluctuations and the presence of fluctuating local

relaxation times τ~r(t). Starting from the intuitive picture of spatial heterogeneity in the

relaxation times [8], we show that phases that are local in time and space emerge. The
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same local phases are naturally present if one assumes that there is a time

reparametrization symmetry which is spontaneously broken, and therefore, there are

Goldstone modes [37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47]. In addition, we show that

under certain circumstances the time derivatives of the phases can in some cases be

interpreted as spatial-temporal fluctuating local relaxation rates. Additionally, we

introduce a new method to extract the actual values of those relaxation times τ~r(t) from

experimental or numerical data, and test this method on existing data from numerical

simulations.

The chapter is organized as follows. In Sec. 3.2 we discuss the connection between

the presence of time reparametrization fluctuations and a description of the system in

terms of fluctuating local relaxation times. In Sec. 3.3 we explain our proposed method to

extract local relaxation times from numerical or experimental data. In Sec. 3.4 we discuss

the details of the numerical simulations that we have used to test the method, and we

present the results of those tests. In Sec. 3.5 we use the method to study probability

distributions and power spectra. Finally, in Sec. 3.6, we summarize our results.

3.2 Connection between fluctuating local relaxation times and time

reparametrization fluctuations

In this section we present arguments that lead to the identification of fluctuating local

phases, and show that the time derivatives of the phases may sometimes be interpreted as

instantaneous local relaxation rates. We begin our discussion by considering the two

extreme scenarios that were proposed to explain the non-exponential relaxation behavior

in glass formers close to the glass transition [8, 13]. We recall that in one of them, the

liquid is heterogeneous, the relaxation is exponential in each small region, there is a
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spatial distribution of relaxation times P(τ), and the relaxation function is given by

C(t − t′) =
∫ ∞

0
dτP(τ) exp

(

− t − t′

τ

)

=

∫

ddr
V

C~r(t, t′) with C~r(t, t′) = C0 exp
(

− t − t′

τr

)

,

(3.1)

where C~r(t, t′) is the local two-time correlation in a small region around point ~r and τr is

the corresponding relaxation time for the small region. In the other extreme scenario, the

dynamics of the liquid is homogeneous, the distribution of the relaxation times is a delta

function, and the relaxation in all regions is described by a unique function g(x), which is

non-exponential:

C(t − t′) =
∫ ∞

0
dτδ(τ − τ0)g

(

t − t′

τ

)

=

∫

ddr
V

C~r(t, t′) with C~r(t, t′) = g
(

t − t′

τ0

)

. (3.2)

Eqs. (3.1) and (3.2) can be generalized to allow for the simultaneous presence of both

heterogeneous relaxation times and non-exponential local relaxation functions [66]:

C(t − t′) =
∫ ∞

0
dτPg(τ)g

(

t − t′

τ

)

=

∫

ddr
V

C~r(t, t′) with C~r(t, t′) = g
(

t − t′

τ~r

)

, (3.3)

where Pg(τ) is the probability density of relaxation times compatible with the local

relaxation function g(x).

If we allow the time difference t − t′ to be long enough, we cannot assume that each

local region is characterized by a time independent relaxation time τ~r, because τ~r could in

principle have fluctuated over this time interval. To take this effect into account, let us

divide the time interval [t′, t) into n − 1 sub-intervals {[ti−1, ti)}i=2,...,n such that for each

sub-interval the fluctuations in τ~r(t) are negligible. Hence, for long time intervals, the

local correlation is given by

C~r(t, t′) = g














n
∑

i=2

ti − ti−1

τ~r(ti−1)















, (3.4)

where tn = t and t1 = t′. In the limit of infinitesimal time intervals we get ti − ti−1 → dt and

the sum becomes an integral,

C~r(t, t′) = g
[∫ t

t′

dt′′

τ~r(t′′)

]

. (3.5)
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In this general expression for C~r(t, t′), the relaxation is allowed to be locally

non-exponential, and the relaxation time is allowed to fluctuate both in space and time.

Another way of looking at local correlations is to consider first the exponential

relaxation case where

dC(t, t′)
dt

= −1
τ

C(t, t′) ⇒ C(t, t′) = C0 exp
(

− t − t′

τ

)

. (3.6)

If we allow τ to fluctuate in space and time but postulate that the same differential

equation still holds, then we have

dC~r(t, t′)
dt

= − 1
τ~r(t)

C~r(t, t′) ⇒ C~r(t, t′) = C0 exp
[

−
∫ t

t′

dt′′

τ~r(t′′)

]

, (3.7)

where C~r(t, t′) and τ~r(t) are defined as before and we have used the initial condition

C0 = limt→t′+ C(t, t′). Eq. (3.7) can be extended to describe the more general case of

non-exponential relaxation. For example, we can modify the right hand-side of the

differential equation in Eq. (3.7) to

dC~r(t, t′)
dt

= − 1
τ~r

G[C~r(t, t′)]. (3.8)

Here the function G[C~r(t, t′)] represents the effect of non-exponential relaxation. The

solution of the new differential equation is of the form

C~r(t, t′) = C
[

φ~r(t) − φ~r(t′)
]

, (3.9)

where φ~r(t) ≡
∫ t dt′

τ~r(t′)
, and C(x) is a monotonous decreasing function that satisfies

C′(x) = −G[C(x)] and 0 ≤ C(x) ≤ 1.

By comparing Eq. (3.5) with Eq. (3.9) we find that g(x) = C(x) and

φ~r(t) − φ~r(t′) =
∫ t

t′

dt′′

τ~r(t′′)
. (3.10)

A completely different way of deriving Eq. (3.9) is based on the presence of time

reparametrization symmetry. We recall, from Section 1.5.3, that time reparametrization is
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a broken continuous symmetry and is expected to give rise to Goldstone

modes [37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47]. The Goldstone modes are associated

with smooth variations in space of the reparametrized variable, that is t → φ~r(t) and the

spatial-temporal fluctuations of φ~r(t) lead to recovering Eq. (3.9) if we ignore longitudinal

fluctuations [37, 38, 39]. As discussed in Refs. [37, 38, 39], longitudinal fluctuations

should be suppressed by coarse graining in larger regions because at long distances they

are less correlated than transverse fluctuations [68]. It should be noticed that the phase

difference that appears in the argument in Eq. (3.9) can also be written as an integral of the

time derivative of the phases φ̇~r(t) = ∂φ~r
∂t , evaluated at the two times, i.e

φ~r(t) − φ~r(t′) ≡
∫ t

t′
dt′′φ̇~r(t′′). (3.11)

Finally, it should be noticed that there is a symmetry under time-independent shifts of the

reparametrization variable φ~r(t), that is in Eq. (3.9), the local correlation is unchanged by

the transformation φ~r(t)→ φ~r(t) + ρ~r. Consequently, when we analyze data we cannot

determine an absolute φ~r(t). To work with invariant quantities, we either have to go back

to studying two-time quantities like φ~r(t) − φ~r(t′) or we must work with time derivatives of

φ~r(t).

3.3 Method to extract phases and instantaneous relaxation rates from numerical or

experimental data

Our method for the extraction of φ~r(t) from local two-time correlations is inspired by

the work in Refs. [46, 47]. Refs. [46, 47] use a functional form gglobal(x) = qEA exp
(

−|x|β
)

,

where qEA and β are fitting parameters, to fit global correlations in molecular dynamics

simulations of glass forming particle systems and polymer systems. They find functions

φ(t) for the different systems such that the data are described by

C(t, t′) = gglobal[φ(t) − φ(t′)], (3.12)
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As discussed in Sec. (3.2), two different lines of argument lead to the prediction that local

fluctuations can be described in terms of fluctuating phases φ~r(t), such that

C~r(t, t′) ≈ g[φ~r(t) − φ~r(t′)]. (3.13)

In principle, the functions gglobal(x) and g(x), respectively describing global two-time

correlations and local two-time correlations, could have completely different forms. For

example, as discussed in Sec. 3.2, some of the initial motivation for the picture of

dynamical heterogeneity came from the idea that non-exponential relaxation in a

macroscopic sample is due to the combined effect of local exponential relaxations with

different relaxation times. In this picture, gglobal(x) ∝ exp(−|x|β) and g(x) ∝ exp(−|x|). In

Refs. [46, 47], as a simplifying assumption, the two functions were taken to be equal. In

the present work, we focus exclusively on the local function g(x). However, we will

consider different coarse graining sizes when determining C~r(t, t′). Each of these coarse

graining sizes will give rise to a different form for g(x). In practice, to simplify the

determination of g(x), we will restrict it to be a member of a family of functional forms

g(x; ~α), parametrized by a vector ~α of p components, and for each coarse graining size

both the parameter vector ~α and the fluctuating phases φ~r(t) will be determined by fitting

C~r(t, t′) according to Eq. (3.13). For technical reasons, we impose the condition that g be

an even function, g(−x) = g(x).

Let’s consider a data set containing ”snapshots” of the relevant degrees of freedom of

the system, taken at times {ti}i=1,...,M. In our case the positions of the particles are recorded

at each time step. For a given coarse graining region centered at a point ~r in the sample,

our data points will be the M(M − 1)/2 two-time local correlations C~r(ti, t j) calculated

from the recorded data. Considering for the moment a fixed parameter vector ~α, we have

M fitting parameters {φ~r(ti)}i=1,...,M, thus giving us a fitting problem with ∼ M/2 data points

per fitting parameter. However, since the function g(x) is nonlinear, this becomes a
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nonlinear fitting problem with a large number M of fitting parameters. In order to make

this problem manageable, we want to convert it into a linear fi tting problem. To do this,

we expand the rhs of Eq. (3.13) to linear order in the local fluctuations

g[φ~r(t) − φ~r(t′)] ≈ g[φ(t) − φ(t′)] + g′[φ(t) − φ(t′)][δφ~r(t) − δφ~r(t′)] (3.14)

where φ(t) is a global phase, still to be determined, and the local fluctuations of the phase

are given by

δφ~r(t) ≡ φ~r(t) − φ(t). (3.15)

At this point, we have simplified the problem by converting it into a linear fitting problem,

at the price of introducing the extra phase variables {φ(ti)}i=1,··· ,M.

Before we describe the method for determining the phases, we define three quantities

to measure fluctuations in the two-time local correlations. The total fluctuations are

defined by

δC~r(t, t′) ≡ C~r(t, t′) − g[φ(t) − φ(t′)] (3.16)

and contain complete information about the space dependence of the local two time

correlations. We decompose the total fluctuations as the sum of a transverse component

δCT
~r (t, t

′) and a longitudinal component δCL
~r (t, t

′),

δC~r(t, t′) = δCT
~r (t, t

′) + δCL
~r (t, t

′). (3.17)

The transverse component is associated with time reparametrization fluctuations, and it is

defined by the linear term in Eq. (3.14), namely

δCT
~r (t, t

′) ≡ g′[φ(t) − φ(t′)] [δφ~r(t) − δφ~r(t′)
]

. (3.18)

To satisfy Eq. (3.17), the longitudinal component is defined by

δCL
~r (t, t

′) ≡ δC~r(t, t′) − δCT
~r (t, t

′) (3.19)

≡ C~r(t, t′) −
{

g[φ(t) − φ(t′)] + g′[φ(t) − φ(t′)] [δφ~r(t) − δφ~r(t′)
]}

. (3.20)
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In what follows we explain how to perform a least squares fit of the local correlation

C~r(t, t′) by the rhs of Eq. (3.14). In the case of numerical data, we normally have not only

data for different coarse grained regions inside the sample, but also data for different

independent runs. If we have NR independent simulation runs for a system of volume V ,

we can imagine juxtaposing the configurations for all the runs, thus creating a larger

volumeV = NRV . Assuming that each coarse graining region B~r centered around point ~r

has a volume Vcg, the total number of non-overlapping regions per run is ω = [V/Vcg], and

the total number of non-overlapping regions including all runs is Ω = NRω = NR[V/Vcg],

where in this context [V/Vcg] denotes the integer part of V/Vcg.

The fit we want to perform corresponds to minimizing the quantity

E ≡ 1
Ω

∑

~r

ǫ
[

{δφ~r(ti)}i=1,··· ,M, ~α; {C~r(t j, ti)}1≤i< j≤M
]

(3.21)

with respect to all phase fluctuations δφ~r(ti) and with respect to ~α. Here

ǫ
[

{δφ~r(ti)}i=1,··· ,M , ~α; {C~r(t j, ti)}1≤i< j≤M
]

≡ η−1(M)
∑

1≤i< j≤M

[

δCL
~r (t j, ti)

]2
,

=
1

η(M)

∑

1≤i< j≤M

(

C~r(t, ti) −
{

g[φ(t j) − φ(ti); ~α] + g′[φ(t j) − φ(ti); ~α]

×
[

δφ~r(t j) − δφ~r(ti)
]})2

, (3.22)

is the residual corresponding to the region centered at ~r,

η(M) ≡ M(M − 1)
2

− M + 1 =
M(M − 3) + 2

2
(3.23)

is the number of degrees of freedom in the fit of the data corresponding to one particular

coarse graining region, and
∑

~r denotes a sum over non-overlapping coarse graining

regions. From now on we consider only times belonging to the set {ti}i=1,··· ,M, and we

simplify our notation by indicating times as subindices, i.e. δφi~r ≡ δφ~r(ti),

δCL
ji~r ≡ δC

L
~r (t j, ti), and similarly for all other one- and two-time variables.
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To minimize E, we observe that for a fixed parameter vector ~α, the determination of

the local fluctuations {δφi~r} for a specific region centered at ~r can be performed by

separately minimizing the corresponding ǫ
(

{δφi~r}i=1,··· ,M, ~α; {C ji~r}1≤i< j≤M
)

for that particular

region. For this reason, instead of minimizing with respect to all variables in one step, the

problem becomes significantly simplified if we perform an iterated minimization,

min
{δφ};~α

E = min
~α
ǫφ(~α), (3.24)

ǫφ(~α) ≡
1
Ω

∑

~r

min
{δφi~r}

ǫ
(

{δφi~r}, ~α; {C ji~r}1≤i< j≤M
)

. (3.25)

In other words, we first keep ~α fixed and separately minimize with respect to the phase

fluctuations in each coarse graining region, and then minimize the result with respect to ~α.

The minimization with respect to the phases, at fixed ~α, is performed in two steps. In the

first step we determine global phases. In the second step, we use the global phases from

the first step to determine local phases. Next, we describe these steps in detail, but without

derivations. The details of the derivations can be found in Appendix C.

3.3.1 Step One: determining global phases at fixed ~α

The global phases {φi}i=1,...,M define the point around which the Taylor expansion in

Eq. (3.14) is performed. The only requirement on them is to be close enough to the values

of φi~r such that the expansion is accurate to first order in the fluctuations. In particular, we

only need to determine them to within an error of the order of the fluctuations in the φi~r.

There is more than one possible way to satisfy these conditions, and for simplicity we do

it by choosing them to be the phases that best represent the global correlations for the

given value of ~α. We define the quantity ǭ

ǭ({φ1, · · · , φM}; ~α) ≡ η−1(M)
∑

1≤i< j≤M

[

C ji − g(1)(φ j − φi; ~α)
]2
, (3.26)
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where C ji ≡ C(t j, ti), and g(1)(φ j − φi; ~α) is the first order Taylor expansion of g(φ j − φi; ~α)

with respect to the phase difference, taken about

Φ ji ≡
[

sgn(t j − ti)
]

g−1
[

C(t j, ti)
]

. (3.27)

To minimize ǭ we impose the condition that all derivatives of ǭ with respect to φk must be

zero. Additionally, we fix the gauge with the condition

0 =
M
∑

i=1

φi. (3.28)

Thus we obtain the matrix equation

~̄w = Ā ~φ (3.29)

where

w̄k ≡























0 for k = 1
∑M

j=1Φ jk g′2(Φ jk; ~α) for k , 1
(3.30)

Āki ≡























1 for k = 1

−δki
∑M

j=1 g′2(Φ jk; ~α) + g′2(Φki; ~α) for k , 1.
(3.31)

The solution to Eq. (3.29) is the set of global phases {φi}i=1,...,M which minimizes ǭ for the

given ~α. We use the global phases as input in the second step, which we describe next.

3.3.2 Step Two: determining the local phases at fixed α

In the second step, we minimize ǫ({δφi~r}; ~α) with respect to the local phase

fluctuations {δφ1~r, · · · , δφM~r}, for each coarse graining region, while keeping ~α fixed at the

values used in the first step. By Taylor expanding g(φi~r − φ j~r; ~α) about the global phase

differences, φi − φ j, imposing the condition that all derivatives of ǫ({δφi~r}; ~α) with respect

to the phase fluctuations {δφ1~r, · · · , δφM~r} should be zero, and fixing the gauge with the

condition

0 =
M
∑

i=1

δφi~r, (3.32)
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we obtain the matrix equation

~w~r = A δ~φ~r, (3.33)

where

wk~r ≡























0 for k = 1
∑M

j=1 g′(φk − φ j; ~α) δCk j~r for k , 1
(3.34)

Aki ≡























1 for k = 1

δki
∑M

j=1 g′2(φk − φ j; ~α) − g′2(φk − φi; ~α) for k , 1.
(3.35)

The solution to this matrix equation is the vector δ~φ~r = (δφ1~r, · · · , δφM~r) containing the

local fluctuating phase differences that minimize ǫ for the given value of the parameter

vector ~α and for the region B~r. By averaging the minimum values of ǫ({δφi~r}; ~α) for all

regions, we obtain ǫφ(~α).

3.3.3 Minimization with respect to α

The optimum value of ~α is obtained by numerically minimizing ǫφ(~α) with respect to

it. Once the optimum ~α has been obtained, the solutions of Eq. (3.33) for that specific

value of ~α and for each region Br give the optimal choice for the fluctuating phases δφi~r.

3.4 Testing the method with data from numerical simulations of glass-forming

model systems

We tested the method on the results of classical Molecular Dynamics simulations of

two glass forming systems, each one consisting of an 80 : 20 binary mixture of 1000

particles interacting via purely repulsive Weeks-Chandler-Andersen (WCA) potentials.

These simulations were performed by Parsaeian [67]. The systems were quenched from

an initial temperature Ti much higher than the Mode Coupling critical temperature Tc.

One of the systems was quenched to a temperature T below the mode coupling critical

temperature Tc such that T/Tc ∼ 0.9 and it did not reach equilibrium during the
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simulation. We call this system the aging system. The other system was quenched to a

temperature T such that T/Tc ∼ 1.1 and it reached equilibrium within the duration of the

simulation. In our studies we use the data corresponding to times after the system reached

equilibrium and we call this system the equilibrium system. After the quench, the systems

were allowed to evolve for times much longer than the typical vibrational periods of the

particles. Snapshots of the systems were taken periodically during the evolution and the

positions of the particles were stored.

To probe a system, we divide it into coarse graining boxes B~r, centered at the space

points ~r. The local correlation for each box is calculated using

C~r(t, t′) ≡
1

NB~r

∑

~ri(t′)∈B~r

cos{~q · [~ri(t) − ~ri(t′)]}. (3.36)

Here NB~r is the number of particles in the coarse graining box B~r at time t′, and |~q| is

chosen to be the value given by the location of the main peak of the static structure factor

S (q). C~r(t, t′) measures the extent to which the configuration in the coarse graining region

has changed between the times t′ and t. If the particles that are initially in the region have

not moved much then C~r(t, t′) is larger than 1/2, and if the particles have moved a

significant distance then C~r(t, t′) ≪ 1. In the first case, we say the the region is “slow”,

and in the second, that it is “fast”.

To implement the method, we choose the fit function to be the stretched exponential

g
(

x; ~α
)

= qEA exp
(

−|x|β
)

. (3.37)

In this case the vector of parameters is ~α ≡ (qEA, β), where qEA is the plateau value of the

correlation function and β is the stretching exponent. We begin the analysis by

determining the optimal values of ~α at different coarse graining sizes; the results are

summarized in Fig. (3.1) for both systems. Each one of the curves is drawn using two

colors: one part is drawn in black and the other in a color other than black. The part that is
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drawn in black is the part where longitudinal fluctuations, i.e. the fit residuals, account

for more than 40% of the total variance of the fluctuations. We observe that the optimal β

decreases with increasing coarse graining volume and the optimal qEA increases with

coarse graining volume. Both quantities approach constant values at high coarse graining

volumes. The trend of qEA appears to be an artifact of the fact that fluctuations are

stronger for smaller coarse graining volumes. Since fluctuations that increase C~r(t, t′)

above a value given by the Debye-Waller factor are unlikely, there is a bias for fluctuations

to reduce, rather than increase, the value of C~r(t, t′) for times when C~r(t, t′) is high. Since

the largest values that C~r(t, t′) takes are associated to the optimal qEA, this bias will push

qEA down, particularly when fluctuations are stronger due to the small size of the coarse

graining regions. The trend of β is reminiscent of one of the initial motivations for the

proposal that dynamics must be heterogeneous, i.e. the idea [8, 9] that in systems for

which the bulk relaxation is non-exponential, local regions have exponential relaxation -

β ≈ 1 - with heterogeneous timescales, and this translates into a lower exponent β for the

system as a whole. However, as we will discuss below, for smaller coarse graining

volumes the majority of the fluctuations are captured by the fi t residuals and not by the

fitting function itself, so it is unclear whether or not this trend in the optimal value of the

fit parameter β has any physical significance.

3.4.1 Fluctuations

As we mentioned in Sec. 3.2 we expect longitudinal fluctuations to be less correlated

at long distances, and consequently to be more strongly suppressed by coarse graining,

than transverse fluctuations [68]. It is not immediately obvious how to quantify the

strength of the fluctuations, since they are functions of the position and of two times.

However, in this context it becomes natural to think of them as vectors in an Euclidean
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Figure 3.1: Variation of the optimal values for the fitting parameters β and qEA with coarse
graining size, in the equilibrium system with M = 94 snapshots and NR = 10 independent
runs (right panel), and in the aging system with M = 100 and NR = 10 (left panel). The
part that is drawn in black for each curve corresponds to the range of coarse graining sizes
for which longitudinal fluctuations account for more than 40% of the total fluctuations.

vector space, with the inner product defined by

( f |g) ≡ 2
ωM(M − 1)

∑

1≤ j<i≤M

∑

~r

〈 f~r(ti, t j)g~r(ti, t j)〉, (3.38)

and the Euclidean norm defined by

|| f || ≡ ( f | f )1/2 . (3.39)

Here M is the number of snapshots, {~r} are the centers of each one of the ω

non-overlapping coarse-graining boxes B~r in the volume V of the system, and 〈· · · 〉

denotes an average over thermal fluctuations, which in the case of quantities obtained

from numerical simulations corresponds to an average over independent simulation runs.

The only slightly unusual aspect in these definitions is the prefactor 2/ωM(M − 1), which

was included so that the square of the norm is an “intensive” quantity, which gives the

average over positions and over time pairs of the variance of the fluctuations for one

coarse graining box and one time pair. This makes it easier to compare results for different

snapshot numbers M and different numbers ω of coarse graining boxes. With these

definitions, and as a direct consequence of the minimization conditions that determine the
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values of the phases {φ~r(ti)}, we show in Appendix C.1 that the transverse and longitudinal

fluctuation vectors are orthogonal, i.e.

(

δCT |δCL
)

= 0, (3.40)

and therefore they satisfy the Pythagorean condition

||δC||2 = ||δCT ||2 + ||δCL||2. (3.41)

In Fig. (3.2) we show how the strengths of the fluctuations vary with the average

number of particles NB~r per coarse graining box. In the figure, the two top panels

correspond to the aging system and the two bottom ones correspond to the equilibrium

system. For each system, the left panel shows the magnitudes ||δC||, ||δCT ||, and ||δCL|| of

the total fluctuations, their transverse component and their longitudinal component; and

the right panel shows the ratios ||δCT ||/||δC||, and ||δCL||/||δC||. Due to the Pythagorean

condition, the sum of the squares of these two ratios is unity in all cases.

We expect that as the coarse graining is increased, all fluctuations will be suppressed

by the effect of averaging. Indeed, we find that the magnitudes of all three kinds of

fluctuations decrease as we increase the coarse graining volume, both for the aging system

and for the equilibrium system. The magnitude of the longitudinal fluctuations decreases

at a faster rate than the total fluctuations while the magnitude of the transverse fluctuations

decreases at a slower rate. Indeed at small coarse graining volumes the ratio ||δCT ||/||δC||

is smaller than the ratio ||δCL||/||δC||, but the first one increases and the second one

decreases as the coarse graining volume increases. For the aging system the two ratios

cross at NB~r ≈ 30 and for the equilibrium system they cross at NB~r ≈ 100. This is

consistent with our expectation that longitudinal fluctuations should be more strongly

suppressed by coarse graining than transverse fluctuations. We also observe that

transverse fluctuations are dominant for a wider range of coarse graining sizes in the case

of the aging system than in the case of the equilibrium system. This is indeed what should
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be expected if the transverse fluctuations are the Goldstone fluctuations associated with

time reparametrization symmetry. Since time reparametrization symmetry is a long time

asymptotic effect, and in the case of the equilibrium system, which is at higher

temperature than the aging system, the relaxation time provides a cutoff for long

timescales, we expect that the transverse fluctuations associated with this symmetry will

manifest themselves less strongly in the equilibrium system than in the aging one.

Table 3.1: Optimal Fit Parameters for the Analyzed Systems

System NB~r qEA β

Equilibrium 216 0.65 0.775

Aging 125 0.775 0.875

From now on, we consider in detail one coarse graining volume for each system. We

choose in each case the smallest coarse-graining volume for which transverse fluctuations

capture 60% of the total variance of the fluctuations, i.e. ||δCT ||2 ≥ 0.6 ||δC||2. This

corresponds to NB~r = 125 for the aging system and NB~r = 216 for the equilibrium system.

Table 3.1 contains a summary of the fitting parameters for those coarse graining volumes.

Since the number of snapshots M used in the analysis cannot be increased

indefinitely, it is important to test that the results are robust with respect to changes in M,

and that meaningful results can be obtained even for relatively small values of M. There

are two aspects to this question: one is to show that the phases φ~r(t) are well defined, by

showing that their determination is robust with respect to changes in the number of

snapshots M, and the other is to show that the magnitudes of the transverse, longitudinal

and total fluctuations are not singular as a function of M. With regards to the first aspect,

we find that as the number of snapshots is increased, φ~r(t) quickly converges to a relatively

smooth function. Fig. (3.3) shows that φ~r(t) changes very little if the number of snapshots
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Figure 3.2: Dependence of fluctuation strengths on the average number of particles NB~r per
coarse graining box, in the aging system with M = 100 and NR = 100 (top panels) and in
the system in equilibriumwith M = 94 and NR = 100 (bottom panels). For each system, the
left panel shows the magnitude ||δC|| of the total fluctuations, the magnitude ||δCT || of the
transverse fluctuations, and the magnitude ||δCL|| of the longitudinal fluctuations; and the
right panels show the ratios ||δCT ||/||δC|| and ||δCL||/||δC||. The ratio ||δCT ||/||δC|| increases
and the ratio ||δCL||/||δC|| decreases with increasing coarse graining size. For both systems,
the first ratio is smaller than the second one at small coarse grainings, and larger than the
second one at large coarse grainings. The two ratios cross at NB~r ≈ 30 for the aging system
and at NB~r ≈ 100 for the equilibrium system.

M used to compute it is 7 or larger in the case of the aging system or if it is 24 or larger in

the case of the equilibrium system. It is noticeable that the minimum number Mst of

snapshots needed for a stable determination of φ~r(t) is comparable to the total variation ∆φ

of the global phase over the interval considered: in the aging case Mst ≈ 7 and ∆φ ≈ 4,

while in the equilibrium case Mst ≈ 24 and ∆φ ≈ 18. It is tempting to speculate that at
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least one or two configurations per relaxation time are needed in order to capture a

minimum of information about the α relaxation in the system, and this would lead to the

prediction that Mst/∆φ ∼ 1–2. However at this point the data we have available are

insufficient to draw any definite conclusions.
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Figure 3.3: Dependence of the function φ~r(t) on the number of snapshot M used to compute
it, for the aging system with NB~r = 125 (left panel), and for the system in equilibrium with
NB~r = 216 (right panel).

We now consider the issue of the smoothness of the dependence of the magnitudes of

the different kinds of fluctuations on the number M of snapshots. In Fig. (3.4) we plot the

magnitude ||δC|| of the total fluctuations, the magnitude ||δCT || of the transverse

fluctuations, and the magnitude ||δCL|| of the longitudinal fluctuations as functions of 1/M.

We find that all three fluctuation magnitudes are gently increasing functions of M, and that

each of them appears to approach a constant as M →∞. For the specific coarse graining

sizes shown in the figure, the longitudinal fluctuations are always weaker than the

transverse ones, but the opposite case is found for small enough coarse graining sizes.

3.4.2 Local Phases and Local Relaxation Times

Up to this point we have presented evidence in favor of the statement that the method

we are introducing leads to a robust determination of the transverse and longitudinal
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Figure 3.4: Dependence of the magnitude ||δC|| of the total fluctuations, the magnitude
||δCT || of the transverse fluctuations, and the magnitude ||δCL|| of the longitudinal
fluctuations on the number M of snapshots used in their evaluation, for the aging system
with NB~r = 125 and NR = 100 (left panel), and for the system in equilibriumwith NB~r = 216
and NR = 100 (right panel). In all cases, the magnitude of each kind of fluctuation is
a gently increasing function of M that appears to extrapolates to a well-defined value as
M →∞.

components δCT and δCL of the fluctuations and of the fluctuating phases φ~r(t). We now

use the method to show some examples of the phases φ~r(t) and their time derivatives

φ̇~r(t) ≡ dφ~r(t)/dt. The time derivatives are particularly interesting, not only because they

are gauge invariant, but also because, according to Eq. (3.10), they can in principle be

interpreted as local relaxation rates or inverse local relaxation times τ−1
~r (t).

In Fig. (3.5) we show the time evolution of the local phases φ~r(t) at a fixed point ~r in

the sample for different thermal histories, for both the aging system and the equilibrium

system. For comparison, we also show the evolution of the global phase φ(t), and we

indeed find that for different thermal histories the local phase φ~r(t) gently fluctuates

around the global value.

In Figs. (3.6) and (3.7) we show the time evolution of the time derivative φ̇~r(t) of the

local phase at the same point in space and for the same thermal histories as in the previous

figure. In Fig. (3.6), φ̇~r(t) is rescaled so that the instantaneous global relaxation rate is

unity, and results are shown both for the aging and the equilibrium cases. In the case of
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Figure 3.5: Comparison between the local phase φ~r(t) as a function of time at a fixed point
in space for different thermal histories and the global phase φ(t). Shown for the aging
system, with NB~r = 125 and M = 100 (left panel), and for the equilibrium system, with
NB~r = 216 and M = 94 (right panel).

the equilibrium system, the rescaling is done approximately, by multiplying the time

derivative of the phase by the α-relaxation rate τα ≡ 1/dφ/dt, where · · · denotes a time

average, and the fluctuating values of φ̇~r(t) are plotted as functions of the rescaled time

t/τα, which is approximately equal to the global phase plus a constant. In the case of the

aging system, the rescaling is done by dividing by dφ/dt, and the scaled values of φ̇~r(t) are

plotted as functions of the global phase φ(t). In both cases the time derivative of the local

phase fluctuates strongly, often becoming more than twice as large as the global relaxation

rate dφ/dt, or even becoming negative. It should be pointed out that at the times when φ̇~r(t)

becomes negative, its interpretation as a local relaxation rate 1/τ~r(t) becomes problematic.

However, from a more general point of view, it is not surprising that transient fluctuations

in a small region of the sample may give rise to changes that make the configuration of the

region temporarily become closer to what it was in the past, thus making the two time

correlation C~r(t, t′) increase over time instead of decreasing, with the effect that, for some

time at least, φ̇~r(t) becomes negative. In Fig. (3.7) we plot the time derivative of the local

phase in the aging system, without rescaling it, as a function of time in Lennard-Jones

units. For times longer than 2.5 Lennard-Jones time units, the global relaxation rate dφ/dt
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decreases as a function of time, which is a direct consequence of the aging in the system,

namely the fact that the dynamics becomes slower as the relaxation progresses. In this

figure we can notice again the strong fluctuations of the time derivative of the local phase

with respect to the global value, but we also notice that both the typical value and the

fluctuations of φ̇~r(t) decrease together with the decrease of dφ/dt. Also shown in the same

figure is a fit of the global relaxation rate by the form dφ/dt =
(

t
t0

)α
, where t0 ≈ 3.4 × 10−4

and α ≈ −0.91, a result that is in agreement with the results in Refs. [46, 47].
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Figure 3.6: Time evolution of the time derivative of the local phases φ̇~r, rescaled so that the
time derivative of the global phase is unity. In the left panel, corresponding to the aging
system with NB~r = 125 and M = 100, the time derivative of the local phases is rescaled
by dividing by the global time dependent relaxation rate dφ

dt , and it is plotted as a function
of the global phase φ(t). In the right panel, corresponding to the equilibrium system with
NB~r = 216 and M = 94, the rescaling of φ̇~r is performed approxmately by multiplying it
with the α-relaxation rate τα ≡ 1/dφ/dt, and the rescaled time derivative is plotted as a
function of the rescaled time t/τα, which is approximately equal to the global phase φ(t)
plus a constant.

3.5 Probability Distribution Functions and Power Spectra of φ̇~r

In Section (3.3) we presented a method for extracting the local fluctuating phases

φ~r(t), and demonstrated in Section (3.4) that it works, by using it on existing data. We

have also shown that the time derivatives of the phases φ̇~r can be determined, and in
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certain cases may be interpreted as local fluctuating relaxation rates. In this section we

apply the method to obtain statistical properties of the time derivatives φ̇~r of the phases.

We present results on probability distribution functions (PDFs) and power spectra of φ̇~r for

the same data sets that we used to test the method.

3.5.1 Probability Distribution Functions

We determine probability distribution functions ρ(φ̇), of φ̇~r for the two systems. For

the aging system, φ̇~r has time dependent average and variance, hence we subtract the

average 〈φ̇~r〉 from the data and scale it by dividing by its standard deviation σ, in order to

compare the shapes of the distributions at different times. Fig. (3.8) shows the time

dependence of 〈φ̇~r〉 and σ for the aging system. The plot is logarithmic in both axes.
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Figs. (3.9) summarizes our findings for the rescaled probability distributions. The top

panels show results for the aging system, with the left panel showing fits to a generalized

Gumbel form, and the right panel showing the same fits but with a logarithmic scale on

the vertical axis to emphasize the tail of the distributions. The bottom panel is for the

equilibrium system, with the left and right panels as described for the top panels. The

generalized Gumbel form is described by [69]

fa(x) =
|α|aa

Γ(a)
exp

{

a
[

α(x − x0) − eα(x−x0 )
]}

, (3.42)

where Γ(a) is a gamma function, x0 contols the center of the distribution and α controls

the width of the distribution. In the limit a→∞ while the product α2a = 1/σ2 is fixed,



80

the Gumbel form approaches a Gaussian form of variance σ2 [69]

lim
a→∞,α2a=1

fa(x) =
1
√
2π

exp
[

− 1
2σ2 (x − x0)2

]

. (3.43)

In the limit a→ 0 with a|α| = λ > 0 fixed, it approaches an exponential form [69]

lim
a→0,|α|a=1

Pa(x) = θ[−(sgnα)(x − x0)] exp[(sgnα)(x − x0)]. (3.44)

Appendix (D) contains a description of the generalized Gumbel distribution and its

relationship with the Gaussian and exponential distributions.
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Figure 3.9: Evolution of PDF with time for the aging system with NB~r = 125, M = 100 and
NR = 1000 (top panels), and the PDF of the equilibrium system with NB~r = 216, M = 94
and NR = 1000. The distributions are fitted to Gumbel forms. The top panels are for the
aging system and the bottom panels are for the equilibrium system. In each case, the left
and right panels are the same figure, with a logarithmic vertical axis in the right panel to
emphasize the tails.
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The PDF of the equilibrium system is fitted by a = 3.97 with a|α| = 2.048 and

aα2 = 1.057. It is skewed to the left with tails that are not fitted well by the Gumbel form.

In the aging system the rescaled probability distibution gradually changes, with both the

shape and skewness changing as time increases. At the earliest time, ρ(φ̇) is less skewed

and gradually becomes more skewed as the system evolves, but appears to become

approximately constant at larger times. In contrast to the case of the equilibrium system,

the tails of ρ(φ̇) in the aging system are better fitted by the generalized Gumbel form.

Fig. (3.10) summarizes our findings on the skewness parameter a of the Gumbel fit for the

two systems, with the left part showing the value for the equilibrium system and the right

part showing its time evolution for the aging system. Also shown are the quantities a|α|

and α2a. We remark that the parameter a for the aging system at T ≈ 0.9Tc decreases

significantly as the system ages, and at time∼ 10[LJ] it becomes smaller than in the

equilibrium system at T ≈ 1.1Tc.

In Ref. [69], Chamon et al. propose an effective theory that explains the deviation of

the PDF’s from the Gaussian form. The theory is based on the Goldstone modes of the

broken time reparametrization symmetry discussed in

Refs. [37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47]. The proposal is for an effective action

that is local, invariant under time reparametrizations, gauge invariant and positive definite.

They find that the simplest action with the least spatial derivatives satisfying these

conditions is described by [69]

S EFF = K
∫

dd~r
∫

dt

[

∇φ̇~r(t)
]2

φ̇~r(t)
, (3.45)

where K is a constant and φ̇~r ≥ 0. From this form, we have that φ̇~r are uncorrelated

random variables for t and t′ different, and for critical finite systems, the distributions of

correlators of
∫

dtφ̇~r(t) are non Gaussian [69]. Even though the authors’ discusion

centered around two time quantities, the argument that the skewness of the PDFs is a
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consequence of the effective action of φ̇~r may be used in our case to explain the skewness

of the PDFs provided φ̇~r ≥ 0. This is a theory of the glassy state and its predictions

become more likely to be verified as we approach the glass transition. Therefore, it is not

surprising that the tails in the equilibrium system, which is at a higher temperature are less

skewed than the tails of the aging system, which is at a lower temperature. Similar

skewness in PDF’s of two time correlations were observed by Cipelletti et al. in

concentrated colloidal gels [70]. They attributed the skweness to loss of correlation due to

rare events involving large movements that are localized in time as well as space, i.e.

dynamic heterogeneity. PDF’s of two time correlations studied by Parsaeian and Castillo

showed similar skewness [40, 41]. However, we notice that in the two time correlations

studies, the skewness is on the low correlations, which characterize fast regions. A naive
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analysis would suggest that we ought to be finding skewness towards the larger relaxation

rates, instead of the skewness towards smaller relaxation rates that we find, however the

highly nonlinear nature of the relation between φ̇~r(t) and C~r(t, t′) might explain this

discrepancy.

3.5.2 Power Spectra of φ̇~r

We determine the power spectrum of the φ̇~r(t), for both the equilibrium system and

the aging system, using the Lomb Periodogram [71, 72]. We use the Lomb periodogram

because the time steps in the data are not evenly distributed. The Lomb periodogram is

described by

P(ω) ≡ 1
2σ2



















[

∑

j(h j − h̄) cosω(t j − t̄)
]2

∑

j cos2 ω(t j − t̄)
+

[

∑

j(h j − h̄) sinω(t j − t̄)
]2

∑

j sin2 ω(t j − t̄)



















(3.46)

where ω = 2π f is the angular frequency, h̄ = 1
N
∑

i hi, σ is the standard deviation of the

data {hi}i=1,...,N, t̄ given by the relation

tan(2ωt̄) =
∑

j sin(2ωt j)
∑

j cos(2ωt j)
(3.47)

makes P(ω) completely independent of shifts to t j’s by a constant, and we are not

determining the f = 0 value because we explicitly subtract the time average of the

data [71, 72].

Fig. (3.11) shows the power spectra we find for the two systems. In the equilibrium

system the power spectrum rapidly decays to a constant level, and it is fit well by a

Lorentzian

PL( f ) =
A

1 + (2π f t0)2
+ B. (3.48)

Here, A, B and t0 are constants, with B the constant background at large frequencies, t0 the

characteristic time of the power spectrum. We remark that the values of the fit parameters

depend on the cutoff frequency used when fitting. When fitting with all the frequencies,
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Figure 3.11: The Lomb periodogram in the aging system, with NB~r = 125, M = 100 and
NR = 1000 (left panel) and the equilibrium system with NB~r = 216, M = 94 and NR = 1000
(right panel). The left panel is a log-log plot with an almost linear regime for the low
frequencies, hence the insert is a power law fit P( f ) = A f γ+B with γ ≈ −0.7, A ≈ 4×10−4
and B ≈ 1.1, for the low frequencies. The insert in the right panel is a fi t to a Lorentzian
P( f ) = A/

[

1 + (2πt0 f )2
]

+ B with t0 ≈ 400[LJ], A ≈ 5.0 and B ≈ 0.96.

we find t0 = 300[LJ] whereas when considering only the frequencies up to 0.008[LJ]−1

(insert on right panel of Fig. (3.11)) we find t0 = 400[LJ]. We note that

t0 = 400[LJ] ≈ 415[LJ] = τα, where τα ≡ 〈φ̇〉−1. In the aging system, we find a power

spectrum that decays at frequencies up to 0.008[LJ]−1 and oscillates around a constant

background at larger frequencies. The low frequency part of the spectrum is fitted by a

power law

S ≈ A f γ + B. (3.49)

Here A, B and γ are constants, with γ ≈ −0.7. Power law spectral density has been

observed in a variety of systems. In resistors made from semiconductors, metals, and

semi-metals the noise on the voltage has a power law spectrum, with scaling exponents in

the range −0.8 ≤ γ ≤ −1.4 [73]. Systems characterized by jumps in response to smoothly

varying external forces (crackling noise), such as disordered ferromagnets and

earthquakes, exhibit power law scaling in the noise statistics, with the power spectrum

scaling exponent γ = −1.77 for the zero temperature Random Field Ising Model [74]. In
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the case of disordered ferromagnets, the observed noise statistics are attributed to the

presence of spin domains and domain wall propagation with rare new domain wall

formation during the evolution of the system [74]. It should be noticed that in these

systems, the power scaling of the spectral density is found at the high end of the observed

frequency range [73, 74] whereas for our system the power law scaling is found at the

lower end of the observed frequency range. We remark that power law scaling of the

power spectrum is not expected to extrapolate to zero frequency because such an

extrapolation would lead to a power spectrum that cannot be normalized. The main reason

for the power law scaling remains unclear but it is tempting to think that its an artifact of

greatly slowed down dynamics below the mode coupling critical temperature in which

very slow (much slower than the average) regions that are rare cause a shift from a

Lorentzian form.

3.6 Conclusions

In this chapter we have shown that a quantitative description of glassy relaxation in

terms of local fluctuating phases and relaxation times is possible. On the one hand,

starting from the case of exponential relaxation we presented a line of phenomenological

arguments that shows how a local phase function φ~r(t) can emerge in the description of the

data, and how its time derivative can, under certain circumstances, be interpreted as a local

fluctuating relaxation rate 1/τ~r(t). On the other hand, it has been shown that in a

theoretical framework that postulates the presence of a broken symmetry under time

reparametrizations, it is expected that as the dynamics becomes more glassy, fluctuations

should be dominated by Goldstone modes - i.e. transverse fluctuations - which are

described naturally in terms of the same local fluctuating phases φ~r(t) [37, 38, 39].

Besides establishing a connection between the two points of view, we have also derived a

practical method for extracting the phases φ~r(t) from numerical or experimental data.
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We have applied this method to two numerical simulation data sets, one

corresponding to a system undergoing aging at a temperature slightly below the mode

coupling critical temperature Tc and another one corresponding to a system in equilibrium

at a temperature slightly above Tc. We have found that in both cases the results are robust

with respect to changes in the number M of position snapshots used in the analysis, as

long as M is not too small.

The time reparametrization symmetry framework predicts that for larger coarse

graining regions and lower temperatures, transverse fluctuations should be dominant, and

indeed, this is what we found in our results. For both systems, the ratio between the

magnitude of the transverse fluctuations and the magnitude of the total fluctuations grows

monotonically with the coarse graining size. For the smallest coarse graining sizes,

longitudinal fluctuations dominate, but transverse fluctuations dominate for large coarse

graining sizes. Also, as expected, the range of coarse graining sizes for which transverse

fluctuations dominate is wider in the system that is in contact with a heat reservoir at a

lower temperature than in the system that is in equilibrium at a higher temperature.

We have shown detailed results for the fluctuating phase φ~r(t) and its time derivative

φ̇~r(t), for a coarse graining size such that the transverse fluctuations capture slightly more

than 60% of the total fluctuations. For this coarse graining size, we found that both in the

equilibrium system and in the aging system, the time derivative of the local phase

fluctuates rather strongly over timescales of the order of the instantaneous global

relaxation times or shorter. These fluctuations are strong enough that the time derivative

often takes negative values. The presence of negative values, although not surprising,

makes an interpretation of φ̇~r(t) as a relaxation rate somewhat problematic. It is tempting

to speculate that this interpretation may be more cleanly applicable for large enough

coarse graining sizes, for which the total fluctuations are expected to be weak enough that

φ̇~r(t) should always remain positive.
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Since our method involves fitting the local two-time correlations C~r(t, t′) by the

expression g[φ~r(t) − φ~r(t′)], one of our results is the functional form for g(x). In our fits we

modeled this function as a stretched exponential g(x) = qEA exp(−|x|β). Phenomenological

arguments have been made that would indicate that the relaxation should be exponential

for small enough coarse graining regions [8]. If this was the case, we should find the

fitting parameter β approaching unity for smaller coarse graining sizes. Our results in this

respect are inconclusive: although the fitting parameter β does approach unity as the

coarse graining size is reduced, and even becomes larger than unity in the case of the

aging system, this happens for a range of coarse graining sizes in which the fluctuations

are mostly longitudinal, or in other words most of the fluctuations are “explained” by the

fitting residuals and not by the fit itself.

We have also shown results for the PDFs and power spectrum of φ̇~r(t) for a coarse

graining size such that the transverse fluctuations capture slightly more than 60% of the

total fluctuations. For the aging system, we have shown PDFs for different times and have

found significant changes as a function of time. The PDFs deviate from Gaussian

distributions, with significant deviation observed in the aging system’s PDFs. The tails of

the PDF is less skewed in the equilibrium system, which is at a higher temperature, than

the tails of the aging system, which is a glassy state at a lower temperature. The power

spectra we found are substantially different between the two systems. In the aging system

the power spectrum is fitted by a Lorentzian with a characteristic time scale approximately

equal to τα, whereas the power spectrum in the aging system is fitted by a power law. The

reason for power law scaling for the aging system’s spectrum remains unclear.
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4 C  FW

In Chapter (2) we presented a detailed proof that p-spin models are time

reparametrization invariant regardless of the range of the interactions. Using the

renormalization group on the action of the Martin-Siggia-Rose generating functional, we

showed that there are three families of stable fixed points in the limit of long time

differences. The first family of fixed points corresponds to high temperature dynamics and

the fixed points are not time reparametrization invariant. The second family of fixed points

corresponds to a cross over between high temperature and low temperature dynamics and

these fixed points are also not time reparametrization invariant. The third family of fixed

points correspond to the low temperature dynamics that is described by the spin-spin

interactions and these fixed points are time reparametrization invariant.

The results on the p-spin model are significant because of the connection between the

dynamics of p-spin models and structural glasses. Combining this result with the growing

evidence from simulations confirming predictions of the time reparametrization approach,

it is tempting to speculate that the symmetry can also be found in models of structural

glasses. In order to tackle such a problem we need to have a microscopic model of a

structural glass and if we are to follow the prescription of the proof we have given here,

then such a model should have quenched disorder. This is a challenge for structural

glasses because the interactions between different atoms and molecules are not random

and change over time as particles get displaced. To overcome the problem of quenched

disorder, we could think of adding a fictitious term representing self generated frozen

disorder in the theory. Such a term would have to be added with a tunable parameter so

that at the end of the calculation we can systematically let it go to zero but still have its

impact in the effective theory.

In Chapter (3) we presented the derivation of a method for extracting the local

fluctuating phases of the time reparametrizations and showed that their time derivatives



89

can in some cases be interpreted as instantaneous relaxation times. We showed that the

method works and used it to extract the phases in two data sets of molecular dynamics

simulation of binary mixtures in which the constituent particles interact via the

Weeks-Chandler-Andersen potential. One data set corresponds to a system in equilibrium

and the other data set corresponds to an aging system. We proved that the results of the

method are robust for both systems by showing that the local phases converge to a unique

φ~r(t) as the number of data snapshots is increased.

Our results also confirm the prediction that transverse fluctuations will be more

dominant for larger coarse graining sizes and low temperatures. Therefore, the results are

suggesting that time reparametrization symmetry is a symmetry of the low temperature

glass state, since transverse fluctuations are the Goldstone modes of time

reparametrizations. Detailed results on the φ~r(t) and φ̇~r(t) show that there are strong

fluctuations that push the time derivative to negative values, rendering its interpretation as

a local relaxation rate problematic. The fits we have done for different coarse graining

sizes give some support to the idea that local dynamics are exponential but our results are

not conclusive because at these small coarse graining sizes, longitudinal fluctuations

dominate. We have found that probability distribution functions of φ̇~r(t) are non Gaussian,

with more deviation from the Gaussian form found in the aging system. For the

equilibrium system we found a power spectrum that can be fit by a Lorentzian

characterized by a time scale for fluctuations of φ̇~r(t) that is of the order of the alpha

relaxation time. For the aging system, the spectrum we found is significantly different and

the low frequency part is fitted with a power law.

Now that we have a method for extracting the time reparametrization fluctuations, we

expect to apply it to other data sets of glassy systems. In these additional studies, it will be

interesting to determine if the trend of exponential local dynamics can be found in more

systems, and if we find such a trend, how can we explain it given the doubt cast on the
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validity of the method by the dominance of longitudinal fluctuations at small coarse

graining sizes. We will also be interested in quantifying the changes with time and

temperature in the probability distribution functions of φ̇~r(t). In addition to power spectra

analysis, we are interested in determining spatial correlations of φ̇~r(t).
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A A: M-S-R  F

A.1 From the Langevin Equation to the Generating Functional

A field theory description for the relaxation of an N-particle interacting system can

be achieved in several ways. One possibility is to derive a field theory in a system with

Newtonian dynamics, via a non-linear hydrodynamics approach [76]. Another possibility

is to consider a system in contact with a thermal bath. In this case, the bath introduces

noise in the microscopic equations of motion, resulting in stochastic dynamics (Langevin

dynamics). De Dominicis and Peliti developed a formalism for determining the generating

functional for a system with Langevin dynamics in terms of field variables [56]. It starts

from the Langevin equation

∂tφ j(t) = −
δH
δφ j(t)

+ η j(t), (A.1)

where H is the Hamiltonian, the {φ j} j=1,··· ,N are the field variables and {η j} j=1,··· ,N are

random variables representing the thermal noise, with zero mean and a variance

proportional to the bath temperature (〈η j(t)〉 = 0 and 〈η j(t)ηi(t′)〉 = 2Tδi jδ(t − t′)). An

alternative description of the dynamics of the Langevin equation is given by the

generating functional,

Zη[l] =
∫

DφJ[φ]
∏

j,t

δ

(

∂tφ j(t) +
δH
δφ j(t)

− η j(t)
)

exp

















∫ t f

t0
dt

N
∑

j=1

l j(t)φ j(t)

















, (A.2)

where the {l j(t)} j=1,··· ,N are external sources and J[φ] is the Jacobian associated with the

argument of the delta function,

J[φ] = exp
(

−1
2

∫ t f

t0
dt

δ2H
δφi(t)δφ j(t)

)

. (A.3)

This term can in principle contribute to the action but will be ignored from now on2.

Using a conjugate field φ̂ j(t) we can write the delta function as an integral of an imaginary
2 For harmonic systems this term only contributes a constant to the action and can therefore be dropped.

Even in anharmonic systems this contribution is usually safely ignored
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exponential. If we integrate over the noise we obtain the generating functional,

Zη[l] =
∫

DφDφ̂ exp

















L[φ, φ̂] +
∫ t f

t0
dt

N
∑

j=1

[

l jφ j + il̂ jφ̂ j
]

















. (A.4)

where we have omitted writing the time variables for simplicity and added an external

source for the conjugate field. The action is given by

L[φ, φ̂] = −i
∫ t f

t0
dt

N
∑

j=1

[

φ̂ j

(

∂tφ j +
δH
δφ j(t)

− iT φ̂ j

)]

. (A.5)

This formalism developed in reference [56] has been used in references [40] and [76] and

we use it in our work to determine the generating functional, of the system we study.

A.2 The Generating Functional as a Generator of Correlations and Responses

The correlation functions of φ j’s are obtained from the generating functional by

taking derivatives with respect to the source l j’s [56]. The most general correlation

function is given by

Cp(1, t1; ...; p, tp) = Z−1[0]
δp

δl1(t1) · · · δlp(tp)
Z[l, h]|l=h=0

= 〈φ1(t1) · · ·φp(tp)〉

The response functions are obtained from the generating functional by taking derivatives

with respect to the physical external fields hi’s coupled to the auxiliary fields φ̂i’s. The

most general response function is given by [7]

Rp(0, t0|1, t1; ...; p − 1, tp−1) = Z−1[0]
δp

δl0(t0)δh1(t1) · · · δhp−1(tp−1)
Z[l, h]|l=h=0

= Z−1[0]
δp−1

δh1(t1) · · · δhp−1(tp−1)
〈φ0(t0)〉|l=h=0.

The usual two time correlation and response functions are recovered by setting p = 2.
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A B: T R G

B.1 Wilson’s Approach to the Renormalization Group

The renormalization group (RG) is a theoretical framework for calculating the

relationship between coupling constants at different length scales. To illustrate how it

works, we consider the λφ4 theory [63]. The generating functional of this theory is given

by

Z =
∫

[Dφ]Λ exp
(

−
∫

ddx
[

1
2
(∂µφ)2 +

1
2

m2φ2 +
λ

4!
φ4

])

, (B.1)

where in the differential [Dφ]Λ =
∏

|k|<Λ dφ(k), we have introduced a cutoff in the

momentum to cure divergences that result from high momentum integrals. The first step is

to divide the integration variables φ(k) into two groups. We choose a fraction b < 1 and

use it to define high momentum degrees of freedom φ>(k) = φ(k)⇔ bΛ ≤ |k| < Λ. In this

construction the old φ becomes φ< + φ> and the functional becomes,

Z =
∫

Dφ<e−L[φ<]
∫

Dφ> exp
(

−
∫

ddx
[

1
2
(∂µφ>)2 +

1
2

m2φ2> + λV[φ<, φ>]
])

, (B.2)

where V[φ<, φ>] = 1
6φ

3
<φ> +

1
4φ

2
<φ

2
> +

1
6φ<φ

3
> +

1
4!φ

4
>. Integrating over the high momentum

degrees of freedom gives,

Z =
∫

[Dφ]bΛ exp (−Leff) (B.3)

where the effective action Le f f [φ] contains the degrees of freedom φ(k) with |k| < bΛ.

Le f f [φ] = L[φ]+corrections, where the corrections are powers of λ. They compensate for

the removal of the high momentum degrees of freedom. The second step is to compare the

original functional with the functional that results from integrating over the high

momentum degrees of freedom. To do this we rescale momenta and distances according

to k′ = k/b, x′ = xb so that the original integration range, |k′| < Λ is restored. We also

rescale the field by some parameter A(b) (i.e φ′ = A(b)φ). The last step is to read off the

effect of the high momentum integration. From this procedure, differential equations
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called flow equations are obtained that describe the evolution of the mass and coupling

constant as a function of the scale.

B.2 Renormalization Group Over the Time Variable

Chamon et. al [37, 38, 39, 40] recognized that Wilsons formalism can be

implemented for the time variables in the Martin-Siggia-Rose generating functional for

non-equilibrium dynamics problems, particularly for spin glass models [37, 38, 39, 40].

Furthermore, the cut-off is defined on short time differences, τ0 < |t − t′|. In the spin glass

problem, the crucial degrees of freedom are two time fields Q(t, t′) ∼ 〈φ(t)φ(t′)〉 instead of

single variable fields φ(t). A detailed discussion of the method can be found in Ref. [40].
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A C: E L R T 

N D

Here we present some extra details about the derivation of the method for extracting

local phases from numerical or experimental data, which we omitted in Sec. 3.3. We start

by considering the minimization of ǭ({φ1, · · · , φM}; ~α), defined by Eq. (3.26). By using the

definition of Φ ji in Eq. (3.27), and explicitly writing the terms in the Taylor expansion

g(1)(φ j − φi; ~α) we rewrite ǭ to obtain

ǭ({φ1, · · · , φM}; ~α)

= η−1(M)
∑

1≤i< j≤M

(

g
(

Φ ji; ~α
)

−
{

g
(

Φ ji; ~α
)

+ g′
(

Φ ji; ~α
) [

(φ j − φi) − Φ ji
]

+ · · ·
})2

=
1

2η(M)

∑

1≤i, j≤M

{

g′
(

Φ ji; ~α
) [

(φ j − φi) −Φ ji
]

+ · · ·
}2

(C.1)

where the terms omitted are of quadratic order in
(

(φi − φ j) −Φi j
)

. In the last line we have

allowed both i > j and i < j terms to appear in the sum, and we have defined Φii ≡ 0 so

that i = j terms are identically zero. We now impose the condition that all derivatives of ǭ

with respect to φk be zero,

0 =
∂ǭ

∂φk
= η−1(M)

M
∑

i=1

g′2
(

Φik; ~α
) [

(φi − φk) −Φik
]

, (C.2)

where we have used the fact that g(−x) = g(x) and therefore g′(−x) = −g′(x). Hence for

1 ≤ k ≤ M, we have the minimization conditions:
M

∑

i=1

g′2
(

Φik; ~α
)

Φik −
M
∑

i=1

g′2
(

Φik; ~α
)

φi + φk

M
∑

i=1

g′2
(

Φik; ~α
)

= 0 (C.3)

We express the minimization conditions in terms of the equivalent matrix equation

~̂w = Â~φ, (C.4)

with the definition of the M-component vector ~̂w

ŵk ≡
M
∑

i=1

g′2
(

Φik; ~α
)

Φik (C.5)
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and the M × M matrix Â

Âki ≡ g′2
(

Φik; ~α
) − δki

M
∑

j=1

g′2
(

Φ jk; ~α
)

. (C.6)

The system of equations described by Eq. (C.4) is singular, since the nonzero vector

~φ0 ≡ (1, ..., 1) satisfies Â~φ0 = ~0, which indicates that the rank of the matrix Â is at most

M − 1. In particular, any solution ~φ of Eq. (C.4) can be modified by adding an arbitrary

multiple of ~φ0 to obtain another solution. This degeneracy is associated with the gauge

symmetry that the problem has under the shift φk → φk + ρ, which is a consequence of the

fact that in Eq. (3.13) the phases appear in a difference. To eliminate this degeneracy, we

impose the additional condition that the projection of the solution ~φ on the direction of ~φ0

should be zero, thus obtaining the gauge fixing condition of Eq. (3.28). By combining the

gauge fixing condition with Eq. (C.4) above, we obtain a system of M + 1 equations with

M unknowns:

~̂w = Â~φ and ~φ0 · ~φ = 0. (C.7)

Since one of the equations is a linear combination of the others, the solution is well defined

and unique. Hence, we omit the first equation, for k = 1, which is redundant, and solve

~̄w = Ā~φ, (C.8)

where ~̄w and Ā are given by

w̄k ≡























0 : k = 1

ŵk =
∑M

i=1 g′2
(

Φik; ~α
)

Φik : k , 1

Āki ≡























1 : k = 1

Âki = g′2
(

Φik; ~α
) − δki

∑M
j=1 g′2

(

Φ jk; ~α
)

: k , 1.
(C.9)

which is the same as Eq. (3.31).

We now turn to the determination of the local phase fluctuations δφi~r, which requires

minimizing the expression for ǫ in Eq. (3.22). Here the derivation is very similar to the
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previous case. We start by using the definition of δC~r(t, t′) in Eq. (3.16) to rewrite ǫ as

ǫ({δφ~r(ti)}; ~α, {C~r(t j, ti)})

=
1

2η(M)

∑

1≤i, j≤M

{

δC~r(t j, ti) − g′(φ(t j) − φ(ti); ~α)
[

δφ~r(t j) − δφ~r(ti)
]}2

. (C.10)

We then impose the condition that the derivatives with respect to all of the phase

fluctuations δφk~r must be zero,

0 =
∂ǫ

∂δφk~r
= −2η−1(M)

M
∑

i=1

[

δCki~r − g′
(

φk − φi; ~α
)

(δφk~r − δφi~r)
]

g′
(

φk − φi; ~α
)

. (C.11)

This is equivalent to imposing, for 1 ≤ k ≤ M, the conditions

M
∑

i=1

g′
(

φk − φi; ~α
)

δCki~r = δφk~r

M
∑

i=1

g′2
(

φk − φi; ~α
) −

M
∑

i=1

g′2
(

φk − φi; ~α
)

δφi~r. (C.12)

This set of conditions can be written as the matrix equation

w̃~r = Ãδφ~r, (C.13)

where

w̃k~r ≡
M
∑

j=1

g′
(

φk − φ j; ~α
)

δCk j~r and Ãki ≡ δki

M
∑

j=1

g′2
(

φk − φ j; ~α
)

− g′2
(

φk − φi; ~α
)

.

(C.14)

From here, the steps are almost identical to those for the determination of the global

phases. Just as in that case, we have a degeneracy resulting from the shift symmetry under

the transformation δφk~r → δφk~r + ρ~r, where ρ~r is time independent. We again modify the

system of equations by imposing an additional constraint, given by Eq. (3.32), that

removes the degeneracy. Here again we omit the redundant equation corresponding to

k = 1, and thus finally recover Eqs. (3.33) and (3.35).
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C.1 Proof of the Orthogonality of δCT and δCL

In this section we prove Eq. (3.40). We start by applying the definition of the

Euclidean scalar product in Eq. (3.38),

(

δCT |δCL
)

=
2

ωM(M − 1)
∑

1≤i< j≤M

∑

~r

〈δCT
~r (t j, ti)δCL

~r (t j, ti)〉. (C.15)

We now insert the definitions of δCT and δCL, given by Eqs. (3.18) and (3.20), and obtain

(

δCT |δCL
)

=
1

ωM(M − 1)
∑

1≤ j,i≤M

∑

~r

〈g′(φ j − φi)
(

δφ j~r − δφi~r
) {

δC ji~r − g′(φ j − φi; ~α)
[

δφ j~r − δφi~r
]}

〉,(C.16)

where we have removed the restriction j > i. By using the symmetry of the terms under

the exchange of indices i↔ j, we rewrite this expression as

(

δCT |δCL
)

=
1

ωM(M − 1)
〈

∑

~r

M
∑

j=1

δφ j~r

M
∑

i=1

g′(φ j − φi)
{

δC ji~r − g′(φ j − φi; ~α)
[

δφ j~r − δφi~r
]}

〉

. (C.17)

We now recognize that, by Eq. (C.11), the sum over the index i is zero, and therefore the

whole expression is zero, which gives us the result that
(

δCT |δCL
)

= 0.
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A D: G G D

In Ref. [69] Chamon et al. describe the main features of a generalized Gumbel

distribution and two important limits of the distribution. The distribution is given by

Pa(x) =
|α|aa

Γ(a)
exp

{

a
[

α(x − x0) − exp(α(x − x0))
]}

, (D.1)

where Γ(a) is the gamma function. The parameter x0 controls the center and the parameter

α controls the width of the distribution. The distribution becomes a Gaussian of unit

variance in the limit a→∞ while α2a = 1, that is |α| → 0. Starting form the generalized

distribution and taking this limit we get

lim
a→∞,α2a=1

Pa(x)

= lim
a→∞,α2a=1

aa
√

aΓ(a)
exp

{

a
[

α(x − x0) − 1 − α(x − x0) −
1
2
α2(x − x0)2 − O(α3)

]}

= lim
a→∞,α2a=1

aa
√

aΓ(a)
exp

[

−a − 1
2
α2a(x − x0)2 + O(α3)

]

= lim
a→∞

aa exp(−a)
√

aΓ(a)
exp

[

−1
2
(x − x0)2

]

=
1
√
2π

exp
[

−1
2
(x − x0)2

]

, (D.2)

where in the last step we have used Stiling’s formula for the gamma function

Γ(a) ≈
√

2π
a aa exp(−a) for large a.

The other important limit is found when a→ 0 with |α|a = 1, that is α = 1/a→ ∞.

Since we can have α < 0 or α > 0 and x − x0 < 0 or x − x0 > 0 we need to consider four

cases when taking this limit. Before considering the four cases we note that the

normalization factor goes to unity in this limit. First we consider the limit a→ 0 with

α < 0 and x − x0 < 0:

lim
a→0,α<0,x−x0<0

Pa(x) = exp[−(x − x0)] exp[−eα(x−x0 )]

= exp[−(x − x0)] × 0 = 0 (D.3)
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where we have used the fact that the double exponential goes to zero given the signs of the

exponents. The second case is given by the limit a→ 0 with α < 0 and x − x0 > 0. In this

case the double exponential goes to unity and we have

lim
a→0,α<0,x−x0<0

Pa(x) = exp[−(x − x0)]

= exp[sgnα(x − x0)]. (D.4)

Repeating this analysis for the other two cases in which α > 0 we find that we can

summarize the results of taking the limit a→ 0 with |α|a = 1 as follows

lim
a→0,|α|a=1

Pa(x) = exp[(sgnα)(x − x0)]θ[−sgnα(x − x0)]. (D.5)

Therefore, the limit a→ 0 leads to exponential distributions starting or ending at x = x0

depending on the sign of α.
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