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3Abstract
JOSHI, MANASVITA, Ph.D., June 2009, Physics and Astronomy

Spectral Variability Studies and Acceleration Scenarios in Jets of Blazars (171 pp.)

Director of Dissertation: Markus Böttcher

This work focuses on the study of spectral energy distributions (SEDs) and the

spectral variability patterns of blazars, especially BL Lac objects. It also investigates

the dominant mode of particle acceleration in the jets of blazars.

The first part of the work describes the BL Lac object 3C 66A, which was the

target of an intensive multiwavelength campaign in 2003/2004. During the campaign,

flux measurements from radio to X-ray frequencies and upper limits in the very high

energy (VHE) γ-ray regime were obtained. A time-dependent leptonic jet model

has been used to obtain a detailed description of the physical processes in 3C 66A.

This successful model results in the reproduction of the observed spectral energy

distribution (SED) and the optical variability pattern. The model also predicts an

intrinsic cutoff value for the VHE γ-ray emission and the possibility of the object

being observed by MAGIC, Fermi, and other future missions.

The second part of the work uses the internal shock model to explore the particle

acceleration scenarios and the subsequent production of radiation via synchrotron and

synchrotron self-Compton processes at sub-pc scales of a relativistic jet. A code has

been developed to simulate the acceleration mechanism and to calculate the resulting

spectrum after accounting for the inhomogeneity in the photon density throughout



the acceleration region by dividing the region into multiple zones and considering

the subsequent time-dependent radiation transfer within the zone and in between

zones. An extensive study to understand the effects of varying shock and radiative

parameters on the SED and spectral lightcurves of a generic blazar source has been

carried out to aid in future theoretical analysis of such sources.

This dissertation also includes a brief description of the observations conducted

with the 1.3 m McGraw-Hill telescope of the MDM observatory at Kitt Peak, Arizona.

The observations were carried out as a part of an ongoing long-term project designed

to monitor the optical variability of a sample of γ-ray loud blazars on various time

scales and carry out follow-up observations of the optical afterglows of gamma-ray

bursts, should the occasion arise.

Approved:

Markus Böttcher

Associate Professor of Physics and Astronomy
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Chapter 1

Introduction

1.1 Active Galactic Nuclei

Modern observations of galaxies reveal a very high level of activity in the center

of certain galaxies, which is not a feature of a typical galaxy. The center of such an

active galaxy, which is roughly the innermost 1% of the galaxy, is generally brighter

than the rest of the galaxy. Such galaxies, with active galactic nuclei (AGN), are

bright and luminous objects and are believed to harbor a super-massive black hole

(SMBH) in their center. The tremendous amount of power that is observed from such

objects is attributed to the presence of this SMBH, which gradually accretes matter

via an accretion disk and releases large amounts of energy in the form of relativistic

outflows, called jets (Figure 1.1).

As shown in Figure 1.1, the central engine consisting of the SMBH and the accre-

tion disk is what is responsible for powering up the jets to highly relativistic energies.

The broad line region (BLR) that is relatively close to the central engine is a high-

density clumpy region consisting of thick gas clouds. The number density of electrons,

present in this region, lies between 109 and 1010 cm−3 (Carroll and Ostlie 1996). This

region gives rise to broad emission lines seen in the spectra of many AGNs. The BLR

and the central engine are surrounded by a thick torus of gas and dust. If viewed from



20

the side, the dough-nut shaped molecular torus does not allow the radiation coming

from the disk (continuum) and the emission lines of the BLR to reach the observer

directly, and hence, is optically thick to the radiation. The narrow line region (NLR)

also contains clouds of gas that give rise to narrow emission lines, seen in the spec-

trum of many AGNs. This is because the number density of electrons in NLR is only

∼ 104 cm−3, and due to its low density, the gas in this region produces both allowed

and strong forbidden emission lines. The jets are composed of highly relativistic par-

ticles, like electrons, protons and positrons. These particles subsequently cool off via

synchrotron radiation or Compton upscattering of photons to produce radiation in

the entire electromagnetic spectrum.

The two largest subclasses of AGNs are Seyfert galaxies and quasars. The main

difference between them is in the amount of radiation emitted by the compact central

source or the central engine. The total energy emitted by the nucleus of a typical

Seyfert galaxy at visible wavelengths is comparable to the energy emitted by all of

the stars in the galaxy, whereas in a typical quasar the nuclear source is brighter than

the stars by a factor of 100 or more (Peterson 1997).

A Seyfert galaxy has a quasar-like nucleus although the host galaxy is clearly

detectable. They are mostly found in spiral galaxies and are further divided into

two subclasses, namely the Seyfert 1 and Seyfert 2. Two sets of emission lines are

superposed on one another in the spectra of Seyfert 1 galaxies. One set of lines are

the narrow emission lines resulting from the low-density ionized gas and the second
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Figure 1.1: Schematic of an AGN model. Credit: C.M. Urry and
P. Padovani (http://heasarc.gsfc.nasa.gov/docs/cgro/images/epo/gallery/
agns/agn_up_model.gif)

http://heasarc.gsfc.nasa.gov/docs/cgro/images/epo/gallery/agns/ agn_up_model.gif
http://heasarc.gsfc.nasa.gov/docs/cgro/images/epo/gallery/agns/ agn_up_model.gif
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set of lines are the broad permitted emission lines characteristic of the high density

ionized gas. In the case of Seyfert 2 galaxies, only narrow lines are present in their

spectra (Peterson 1997).

Quasars, also known as quasi-stellar objects (QSOs), are the most luminous sub-

class of AGNs. They are star-like objects that exhibit broad emission lines and are

variable in every waveband in which they have been studied. The variability is present

in the continuum as well as in the broad emission lines. They have large UV fluxes

referred to as the “ultraviolet excess” of quasars. Quite often, the radio morphology

of quasars and radio galaxies is broadly described in terms of two components, an

extended component (radio lobe) that is spatially resolved and a compact core that

is unresolved at ≈ 1′′ resolution. Fanaroff-Riley type I (FR I) radio galaxies are an

example of such a two-component radio morphology. In addition to these two compo-

nents, quasars often exhibit the presence of jets that appear to originate at the central

compact source and extend out to the radio lobes. The Fanaroff-Riley type II (FR II)

radio galaxies are examples of such three-component radio morphology and quasars

are mostly associated with FR II type sources. Quasars are found in two categories,

radio-loud and radio-quiet quasars. The radio emission of radio-quiet quasars is 100

times lower than their UV-optical-IR emission (Peterson 1997).

Two types of radio galaxies, the broad-line radio galaxies (BLRG) and the narrow-

line radio galaxies (NLRG), have optical spectra of the sort that is identified with

AGN activity and are considered to be the radio-loud analogs of Seyfert 1 and 2
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galaxies, respectively. An important difference between these radio galaxies and the

Seyferts is that unlike Seyferts they are found to have elliptical host galaxies rather

than spirals (Peterson 1997).

A small subset of AGNs show very large variations in their flux over short time

scales. Such AGNs are known as optically violent variables (OVVs). Some of the

properties of OVVs are shared by BL Lac objects (BL Lacs), named after the pro-

totype of the class, BL Lacertae, which was originally identified as a highly variable

star. The OVVs and BL Lacs together form the subclass of AGN called the blazars

(Peterson 1997), which are discussed in detail in the next section.

All subclasses of AGNs show clear evidence for anisotropy in their radio and

higher-frequency radiation. This implies that the appearance of a given AGN depends

strongly on the observer’s location relative to the axis of symmetry of the AGN. Thus,

the classification of AGNs might be a function of the viewing angle. This idea is the

building block of the “unified models” of AGNs. There are two types of unified

models, weak and strong. In the weak unification model there are two types of

AGNs, radio-quiet and radio-loud, that can be unified on the basis of the variations

in their optical and radio luminosity as well as the apparent differences due to the

orientation of the system relative to the observer (Peterson 1997). The basic aspects

of a general unification scheme according to the weak model are given in Table 1.1

(Peterson 1997), where FIR stands for Far InfraRed.
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Table 1.1: Possible simple unification according to weak unification model. Credit:
(Peterson 1997).

Radio Properties Orientation

Face-on Edge-on

Radio Quiet Seyfert 1 Seyfert 2
QSO FIR galaxy?

Radio Loud BL Lac FR I
BLRG NLRG
Quasar/OVV FR II

Figures 1.2 and 1.3 illustrate the conceptual scheme for unification of Seyfert

galaxies , and FR I, FR II & blazars, respectively (credit: segre.ieec.uab.es/

AAE_UAB/2003-04/classes/agn01.ppt). The strong unification model, on the other

hand, attributes all the differences observed in AGNs to the various orientation effects.

1.2 Blazars

Blazars are the most extreme class of AGNs exhibiting the most violent high-

energy phenomena observed till now. This class is comprised of BL Lac objects and

flat spectrum radio quasars (FSRQs). They have been observed at all wavelengths,

from radio through very-high energy (VHE) γ-rays. The eminent features of these

objects are non-thermal continuum spectra, a high degree of linear polarization in

the optical, rapid variability at all wavelengths on various time scales, and radio

jets with individual components often exhibiting apparent superluminal motion that

is relativistically beamed towards our line of sight. Blazars are classified according

segre.ieec.uab.es/AAE_UAB/2003-04/classes/agn01.ppt
segre.ieec.uab.es/AAE_UAB/2003-04/classes/agn01.ppt
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Figure 1.2: Conceptual scheme for unification of radio-quiet AGNs. A dusty torus
surrounds the central continuum source and the BLR. An observer close to the torus
axis would have an unobscured view of the central region and will classify the AGN
as a “Seyfert 1” whereas an observer closer to the torus midplane would not be able
to see this region directly but will see the NLR directly and will classify the same
AGN as a “Seyfert 2”. Credit: Francisco Castander.

to the survey they were monitored in and the sequence followed to observe them.

For example, the blazar 3C 66A stands for the 66th object observed in the third

Cambridge survey and cataloged at that position. The letter “A” is attached to its

name to distinguish it from a nearby radio source 3C 66B separated from 3C 66A

by ∼ 6 arcmin in the sky (Böttcher et al. 2005). An arcminute is a unit of angular

measurement and is equal to (1/60)th of a degree.



26

Figure 1.3: Conceptual scheme for unification of radio-loud AGNs. Depending on
the location of the observer with respect to jet axis, the radio-loud AGN would get
classified either as a blazar, radio-loud quasar (RLQ), a BLRG, or an NLRG. FR I
radio galaxies, not shown in the figure, are believed to be the parent population of
BL Lac objects. A BL Lac object when viewed edge-on can get classified as an FR I.
Credit: Francisco Castander.

The properties of BL Lac objects and FSRQs are very similar except that BL

Lacs are distinguished by the absence of strong emission or absorption lines in their

spectra. However, weak emission or stellar absorption lines can be detected in very

high signal-to-noise-ratio spectra although with an equivalent width, in the rest-frame

of the host galaxy, of < 5Å.
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1.2.1 Spectral classification of blazars

The broadband spectrum of blazars exhibits two broad spectral components and

is dominated by non-thermal emission. The low energy component is attributed to

synchrotron emission from non-thermal electrons in a relativistic jet. The high en-

ergy component is due either to the Compton upscattering of low-energy radiation

by the synchrotron-emitting electrons (for a recent review see, e.g., Böttcher 2007)

or hadronic processes initiated by relativistic protons co-accelerated with the elec-

trons (Mücke et al. 2003; Mücke and Protheroe 2001). The peak frequencies and

relative νFν fluxes of these two components provide the observational distinction be-

tween various blazar sub-classes. Here, Fν is the flux observed per unit frequency

interval. It is usually measured in units of ergs s−1cm−2Hz−1. The νFν peak frequen-

cies increase whereas the νFν peak value and the dominance of the γ-ray flux over

the low-frequency emission decrease (Figure 1.4), as the sequence progresses from

FSRQ to high-frequency peaked BL Lac (HBL) through low-frequency peaked BL

Lac (LBL) object. LBLs are intermediate between the FSRQs and the HBLs. Their

low-frequency component peak lies in the IR or optical regime whereas the high-

energy component peak is located at several GeV and the γ-ray output is slightly

higher than the spectral output of their low-frequency counterpart. However, recent

observations have questioned the existence and physical significance of this blazar

sequence and the apparent sequence has been attributed to selection effects arising

from the use of flux-limited samples (Padovani 2007).
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Figure 1.4: An example of the blazar sequence using the SEDs of, the quasar, 3C 279
(Hartman et al. 2001), the LBL, BL Lacertae (Böttcher et al. 2003), and, the HBL,
Mrk 501 (Petry et al. 2000). For each object, two simultaneous broadband spectra
at two different epochs are shown. The curves show the simulated SEDs, using a
leptonic jet model.

1.2.2 Spectral variability of blazars

Blazars are often known to exhibit variability at all wavelengths, varying on time

scales from months to a few days, to even less than an hour in some cases (e.g.,

Aharonian et al. 2007; Albert et al. 2007; Gaidos et al. 1996; Catanese and Weekes

1999). At x-ray energies, some HBLs exhibit characteristic features when the photon

energy spectral index, α, is plotted against the x-ray flux. These plots are known as

the hardness-intensity diagrams (HIDs) and the clockwise loop structures are called

spectral hysteresis (e.g. see, Section 3.11). This spectral hysteresis can be inter-

preted as the signature of synchrotron radiation, due to the gradual injection and/or

acceleration of ultrarelativistic electrons in the emitting region and their subsequent

radiative cooling (Kirk et al. 1998; Georganopoulos and Marscher 1998; Kataoka et al.

2000; Kusunose et al. 2000; Li and Kusunose 2000; Böttcher and Chiang 2002). In
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case of LBLs, it becomes hard to observe this feature as these objects are much fainter

than HBLs at x-ray energies, thereby making the extraction of time-resolved spectral

information observationally very challenging.

Measurements of blazar spectral variability are important tools in constraining

physical models, pertaining to the location and primary mechanism of acceleration of

relativistic electrons and their subsequent radiative cooling (Li and Kusunose 2000;

Kusunose et al. 2000; Böttcher and Chiang 2002). Results of detailed spectral and

variability models can also shed light on the dynamics of the central engine, associ-

ated with the formation of collimated relativistic outflows (jets). Microvariability on

intraday time scales, accompanied by simultaneous observations at higher frequencies,

especially x-rays and γ-rays, are important tools in constraining the electron energy

distribution, total energy requirements, magnetic fields, geometry, and details of the

electron acceleration in the jets of blazars.

1.3 Particle acceleration mechanisms

In order to understand the physics of relativistic outflows fully, it is imperative

to know the mode and location of the mechanism responsible for accelerating the

radiating particles to such high energies in the jet. The acceleration of particles in

such outflows, at a location closer to the central engine (sub-pc scales), is mostly

associated with the propagation of relativistic shocks through the jet.
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The location of the injection of particles into the emitting region and the mech-

anism for their subsequent acceleration still remain open questions to be answered.

Significant progress has been made in this area in the past few years. In the case of

leptonic jet models, the electrons could be injected and/or accelerated through various

scenarios, like, impulsive injection near the base of the jet (Dermer and Schlickeiser

1993; Dermer et al. 1997). Isolated shocks propagating along the jet (Marscher and

Gear 1985; Kirk et al. 1998; Sikora et al. 2001) or internal shocks from the colli-

sion of multiple shells of material in the jet (Spada et al. 2001) are amongst the

favored models for explaining the acceleration of electrons. The more recent scenar-

ios for explaining the acceleration are parallel (Sokolov et al. 2004) and oblique shocks

(Ostrowski and Bednarz 2002) propagating through a pre-existing jet or particle ac-

celeration in shear flows existing in relativistic jets (Rieger and Duffy 2004). All the

above mentioned shocks and different types of acceleration processes will be discussed

in detail in Chapters 4 and 5.

1.4 Overview

The goal of this work is to understand the physics of relativistic jets, especially

those of BL Lac objects, by means of spectral and variability studies. A brief descrip-

tion of my observational efforts, in the optical band, in order to carry out the spectral

and variability studies on various blazars, is given in Chapter 2. Chapter 3 describes

the observational and theoretical analysis of the BL Lac object 3C 66A that was ob-
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served simultaneously in the entire electromagnetic spectrum in the year 2003 - 2004.

In Chapter 4, I discuss the theoretical model and the code that I have developed

to study the acceleration mechanism and radiation transfer in blazars. Chapter 5

enunciates the results obtained from this theoretical modeling of the acceleration and

radiation processes in the jets of blazars. Finally, I conclude with the implications of

my work and where to go from here in Chapter 6.

This dissertation has Appendix A that lays out the important steps used for ana-

lytically obtaining the expression for the volume and angle-averaged escape timescale

of a photon from a cylindrical geometry.



32

Chapter 2

MDM Observations

2.1 Introduction

Observations of celestial objects throughout the electromagnetic spectrum are

what really defines astronomy. The radiation that is collected in such observations

is analyzed to give insights and aid in the theoretical understanding of the physics

of astronomical objects. One such way of attempting to comprehend the physics of

complex processes taking place inside a celestial body is via optical astronomy. A

tiny fraction of the electromagnetic spectrum is the visible part, which spans the

wavelength range of 400-700 nm. The visible part forms the main ingredient of

optical astronomy although observations of celestial objects at ultraviolet and near-

infrared wavelengths are also carried out using optical telescopes. Optical telescopes

are extensively used in blazar monitoring campaigns. The observations provide us

with valuable information regarding the optical variability patterns (OVPs) of such

highly variable objects. They give us information about any kind of correlation that

might exist, in an object, between optical and other wavebands (X-rays, γ-rays, etc.).

They also shed light on the interplay of different physical processes responsible for

producing the observed radiation.
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A long-term blazar monitoring program to capture the optical variability patterns

of some highly energetic blazars is being carried out at the MDM observatory. The

MDM observatory is located at Kitt Peak, Arizona, and consists of two optical tele-

scopes, the 2.4 m Hiltner telescope and the 1.3 m McGraw-Hill telescope. The 2.4

m and 1.3 m refer to the diameter of the primary mirror used in these reflector-type

optical telescopes. The observatory is owned and run by a consortium of five univer-

sities: University of Michigan, Dartmouth College, Ohio State University, Columbia

University, and Ohio University. This gives the blazar-monitoring group an easy ac-

cess to conduct their observations, primarily, on the 1.3 m McGraw-Hill telescope.

The group carries out 4 observational runs each year, with each run separated from

the previous one by about 2-3 months. This allows an approximately even sampling

of the long-term light curves of the targets.

Besides being intensively involved in the theoretical analysis of blazars and de-

veloping a theoretical model to understand the acceleration mechanism of relativistic

particles in such objects, I have also been involved in directly observing blazars with

the 1.3 m MDM telescope. In this chapter, I will describe my involvement with the

group in obtaining the data for the target γ-ray blazars and the subsequent data re-

duction of a few blazars. This on-going project is aimed at understanding the OVPs

of such blazars in order to put stronger constraints on the mode of particle accel-

eration in the jets of blazars. In addition to the blazar-monitoring program, I have
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also carried out optical follow-up obsrvations of the afterglows of a few γ-ray bursts

(GRBs), which will be described in a later section of this chapter.

2.2 Observations and Data Analysis

The entire blazar-monitoring program including the follow-up observations of

GRB afterglows is carried out on the 1.3 m McGraw-Hill telescope. The telescope

has an equatorial mount, which means that one rotational axis of the telescope is par-

allel to the Earth’s axis of rotation. It is a Cassegrain-type telescope, in which, the

parabolic-shaped primary mirror focuses the light onto a convex hyperbolic-shaped

secondary mirror. The primary mirror is perforated from the center and the sec-

ondary mirror is placed inside the focal length of the primary mirror, so that the

incoming radiation is finally focused at a point behind the primary mirror. All the

electronics and the light acquisition devices are attached to the telescope at this point

(Fig. 2.1). The data are collected using a CCD-camera and can be acquired in five

optical wavebands, namely the ultraviolet (U), blue (B), visual (V), red (R), and the

near-infra-red (I).

In Section 2.2.1, I will describe our procedure of obtaining the data. The prelimi-

nary data reduction steps are described in Section 2.2.2. The follow-up observations

of the GRB afterglows are described in Section 2.2.3.
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Figure 2.1: Photograph of the 1.3 m McGraw-Hill telescope of the MDM observatory
located at Kitt Peak, Arizona. The long green-colored tube is the equatorial mount.
Connected to this tube is the wiffle-tree arrangement that supports the primary mir-
ror, not seen in the photograph, and the secondary mirror, of diameter 0.5 m, on the
top. Credits: Markus Böttcher

2.2.1 Observations

The main purpose of this long-term blazar monitoring project is to sample the

OVP of γ-ray loud blazars on intranight timescales to put stricter constraints on the

dominant mode of acceleration of particles in the jets of these blazars. This class of

blazars consists of BL Lac objects and γ-ray loud FSRQs that can be detected at E

> 100 MeV.
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This project serves a variety of other important scientific purposes besides achiev-

ing our main goal. One of the purposes is to contribute to on-going monitoring

programs by the international Whole Earth Blazar Telescope (WEBT) collaboration.

WEBT is a conglomeration of optical, near-infrared, and radio telescopes located all

over the globe. The observing activity, in case of WEBT, shifts from east to west

around the world as the Earth rotates (http://www.to.astro.it/blazars/webt/).

This allows for a continuous and densely sampled monitoring of blazars at all times.

We include some of WEBT targets in our observing runs and provide WEBT with the

acquired data, which is then used in conjunction with the data obtained from other

wavebands to analyze the physical properties of target objects (Raiteri et al. 2008).

The other scientific purpose served by our project is the optical observations of a

few target blazars in tandem with on-going X-ray and γ-ray observations of the same

objects (Ciprini et al. 2007). Such types of simultaneous and multiwavelength blazar

campaigns are extremely useful for better understanding the broadband emission of

blazars.

Depending on the level of optical emission exhibited by the object during our run,

our optical data serve as a triggering point for conducting high-energy (X-ray and

γ-ray) observations of that object (Böttcher et al. 2007). We also look for any corre-

lation that might exist between the brightness of some well-known blazars and their

intranight variability timescales to compare against theoretical model predictions.

This investigation is carried out by studying their color-magnitude diagram, which is

http://www.to.astro.it/blazars/webt/
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an indicator of how the brightness and spectral hardness (producing more energetic

photons), of an object, are related during a certain time-interval. The other purpose

of this project is to monitor some of the few, very poorly observed and understood

blazars in order to study their variability properties and look for degree of similarity

with other better-known blazars. In addition to the blazar-monitoring program, we

also participate in the optical monitoring of GRB afterglows if the occasion arises,

and have been successful a few times (see e.g., Akerlof et al. 2006; Yost et al. 2006;

Böttcher and Joshi 2005; Mirabal et al. 2005).

The observations for these objects are carried out in the standard UBVRI system

of filters. These filters transmit an object’s light only within certain narrow wave-

length bands. The filtering of light helps us measure the brightness of an object

in a particular bandpass that falls within the wavelength range of the filter being

used. The brightness measurement helps us detect any kind of variability (flaring)

that might be taking place inside the object at that time. Since any filter lets only a

specific range of wavelength pass through, filters in general are also indicators of the

energy range in which a particular object is emitting. The U filter lets the highest-

energy optical photons pass through whereas the I filter lets the least-energy optical

photons pass through. All our target sources emit in all these optical wavebands and

are observed for ∼45 - 90 sec in the R band. The exposure time for a source in a

particular waveband increases as we go to higher-frequency bands, with it becoming

up to ∼ 120 - 180 sec for the U band.
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The sources are observed in sets of UBVRI sequences, with each set lasting for ∼1

hour. If a particular object shows traces of intranight variability (microvariability)

or is known to be in a flaring state, then this set is repeated a few times for as long

as the object is up on the sky in order to get a dense and evenly-spaced sampling of

the data. Each observation run lasts for about a week with ∼12 hours of night-time

available for observing during winters and ∼8 hours for summers.

I have been on six of these one-week-long observation runs. I have observed almost

all of our target blazar sources including the BL Lac object 3C 66A. The data for

3C 66A, obtained from these runs are used for carrying out microvariability studies

on 3C 66A to better understand the dominant mode of acceleration mechanism in

this object.

2.2.2 Data Reduction

The raw data obtained from each object needs to be refined in order to be used for

the science. This is carried out by using the software Image Reduction and Analysis

Facility (IRAF). The basic reduction involves removing variations in sensitivity across

the detector that are introduced from the electronics of the telescope. The reduction

also includes removing cosmic ray hits from images with exposure time longer than

∼10 minutes. Figure 2.2 shows a comparison of the raw and the reduced image of

the BL Lac object WComae. As can be seen in the figure, some unwanted pixels are
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Figure 2.2: A comparison of the raw (left) and reduced (right) images of the BL Lac
object WComae. The original (raw) image was taken in the R band with an exposure
time of 60 seconds. The arrow indicates the location of the object in the image, as
seen by the telescope.

absent from the reduced image and the image of every object in the reduced image

is comparatively sharper and clearer.

Once the basic data reduction of all the images of an object from a particular

night is over, we can carry out relative photometry on those images. This gives us

a measure of the relative brightness of that object with respect to that of the well-

calibrated stars present in the field of the object. The brightness is measured in

terms of the magnitude of an object and is related to the received flux of the object

according to the formula:

m1 −m2 = −2.5 log10(
F1

F2

) . (2.1)
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Here, m1 and m2 stand for the magnitude of the object and the comparison star,

respectively, and F1 and F2 are the corresponding received fluxes. A lower value

of the magnitude of an object implies a brighter object and vice-versa. Using the

DAOPHOT package of IRAF, we obtain the instrumental magnitude of an object in

a particular filter. The instrumental magnitude of the object is then converted into

its physical magnitude by calibrating the instrumental magnitude of the object with

the magnitudes of the standard stars present in the field of view. Using the physical

magnitudes we plot the lightcurve of the object for that particular band over the

entire observation time. Lightcurves of the object in all the rest of the optical bands

can also be plotted using the same techniques. These graphs, which are essentially

plots of magnitude and time of observation, are used to study the short- and long-

term variability of the source from our observing runs. An example of one such plot

for the BL Lac object 3C 66A is shown in Fig. 2.3. This figure is a compilation of

the lightcurves in the UBVRI bands obtained from our observations starting from the

year 2005 until 2007. As can be seen from the figure, the source is in a flaring state

during the end of 2007, in all the bands, as compared to rest of the previous years

shown in the plot.

I have reduced part of the data obtained from these runs for various blazars, using

IRAF. The reduction included the basic image reduction and photometry in order to

obtain the calibrated fluxes of blazars and plot their respective lightcurves.
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Figure 2.3: Lightcurves of 3C 66A obtained from the long-term blazar monitor-
ing program being carried out at the 1.3 m McGraw-Hill telescope at the MDM
observatory. The time of observations covered for this object is from September
2005 until end of 2007, as can be seen from the top x-axis. The y-axis indicate
the magnitude value for 3C 66A in all the 5 optical bands. The bottom x-axis
stands for the Julian date, which is a continuous count of days and fractions that
have elapsed since the initial epoch. The initial epoch is defined as noon Uni-
versal Time (UT) Monday, January 1, 4713 BC in the proleptic Julian calendar
http://en.wikipedia.org/wiki/Julian_day. Credits for photo: Markus Böttcher
http://www.phy.ohiou.edu/~mboett/agn.html

http://en.wikipedia.org/wiki/Julian_day
http://www.phy.ohiou.edu/~mboett/agn.html
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2.2.3 Gamma-Ray Burst Afterglows

Gamma-ray bursts (GRBs) are sudden and intense flashes of γ-rays, which for a

few seconds go off in an otherwise fairly dark γ-ray sky. A GRB can outshine any

other source of γ-rays in the sky, including the sun, at the time when the burst is

on. GRBs are detected at a rate of about one per day from any direction in the

sky. The nature of GRB progenitors and the primary driving mechanism of GRB

explosions are still largely unknown, but the discovery of slowly fading x-ray, optical

and radio afterglows of GRBs have given way to comprehend the mystery of GRBs.

Studying afterglows in these frequencies helps us identify the location of a GRB

event, measure its distance from us, identify the host galaxy, and confirm that GRBs

are extragalactic events at cosmological distances of billions of light-years, just like

some of the AGNs. The afterglows also help us understand the type of progenitor

responsible for the burst and the afterglow emission in the form of jets. Many of

the afterglows, discovered so far, have been linked to massive young stars, and in

some cases, to the sudden collapse of a massive star’s core in the form of supernovae.

This linkage is called the hypernova model and was first suggested by Woosley and

Paczyński (Woosley 1993). An artist’s conception of this model is shown in Fig. 2.4.

The other possible progenitors could be a merger of two neutron stars or a neutron

star and a black hole. This material has been adapted from the website of Peter

Mészáros (http://www.astro.psu.edu/users/nnp/grbphys.html).

http://www.astro.psu.edu/users/nnp/grbphys.html
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Figure 2.4: An artist’s conception of a GRB in a hypernova model. The bright
center harbors a black hole of several solar masses that rapidly accretes from the
debris torus around it, shown in orange. This accretion feeds the assumed electron-
positron-baryon or a magneto-hydrodynamic (MHD) jet that comes out of this central
engine in a direction perpendicular to the plane of the accretion disk. Credit for the
photo: http://www.astro.psu.edu/users/nnp/grbphys.html

http://www.astro.psu.edu/users/nnp/grbphys.html
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Our group has successfully observed three GRB afterglows in the past, and I had

contributed toward the observations and basic data-reduction for two of them, GRB

050502A and GRB 051221A (Yost et al. 2006; Böttcher and Joshi 2005; Mirabal et al.

2005). For GRB 050502A, we followed its afterglow from ∼1.8 to ∼8.2 hours after

the burst in 21 R-band exposure frames. The exposure time for the frames varied

from ∼ 600 - 1800 seconds. I have also combined these 21 frames, after carrying out

basic data reduction, into an animation of the fading afterglow as observed by us.

The animation can be found on the website,

http://www.manasvita.com/grb.html

We followed the optical afterglow of GRB 051221A from ∼ 2.1 to ∼ 2.6 hours

after the burst in 3 R-band exposure frames, each lasting for ∼ 600 seconds. In this

case, we could detect the host galaxy, and provided the apparent magnitude of the

GRB afterglow in the R band. In order to do that, I carried out the basic data

reduction of all the three frames and relative photometry of the source with respect

to six comparison stars. Only those comparison stars were chosen that were present

in our field of view at the time of observation and their corresponding calibrated

R-band magnitudes were obtained from an interactive sky atlas, called ALADIN

(http://aladin.u-strasbg.fr/).

http://www.manasvita.com/grb.html
http://aladin.u-strasbg.fr/
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2.3 Summary

I have been a part of the long-term ongoing project that was designed to monitor

the optical spectral variability of a sample of γ-ray loud blazars on various time scales

and carry out follow-up observations of the afterglows of GRBs, should the occasion

arise. In this project, I have been able to observe ∼ 10 blazars and 2 GRB afterglows

in the 6 one-week-long observing runs that were carried out at the 1.3 m McGraw-Hill

telescope at MDM observatory. These observing efforts have resulted in a number of

publications, of which I have been an author for some of them (Raiteri et al. 2008;

Böttcher et al. 2007; Ciprini et al. 2007; Akerlof et al. 2006; Yost et al. 2006; Böttcher

and Joshi 2005; Mirabal et al. 2005). Overall, being a part of this project has helped

me gain a better understanding of observational astronomy and how it can be linked

to theory and modeling of the physical processes of a source.
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Chapter 3

The BL Lac object 3C 66A

3.1 Introduction

3C 66A is an LBL, with a redshift of z = 0.444 although this determination is

precise but not accurate (Bramel et al. 2005; Finke et al. 2008). It is generally observed

as a point source, with no indication of the host galaxy. Although Wurtz et al. (1996)

had resolved its host galaxy marginally having a magnitude of 19.0 in the R band

they could not determine its shape. 3C 66A has exhibited rapid microvariability at

optical and near infrared in the past and has been suggested as a promising candidate

for detection by the new generation of atmospheric Čerenkov telescope facilities like

HESS, MAGIC or VERITAS (Costamante and Ghisellini 2002). Detection of LBLs

in the γ-ray energy range of ∼ 40 − 100 GeV provides an opportunity to probe

the intrinsic high-energy cutoff of their spectral energy distributions (SEDs). This

is because, at such energies, the γ − γ absorption due to the intergalactic infrared

background is still expected to be small (de Jager and Stecker 2002). The information

regarding the intrinsic high-energy cutoff of the SED plays an important role in

determining the contribution of the inverse Compton (IC) processes in producing

the high-energy component of the SED and also in understanding the environment

around the jet of the source. This is important because, LBLs mark the transition
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between FSRQs and HBLs in the controversial blazar sequence, and hence can shed

light on the environment around the jets of blazars, in general.

The low-energy component of 3C 66A is known to peak in the infrared (IR) -

ultraviolet (UV) region whereas the high-energy component generally peaks at multi

MeV - GeV energies. 3C 66A was first identified as a blazar in an optical observa-

tion in 1974 (Wills and Wills 1974). Since then, the object has been observed in all

wavebands (radio, IR, optical, X-ray, γ-ray). Intensive two-year optical and IR obser-

vations of 3C 66A by Takalo et al. (1996) revealed evidence for rapid microvariability

with a 0.2 magnitude decline in the brightness in 6 hours. Microvariability in the

source was also observed by Carini and Miller (1991) and de Diego et al. (1997) in

the IR band on a time scale of a few hours although other similar efforts could not

detect that feature in 3C 66A (e.g., Takalo et al. 1992; Xie et al. 1992). The source

has exhibited large-amplitude variation in the soft X-ray regime (. 1 keV to ∼10

keV) as well (see e.g., Worrall and Wilkes 1990; Sambruna et al. 1994; Fossati et al.

1998; Croston et al. 2003; Perri et al. 2003). 3C 66A has also been detected by the

space-based γ-ray telescope, Energetic Gamma Ray Experiment Telescope (EGRET),

on several occasions in the γ-ray energy range (> 100 MeV) (Hartman et al. 1999).

Despite the considerable amount of observational efforts spent on 3C 66A, the mul-

tiwavelength SED and correlated broadband spectral variability behaviour of this

object have been very poorly understood. For this reason, Böttcher et al. (2005) or-

ganized an intensive simultaneous multiwavelength campaign to observe this object
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from July 2003 through April 2004, with the core campaign period from September -

December 2003. The simultaneous multiwavelength campaigns have the advantage of

providing well-sampled continuous data on an object, which help constrain theoretical

models geared towards understanding the broadband SED and spectral variability of

the object.

My very first project has been on the BL LAC object 3C 66A. I have carried

out extensive theoretical analysis of this object in order to understand the interplay

between various physical processes responsible for producing its observed SED. In

Section 3.2 of this chapter, I will describe, briefly, the observational results obtained

from the campaign and the need to theoretically understand the observations. The

time-dependent leptonic jet model used to reproduce the observed SED and simul-

taneously model the optical spectral variability observed during the multiwavelength

campaign is discussed in Section 3.3 of the chapter. The parameters that were used

to model the observed results are described in Section 3.4. Results of modeling and

VHE γ-ray predictions are described in Section 3.5 and the chapter concludes with

Section 3.6.

3.2 3C 66A Observations

The BL Lac object 3C 66A was the target of an intensive multiwavelength cam-

paign organized to monitor the source continuously and simultaneously during the

core campaign period of September - December 2003. The entire campaign lasted
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for almost 10 months from July 2003 until April 2004. The object was observed

by the WEBT-ENIGMA collaboration in the radio, IR, and optical regimes. In the

X-rays, the object was observed by the X-ray telescope RXTE (Rossi X-ray Timing

Explorer). In the VHE γ-ray regime, the object was observed by the ground-based γ-

ray telescopes STACEE (Solar Tower Air Čerenkov Effect Experiment) and Whipple.

In addition to these telescopes, the object was also observed 9 times during the en-

tire campaign period by a Very Large Baseline Array (VLBA) of 10 radio telescopes.

These telescopes are spread all across the United States starting from Mauna Kea,

Hawaii to St. Croix in the U.S. Virgin Islands.

In the radio, the object was observed from 2.3 - 86 ×109 Hz (GHz). In the IR, the

object was observed at near-infrared wavelengths in the bands J, H, and K. The object

was observed in all 5 optical bands (U, B, V, R, and I) and was most densely sampled

in the R- and B- band due to the observing strategy laid out by the WEBT-ENIGMA

collaboration to observe 3C 66A. In the X-ray regime, photons in the energy range

of 3 - 10 keV (soft X-rays) were extracted using the RXTE’s Proportional Counter

Array (PCA). PCA is an array of 5 proportional counters (detectors) that span an

energy range of 2 - 60 keV (http://heasarc.gsfc.nasa.gov/docs/xte/PCA.html).

At VHE γ-rays, observations were carried out and an upper limit on the energy of

photons with E > 100 GeV was obtained. For a detailed description of the observing

strategy of 3C 66A in all wavebands, see Böttcher et al. (2005). In conjunction with

the campaign, I carried out a literature survey on 3C 66A to determine the historical

http://heasarc.gsfc.nasa.gov/docs/xte/PCA.html
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flux levels displayed by the source as a guide to new observations. I had a significant

role in combining disparate data sets from different optical observatories and placing

them on a common photometric scale, and de-reddening the optical data to obtain

the intrinsic broadband spectral shape. The reddening of the optical data is a result

of Galactic interstellar dust absorption.

As described in Böttcher et al. (2005), the object exhibited only moderate vari-

ability in the IR bands with variations in the magnitude (mag) on the order of ∆mag

∼ 0.2 within ∼ a few days in all three J, H, and K bands. 3C 66A exhibited several

outbursts in the optical. The variations were on the order of ∆mag ∼ 0.3-0.5 over a

timescale of several days. A plot of the light curves at all optical bands is shown in

Fig. 3.1. The figure illustrates the variability observed in the object during the entire

campaign period in all optical bands. As can be seen from the figure, the various op-

tical bands seem to trace each other very well without a significant time lag between

different bands although not much can be said about the U band lightcurve as that

was the most sparsely sampled one. The object reached its maximum brightness on

Feb. 18, 2004 with the R-band magnitude reaching ≈ 13.4. This brightening was

followed by a sharp decline by ∆R ∼ 0.4 mag within ∼15 days.

We also found evidence for intraday microvariability with a variation in the R-

band magnitude to be ∆R ∼ 0.05 mag over a time period of ∼2 hours. The RXTE

PCA data indicated a transition between the low-energy component and the high-

energy component at photon energies of & 10 keV, in the soft X-ray regime. No
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Figure 3.1: Observed lightcurves of 3C 66A in the optical U, B, V, R, and I bands
over the entire duration of the campaign (Böttcher et al. 2005).

variability in either the flux or the spectral shape of the source in the X-ray band

could be detected by RXTE. In the VHE γ-ray regime, STACEE provided an upper

limit at Eγ & 150 GeV whereas an upper limit at Eγ > 390 GeV resulted from

simultaneous observations by the Whipple telescope of the VERITAS collaboration.

The broadband SED of 3C 66A suggested that the low-energy component peaked

in the optical. As far as the high-energy component of the SED was concerned,

a precise statement could not be made regarding the γ-ray emission level during
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the campaign owing to the lack of simultaneous GeV γ-ray coverage and of a firm

detection at > 100 GeV. Figure 3.2 shows the observed SED of 3C 66A obtained from

our campaign. All the non-contemporaneous data are indicated by dotted curves

and are shown for comparison along with the archival year from which they are

taken. EINSTEIN, ROSAT, EXOSAT, BeppoSAX, and XMM-Newton are all X-

ray telescopes. EGRET was a space-based γ-ray telescope on board the Compton

Gamma Ray Observatory (CGRO) that covered an energy range of 30 MeV - 10

GeV. CGRO was de-orbited in the year 2000 and has now been followed by the

space-based Italian γ-ray observatory, Astrorivelatore Gamma ad Immagini LEggero

(AGILE), and NASA initiated Gamma-ray Space Telescope, Fermi. Fermi will study

the cosmos in the energy range 10 keV to > 300 GeV and is 30 times more sensitive

than EGRET.

As described earlier, only moderate variability in the IR and no variability in the

X-ray band was observed, hence, we concentrated only on the optical spectral vari-

ability as indicated by a change in the magnitude in the optical band. In particular,

as the sampling was good for the B- and R-bands, we focused on the variation in the

magnitudes of these two optical bands with time. This was carried out by plotting

the color-magnitude diagram for the object in the two bands. A color-magnitude

diagram is a plot of the magnitude of the object in a particular waveband and the

difference of the magnitudes of the object in the same waveband and a comparison

waveband. This diagram is then used to investigate any kind of correlation that
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Figure 3.2: Observed SED of 3C 66A at various epochs during the core campaign
period in 2003. The turquoise diamonds indicate the average of radio observations
from Oct. 11 and 14, 2003. The hard X-ray spectrum labelled “RXTE 2003” is the
result of a power-law fit to the RXTE PCA data and denotes the time-averaged X-ray
data points from the entire campaign. All the dotted curves indicate archival data
and are there for comparison. The historical average of the 5 EGRET pointings is
also included to provide a guideline for our simulated VHE emission (Böttcher et al.
2005). A Janksy (Jy) is a unit of specific flux and is defined as 1 Jy = 10−23 ergs
s−1cm−2Hz−1 (Peterson 1997). Thus, 1 Jy Hz = 10−23 ergs s−1cm−2.

might exist between the two optical bands as far as variability is concerned. The

color-magnitude diagram for the B- and R-band is shown in Fig. 3.3. As shown in

the figure, the object tends to get brighter in both the bands while getting spectrally
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Figure 3.3: Color- magnitude or hardness-intensity diagram for the B- and R-bands
for the complete data set over the entire campaign period. A positive correlation
seems to be present between the hardness and intensity at low brightness, R & 14.0,
but no such clear correlation can be seen at higher flux states (Böttcher et al. 2005).

harder in B - R, for low flux states of the R-band (R & 14.0). On the other hand, no

clear correlation could be found for high flux states of the R-band (R . 14.0).

A few questions had arisen from the observational results of 3C 66A. How was

the observed OVP originating that was responsible for the B - R correlation at low

fluxes? What could be said about the spectral variability pattern at higher energies

that could not be observed? Where does the high-energy component peaks, and what

predictions could be made that would assist in future VHE observations of the source?
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Thus, a theoretical understanding of the interplay between various physical processes

responsible for producing the observed SED was essential to answer such questions.

In order to obtain a detailed description of the various radiative processes in 3C 66A,

I used the time-dependent radiation transfer code of Böttcher and Chiang (2002) to

develop a model that reproduced the broadband SED and the observed OVP.

3.3 Time-dependent Leptonic Jet Model

In this model, a population of ultrarelativistic non-thermal electrons and positrons

is injected into a spherical emitting volume (the “blob”). The radius of the blob in its

rest frame (comoving frame) is Rb and the particles are injected into the blob having

a single power-law distribution with a spectral index, q. Since the positrons lose equal

amount of energy as the electrons through the same radiative loss mechanisms, I will

not distinguish between them through the rest of this chapter. The evolution of the

electron and photon population is followed inside this single blob in a time-dependent

manner and along the radial direction of the blob as the blob travels further out along

the jet. The photon and electron density is considered to be homogeneous inside the

emitting region. Figure 3.4 delineates the schematic of the jet coming out of the

central engine and the blob moving relativistically out along the jet, as seen by an

observer from the side standing in a stationary frame of reference. The blob will

appear Lorentz contracted to this stationary observer.
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Figure 3.4: Schematic diagram of the relativistic outflow (jet) coming out of the
central engine of a blazar. Ultrarelativistic electrons are injected into the spherical
emission region at a time-dependent rate as the blob moves outwards along the jet.

The low- and high-energy cutoffs of the co-moving electron distribution are γ1 and

γ2, respectively. The comoving injection function is given by, Qinj
e (γ) = Qinj

0 (t)γ−q for

γ1 ≤ γ ≤ γ2, where Qinj
0 (t) (cm−3s−1) is the normalization and is given by

Qinj
0 (t) =



Linj(t)(2−q)
V′bmec2(γ2−q

2 −γ2−q
1 )

if q 6= 2

Linj(t)

V′bmec2ln(γ2/γ1)
if q = 2 .

(3.1)

Above, Linj specifies the power of the injected pair population and V′b is the blob

volume in the comoving frame.

The randomly oriented magnetic field B has uniform strength throughout the

blob and is determined by an equipartition parameter εB ≡ UB/Ue (in the comoving

frame). Here, UB = B2/8π is the magnetic field energy density and Ue is the electron
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energy density. The initial injection of the electron population into the blob takes

place at a height z0 above the plane of the central engine. The blob moves with a

relativistic speed of v/c = βΓ = (1 − 1/Γ2)1/2 along the jet, where Γ is the bulk

Lorentz factor of the blob. The jet is directed at an angle θobs with respect to our

line of sight.

As the blob moves outward along the jet, the injected particles continuously lose

their energy via radiative losses. These losses occur by synchrotron emission, Comp-

ton upscattering of synchrotron photons (SSC), and Compton upscattering of external

photons (EC). The external seed photons are comprised of UV and soft X-ray photons

coming from the disk and entering the jet directly (Dermer et al. 1992; Dermer and

Schlickeiser 1993) and/or after getting reprocessed in the BLR or other circumnuclear

material (Sikora et al. 1994; Dermer et al. 1997).

The low-energy component of the SED is due to synchrotron radiation. Syn-

chrotron radiation is the result of acceleration of charged particles, having relativistic

velocities, in the presence of a magnetic field. The synchrotron power, averaged

over all pitch angles (angle between the field and the velocity vector of the charged

particles), resulting from a single electron is given by (Rybicki and Lightman 1979)

Psyn =
4

3
σT cβ

2γ2UB , (3.2)

where σT = 6.65× 10−25cm2 is the Thomson cross section, and β = v/c is the speed

of the relativistic electron and is close to 1 for ultra-relativistic particles. The high-
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energy component, in leptonic models, arises due to inverse Compton (IC) scattering

of photons. In this case, an incoming photon gets scattered by a single electron,

moving with ultrarelativistic speed and in the process gains energy from the electron.

The IC power for a single electron is given by (Rybicki and Lightman 1979),

PIC =
4

3
σT cβ

2γ2Uph , (3.3)

where Uph is the seed photon energy density available for scattering.

The time-dependent evolution of the electron and photon populations in the emis-

sion region are, respectively, given by

∂ne(γ, t)

∂t
= − ∂

∂γ

[(
dγ

dt

)
loss

ne(γ, t)

]
+Qe(γ, t)−

ne(γ, t)

te,esc

(3.4)

and

∂nph(ε, t)

∂t
= ṅph,em(ε, t)− ṅph,abs(ε, t)−

nph(ε, t)

tph,esc

. (3.5)

Here, (dγ/dt)loss is the radiative energy loss rate, due to synchrotron, SSC and/or EC

emission, for the electrons. The quantity Qe(γ, t) is the sum of external injection and

intrinsic γ − γ pair production rate and te,esc is the electron escape time scale. The

quantities ṅph,em(ε, t) and ṅph,abs(ε, t) are the photon emission and absorption rates,

and tph,esc = (3/4)Rb/c is the photon escape timescale. The time-dependent evolution

of the electron and photon population inside the blob is followed and radiative en-
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ergy loss rates as well as photon emissivities are calculated using the time-dependent

radiation transfer code of Böttcher and Chiang (2002).

For the purposes of my study, I am using the radiation transfer code to follow the

evolution of the emission region out to sub-pc scales only. As a result, only the early

phase of the blob evolution has been simulated during which high energy emission

is produced. Since the radiative cooling is strongly dominant over adiabatic cooling

during this phase and the emission region is highly optically thick out to GHz radio

frequencies, the simulated radio flux is well below the actual radio data. I do not

simulate the phase of the jet components in which they are expected to gradually

become transparent to radio frequencies as that would require the introduction of

several additional, poorly constrained parameters.

3.4 Model Parameters

I used the multiwavelength data from the 2003-2004 campaign to estimate key

physical properties of the source by employing fundamental physical arguments. This

analysis included using the observed minimum variability timescale of 2 hours ob-

served in the R-band to estimate the size of the blob. Also, I used the location of the

low-energy SED maximum to estimate the comoving magnetic field and thus, esti-

mate the synchrotron cooling timescale of electrons in the observer’s frame (Böttcher

et al. 2005). These parameters describe the sub-parsec scale outflow, which is closest

to the central engine. The resulting values served as crucial input for detailed numer-
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ical models for the blazar source. The model independent parameters that were used

to develop an initial set of input parameters are:

D ≈ 15

Rb ≈ 3.3× 1015 cm

B ≈ 2.9 ε
2/7
B G

γ1 ≈ 3.1× 103

γ2 ≈ 1.5× 105

p ≈ 4 (3.6)

Here, p is the equilibrium spectral index that determines the optical synchrotron

spectrum and p = q + 1 for strongly cooled electrons. I modified the initial set of

parameters to reproduce the quiescent as well as the flaring state of 3C 66A. I carried

out approximately 350 simulations to study the effects of varying various parameters,

such as γ1, γ2, q, B and Γ, on the resulting broadband spectra and light curves.

The set of model parameters that provided a satisfactory fit to the quiescent state of

3C 66A involved a value of the Doppler boosting factor, D ≡ Γ = 24 and a viewing

angle of θobs = 2.4o. I chose these parameters on the basis of VLBA observations that

provided limits on the superluminal motion and indicated bending of the jet towards

our line of sight. As a result of this bending, a smaller viewing angle and a higher

Doppler boosting of the emission region, at sub-pc scales, was chosen as compared to

the values inferred from the superluminal measurements for the emission region with
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a βapp ≤ 20.1 and θobs ≤ 27.2 deg on parsec scales (Jorstad et al. 2005; Böttcher et al.

2005). Here βapp refer to the transverse velocity of the source. I carried out the fitting

of the SED both in the quiescent as well as the flaring state of 3C 66A in such a way

that the simulated quiescent state does not overpredict the X-ray photon flux. This is

because the X-ray photons are expected to be dominated by the flaring episodes. For

simulating the flaring state, I made sure that the resulting time-averaged spectrum

passes through the observed time-averaged optical as well as X-ray data points. The

various simulations were carried out by adjusting the time profiles and the values of

individual parameters, such as, γ1, γ2 and q between the values for quiescent and

flaring states. A value of γ1 = 2.1 × 103, γ2 = 4.5 × 104 and q = 2.4 provided a

satisfactory fit to the flaring state. I kept εrmB constant so that the magnetic field

value changes according to the evolving electron energy density value as determined

by equation 3.4. I used the flux upper limits at multi-GeV - TeV energies to get

upper limits on the respective parameters governing the EC component. The various

model parameters used to simulate the two states of 3C 66A are listed in Table 3.1

(Joshi and Böttcher 2007).

Fits 1 and 2 of Table 3.1 correspond to a pure SSC emission process, as far as the

high-energy component is concerned, by artificially setting LD = 0, where LD is the

bolometric disk luminosity. Fit 1 delineates the parameters for the simulation of the

quiescent state only whereas Fit 2 refers to the combined quiescent + flaring state of

3C 66A. Fit 3 of Table 3.1 refers to an EC+SSC case with LD = 1.0× 1045 ergs s−1
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Table 3.1. Model Parameters used to reproduce the quiescent and flaring state of

3C 66A as shown in Figures 3.5 and 3.6, respectively.

Fit Linj [1041 ergs/s] γ1 [103] γ2 [104] q Profile B [G] Γ Rb [1015 cm] θobs [deg] τT,BLR

1 2.7 1.8 3.0 3.1 ——– 2.4 24 3.59 2.4 0

2 8.0 2.1 4.5 2.4 Gaussian 2.8 24 3.59 2.4 0

3 8.0 2.1 4.5 2.4 Gaussian 2.8 24 3.59 2.4 0.3

Note. — The Linj is the luminosity with which electron population is injected into the blob, γ1,2 are the low-

and high-energy cutoffs of electron injection spectrum, and q is the particle spectral index. Profile stands for the

flare profile used to reproduce the optical variability pattern, the magnetic field B is the equipartition value. Γ is

the bulk Lorentz factor, Rb is the comoving radius of the blob, θobs is the viewing angle and τT,BLR is the radial

Thomson depth of the BLR.

and is shown in Figure 3.13. For the fit 3 simulation, I chose the value of LD such

that it is more than the value of the jet luminosity used in the simulations and at

the same time does not produce a blue bump in the simulated SED. The blue bump

corresponds to the thermal emission of the disk that is sometimes seen in the SED

of a blazar. In order to assess the possible effect of EC emission in 3C66A, I had

first determined an upper limit to the optical depth of the BLR using XSTAR. The

optical depth of a medium is the measurement of its opaqueness or transparency

towards radiation. A medium is said to be optically thick or opaque if its optical

depth τ > 1, and optically thin if τ < 1, where τ has been integrated along a typical

path through the medium (Rybicki and Lightman 1979). XSTAR is a software that
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returns the ionization balance, temperature, opacity, emitted lines (e.g., Hα, Hβ) and

continuum fluxes of photoionized gases. For this simulation, I had modeled the BLR

as a spherical shell with rBLR,in = 0.045 pc and rBLR,out = 0.050 pc. The rBLR,in and

rBLR,out stand for the inner and outer radii of the BLR. A Thomson optical depth of

0.3 for the BLR was chosen as a reasonable upper limit such that the line emission is

weak enough to be consistent with the observed featureless continuum.

I had reproduced the flaring above the quiescent state of 3C 66A using a flaring

profile for the electron injection power (Linj(t)) that was Gaussian in time (see Figure

3.8), and is given by

Linj(t) = Lqu
inj(t) +

(Lfl
inj − L

qu
inj)

exp
[

(z−rc)2

2σ2

] . (3.7)

Here, qu and fl stand for the quiescent and flaring state respectively, z determines the

position of the emission region in the jet at time t, rc indicates the position of the

center of the simulated flare and σ stands for the Gaussian width of the flare.

As described earlier, parameters such as γ1, γ2, and q were also changed accord-

ingly. In order to simulate the observed optical flare, I allowed the system to first

come to an equilibrium and once the equilibrium was set, I introduced the flare with

a Gaussian width, σ, corresponding to 14 days in the observer’s frame. Although the

flare was introduced in order to simulate the observed major optical outbursts lasting

for 10 days, the choice of 14 days for the Gaussian width was made such that the

width of the simulated flare matches that of the observed flare. The parameter rc was
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adjusted such that the centre of the simulated flare aligns with that of the observed

one and the value of Linj was varied between Lqu
inj and Lfl

inj such that the peak of the

simulated flare matches that of the observed one.

3.5 Results

Figures 3.5 and 3.6, respectively, show the simulated SED of 3C 66A, for both

the quiescent and flaring states observed during the campaign period. The quiescent

state is a reproduction of the state observed around 1st October 2003 whereas the

flaring state is the reproduction of a generic 10 day flaring period that corresponds

to the timescale of several of major outbursts observed during the campaign.

Figure 3.7 shows the simulated time-averaged spectrum of 3C 66A for fit 2. As can

be seen from the figure, the low-energy component of the spectrum passes through the

time-averaged optical data points. The high energy end of the synchrotron component

passes through the time-averaged X-ray data indicating the dominance of synchrotron

emission in the production of such photons in case of flaring. For hard X-ray photons

with energy beyond 10-12 keV, the data are less reliable due to low count rates and

possible source confusion with a nearby radio galaxy, 3C 66B. The transition from

synchrotron to SSC emission takes place at ≥ 7 keV, indicating that SSC mechanism

is responsible for producing hard X-ray photons. Also, the presence of this component

cannot be suppressed because in order to suppress it the population of seed photons

would have to be diluted, which can be done by increasing the size of the emission
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Figure 3.5: Simulation of the quiescent state of 3C 66A observed around October
1st 2003 (Joshi and Böttcher 2007). This state was reproduced using parameters
that do not overpredict the X-ray photon flux. The black colored solid line indicates
the instantaneous spectrum generated by the simulation after the system (blob +
injected electron population) attains equilibrium. The low-energy component peaks
in the optical at νpeak

syn ≈ 4.8×1014 Hz whereas the high-energy SSC component peaks

in the MeV regime at νpeak
SSC ≈ 1.6×1021 Hz. The synchrotron cooling timescale in the

observer’s frame is ≈ 1.2 hours, which is on the order of observed minimum optical
variability timescale of 2 hours. The diamond shaped STACEE upper limit is a new
addition and is provided by Lindner (2007).

region. But the size of the emission region cannot be increased any further because of

the strict constraint on the maximum size of the blob that comes from the observed

minimum variability timescale in the optical region, which is 2 hours. Hence, the
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Figure 3.6: Simulation of the flaring state for a generic 10 day flare corresponding
to the timescale of several major outbursts that were observed in the optical regime
during our campaign. The various curves show the instantaneous spectral energy
distribution of 3C 66A at several different times in the observer’s frame: red dotted
line (∼ 5th hour), green dashed line (∼ 8th hour), blue dot-dashed line (∼ 14th hour),
yellow long-dashed line (∼ 20th hour), long-dashed black line (∼ 8th day, highest
state attained by the system during flaring), gray solid line (∼ 9th day), dotted violet
line (∼ 16th day), cyan solid line (∼ 18th day), dashed magenta line (∼ 20th day)
and red solid line (∼ 22nd day, equilibrium state reached by the system after the
flaring episode is over). The synchrotron component of the flaring state peaks at
νpeak

syn ≈ 1.1 × 1015 Hz and the SSC component peaks at νpeak
SSC ≈ 2.7 × 1022 Hz. The

SSC component of this state cuts off at νSSC,cutoff ≈ 2.3× 1024 Hz. The synchrotron
cooling timescale in the optical regime is ≈ 37 minutes for the flaring state (Joshi
and Böttcher 2007).
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emission region size cannot exceed 3.6× 1015 (D/24) cm. Thus, this model suggests

that the harder X-ray photons come from the SSC and not the synchrotron mechanism

with the expected spectral hardening taking place at ∼ 7 keV. The high energy

component, due to the SSC emission, for the time-averaged spectrum cuts off at

∼ 1.0× 1024 Hz or 4 GeV (Figure 3.7).

Using the simulated level of VHE emission I could also predict that the object

is well within the observational range of MAGIC, VERITAS (if EC component is

dominant), and Fermi (Figure 3.7) whose sensitivity limit is 50 times lower than

that of EGRET at 100 MeV and even more at higher energies and its two year limit

for source detection in an all-sky survey is 1.6× 10−9 photons cm−2 s−1 (at energies

> 100 MeV). This prediction recently came true when VERITAS detected 3C 66A in

an active state emitting > 100 GeV γ-ray emission (Swordy 2008). Such predictions

can guide future observations of the source with these facilities, which provide an

important means to improve a model’s physical constraints at such high energies.

The simulated SEDS for both the states of 3C 66A show that the total energy

output of the two components is comparable to each other, as is typical for LBLs

(see Section 1.2.1). The observed lightcurves did not agree well with a flaring profile

that was top-hat or triangular in time as can be seen in the Fig. 3.8. The presence

of a flare that is Gaussian in time might represent an initial injection of particles

into the emission region at the base of the jet. The particles slowly get accelerated

as a shock wave ploughs through the region and finally dies out (in time). Crucial



68

Figure 3.7: Time- averaged SED of 3C 66A for a period of 23 days around a flare
as shown in Figure 3.6. The filled colored circles are the time-averaged optical and
IR data points for the entire campaign period. The dot-dashed black line is the
contribution from the synchrotron component only whereas the long-dashed black line
indicates the contribution of the SSC component only. The time-averaged synchrotron
component peaks at νpeak

syn ≈ 7.2×1014 Hz whereas the time-averaged SSC component

peaks at νpeak
SSC ≈ 5.3 × 1021 Hz. The synchrotron component cuts off near 7 keV

whereas the SSC component cuts off at ∼ 4 GeV. The black colored dashed line
indicates the attenuation due to the optical depth at VHE energies. The γ − γ
absorption effect becomes significant at ∼ 200 GeV. The green, maroon and magenta
lines indicate the sensitivity limits for an observation time of 50 hours for MAGIC,
VERITAS and MAGIC (Large Zenith Angle) and for GLAST for an observation time
of 1 month (Joshi and Böttcher 2007).

information on the dominant acceleration mechanism comes from the change in the

shape of the particle injection spectral index with time, which might also indicate a
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possible change in the B-field orientation. According to the current understanding of

acceleration mechanisms, parallel shocks (see Section 5.2) generally produce electron

spectra of Qe(γ) ∝ γ−q with 2.2 . q . 2.3 (Achterberg et al. 2001; Gallant et al.

1999), whereas oblique shocks (see Section 5.2) produce much softer injection spectral

indices. On the other hand, 2nd order Fermi acceleration (see Section 5.2) behind

the shock front might give rise to a harder injection index of the order of q ∼ 1 or

beyond (Virtanen and Vainio 2005).

In order to reproduce the flaring state, the simulation first starts out in the quies-

cent state with quiescent state parameters and then the value of these parameters is

changed to the flaring state parameters as the flaring is introduced in the simulation.

Since, the value of q, in our simulations, changes from 3.1 (quiescent state) to 2.4

(flaring state) it might indicate a possible change in the orientation of the B-field

from oblique to parallel during the flaring episode or an interplay between the 1st

and 2nd order Fermi acceleration thereby making the particle spectra harder. The

contribution from such acceleration mechanisms and the shear acceleration (Rieger

and Duffy 2004) might play an important role in accelerating the particles to higher

energies.

The simulated optical variability in the R band (0.55 mag) matches the observed

value (0.3-0.5 mag) for a 10 day period outburst. The predicted variability in the B

band is more than that of R by ∼ 0.15 mag as also observed, which indicates that
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Figure 3.8: The simulated lightcurves for various flaring profiles that have been su-
perimposed on the observed R-band lightcurve (representative points, Figure 7 of
Böttcher et al. (2005)) for an outburst on ∼ November 1st 2003. The solid black
line denotes a flaring profile that is Gaussian in time as used for the flare in Figure
3.6, the dash-dotted black line is a triangular flaring profile whereas the dashed black
line is a flaring profile that is top-hat in time. As can be seen, the Gaussian flaring
profile closely matches the width as well as the profile of the observed flare (Joshi and
Böttcher 2007).

the spectrum is becoming harder (Figure 3.9) with the spectral upturn occuring at

B-R ≈ 0.72 mag as shown in Figure 3.10.

Figure 3.10 is a hardness intensity graph that shows that the object follows a

positive correlation of becoming harder in B-R while getting brighter in both the



71

Figure 3.9: Simulated lightcurves for the optical, X-rays and γ-ray energy regimes
shown in the three panels respectively. The plot is between time (sec.) on the x-axis
and νFν (Jy Hz) on the y-axis (cannot be seen here). The simulated variability in the
R band is ≈ 0.55 mag as indicated by the arrows. The B band, denoted by the black
dotted line exhibits a higher variability of ≈ 0.7 mag, in the simulation, than that
in the R band, which is consistent with our observations. The simulated lightcurve
at 1 keV is indicated by a black dashed curve and exhibits an amplitude variation of
≈ 1.4×1012 Jy Hz. The 3, 10 and 15 keV lightcurves, denoted by the black solid line,
black long-dashed line and the black dot-dashed curve, respectively, on the other hand
do not exhibit much variability. In the VHE regime, the 1 MeV lightcurve is denoted
by a black solid line. The 100 MeV lightcurve is indicated by a black long-dashed
curve and the simulated variability amplitude in this energy regime is on the order of
1012 Jy Hz. The black dot-dashed line indicates the lightcurve at 10 GeV (Joshi and
Böttcher 2007).
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bands, at low fluxes in R, during the 10-day flare simulated in Figure 3.6. This

agrees well with the observed optical variability pattern. In this study, I have not

addressed the microvariability that was observed in the optical band as that analysis

would open up an even larger parameter space, which cannot be reasonably well

constrained without any variability information in the X-ray regime.
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Figure 3.10: The simulated hardness-intensity diagram indicates a positive correlation
between R- and B-band for an outburst lasting for ∼ 10 days. The object becomes
brighter in R and harder in B-R as shown by the arrows. The spectral upturn takes
place at B-R ≈ 0.72 mag where the flux in B equals that in R (corresponding to
αBR = 0) (Joshi and Böttcher 2007).
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As can be seen from Figures 3.8 and 3.9, the flare declines faster than the time

taken by the flare to rise. This might indicate that the particle’s synchrotron cooling

timescale in the optical regime is less than or equal to the light crossing time (dynam-

ical time scale), which determines the shortest observed variability time scale. This

condition can be used to obtain a Doppler-dependent lower limit on the magnetic

field. Thus we can write the observed synchrotron cooling timescale, τ obs
cool,syn, in the

optical regime to be

τ obs
cool,sy ≈ 2.8× 103(

D

15(1 + z)
)−1/2(

B

2.9G
)−3/2ν

−1/2
15,R s , (3.8)

where ν15,R = 0.429 is the frequency in the R band in units of 1015 Hz. The observed

dynamical time scale is given by

τ obs
dyn ≈

(
Rb

c

)(
1 + z

D

)
. (3.9)

Since τ obs
cool,syn ≤ τ obs

dyn, we can write

τ obs
cool,syn = 8.18× 104(

1 + z

D
)1/2B

−3/2
G ≤

(
Rb

c

)(
1 + z

D

)
s , (3.10)

where BG is magnetic field strength in Gauss. This time scale gives a lower limit on

the value of the magnetic field in the jet that can be used for simulations:

BG ≥ 1.88× 103

(
D

1 + z

)1/3

(
c

Rb

)2/3 . (3.11)
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Putting in values of z = 0.444, D = 24, and Rb = 3.59× 1015 cm in equation 3.11

we obtain the lower limit of BG ≥ 1.98. Thus, in order to obtain meaningful results

from the modeling of 3C 66A the magnetic field value used in the simulations should

be higher than 1.98 G. I allowed the magnetic field value to evolve in time by keeping

εB = 1. This yielded an average value of 2.4 G in the simulated quiescent state and

2.8 G in the simulated flaring period, which conforms with the lower limit obtained

from equation 3.11. The observed synchrotron cooling timescale, τ obs
cool,syn in the optical

regime can be calculated from equation 3.8 using B = 2.4 G for the quiescent state

and B = 2.8 G and for the flaring state. This yields a value of τ obs
cool,sy ∼ 1.5 hours

for the quiescent state whereas for the flaring state it reduces to 1.2 hours. These

values are smaller than that of the observed minimum variability timescale, which was

∼ 2 hours, thus supporting the observational results of lack of frequency dependent

spectral variability.

From Figure 3.9, it can be seen that the X-ray lightcurves tend to cross over each

other. This is because hard X-ray photons are produced from SSC scattering always

whereas soft X-ray photons are dominated by synchrotron component during flaring.

The lightcurve of soft X-ray photons of energy 1 keV exhibits a greater variability

of ∼ 1.4 × 1012 Jy Hz in its flux as compared to their optical counterpart. This is

expected because the soft X-ray photons, during the flaring episode, are produced

from synchrotron emission of electrons that are accelerated to very high energies and

as a result have a very short cooling timescale and thus greater variability. In case
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of hard X-rays no significant variability is predicted. This is because such photons

are produced from Compton upscattering of synchrotron photons off the low-energy

electrons and as a result the cooling timescale is much longer as compared to the

cooling timescale of their soft X-ray and optical counterparts. Hence, the variability

information gets washed out. The predicted X-ray spectral variability pattern of

large variability in the low X-ray energy band and negligible variability in the high

X-ray energy band is similar to what has also been observed in the BL Lac object BL

Lacertae on several occasions (see for e.g., Ravasio et al. 2003, 2002).

From Figure 3.11, it can be seen that no spectral hysteresis patterns are present

for the optical and soft X-ray photons. This is expected because the cooling timescale

of their parent electron population is so short that what is observed is the average

effect of this cooling over the dynamical timescale and hence any hysteresis pattern

gets smeared out.

On the other hand, one expects to see these patterns at higher energies (not

VHE) because as explained earlier, this photon population comes from Compton

upscattering off low-energy electrons, which have a longer cooling timescale and as a

result the photon population gradually builds up over time and then dies away giving

rise to a hysteresis pattern (Figure 3.12). The slight spectral softening at 10 keV

seen in its hysteresis pattern (Figure 3.11) for higher values of νFν indicates a small

synchrotron contribution near the peak of the flare.
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Figure 3.11: Simulated spectral hysteresis pattern in the R-band, 1 keV and 10 keV
energy regimes, shown in the three panels respectively. As can be seen, the hysteresis
pattern starts to show up in the 10 keV energy regime (Joshi and Böttcher 2007).

The simulated instantaneous SED, for a pure SSC model, shows a definite presence

of γ-ray emission in 3C66A, in the quiescent as well as the flaring state (Figures 3.5

and 3.6). The VHE emission, according to the simulations for the time averaged

spectrum, cuts off at ∼ 1.0 × 1024 Hz or 4 GeV. According to the simulations, SSC

mechanism is responsible for the emission of VHE γ-ray photons in both the quiescent
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Figure 3.12: Simulated hysteresis pattern for 1 MeV, 100 MeV and 10 GeV energy
regimes, shown in the three panels repectively. The hysteresis pattern is prominent
for the 1 MeV energy regime but starts to become absent at higher energies (Joshi
and Böttcher 2007).

and the flaring states. As can be seen from Figure 3.9, the νFν value for the simulated

lightcurves of VHE photons changes by ∼ 4.0×1012 Jy Hz at 100 MeV. The variability

in VHE photons is expected as they are the result of Compton upscattering off the

higher energy electrons and due to this the hysteresis pattern is not seen at such high
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energies as the cooling timescale of such high energy electrons is very short (Figure

3.12).

I had also investigated for a possible presence of the EC component in the high-

energy part of the SED of 3C 66A. From Figure 3.13, it can be seen that the high-

energy component of 3C 66A, in the flaring state, could start out with a dominant

contribution of the EC emission, shown by the red solid line. But as the blob travels

further out and passes the outer edge of the BLR, the EC contribution becomes less

significant and the SSC emission takes over. This is indicated by the black long-

dashed line in the figure. This might indicate that this maximum contribution from

the EC component would be just enough to explain the historical EGRET flux and

that there could be GeV flaring due to early external Comptonization.

I had also evaluated the effect of an optical depth due to the Intergalactic Infrared

Radiation Background (IIRB) on the spectra of 3C 66A, and found it to be insignifi-

cant in the energy range we are interested in (Figure 3.7). In order to determine the

optical depth due to the IIRB, I had used the analytic expression given in Stecker

et al. (2006). The γ− γ absorption at ∼ 100 GeV becomes important as τγγ ∼ 1 and

becomes slightly observable at ∼ 200 GeV as the optical depth takes a value of, τγγ ∼

2.9. Hence, the SSC emission exponential cutoff value at ∼ 4 GeV is indeed intrinsic.
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Figure 3.13: Simulation of the effect of the BLR on the instantaneous SED of 3C 66A
for the first 3 days of a simulation similar to Figure 3.6. The curves in the figure
denote the instantaneous spectra obtained from the simulation. The red solid line
denotes one of the initial instantaneous spectra at the beginning of the simulation
whereas the black long-dashed line indicates the last spectrum obtained from the
simulation (Joshi and Böttcher 2007).

3.6 Summary

A recent WEBT campaign to obtain multiwavelength data was carried out for

3C 66A, organized by Böttcher et al. (2005) from July 2003 until April 2004. It is

a LBL with an uncertain redshift determination of z = 0.444 (Bramel et al. 2005;

Finke et al. 2008). It has exhibited rapid microvariability in the optical and near
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infrared in the past and has been suggested as a promising candidate for detection

by the new generation of atmospheric Čerenkov telescope facilities like VERITAS

or MAGIC (Costamante and Ghisellini 2002). In conjunction with this project, I

carried out a literature survey on 3C 66A to determine the historical flux levels

displayed by the source as a guide to new observations. I had a significant role in

combining disparate data sets from different optical observatories and placing them on

a common photometric scale. I used the resulting multiwavelength data to estimate

key physical properties of the source by employing fundamental physical arguments.

These properties describe the sub-parsec scale outflow, which is closest to the central

engine. The resulting values served as crucial input for detailed numerical models for

the blazar source.

I carried out an extensive analysis of the data of 3C 66A, obtained from this cam-

paign, using a time-dependent leptonic jet model. The analysis involved theoretical

understanding of the dominant radiation mechanism in the production of the high-

energy component of the SED of 3C 66A in the quiescent as well as the flaring state,

and predictions regarding the variability patterns in the X-ray and the VHE energy

regimes where such patterns could not be detected during the campaign. The object

was well sampled in the optical, especially in the R-band, during the campaign. It

had exhibited several major outbursts (∼10 days) in this regime with a varibility of

∆m ∼ 0.3-0.5. The X-ray data covered the 3-10 keV range with the onset of the
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high-energy component expected at ≥ 10 keV photon energies. Only upper limits in

the VHE regime were obtained from the campaign.

The simulations could successfully reproduce the observed SED as well as the

optical spectral variability patterns. The model suggests the dominance of the SSC

mechanism in the production of hard X-ray as well as VHE photons. On the other

hand, soft X-ray photons exhibit spectral softening during flaring indicating the onset

of the synchrotron component in this energy range. According to the simulated time-

averaged spectrum, the synchrotron component is expected to cut off near 7 keV

whereas the SSC component cuts off at ∼ 4 GeV.

A flaring profile that was Gaussian in time could successfully reproduce the ob-

served flaring profile for a timescale of ∼ 10 days. The simulated varibility in R (∆m

∼ 0.55) agreed well with the observed variability. According to the simulations, the

object flares up in R and B simultaneoulsy with τ obs
cool,syn (1.2 hours) being less than the

light crossing time (2 hours) during flaring. No significant variability is predicted in

the hard X-ray regime. This is due to the production of such photons from Compton

upscattering off low-energy electrons with cooling timescales much longer than the

light crossing time, 3Rb/4c. On the other hand, the simulated lightcurves of VHE

γ-ray photons exhibit significant variability and should be observable by future VHE

observations of the source. The reason for the presence of a significant variability

in the VHE photons is that such photons are produced from the Compton upscat-

tering off higher energy electrons, which have shorter cooling timescales than the
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light crossing time and thus the variability information gets carried in the resultant

radiation.

The effect of the optical depth due to γ−γ absorption by the IIRB on the SED of

3C 66A was also evaluated. The simulations do not predict a significant effect on the

SED due to the optical depth. The SSC emission cutoff predicted to be at ∼ 4 GeV

can be taken as the intrinsic SSC emission exponential cutoff value for this object.

We predict the object to be well within the observational range of MAGIC and Fermi.

Finally, the EC emission for this object was also calculated and it appears that the

EC emission could be dominant in the high-energy component initially, but as the

emission region travels further away from the BLR, the EC contribution becomes less

significant and the SSC emission takes over. It is highly probable that this maximum

contribution of the EC component might explain the historical EGRET flux and that

there could be GeV flaring due to early external Comptonization. The object could

also be detected by VERITAS if the EC contribution is dominant in the high-energy

component of the SED.
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Chapter 4

Internal Shock Model for Blazar

Jets

4.1 Introduction

The SEDs of blazars provide valuable information regarding the acceleration of

jet particles and the dominant mechanism in the production of the resulting radiation

in a time-dependent manner. Understanding the acceleration of relativistic particles

and the geometrical structure of the acceleration region at sub-parsec scales inside a

relativistic jet is highly crucial to the development of a code that is capable of ex-

plaining the radiation as well as the acceleration mechanisms of high-energy particles

in the jets of blazars. Many authors have carried out similar studies in the past of

the blazar jets (Böttcher and Schlickeiser 1997; Georganopoulos and Marscher 1998;

Böttcher and Chiang 2002; Joshi and Böttcher 2007) in which a spherical emission

region was considered and a power-law energy distribution of injected electrons and

positrons was assumed. Since positrons lose the same amount of energy as electrons

via the same radiative loss mechanisms, I do not distinguish between them through-

out this chapter. The evolution of the particle population and the subsequent photon

emission was then solved numerically in a time-dependent manner in order to gener-
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ate the theoretical light curves, spectral variability patterns, SED, and other features

to obtain a satisfactory fit with the observed data of a given source.

Even though such theoretical approaches have successfully reproduced the ob-

served SED and the spectral variability patterns of various blazars, and have provided

the relevant physical parameters of the emission region, the location and the mode of

particle acceleration in the jets of such systems remain open questions. Most of these

theoretical approaches have assumed a spherical geometry for the emission region,

continuous injection of particles, and homogeneous population of both electrons and

photons throughout the emission region (Sikora et al. 1994; Bloom and Marscher 1996;

Böttcher and Bloom 2000; Joshi and Böttcher 2007). Such assumptions are good only

to a first approximation and do not completely account for the observations. Thus,

a more advanced theoretical approach is needed that can explain the acceleration

as well as radiative processes taking place inside such jets as accurately as possible.

The main benefit of using such an approach would be to treat the characteristics of

the energized plasma, such as electron energy distribution and magnetic field, not as

free parameters but as products of the underlying acceleration mechanism. This, as

a result, would enable us to link the observed emission properties to the physics of

energy transport inside a jet.

As far as particle acceleration is concerned, significant progress has been made in

this direction in recent years. In the case of leptonic jet models, the electrons’ accel-
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eration and their subsequent injection has been treated in various ways by different

authors.

Sokolov et al. (2004) consider a collision between a moving shock and a stationary

shock, namely the Mach disk, to accelerate the background plasma electrons to highly

relativistic energies. Such electrons then start to radiate via synchrotron and inverse

Compton processes and result in the observed emission. Spada et al. (2001) (hereafter

S01) and Mimica et al. (2004), on the other hand, consider an internal shock model to

accelerate the particles inside a jet. In such a scenario, shells of plasma with different

mass, energy, and velocity are ejected intermittently by the central engine. The faster

moving shells then catch up with the slower moving ones, ejected at earlier times, to

result in collisions that produce the shocks internal to the jet. These shocks accelerate

the plasma electrons to ultrarelativistic energies. The energized electrons then lose

their energies via various radiative processes to produce the observed radiation.

All of the above mentioned approaches consider the formation of reverse and for-

ward shocks inside the jet, that lead to particle acceleration in a region resulting from

the collision. The injection of particles into the emission region continues as long as

it takes for the shocks to cross the entire region. The population of electrons and

photons has been assumed to be homogeneous in density throughout the emission

region. The geometry of the region has been assumed to be cylindrical (cubic geom-

etry in case of Chiaberge and Ghisellini (1999)) instead of being spherical. This type

of a geometry closely represents the real structure of the emission region when it is
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closer to the central engine. It also represents the radio core observed in Very Large

Baseline Interferometry (VLBI) images that tends to have a more elongated structure

as compared to a spherical one.

In a recent approach, Graff et al. (2008) invoke the standing or propagating shock

in a collimated jet to accelerate the particles and adopt a multi-zone pipe geometry

for the emission region to simulate the resultant radiation and variability of blazars

via synchrotron and SSC processes. Their model considers the inhomogeneity in the

particle and photon population throughout the emission region and also takes into

account the non-local, time-delayed SSC emission of the source.

Other acceleration scenarios, such as, isolated shocks propagating along the jet

(Marscher and Gear 1985; Kirk et al. 1998; Sikora et al. 2001), oblique shocks propa-

gating through a pre-existing jet (Ostrowski and Bednarz 2002) or particle accelera-

tion in shear flows (Rieger and Duffy 2004) have also been shown to work for blazar

jets.

In this chapter, I will describe the use of the internal shock scenario to develop a

code that is capable of explaining the acceleration as well as radiation mechanisms in

relativistic blazar jets at sub-parsec scales. I have used this method to calculate the

relevant physical parameters of a cylindrical emission region that would result in the

production of the observed radiation. In this approach, I am taking into account the

inhomogeneity in the photon and electron population throughout the region, which

automatically addresses the non-local, time-delayed SSC emission of the source.
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In Section 4.2, I will briefly describe shocks and their propagation through a

medium. In Section 4.3, I will describe the interaction between two shells of plasma

resulting in internal shocks and the subsequent treatment of the collision in a relativis-

tic hydrodynamic manner. Section 4.4 deals with the calculation of the volume and

angle averaged photon escape timescale for a cylindrical geometry that I have carried

out independently of any previous work. Section 4.5 is dedicated to the description of

the numerical approach that I have used for calculating the various radiative energy

loss rates as well as photon emissivities by taking into account the inhomogeneity in

the density of the photon and electron population throughout the emission region.

In Section 4.6, I describe the relevant light-travel time delays that are required to

accurately register the radiation in the observer’s frame of reference. I discuss the

numerical approximation that has been used to calculate the synchrotron photon

density in the simulations in Section 4.7 and I summarize in Section 4.8.

4.2 Shocks

The fundamental equations of fluid dynamics are conservation of mass, momen-

tum, and energy. In case of the hydrodynamic motion of an ideal fluid (fluid in which

thermal conductivity and viscosity are unimportant), the conservation of mass is de-

scribed by the continuity equation. According to this equation, the rate of change in

the local density, ρ, of a fluid material is equal to the difference in the rate of flow
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of that material into and out of a given test volume along the direction of its motion

(Dopita and Sutherland 2003). The continuity equation is given by

∂ρ

∂t
+∇ · (ρv) = 0 , (4.1)

where v is the velocity of the fluid material. The conservation of momentum and

energy is described by the Euler’s force equation. According to this equation, the

rate of change of momentum of a fluid material is equal to the flux of momentum of

the material into a given volume plus the forces acting upon that material. The forces

are composed of external forces (F), like gravitational forces, and internal forces due

to pressure gradients (∇P ) (Dopita and Sutherland 2003). The Euler’s force equation

is given by

ρ

[
∂v

∂t
+ (v · ∇) v

]
= F−∇P . (4.2)

In addition to the conservation equations, the Maxwell equations must also be

satisfied along with an equation of state for the flow of the fluid material that relates

pressure to other thermodynamic variables, such as density and temperature. For

nonrelativistic fluids, the equation of state is given by

P = Kργ̂ , (4.3)
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where K is the proportionality constant and is a function of entropy, and γ̂ = CP/CV

is the adiabatic index, which is the ratio of the specific heats at constant pressure, P,

and at constant volume, V.

Now, if a disturbance propagates through such a stationary fluid at a speed greater

than the speed of sound in the fluid the resultant changes in the flow variables, such as

v, ρ, P, and temperature T, are communicated in a discontinuous manner over space.

This discontinuity in the flow variables is what is termed as a shock. In such cases,

the information regarding the change in flow variables does not propagate backwards

in the spatial coordinates. In case of AGN jets the shocks tend to be relativistic in

nature. Across the shock, equations 4.1 and 4.2 still apply. These equations are used

to calculate the changes in the flow variables across the shock front, which is defined

as a region over which the flow variables undergo sudden changes (Kwok 2006). The

equations that define these changes in such physical quantities are called the Rankine-

Hugoniot jump conditions. A schematic of the shock propagation through a medium

is shown in Fig. 4.1.

For non-relativistic, hydrodynamic, strong shocks (shocks with Mach number, Mo,

approaching infinity), the jump conditions (in the frame of the shock) for density,

velocity, and pressure are given by (Kwok 2006)
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Figure 4.1: Schematic of the shock propagating through a medium at rest. The shock
travels with a speed vs in the frame of the medium. In the frame of the shock, the
medium enters the shock front with a speed uo = −vs and leaves the front with a
speed u1. The quantities ρo and Po are the density and pressure of the unshocked gas
and ρ1 and P1 are that of the shocked gas in the frame of the shock.

ρ1

ρo
=
γ̂ + 1

γ̂ − 1
,

u1

uo
=
γ̂ − 1

γ̂ + 1
,

P1

Po
=

2γ̂

γ̂ + 1
M2

o −
γ̂ − 1

γ̂ + 1
. (4.4)

All astrophysical outflows eventually interact with the surrounding medium, which

could either be a preexisting interstellar gas, galactic medium, or a circumstellar

medium. As a result of this interaction, the high pressured expanding gas of the

outflow that is travelling either supersonically (supernova outflows, stellar winds,

outflows from newly born low-mass stars) or relativistically (AGN outflows) starts to

push against the medium it has encountered. This drives a shock into the medium,
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which heats it, increases its pressure, and makes it move outward. The energy needed

to heat the medium and make it moving outward comes at the expense of the kinetic

energy of the expanding outflow. This abruptly slows down the gas of the outflow,

and as a result of this another shock is transmitted into the outflow. This inner

shock, also referred to as the reverse shock (RS), appears to move in the opposite

direction of the shock that is travelling outward into the medium (forward shock (FS))

in the frame of the shocked medium (comoving frame). In the frame of the central

engine (lab frame) that is ejecting the outflow, both the shocks appear to move in

the forward direction. The two shocks generally have unequal velocities. As a result,

the temperatures of the respective gases shocked by the two shocks are not the same

but the pressures of these two shocked gases are the same. Thus, at the point of

interaction of the outflowing gas and the medium, there is a jump in the density and

temperature of the gas such that the product nT remains constant. This point of

interaction is called a contact discontinuity (CD) (Dopita and Sutherland 2003) and

the velocity of the gases across the discontinuity also remains equal.

4.3 Collision Hydrodynamics

In the internal shock scenario, the central engine produces shells of plasma with

different mass and energy travelling with different relativistic velocities. As a result

of this disparity, the faster moving shells catch up with the slower moving ones,

released at earlier times, resulting in an inelastic collision. The collision results in the
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formation of the two shocks, FS that propagates into the slower moving outer shell

and RS that propagates into the faster moving inner shell. The shocks are separated

by a CD across which the pressure and the velocity of the shocked fluids stay constant,

as explained in Section 4.2. As the shocks propagate into their respective shells, they

convert the ordered bulk kinetic energy of the plasma into magnetic field energy and

random kinetic energy of the electrons. As a result, the electrons get accelerated to

extremely high energies and start to radiate to produce the radiation observed at all

wavelengths from radio through VHE γ-rays.

For the purposes of my study, I am considering a single inelastic collision, at sub-

pc scales of the jet, between a slower moving outer shell and a faster moving inner

shell. Figure 4.2 shows a schematic diagram of the inner and outer shells propagating

through the jet with bulk Lorentz factors (BLFs) Γi and Γo (Γi > Γo). I study

the dynamics of the collision and the subsequent photon emission from non-thermal

relativistic particles after the interaction between the two shells has started. I assume

that the magnetic field is generated during the collision and hence does not play a

role in the dynamics of the collision. The entire treatment of shell collision and

shock propagation is hydrodynamic and relativistic in nature. The expansion of the

individual shells as well as the merged shell has not been taken into account as the

jet is well collimated at sub-pc scales.
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Figure 4.2: Schematic of two cylindrical shells located at different distances from the
central engine. The outer shell propagating through the jet with BLF Γo was ejected
from the engine at an earlier time. The inner shell with a BLF Γi is a faster moving
shell that eventually catches up with the outer shell resulting in an inelastic collision.
The widths of the inner and outer shells are ∆i and ∆o, respectively.

4.3.1 Collision Parameters

I assume the ejection of an outer shell with mass Mo, width ∆o and a BLF Γo,

and an inner shell of mass Mi, width ∆i and BLF Γi separated by a time interval ts.

The radius, R, of both the shells has been assumed to be equal to each other and to

that of the collimated jet. Assuming the z-axis to be along the axis of the jet and the

radius of the jet to be perpendicular to this axis, I consider that at time t = 0, the

outer shell is at a distance zo and the inner shell is at a distance zi from the central

engine. Here, the distances are being measured from the base of the jet to the outer

side of each shell. Then, the time of collision, δt is given by (Kobayashi et al. 1997)

δt =
(zo − zi −∆i)

c (βi − βo)
(4.5)
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and the position at which the two shells collide, which also defines the location of the

CD, is given by

zc = zi + cβiδt . (4.6)

Considering the collision of these two shells to be an inelastic one, the BLF and

the total internal energy of the merged shell can be obtained by using the conservation

of momentum and energy. This yields

Γm =

√
MiΓi +MoΓo

Mi

Γi
+ Mo

Γo

(4.7)

and

Eint = Mic
2 (Γi − Γm) +Moc

2 (Γo − Γm) . (4.8)

I am assuming the internal energy of an individual shell to be negligible and all the

energy is stored as the bulk kinetic energy of the shell. The efficiency of conversion

of the bulk kinetic energy of the shells into the internal energy of the merged shell

from a single collision, that is the ratio of the internal energy of the merged shell to

the total kinetic energy of the two shells, is given by

η = 1−
[

(Mi +Mo) Γm

(MiΓi +MoΓo)

]
. (4.9)
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As a result of shock propagation, the emission regions keep increasing until the

two shocks reach the respective boundaries of the merged shell as shown in Figure

4.3.

Figure 4.3: Diagram of the two-shell inelastic collision resulting in a merged shell of
BLF Γm. The FS and RS fronts start to propagate in the outer and inner shells,
respectively, creating the forward and reverse emission regions. In the comoving
frame, the shock fronts move with a BLF Γfs and Γrs. The CD is located at a distance
zc from the central engine. The comoving pressures pfs and prs and velocities of the
shocked fluids across the CD are equal. Only the forward and reverse emission regions
are filled up with ultra-relativistic electrons. The emission regions keep expanding
sideways until the FS and RS reach the boundary of forward and reverse regions,
respectively.

The BLF of the entire emission region in the lab frame, Γsh, is calculated by using

relativistic hydrodynamic Rankine-Hugoniot jump conditions, for energy and particle

density across both the shock fronts and the condition of equal pressure and velocity

of the shocked fluids across the CD (S01). Since the jump equations for both the FS
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and RS regions are similar, I will mention the jump equations for the forward region

only. The Rankine-Hugoniot jump equations for the internal energy, Efs, and the

matter density of baryons, ρfs, in the comoving frame of the forward region are given

by (S01)

Efs

ρfs

= c2 (Γsh,o − 1) (4.10)

and

ρfs

ρo

=
(γ̂Γsh,o + 1)

(γ̂ − 1)
. (4.11)

Here, ρo is the baryon density of the preshocked fluid in the comoving frame of the

forward region, γ̂ is the adiabatic index whose value has been assumed to be 4/3,

(typical value for a plasma in relativistic hydrodynamics), and Γsh,o is the BLF of the

emission region in the frame of the outer shell. The Γfs = Γsh,o in the comoving frame

of the shocked fluid.

The pressure of the forward region is obtained from equations 4.10 and 4.11 and

is given by

pfs = (Γsh,o − 1) (γ̂Γsh,o + 1) ρoc
2 . (4.12)

The condition of equal pressures and velocities of the shocked fluids across the CD

yields a quartic equation in Γsh. The following equation is solved numerically to

obtain the value of Γsh (S01):
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γ̂
(
g4 − Y

)
x4 + 2g (γ̂ − 1)

(
Y − g2

)
x3 + 2g2 (2− γ̂) (Y − 1)x2

+ 2g (γ̂ − 1)
(
g2Y − 1

)
x+ γ̂

(
1− g4Y

)
= 0 , (4.13)

where x = Γsh/
√

ΓoΓi, g =
√

Γi

Γo
(1/g < x < g), and Y = ρo/ρi.

The widths of the forward as well as the reverse region in the lab frame are

obtained using equation 4.11, and are given by (S01)

∆fs = ∆o

(
ρo

ρfs

)
,∆rs = ∆i

(
ρi

ρrs

)
. (4.14)

Similarly, the internal energies, in the lab frame, of both the shocked regions are

obtained using the equality of velocities of the two shocks across the CD and is given

by (S01)

Efs =
Eint(

1 + ∆rs

∆fs

) , Ers =
∆rsEint

∆fs

(
1 + ∆rs

∆fs

) . (4.15)

The time of crossing the forward or reverse region by the FS or RS, in the comoving

frame, can then be obtained by using the corresponding comoving shell width (∆′)

and shock velocity, and is given by

t′cr,fs(rs) =
∆′fs(rs)
cβfs(rs)

. (4.16)
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4.3.2 Emission region parameters

The calculation of radiative processes is dependent of the values of various param-

eters, such as the magnetic field (B), minimum (γmin) and maximum (γmax) random

Lorentz factor (RLF) of the electrons, and the normalization factor, Qinj
0 (cm−3s−1)

of the electron injection function Qinj
e (γ, t) = Qinj

0,fs(t)γ
−q
fs (cm−3s−1). In order to pro-

ceed with the calculation of the radiative processes, I first derive the values of these

parameters from the shock dynamics (see below) for each of the shocked regions sepa-

rately. I then calculate the radiative energy loss rates of electrons and corresponding

photon emissivities for both the regions separately and then add their respective con-

tributions to the observed spectrum accordingly. Since the equations for both the

regions are similar, I will mention the equations for the forward region only, in this

as well as in the rest of the sections of this chapter, unless otherwise stated. Primed

quantities are all calculated in the comoving frame of the shocked fluid. Quantities

like the particle spectral index of the injected electron population, q, γmin, and γmax,

although unprimed, also refer to the comoving frame, and the rest of the unprimed

quantities all refer to the lab frame.

Since some of the bulk kinetic energy of the colliding shells gets converted into

the magnetic and electron energy by the resulting shocks, the value of the magnetic

field in the forward region is obtained using the equation

U ′B,fs = εBU
′
fs , (4.17)
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where U ′fs = Efs/(Γ
2
shπR

2∆fs) is the internal energy density of the shocked fluid in the

forward region, and R is the radius of this cylindrical region. The U ′B,fs = B′2fs/8π is

the magnetic energy density and εB is the fraction of U ′fs stored in U ′B,fs. Equation

4.17 yields the value of the magnetic field, which is assumed to be randomly oriented

in space:

B′fs =

(
1

Γsh

)√
8εBEfs

R2∆fs

. (4.18)

The maximum RLF of the injected electrons, on the other hand, is obtained

by balancing the power gained from the acceleration from both the shock and the

gyroresonant processes with the synchrotron losses as these losses are expected to

dominate at the highest energies (Chiang and Dermer 1999; de Jager and Harding

1992). This condition yields

γmax,fs = 4.6× 107

√
α

B′fs
, (4.19)

where α ≤ 1 is the electron acceleration rate parameter.

The minimum RLF of the injected electrons in the forward region resulting from

the propagation of the FS through the region is obtained by using the equation

U ′e,fs = εeU
′
fs . (4.20)

Here, U ′e,fs = n′e,fs〈γfs〉mec
2 is the electron energy density, n′e,fs = ζe

ρfs
mp

is the number

density of non-thermal electrons injected by the FS into the forward shock region,
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and εe is the fraction of U ′fs stored in U ′e,fs. The average electron energy 〈γfs〉 for the

energy range γmin,fs < γfs < γmax,fs, in the comoving frame, is given by

〈γfs〉 =

γmax,fs∫
γmin,fs

n′e,fs(γfs)γfsdγfs

γmax,fs∫
γmin,fs

n′e,fs(γfs)dγfs

. (4.21)

Here, n′e,fs(γfs) = n′oγ
−q
fs is the injected electron number density per unit γfs. Substi-

tuting all the above expressions along with the equation 4.19 in equation 4.20 and

writing U ′fs = n′p,fsΓfsmpc
2, as most of the internal energy of the shock is stored in the

baryons, I obtain the expressions for γmin,fs to be

1837
εe
ζe

Γfs ln(γmin,fs)− γmin,fs + γmax,fs − 1837
εe
ζe

Γfs ln(γmax,fs) = 0 if q = 1,

ln(γmin,fs) + 1837
εe
ζe

Γfs

γmin,fs

− ln(γmax,fs)− 1837
εe
ζe

Γfs

γmax,fs

= 0 if q = 2,

γ2−q
min,fs − Cγ

1−q
min,fs − γ

1−q
max,fs(γmax,fs − C) = 0

if q 6= 1 or 2 , (4.22)

where C = 1837
(
q−2
q−1

)(
εeΓfs

ζe

)
, and ζe is the fraction of electrons that are effectively

accelerated. Equation 4.22 is solved numerically to obtain the value of γmin,fs. In case

of γmax � γmin and q > 2, the above expressions reduce to

γmin = 1837
q − 2

q − 1

εe
ζe

Γfs (4.23)
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The normalization factor of the injection function is determined by requiring that

the electrons are accelerated as long as the shock is present in the region. The

electrons that are closer to the shock front are accelerated behind the shock. The

value of Q′inj
0,fs(t) for a zone is obtained by assuming that the energy density available

per unit time to accelerate the non-thermal electrons is a fraction of the rate of change

of internal energy stored in the shock (Mimica et al. 2004). This yields

ζeE
′
fs

t′cr,fs

= V ′fs

γmax,fs∫
γmin,fs

Q′inj
e,fs(γfs, t)γfsmec

2dγfs . (4.24)

Using equation 4.24, I obtain the expression for Q′inj
0,fs(t) as

Qinj
0,fs(t) =



ζeE′fs(2−q)
V′fsmec2t′cr,fs(γ

2−q
max,fs−γ

2−q
min,fs)

if q 6= 2

ζeE′fs
V′fsmec2t′cr,fsln(γmax,fs/γmin,fs)

if q = 2 .

(4.25)

where E ′fs = Efs

Γsh
is the internal energy, and V ′fs = πR2∆′fs is the volume of the forward

region.

4.4 Photon Escape Timescale

In the case of a cylindrical region, the volume and angle averaged photon escape

timescale is not the same as that of a spherical one. This quantity is important for

numerical computation of the evolution of the particle and photon population inside
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the emission region. The average photon escape timescale also yields an estimate of

the mean free path for photons in the case of synchrotron self absorption (SSA) as

well as γ−γ absorption. Thus, the need to find an expression for the average photon

escape timescale for a cylindrical region is evident. To carry out this work, I have

derived an analytical expression for the escape timescale of a photon for a cylindrical

region, which to the best of my knowledge has been derived for the first time ever.

In order to obtain the expression for the escape timescale in the comoving frame, I

consider three possible directions, namely, forward, sideways and backward, in which

a photon can possibly escape out of a cylindrical region. All the quantities in this

section refer to the comoving frame only, hence the prime notation is not being used.

Figure 4.4 depicts the angle considerations for the three possible directions of escape

for a photon from a cylindrical region of height (width) h and radius R.

As stated earlier, the z-axis is along the axis of the cylinder. Considering lesc+

and lesc− to be the distance that needs to be covered by a photon travelling in the

forward or backward direction to escape out of the region and θ+ and π−θ− to be the

corresponding angles in the two directions respectively. The volume averaged photon

escape timescale can then be written as

〈tph,esc,V〉 =
1

Vcyl

R∫
0

h∫
0

2π∫
0

〈tph,esc (r, z)〉rdφ dz dr , (4.26)
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Figure 4.4: Illustration of the three possible directions of escape for a photon from
a cylindrical region. The radius, R, of the cylinder is assumed to be greater than its
height, h. The quantities lesc+ and lesc− refer to the escape path lengths for a photon
in the forward and backward directions, and θ+ and π − θ− are the corresponding
angles.

where the angle averaged escape timescale is written as

〈tph,esc (r, z)〉 =
1

4πc

2π∫
0

+1∫
−1

lesc (µ, φ; r, z) dµ dφ . (4.27)

Here, lesc is the distance required to escape from the region in any direction, and

µ = cos θ. I have solved the above integral analytically to obtain the final expression

for the volume and angle averaged photon escape timescale for a cylindrical region.

The intermediate steps needed to obtain the final expression are given in Appendix
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A of this dissertation. The photon escape timescale for a cylindrical region was found

to be

〈tph,esc,V〉 =

(
h

4c

)
ln

(
1 +

R2

h2

)
−
(
R2

4ch

)
ln

(
1 +

h2

R2

)
+

(
R

c

)
arctan

(
h

R

)
. (4.28)

Figure 4.5 shows a comparison of the photon escape timescale for cylindrical and

spherical geometries as a function of (h/R).
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Figure 4.5: Comparison of the volume and angle averaged photon escape timescales
for a cylindrical and spherical geometry.

As can be seen from equation 4.28, if h = R, 〈tph,esc,V〉 = Rπ/4c, which is ≈

(3/4)R/c, the photon escape timescale for a spherical region. In the asymptotic

limits, the expression for the average photon escape timescale reduces to
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〈tph,esc,V〉 =



(
h
4c

)
[3 + ln(1 +

(
R
h

)2
)] if h� R

(
Rπ
2c

)
−
(
R2

4ch

)
[3 + ln(1 +

(
h
R

)2
)] if h� R

(4.29)

Equation 4.28 gives the volume and angle averaged photon escape timescale for

the entire cylindrical region in any direction. From symmetry consideration, the

time needed to escape the region from the backward direction is the same as that

of the upward direction. Using the geometry of a cylinder, the probability of escape

for a photon in the forward direction, only, is Pfwd = πR2/(2πR(R + h)). The

probability for a photon to go in the backward direction is, Pback = Pfwd. Similarly, the

probability of escape in the sideways direction, only, is Pside = 2πRh/(2πR(R+h)) =

h/(R + h). These probabilities are used to calculate the photon escape rates in the

three directions, as described in the next section.

4.5 Numerical Method

The emission region parameters and the average photon escape timescale form the

necessary set of input parameters required to carry out the calculation of radiative

energy loss rates and photon emissivities and follow the evolution of electron and

photon populations inside the emission region in a time-dependent manner. All the

quantities mentioned in this section refer to the comoving frame and hence the prime

notation has not been used. In this model, I consider instantaneous acceleration of
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relativistic particles behind the shock front, which are then injected into the region

with a single-power-law distribution described by Qinj
e (γ) = Qinj

0 γ−q for γmin ≤ γ ≤

γmax, where Qinj
0 is given by equation 4.25, γmin by equation 4.22, and γmax by equation

4.19. The acceleration of the particles and the longitudinal expansion of the emission

region continues until the shock reaches the respective boundary of the merged shell.

As the shock propagates in the region, the more energetic electrons are located at

the shock front as that is where they are accelerated while the cooled particles are

progressively more distant from the front thereby automatically forming an energy

gradient within the emission region.

Once the acceleration sets in, the particles begin to lose their energy via various ra-

diative processes such as synchrotron, SSC, and/or Compton upscattering of external

photons (EC). The time-dependent evolution of the electron and photon populations

in the emission region is followed by using equations 3.4 and 3.5 of Chapter 3. In

order to obtain the temporal evolution of the electron distribution in the emission

region, equation 3.4 is rearranged in such a way that it forms a tridiagonal matrix,

which is then solved numerically (Chiaberge and Ghisellini 1999; Press et al. 1992).

The synchrotron photon emission rate in the energy interval [ε, ε+dε] is calculated

using the formula (Crusius and Schlickeiser 1986)

ṅsyn (ε) =

√
3e3B

2πh2ν

∞∫
1

R(x)nep(γ)dγ , (4.30)

where nep(γ) is the particle density in the energy interval [γ, γ + dγ].
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Synchrotron emission is accompanied by absorption for low-energy photons. In

this process, termed as SSA, the photon interacts with an electron of the same pop-

ulation producing the synchrotron radiation and is absorbed, giving up its energy

to the electron. As a result, a particular source remains optically thick to its own

synchrotron radiation for frequencies below a low-frequency cutoff with the spectrum

being ∝ ν5/2 if νSSA > νsyn. Here νSSA is the frequency of SSA photons in units

of mec
2/h and νsyn = eB

2πme
γ2

min = 2.8 × 106Bγ2
min is the characteristic frequency of

synchrotron photons produced from electrons with a Lorentz factor of γmin. The

optically thin part of the synchrotron spectrum of a source, on the other hand, re-

mains ∝ ν−(q−1)/2 (Figure 6.12 Rybicki and Lightman 1979). I have incorporated this

feature of the synchrotron radiation in my calculations. The SSA optical depth is

calculated using the formula

τSSA =
−lph,esc

√
3e3B

16π2 (mecν)2

∞∫
1

R(x)γ2 d

dγ

(
nep(γ)

γ2

)
dγ , (4.31)

where lph,esc = tph,escc is the mean free path for a photon escaping from a cylindrical

region. The synchrotron emission from a cylindrical region is then obtained using the

expression

ṅsyn(ε) = ṅsyn(ε)
(1− exp−τSSA)

τSSA

. (4.32)
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I have also used a simplified version of the synchrotron emission formula in the simula-

tions to save CPU time. This version of the synchrotron emission formula is discussed

in detail in Section 4.7.

The electron energy loss rate due to scattering an isotropic, monochromatic radi-

ation field of photon energy ε and density nph (cm−3), including the effects of Klein-

Nishina scattering cross section, is calculated using equation 4 of (Böttcher et al.

1997). The SSC photon emission rate of an isotropic SSC emission in the region is

calculated by (Jones 1968; Böttcher et al. 1997)

ṅSSC(εs,Ωs) =
1

4π

∞∫
1

dγnep(γ)

∞∫
0

dεnph(ε)g(εs, ε, γ) , (4.33)

where εs is the energy of the scattered photon, nph(ε) is the radiation field of photon

energy ε available for SSC scattering in the region, and g(εs, ε, γ) is a function that

includes the probability of regular Compton scattering, and is given by (Jones 1968)

g(εs, ε, γ) =



3cσT

16γ4ε

(
4γ2εs
ε
− 1
)

for ε
4γ2 ≤ εs ≤ ε

3cσT

4γ2ε

[
2qln(q) + (1 + 2q)(1− q) + (4εγq)2(1−q)

2(1+4εγq)

]
for ε ≤ εs ≤ 4εγ2

1+4εγ
.

(4.34)

Here, q = εs/4εγ
2(1− εs/γ). The radiation field available for SSC scattering includes

contributions from both the synchrotron photon density of the current time step of

the simulation and the SSC photon density of the foregoing time step. This way, I

have included the higher order SSC scattering in the code. In case of SSC emission,
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the optical depth for a γ-ray photon of energy ε1 due to interaction with lower energy

radiation present in the emission region (γ − γ absorption) is calculated using the

formula (Böttcher et al. 1997)

τγγ(ε1) = 2πlph,esc

+1∫
−1

dµ(1− µ)

∞∫
2

ε1(1−µ)

dεσγγ(ε1, ε, µ)nph(ε) , (4.35)

where nph is the photon density present in the emission region that provides the

photon field for γ − γ absorption and σγγ is the pair production cross-section. The

subsequent pair production rate is obtained using equation 26 of Böttcher and Schlick-

eiser (1997). Using the radiative transfer equation, the high-energy emission that is

able to escape from the region can be calculated as

ṅesc
SSC(εs,Ωs) = ṅSSC(εs,Ωs)

(1− exp−τγγ )

τγγ
. (4.36)

The temporal evolution of the photon population inside the emission region, for

synchrotron and SSC emission, is followed using equation 3.5. The time step used

in the simulations is a fraction of the minimum timescale amongst all the relevant

timescales (cooling, electron and photon escape, injection and shock crossing) of both

the regions (FS and RS) and is common for the two emission regions. This entire

numerical framework is what has been used to calculate the spectrum resulting from a

cylindrical emission region with two shocks propagating in the opposite directions in

the comoving frame of the region. I describe the method of applying this framework

to an emission region divided into various numerical grids (zones) below.
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4.5.1 The Zone Scheme

In order to reproduce the observed spectral variability patterns of a blazar as

accurately as possible, it is important to consider the inhomogeneity in the particle

as well as photon density throughout the emission region. Observations in the optical

and higher energy bands indicate that the injection and/or cooling timescales can be

shorter than the light crossing time for the region (Chiaberge and Ghisellini 1999). As

mentioned earlier, the highly energetic electrons that have been accelerated freshly at

the shock front evolve on a cooling time scale shorter than the light crossing time while

the electrons that are further away from the shock front have had time to strongly cool

off. This induces an energy gradient in the electron population within the region and

creates an inhomogeneity in the particle as well as photon energy density throughout

the emission region. As a result of this, the observer sees a combination of various

spectra being produced in different parts of the region (Sokolov et al. 2004; Graff

et al. 2008).

In this work, I incorporate the inhomogeneity in the particle and photon densities

by dividing the emission region into multiple zones, each of width hz and radius R

(same as that of the jet itself). As shown in Figure 4.6, I start with a jet that

is entirely devoid of relativistic particles and the first population of ultrarelativistic

particles is injected by the shock very close to the CD.

The zone closest to the CD in the forward emission region will have the forward

shock propagating through it first. As the shock advances, it injects particles into
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Figure 4.6: Illustration of the zone scheme used to calculate the entire radiation spec-
trum resulting from the emission regions shown in Fig. 4.3. The entire forward and
reverse regions are divided into Nfs and Nrs zones, each of width hz. The quantities
nph,fwd, nph,back,&nph,side are the photon escape densities in the forward, backward,
and sideways directions delineating the transfer of photons in between the zones
throughout the forward and reverse emission regions.

the zone with a power-law distribution dictated by the shock parameters. The nor-

malization factor, Qinj
0 is calculated for every zone using equation 4.25 and replacing

E ′fs by E ′fs,zn =
E′fs
Nfs

, V ′fs by V ′fs,zn =
V ′fs
Nfs

, and t′cr,fs by t′cr,fs,zn = hz

βfsc
. The electrons are

accelerated at the shock front and the subsequent electron and photon population is

followed according to the method described above, at every time step. As the shock

enters a new zone, it gradually populates that zone and the entire process of injection,

acceleration and cooling is repeated. The injection and acceleration stops in the pre-

vious zone, which the shock had just left, and only the cooling continues. As shown

in Figure 4.6, once the photon density of the zone closest to the CD is calculated

for the current time step, the photon escape rates for the forward, backward, and



112

sideways directions are calculated for the same time step using Pfwd, Pback, and Pside,

as mentioned in Section 4.4, in the following manner

dnph,fwd(ε,Ω)

dt
=
nph(ε,Ω)

tph,esc

Pfwd (4.37)

and

dnph,side(ε,Ω)

dt
=
nph(ε,Ω)

tph,esc

Pside (4.38)

with dnph,back(ε,Ω) = dnph,fwd(ε,Ω). The sideways propagating photon density be-

comes part of the observed spectrum originating from that zone. The forward and

backward propagating photon densities are used to provide feedback to their neigh-

bouring zones in both the directions. The following equation shows how the photon

density rate of zone i is calculated for the current timestep using the photon density

rates from equations 4.32 and 4.36 for the current time step and the feedback of

photon density rates from zones i+1 and i -1 from the previous time step:

ṅph(ε,Ω, i) = ṅsyn(ε,Ω, i)+ṅssc(ε,Ω, i)+ṅph,fwd(ε,Ω, i−1)+ṅph,back(ε,Ω, i+1) (4.39)

The total photon density of zone i for the current time step is then given by

ncurnt
ph (ε,Ω, i) = nprev

ph (ε,Ω, i) + (ṅph(ε,Ω, i)× dt) , (4.40)

where dt refers to the current time step. The density of photons escaping from the

region, in all the three possible directions, is subtracted from this total density for
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the current time step according to the following equation

ncurnt
ph (ε,Ω, i) = ncurnt

ph (ε,Ω, i)−((ṅph,fwd(ε,Ω, i)+ ṅph,back(ε,Ω, i)+ ṅph,side(ε,Ω, i))×dt)

(4.41)

The leftover density is then used for subsequent calculations in the next time

step. The process of updating the photon density at every time step and using the

updated density for calculations in the next time step continues for as long as the

simulation runs. The process of providing photon feedback from a particular zone to

its adjacent zones throughout the emission region (forward and reverse) at every time

step accounts for the inhomogeneity in the photon density that is present in the jet.

In this manner, the total photon density is calculated for all the zones at each time

step by treating each zone in the region, individually as well as together with the

other zones. The zone+feedback scheme automatically lets me incorporate the non-

locality and the time-delayed effect of the photon population in the calculations of

the SSC process without having to invoke the need for calculating the photon density

rates at retarded times (see Sokolov et al. 2004; Graff et al. 2008). As appropriately

pointed out by Graff et al. (2008), calculation of the non-local, time-retarded SSC

losses due to photons produced in other parts of the source is very important for

blazars, especially for the SSC dominated sources, such as TeV blazars, and hence

cannot be ignored. A similar analysis is carried out for the reverse emission region as

well.
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4.6 Time Delays

In order to calculate the radiation from a source in the observer’s frame correctly,

I have incorporated the time delays that are introduced because photons travel with

a finite speed. As a result, in case of an extended source, different distances that the

photons originating from the far end of the source would cover as compared to the

photons coming from the near end of the source to reach the observer at the same

time, need to be taken into account. Since the emission region under consideration

is a cylinder with three possible directions of escape, I consider the time delays in

all the three directions. But, in case of blazars, since the emission region is always

moving towards us, with the axis of the jet making an angle θobs with the observer’s

line of sight in the observer’s frame, I do not consider the radiation emitted in any

direction other than along θobs. Thus, I am considering the time delays in the sideways

direction for both the forward and reverse emission region and the time delays in the

forward direction for only the forward emission region.

In case of the sideways direction, the time delay equation for the ithfs zone of width

h′z,fs in the forward emission region is

∆t′side,fs(ifs) =
(Ntot − ifs − 1)h′z,fs cos θ′

c
, (4.42)

where the primed quantities refer to the comoving frame, Ntot = Nfs +Nrs is the total

number of zones in the entire emission region, and θ′ is the orientation angle of the
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jet with respect to the observer’s line of sight in the comoving frame. In case of the

reverse region, the equation for the ithfs zone of width h′z,rs becomes

∆t′side,rs(irs) =
((Nrs − irs − 1)h′z,rs + h′z,fsNfs) cos θ′

c
. (4.43)

The distance calculation in both the equations 4.42 and 4.43 becomes effective

either when the shocks completely exit their respective regions or exit an accelerating

zone. Until then, the distances in both the regions are calculated according to the

formulae

l′fs = Nfsh
′
z,fs − cβfst

′ (4.44)

and

l′rs = Nfsh
′
z,fs + cβrst

′ , (4.45)

where t′ is the total simulation time elapsed at the current time step, dt, in the

comoving frame. I am doing this, primarily to incorporate the fact that during the

injection and acceleration process, when the zones in front of the shock are still devoid

of ultra-relativistic particles and hence are inactive, the photons originating from an

accelerating zone are always going to stay ahead of the shock front until the shock

front enters the consecutive zone making the previous zone non-accelerating. As a

result, it is important to calculate the distance travelled by the photons originating

from the current location of the shock front in the zone instead of the location of

the zone in the region. Once the shock exits the accelerating zone and enters the

consecutive inactive zone, the previous zone would start radiating from everywhere by
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then and hence the distance travelled by a photon originating from such a zone could

be calculated with respect to the zone position instead of the shock front position. I

carry out this process for different zones at different times depending on the location

of the shock front with respect to a zone for as long as the shock is present in a

particular emission region.

Similarly, for the forward time-delay calculation, the distance is calculated accord-

ing to equation 4.44 and the time-delay equation is given by

∆t′up,fs =
l′fs
c
. (4.46)

I calculate the forward time-delay for as long as the shock is inside the forward emis-

sion region. Once the shock leaves the region, only the forward radiation originating

from the zone closest to the observer’s line of sight will be getting registered by the

observer as the rest of the forward radiation from the previous zones will get used in

providing the feedback to the adjacent zones.

In addition to the above mentioned time delays, the beaming of the radiation

as observed in the observer’s frame also needs to be included. The beaming effect

is caused due to the overall motion of the entire emission region towards us as seen

from our frame of reference. This effect is equivalent to the Doppler effect of a moving

light source towards us and can be incorporated using the Doppler boosting factor

that connects the comoving frame of the emission region to the observer’s frame, by,

D = [Γsh(1−βsh cos θobs)]
−1. I assume that there is no time delay (forward or sideways)

involved for the photons originating from the closest zone in reaching the observer
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other than the Doppler boosting effect. The frequencies have been transformed into

the observer’s frame by multiplying by D, whereas the fluxes have been transformed

by multiplying by D2.

The total time-delay in the reception of the photons in either of the directions, in

the observer’s frame, for an ith zone of an emission region is given by

tobs
side,fs(rs);up,fs =

1 + z

D

(
t+ ∆t′side,fs(rs);up,fs(i)

)
, (4.47)

where z is the redshift of a given source and the 1 + z term takes care of the cos-

mological redshift experienced by the radiation due to the physical distance of the

source from the observer. In this manner, the total observed time is calculated and

rounded off to its next integer value in seconds at every time step for each of the

active zones in each of the region. The flux values of every zone are written into a

file with the corresponding time value of that zone as its index. Since the different

flux files contain information about their respective time values, the flux values of all

those files having the same time indices are added and written into one common flux

file having the same time index.
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4.7 Synchrotron Function Fitting

As mentioned in Section 4.5, the synchrotron photon density can be calculated

using equation 4.30 where R(x) is given by (Crusius and Schlickeiser 1986)

R(x) =
πx

2
[W0, 4

3
(x)W0, 1

3
(x)−W 1

2
, 5
6
(x)W−1

2
, 5
6
(x)] . (4.48)

Here, x = 4.0πmecν
3eBγ2 and Wλ,µ(x) denotes Whittaker’s function (Abramowitz and Stegun

1970).

In order to save CPU time in the computation of synchrotron photon density, I

have numerically approximated R(x) as follows:

R(x) = C1xp1e−x − C2x−p2e−x , (4.49)

where C1 = 1.08895, C2 = 2.35861 × 10−3, p1 = 0.20949, and p2 = 0.79051. The

above expression can be used for any value of x without having to use the asymptotic

expansions of Whittaker functions given by Crusius and Schlickeiser (1986) for small

(x� 1) and large (x� 1) values of x.

Since R(x) has been approximated for the expression given in equation 4.48, the

approximation has to be normalized at lower values of x where R(x) is ∝ x1/3 in

order to obtain a good fit to the exact expression for the entire range of normalized

frequency, x, values. This has been carried out by using the following equation to
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normalize the approximation according to the 1
3

rd
power-law for all those frequencies

that are a fraction of the characteristic frequency, νsyn, at γmin:

R(x) =

(
ν

νnorm

)1/3

R(x) , (4.50)

where νnorm = 0.01× νsyn. The fraction has been chosen such that beyond this value

the fit to the exact expression remains unaffected. Figure 4.7 shows the comparison

of a simulated SED of a blazar source obtained from using the approximation and

the exact expression. As can be seen from the figure, the approximation is accurate

to ∼ 0.5% for the entire frequency range.
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Figure 4.7: Comparison of the exact expression and numerical approximation of R(x).
The fit is accurate to ∼ 0.5% for the entire frequency range.
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4.8 Summary

The aim of the work presented here is to understand the acceleration of relativis-

tic particles and the geometrical structure of the acceleration region at sub-pc scales

inside blazar jets. Eventually, the fully-developed code will be used to reproduce the

SEDs and spectral variability patterns of blazars, especially those of the potential fu-

ture TeV sources, with the aim of constraining the dominant acceleration mechanism

in such objects.

In order to carry out with this work, the internal shock model was used to ac-

celerate the particles in a generic relativistic jet. A single inelastic collision between

two shells of plasma of different mass, velocity, and energy content, was invoked to

result in the formation of two internal shocks, namely the FS and the RS, moving

with relativistic velocities and separated by a CD. The FS, RS, CD, and the shocked

plasma of the resultant emission region all move with the same speed in the forward

direction, whereas the FS and RS move with different speeds and in opposite direc-

tions in the comoving frame of the shocked plasma. The characteristics of the shock

dynamics were obtained by solving the hydrodynamic Rankine-Hugoniot jump con-

ditions across the shock fronts for a relativistic case. The BLF of the emission region,

in the lab frame, was obtained using the equality of pressures and velocities of the

shocked fluids, of the RS and FS emission region, across the CD.

The BLF of the emission region along with other relevant shock parameters were

used to obtain the parameters for the FS and RS emission region in the comoving
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frame of the shocked fluid. The emission region parameters, such as γmax, γmin, and

B were then used to calculate the radiation spectrum resulting from the collision. In

order to proceed with the calculation of the resultant spectrum, a cylindrical emitting

region was assumed, which was divided into multiple zones. The reason for dividing

the single emission region into multiple zones is primarily to facilitate the numeri-

cal computation of the inhomogeneity in the photon density and make it trackable

throughout the region. The subsequent time-dependent radiation transfer within each

zone and in between zones was then considered by including the appropriate photon

escape probability functions of the zones in the code. I have calculated these func-

tions, independent of any journal source, for a cylindrical region. The zone+feedback

scheme used in this work inherently addresses the non-locality and time-delays of the

SSC emission of a blazar source.

The radiation resulting from the RS and FS emission region was calculated sepa-

rately and was added after accounting for the time-delay effect. The time-delay effect

for an extended source with a cylindrical geometry arises due to the finiteness of the

photon velocity and hence due to the different distances covered by the photons, orig-

inating from different points in the region, in reaching the observer at the same time.

For the cylindrical emission region, time-delays in the forward and sideways directions

were considered for the FS emission region whereas only the sideways direction was

considered for the time-delay calculation of the RS emission region.
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I have also worked with a numerical simplification of the synchrotron emission

formula in order to speed up the computing time. The numerical expression that I

obtained resulted in a very good match of the synchrotron component of the SED

with the synchrotron component obtained from using the exact expression of R(x), in

the frequency range of interest. The numerical simplification also resulted in a good

match of the overall SED of a generic blazar source, that included the SSC component,

with that obtained from using the exact expression of R(x) to an accuracy of better

than 1%.
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Chapter 5

Modeling Results and Acceleration

Scenarios

5.1 Parameter Study

The combination of shock, emission region, and jet parameters dictates the overall

evolution of the radiation spectrum in the simulations. Thus, it is important to

understand the effects of varying these parameters on the evolution of the SED and

lightcurves of a source in order to reproduce the various observed features. The shock

parameters that affect the overall evolution of the SED are the wind luminosity (i.e.

the kinetic luminosity associated with bulk motion) Lw, the total duration of the wind

tw, the mass of the outer shell Mo, and the widths and BLFs of the inner and outer

shells ∆i & Γi and ∆o & Γo. The emission region parameters that have an impact

on the evolution of the radiation spectrum are the equipartition parameters εe & εB

(see Section 4.3.2), the particle acceleration fraction ζe, the acceleration timescale

parameter α, the particle spectral index q, the radius of the zones and the jet R.

Finally, the jet parameter that plays a role in the evolution of the spectrum is the

orientation angle of the jet in the observer’s frame, θobs.
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The code was first tested and the effects of varying the values of each of the

above mentioned parameters on the time-averaged simulated SEDs were studied.

Approximately 30 simulations were carried out to test the code in various regimes.

For all our simulations, I have calculated flux values for the frequency range ν =

(1.0×107−1.0×1027) Hz, in the comoving frame, and the electron energy distribution

(EED) range γ = 10−1.0×108 (in the comoving frame) with both ranges divided into

200 grid points. The entire emission region has been divided into 20 zones with 10

zones in the forward and 10 in the reverse shock region. Before proceeding with the

simulations, the values of some of the parameters are analytically tested to make sure

that unphysical values are not used in the simulations. The acceleration time scale

of the highest energy electron should be less than their corresponding synchrotron

cooling timescale. This condition has been used to place an upper limit on the value

of γmax for the particles in both the forward and reverse shock emission regions. The

value should satisfy the following condition

γmax ≤
√

3e

BσT

, (5.1)

where e = 4.8 × 10−10 esu is the electron’s charge in cgs units. Also the value of

γmax should not exceed the maximum value of the EED range, mentioned above. In

case of γmin, the value should not fall below the lowest value of the EED range. As

pointed out by Mimica et al. (2004), the Larmor radius, rL, of the fastest moving

(highest-energy) electron should be smaller than the zone width so that the magnetic
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field strength exceeds a certain minimum value and the shock acceleration can take

place. This condition has been used to make sure that the number of zones for both

regions are selected in such a way that

rL

hz

=
mec

2

eB

√
γ2

max − 1

hz

< 1 . (5.2)

In order to carry out the parameter study I have used 30 simulations in which

the value of each of the shock, emission region, and jet parameters have been varied

twice. The goal of this exercise is to understand the effects of varying various input

parameters on the flux level and the spectral hardness of the low-energy component

of the simulated SED, the simulated lightcurves for different photon energies, and

the time step of the simulation. Table 5.1 shows the values of the base set (run 1)

parameters used to obtain the first simulation and Table 5.2 shows the values of each

of the parameters that have been varied in the rest of the simulations. The effect on

the simulated SED, and lightcurves have been studied with respect to that from the

base set.
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Table 5.1. Parameter list used to obtain the first simulation from run 1.

Parameter Symbol Value

Wind Luminosity Lw 1× 1052 erg/s

Wind Duration tw 2× 102 s

Outer Shell Mass Mo 1× 1032 g

Inner Shell BLF Γi 22

Outer Shell BLF Γo 18

Inner Shell Width ∆i 1× 1014 cm

Outer Shell Width ∆o 5× 1014 cm

Electron Energy Equipartition Parameter εe 2× 10−3

Magnetic Energy Equipartition Parameter εB 4× 10−4

Fraction of Accelerated Electrons ζe 1× 10−3

Acceleration Timescale Parameter α 1× 10−3

Particle Injection Index q 3.4

Zone/Jet Radius Rz 3× 1016 cm

Observer Frame Observing Angle θobs 2.4 deg

Redshift z 0.536
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Table 5.2. Parameter list for various simulations used for the parameter study.

Run # Parameter Value

2∗ tw = 3× 102

3 Γi = 20

4 Γi = 24

5 Γo = 16

6 Γo = 20

9∗ Mo = 6× 1031

10 Lw = 1× 1051

11 Lw = 1× 1053

12 ∆i = 1× 1015

13 ∆i = 1× 1013

14 ∆o = 5× 1015

15 ∆o = 5× 1013

16 ∆i&∆o = 5× 1014

17 ∆i = 1× 1015&∆o = 5× 1015

18 ∆i = 1× 1013&∆o = 5× 1013

19 εe = 2× 10−2

20 εe = 2× 10−4

21 εB = 4× 10−3

22 εB = 4× 10−5

23 ζe = 1× 10−2

24 ζe = 1× 10−4

25 α = 1× 10−2

26 α = 1× 10−4

27 q = 2.4

28 q = 4.4
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Table 5.2 (continued)

Run # Parameter Value

29 Rz = 3× 1015

30 Rz = 3× 1017

31 θobs = 1.4

32 θobs = 4.4

The starred numbers in the table stand for those simulations where the value of

the parameter was not changed twice because in doing so more than one parameter’s

value had to be changed to obtain non-negative and physically meaningful values of

the calculated quantities. For example, decreasing the value of tw only resulted in

a negative value for Mi because Mi = Lwtw−(MoΓoc2)
Γic2

. On the other hand, increasing

the value of Mo only such that the second term is still less than the first one made

Mi > Mo when it has been assumed that the inner shell is the faster moving one

and thus should have a lower mass than the slower moving outer shell. Simulations

7 and 8 are not shown as a part of the analysis because they involved changing Γi

and Γo together that had the same effect on the simulated SED as simulations 5 and

6 respectively. Table 5.3 delineates the effects of changing the values of the input

parameters according to Table 5.2 on the flux, and spectral hardness.
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Table 5.3. Parameter study of the shock, emission-region, and jet parameters.

Input parameters Value νFν [Jy Hz] Spectral hardness

Lw ↑ ↑ ↑ αspec = 0.82

↓ ↓ ↓ αspec = 1.35

tw ↑ ↑ ↑ αspec = 0.90

Mo ↓ ↑ ↑ αspec = 1.05

Γi ↑ ↑ ↑ αspec = 1.15

↓ ↓ ↓ αspec = 1.83

Γo ↑ ↓ ↓ αspec = 1.37

Γo ↓ ↑ ↑ αspec = 1.14

∆i ↑ ↓ ↓ αspec = 1.32

↓ ↑ ↑ αspec = 1.03

∆o ↑ ↓ ↓ αspec = 1.34

↓ ↑ ↑ αspec = 0.79

∆i&∆o = ↓ ↑ αspec = 1.23

↑ ↓ ↓ αspec = 1.40

↓ ↑ ↑ αspec = 0.94

εe ↑ ↑ ↑ αspec = 0.20

↓ ↓ ↓ αspec = 1.27

εB ↑ ↑ ↑ αspec = 0.78

↓ ↓ ↓ αspec = 1.30

ζe ↑ ↑ ↓ αspec = 1.54

↓ ↓ ↑ αspec = −0.05

α ↑ ↑ -

↓ ↓ -

q ↑ ↑ ↓ αspec = 1.45

↓ ↓ ↑ αspec = 1.07
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Table 5.3 (continued)

Input parameters Value νFν [Jy Hz] Spectral hardness

Rz ↑ ↓ ↓ αspec = 1.30

↓ ↑ ↑ αspec = 0.77

θobs ↑ ↓ ↓ αspec = 1.68

↓ ↑ ↑ αspec = 0.99

Note. — The slope of the low-energy component of the SED ob-

tained from run 1 in the optical range (R band; 4.0−6.0×1014 Hz) is

αspec = 1.40. The slope for run 1 and rest of the simulations has been

obtained at the maximum value of the R band flux. The ↑ implies

increase in the value of a particular quantity, ↓ refers to the decrease

in the value, and - stands for no change in the value.

Figures 5.1 - 5.7 show the effect of varying various input parameters on the time-

averaged simulated spectra of a generic blazar source. For the sake of brevity, the

resultant SEDs have been clubbed into four groups, wind parameters, shell parame-

ters, emission-region parameters, and jet parameter.

As can be seen from Figure 5.1 and Table 5.3, increasing Lw (run 11) or tw (run

2) increases the overall flux of the spectrum. This is because in both the cases the

internal energy of the shocks, the magnetic field value, the γmin value, and the den-

sity of injected electrons in the region increase. The photon number density, due to

synchrotron and SSC scattering, in the region consequently increases along with the

value of peak synchrotron frequency, νpeak
syn (location of the low-energy SED maxi-
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Figure 5.1: Simulated time-integrated SED of a generic source illustrating the effects
of varying the wind parameters, Lw (runs 10 & 11), tw (run 2), and Mo (run 9),
according to Table 5.2.

mum). Consequently, the electrons will lose more of their energy due to synchrotron

and SSC processes and as a result will produce low-energy photons making the overall

spectrum softer. The value of αspec in Table 5.3 shows otherwise. This is because the

αspec has been calculated in the R-band frequency range at the time the flux peaks. If

this range happens to lie in the turnover part of the low-energy component, the αspec

will not pertain to the power-law part of the synchrotron spectrum and will have a

lower value. This can also be verified from the fact that νpeak
syn for both runs is located

in that part of the frequency range that contains the R-band. The ratio of SSC to
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synchrotron flux also increases with increase in overall flux level of the SED because

more electrons are able to upscatter the synchrotron photons thereby increasing the

SSC flux level.

On the other hand, decreasing Lw (run 10) results in a spectrally harder spectrum

with a lower flux. The effect of decreasing Mo (run 9) is similar to that of runs 11

(increasing Lw) and 2 (increasing tw). The shocks’ internal energies, magnetic field

value, and the number of particles injected into the region increase. As a result, the

electrons lose more of their energy producing a photon flux but a softer spectrum.

Here also, the αspec value for run 9 (low Mo) from Table 5.3 shows the opposite effect

because of the same reason given earlier. Since the increase in the magnetic field

value and the density of injected electrons is not as much as in the case of runs 2

(↑ tw) and 11 (↑ Lw), the shift in νpeak
syn to higher frequencies and the ratio of SSC to

synchrotron flux with respect to that of run 1 is not as prominent as in the previous

two cases.

From Figure 5.2 and Table 5.3, it can be seen that the flux level of the simulated

SED goes up for a higher value of Γi (run 4) and a lower value of Γo (run 5). This is

because, in these cases the relative velocity of the two shells increases along with the

value of the internal shock energies, magnetic field, γmin, and the density of electrons

injected into the region. This makes the acceleration much more efficient and thus

increases the level of photon flux and makes the spectrum harder. Again, the value

of νpeak
syn and the ratio of SSC to synchrotron flux relative to run 1 increases slightly.
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Figure 5.2: Simulated time-integrated SED of a generic source illustrating the effects
of varying the 1st set of shell parameters, Γi (run 3 & 4), and Γo (run 5 & 6), according
to Table 5.2.

On the other hand, Γi and Γo values from runs 3 and 6, respectively, result in a lower

relative velocity of the two shells thereby decreasing the acceleration efficiency and

making the SED lower in flux and spectrally softer. In case of run 6 (↑ Γi), the value

of αspec from Table 5.3 shows otherwise because of the same reason of R-band peak

flux frequency range not falling in the part of the synchrotron spectrum that follows

the power-law. Also, the value of νpeak
syn in both the cases shifts toward slightly lower

frequencies and the ratio of SSC to synchrotron flux also decreases relative to that of

run 1.
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Figure 5.3: Simulated time-integrated SED of a generic source illustrating the effects
of varying the 3rd set of shell parameters, ∆i and ∆o together (runs 16, 17 & 18),
according to Table 5.2.

As shown in Figure 5.3, and Table 5.3, increasing the shell widths (run 17) de-

creases the magnetic field value and the density of injected electrons in the region.

As a result the flux of the spectrum decreases along with the ratio of the SSC to syn-

chrotron peak flux and the νpeak
syn also shifts toward slightly lower frequency relative

to that of run 1. On the other hand, the spectral hardness increases because, as ex-

plained before, the energy loss time scale of the electrons increases and the spectrum

is produced by a fairly energetic population of electrons. A counter argument can

be applied to understand the behaviour of the spectrum and the spectral hardness



135

resulting from decreasing the shell widths (run 18). The αspec values from Table 5.3

for both runs shows otherwise because of the same reason stated earlier.

10
10

10
12

10
14

10
16

10
18

10
20

10
22

10
24

10
26

10
28

ν [Hz]

10
7

10
8

10
9

10
10

10
11

νF
ν [

Jy
 H

z]

1
19
20
21
22

Figure 5.4: Simulated time-integrated SED of a generic source illustrating the effects
of varying the 1st set of emission-region parameters, εe (runs 19 & 20), and εB (run
21 & 22), according to Table 5.2.

Increasing the value of εe (Fig. 5.4, run 19), increases the γmin value of the

injected electron distribution thereby shifting the resultant spectrum towards higher

frequencies. The overall flux of the spectrum increases because the density of injected

electrons in the region increases but this decreases the spectral hardness of the SED

because the energy loss time scale due to SSC scattering decreases and the spectrum

is produced by a less energetic population of electrons. The value of αspec again shows
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the opposite effect because of the same reason stated earlier. The ratio of SSC to

synchrotron flux remains the same because although the density of injected electrons

increases the magnetic field value relative to that of run 1 does not change thereby

keeping the two flux levels same.

On the other hand, decreasing εe (run 20) results in a lower value of γmin due

to which the spectrum shifts leftwards and starts to show the presence of a higher

order SSC component (3rd bump from the left) as well. This is because for such low

energies of electrons, the Klein-Nishina (KN) effects no longer suppress the higher-

order SSC component. The overall flux of the spectrum decreases and the spectral

hardness increases because of less electrons being injected into the region. Increasing

εB (run 21) increases the magnetic field, which decreases the synchrotron cooling time

scale. Thus, the resultant spectrum comes from a cooled population of electrons and

is hence, spectrally softer. The value of αspec from Table 5.3 again does not show the

same effect because of the reason given before. Since the same number of electrons

as that of run 1 is injected into the region with a higher magnetic field value, the

electrons lose their energy primarily due to synchrotron losses. This increases the

number of synchrotron photons along with the νpeak
syn value but decreases the photon

flux due to SSC scattering. As a result, the flux of the overall spectrum increases but

the SSC to synchrotron flux ratio decreases. The opposite reason can be applied to

understand the effect of decreasing εB (run 22).
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Figure 5.5: Simulated time-integrated SED of a generic source illustrating the effects
of varying the 2nd set of emission-region parameters, ζe (runs 23 & 24), and α (runs
25 & 26), according to Table 5.2.

As shown in Figure 5.5 and Table 5.3, increasing ζe (run 23) increases the frac-

tion of accelerated electrons in the region thereby increasing the overall flux of the

spectrum. At the same time, it also decreases γmin as a result of which the higher

order SSC component becomes prominent in the spectrum as explained earlier; the

Thomson depth of the region increases as well, facilitating higher order SSC scatter-

ings. This brings down the synchrotron flux level and shifts the spectrum to lower

frequencies. The overall flux of the spectrum rises since the fraction of accelerated

electrons in the region is higher but here the spectrum becomes harder because the
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number density of accelerated electrons injected into the region reduces. The reason

the value of αspec does not reflect that same idea is because, as can be seen from the

figure, the R-band peak flux frequency range lies in the lower part of the synchrotron

spectrum that is close to the transition between synchrotron and SSC component.

Thus the αspec does not come from a power-law distribution of the spectrum and gets

a higher value.

On the other hand, a decreased value of ζe (run 24) has the opposite effect on

the SED and the spectral hardness of the spectrum. Here again the value of αspec

is not reflective of the true nature of the spectrum because the R-band peak flux

frequency range now lies in the rising part of the synchrtron spectrum making αspec

negative in value. The variation of α (runs 25 & 26) does not have much affect on the

spectral hardness of the spectrum although the SED resulting from a higher value of

α has a slightly higher flux. This can be understood from the fact that since α is

the acceleration timescale parameter (the number of gyration cycles per acceleration

time scale), it does not play an important role in the overall evolution of the SED and

its spectral hardness except changing the value of γmax ∝ α1/2 (Chapter 4, equation

4.19).

Increasing the value of q (run 28) increases the value of γmin slightly, and the

density of injected electrons keeping the magnetic field value the same. Thus the

overall flux level of the SED rises slightly with a marginal increase in the ratio of

SSC to synchrotron peak flux and the νpeak
syn value. The spectrum becomes softer as
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Figure 5.6: Simulated time-integrated SED of a generic source illustrating the effects
of varying the 3rd set of emission-region parameters, q (runs 27 & 28), and Rz (runs
29 & 30), according to Table 5.2.

depicted by the value of αspec from Table 5.3. Decreasing q (run 27) decreases γmin

and the density of injected electrons, slightly. As a result, the overall flux of the SED

decreases but the spectrum becomes flatter (harder) as can be seen in Figure 5.6 and

Table 5.3. Increasing Rz (run 30) decreases the overall flux of the SED because in

this case, the same density of electrons is now being injected into a larger region with

a lower magnetic field. This also decreases the ratio of SSC to synchrotron peak flux

and the νpeak
syn value and makes the spectrum harder. The opposite is true for a lower
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value of Rz (run 29). Here again, the same is not true for the value of αspec because

of the same explanation given before.
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Figure 5.7: Simulated time-integrated SED of a generic source illustrating the effects
of varying the jet parameters, θobs (runs 31 & 32), according to Table 5.2.

As can be seen from Figure 5.7 and Table 5.3, decreasing the value of θobs (run

31) increases the overall flux of the spectrum. This is because in this case, the jet

is closely aligned with our line of sight as a result of which the overall radiation

is boosted more strongly in our direction and makes the spectrum look spectrally

harder. The opposite is true for the case where the jet is oriented at a larger angle

with respect to our line of sight (run 32).
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Figure 5.8: Example of simulated lightcurves in various energy bands (R, 10 keV, 1
MeV, and 1 TeV) of a generic blazar source resulting from varying the 1st set of shell
parameters, Γi (runs 3 & 4) and Γo (runs 5 & 6).

Figures 5.8 - 5.10 illustrate the effects of varying various input parameters on the

resulting lightcurves of a generic blazar source.

Figure 5.8 shows some sample lightcurves for the energy bands in the optical (R),

X-ray (10 keV), high-energy (1 MeV), and VHE regime (1 TeV) resulting from runs

3 (↓ Γi), 4 (↑ Γi), 5 (↓ Γo), and 6 (↑ Γo). The flux value for every energy band in

all the graphs has been normalized with respect to the maximum flux value of that

energy band.

As can be seen from Figure 5.9, the lightcurve from run 17 is much more extended

than the lightcurves of run 1 and 18. This is because run 17 corresponds to larger

widths of the colliding shells and thus a wider resulting emission region. As a result,
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Figure 5.9: Simulated lightcurves of a generic blazar source in the R band, 10 keV, 1
MeV, and 1 TeV energy regimes illustrating the effects of varying shell widths (runs
17 & 18).

the time taken for the shocks to propagate through the region is extended and the

acceleration continues for a longer time making the width of the pulse wider in all

the energy bands. The opposite is true for the lightcurves of run 18.

The lightcurves from run 27 (minimum q value) (Figure 5.10) show that a harder

energy distribution of the electron population in the region results in a sharper rise and

a steeper decline of the acceleration pulse. Since the parent population of electrons is

more energetic than that of runs 1 (base set) & 28 (maximum q value), the electrons

lose their energy faster and more energetic synchrotron photons (X-ray and MeV;

Figure 5.6) are produced first in comparison to the lower energy ones (optical). As a

result, the rise in the pulse is sooner in the case of lightcurves of higher energy bands
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Figure 5.10: Simulated lightcurves in the R band, 10 keV, 1 MeV, and 1 TeV energy
regimes of a generic source illustrating the effects of varying q (runs 27 & 28).

(10 keV, and 1 MeV) resulting from run 27 as compared to those of runs 1 & 28. On

the other hand, optical photons in run 27 are produced from a cooled population of

electrons and thus are produced at about the same time as that for runs 1 and 28.

The VHE photons (1 TeV) result from the SSC scattering of lower energy (optical)

synchrotron photons and hence are produced at the same time for all runs. Since the

VHE photons are produced only during the acceleration phase of the emission region,

the sharp drop in the 1 TeV energy regime is indicative of the time (in the observer’s

frame) the shocks completely break out of the system.
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5.2 Acceleration Scenarios

Relativistic shocks can propagate through a jet such that the background magnetic

field is parallel to the shock normal (parallel shocks) or is inclined with respect to the

shock normal (oblique shocks). Both types of shocks can accelerate particles through

1st and 2nd order Fermi acceleration mechanisms.

In the case of 1st order Fermi acceleration mechanism, an electron crossing the

shock front (from upstream to downstream) is reflected back through the shock (down-

stream to upstream) if it encounters any moving local magnetic inhomogeneity in the

downstream region. In doing so, the electron gains energy. If the same process occurs

upstream and the particle is reflected downstream, the particle again gains energy.

These multiple reflections greatly increase the energy of the electron. The energy gain

per shock crossing is linearly proportional to the shock velocity and that is why this

mechanism is called the 1st order Fermi acceleration (Longair 1994). On the other

hand, in the case of 2nd order Fermi acceleration the electron gains energy upon

reflection from a moving magnetic mirror such that the energy gained is proportional

to the square of the velocity of the mirror.

According to the current understanding of acceleration mechanisms, relativistic

parallel shocks generally produce electron spectra that follow a power-law distribution

with an injection index of q ∼ 2.2 - 2.3 (Achterberg et al. 2001; Gallant et al. 1999).

Oblique shocks produce much softer injection spectral indices with q > 2.3 (Ostrowski

and Bednarz 2002; Niemiec and Ostrowski 2004). On the other hand, 2nd order Fermi
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acceleration behind the shock front might give rise to a harder injection index of the

order of q ∼ 1 or beyond. Thus, the value of q used for simulating the SED and

spectral lightcurves of a blazar source can shed light on the type of shock propagating

through the jet and the mode of acceleration mechanism dominant in the source.

5.3 Summary

The code has been tested to satisfy various analytical conditions. An extensive

parameter study of the code has been carried out to understand the effects of vary-

ing various wind parameters (wind luminosity, wind duration and mass of the outer

shell), shell parameters (BLF and width of the two shells), emission-region parameters

(fraction of shock energy in the electron and magnetic field energy density, fraction

of effectively accelerated electrons, acceleration timescale parameter, particle injec-

tion index, and radius of the zone/jet), and jet parameter (observing angle), on the

resulting SED and spectral lightcurves. The goal of this exercise was to aid in future

simulations of the observed features of various blazar sources. The value of the parti-

cle injection index that results in the successful reproduction of the observed features

of a source can be used as an indicator of the type of shock propagation and mode of

dominant acceleration prevalent in the blazar.
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Chapter 6

Summary and Conclusions

6.1 Blazar Observations and Modeling

The main objective of this work was to understand the physics of radiation and

particle acceleration in the jets of blazars. The idea was to be able to reproduce

the observed spectral features, such as spectral energy distribution (SED), spectral

variability and hysteresis patterns, lightcurves, and, if present, cross-correlations be-

tween different energy bands. The simulations of such spectral features provide an

insight into the interplay between various radiation mechanisms responsible for pro-

ducing the observed spectrum and give us hints about the dominant mode of particle

acceleration in the jet of the simulated blazar.

Multiwavelength and simultaneous observations of blazars are extremely relevant

for such types of modelling efforts. A recent campaign to obtain such multiwavelength

data in order to understand the physical processes of 3C 66A was carried out for the

low-frequency peaked BL Lac object 3C 66A in the year 2003 - 2004. I got started

on this project by combining disparate data sets from different optical observatories

and placing them on a common photometric scale besides de-reddening the optical

data. I used the resulting multiwavelength data to estimate key physical properties
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of the source, such as the size of the emission region, and strength of the comoving

magnetic field, by employing fundamental physical arguments.

I have carried out an extensive analysis of the data of 3C 66A obtained from the

multiwavelength monitoring campaign of the object from July 2003 to April 2004. In

order to carry out the theoretical analysis of the object, I used the time-dependent

radiation transfer code of Böttcher and Chiang (2002) to develop a model that suc-

cessfully reproduced the observed SED across the entire electromagnetic spectrum

and the optical variability pattern (Joshi and Böttcher 2007). The successful model

resulted in predictions concerning potentially observable X-ray spectral variability

and γ-ray emission and predicted that the object is within the sensitivity limits of

MAGIC, VERITAS (if the external component (EC) component is dominant) and

Fermi.

• The prediction regarding VERITAS recently came true when 3C 66A was de-

tected in an active state by the telescope emitting > 100 GeV γ-ray photons

(Swordy 2008).

Observations with such facilities provide an important means to verify predictions

regarding an object and improve a model’s physical constraints at such high energies.

Besides carrying out the theoretical analysis of the data of 3C 66A, obtained from

the multiwavelength campaign organized in 2003/2004, I have also conducted obser-

vations with the 1.3 m McGraw-Hill telescope of the MDM observatory at Kitt Peak

primarily to collect more optical data on 3C 66A. In addition, I have observed several
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other blazars of interest and contributed to blazar monitoring campaigns (Böttcher

et al. 2007, e.g.,). I have also collected data to follow up on several gamma-ray burst

(GRB) alerts (Yost et al. 2006; Böttcher and Joshi 2005; Mirabal et al. 2005) during

some of these runs. The data collection for blazars was carried out by observing

them in the U, B, V, R and I bands. I have been to 6 of such one-week observing

runs and have reduced part of the data collected from these runs using IRAF. The

reduction included the standard image reduction and photometry in order to obtain

the calibrated fluxes of blazars and plot their respective lightcurves. This is a part of

an ongoing project, aimed at monitoring the optical spectral variability of a sample

of γ-ray loud blazars on various time scales in order to put stronger constraints on

the mode of particle acceleration in the jets of these blazars and carry out follow-up

observations of the afterglows of GRBs, should the occasion arise.

6.2 Internal Shock Model

I have used the internal shock model to understand the various modes of accelerat-

ing particles to relativistic energies and the geometrical structure of the acceleration

region, at sub-parsec scales, inside a relativistic jet. This aspect is crucial to the

development of a code that is capable of explaining the acceleration as well as the

radiation mechanisms of high energy particles in the jets of blazars.

In this scenario, two shells of plasma of disparate mass, velocity, and energy

content, were made to collide inelastically to result in two internal shocks, namely
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the FS and the RS, both moving relativistically and separated by a CD. As the two

shocks travelled through the shocked (emission) region, the electrons and positrons in

the region were accelerated and started to continuously lose their energy via various

radiative processes. I obtained the characteristics of the shock dynamics by solving

the hydrodynamic Rankine-Hugoniot jump conditions across the shock fronts for a

relativistic case (Spada et al. 2001). The resultant shock parameters were used to

obtain the parameters for the FS and the RS emission region in the comoving frame

of the shocked fluids. The emission region parameters were then used to calculate the

radiation spectrum resulting from each emission region.

I have developed a zone+feedback scheme to properly calculate the resultant spec-

trum from the single inelastic collision and address the issue of the geometrical struc-

ture of the accelerating region and the non-locality and time-delayedness of the SSC

emission of a blazar source. Under this scheme, I consider a cylindrical emission

region that is divided into multiple zones. The reason for dividing the single emis-

sion region into multiple zones is to be able to incorporate the inhomogeneity in the

photon and particle density throughout the emission region and make it trackable

throughout the region numerically. I then consider the subsequent time-dependent

radiation transfer within each zone and in between zones by including in the code the

appropriate photon escape probability functions of a cylindrical region.

• I have calculated these functions analytically, and to the best of my knowledge

such a calculation has been carried out for the first time. These functions will
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be extremely useful to the blazar community and others carrying out a similar

work.

I have also included in the code the time-delay effect for a cylindrical region resulting

from the finiteness of the photon velocity.

6.3 Modeling Results and Acceleration Scenarios

The acceleration+radiation mechanism (ARM) code has been tested to satisfy

various analytical conditions. I have carried out an extensive parameter study of the

code to understand the effects of varying shock and radiation parameters, such as the

injection wind luminosity, colliding shell masses, shell widths, fraction of accelerated

electrons, equipartition between electron energy density, magnetic energy density and

shock internal energy density, particle spectral index, and radius of the emission re-

gion, on the resulting flux level and spectral hardness of the simulated SED as well

as on the time-step of the simulation. Such a study is extremely useful in the repro-

duction of the observed SED, spectral variability patterns, and spectral lightcurves

of blazars and in obtaining the results computationally faster. The ARM code is

currently being used to simulate the SED and spectral lightcurves of the radio-loud

quasar 3C 279 to gain insight into the dominant mode of acceleration responsible for

accelerating particles to highly relativistic energies inside its jet and at the same time
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get a clear picture of the interplay between various radiative processes responsible for

producing its observed spectrum.

6.4 Future Direction

The ultimate goal of this work is to be able to use the ARM code to reproduce

the observed SEDs and spectral variability patterns of many more blazars, especially

those of the potential future TeV sources, with the aim of constraining the dominant

acceleration mechanism in such objects and also make the code available for public

use. The one main piece that needs to be incorporated into the code to complete

my study of acceleration and radiation mechanisms in the jets of blazars is the EC

component to understand its effect on the evolution of the electron energy distribution

and hence, on the resulting radiation spectrum of a source.

The external Comptonization is the Compton upscattering of photons, external

to the relativistic jet, by the electrons inside the jet. The seed photons for the EC

process include the UV and soft X-ray emission from the disk entering the jet either

directly (Dermer et al. 1992; Dermer and Schlickeiser 1993) or after being reprocessed

in the BLR or other circumnuclear material (Sikora et al. 1994; Dermer et al. 1997;

Böttcher and Bloom 2000).

• Inclusion of the EC component is extremely important to correctly assess the

interplay between the SSC and the EC component in producing the high-energy



152

component of the SED, which makes it possible to gauge the physical environ-

ment inside and outside the jet of a particular blazar source. This knowledge

can be used to better understand the differences between the three sub-classes

of blazars, namely FSRQs, LBLs, and HBLs.

The current approach of invoking a single inelastic collision in the ARM code can

be extended to include multiple collisions in the jet and study their effects on the

resulting spectrum. This kind of a study would prove to be a useful tool in looking

for observational signatures of the presence of multiple shell collisions in a jet and

in deciding whether single or multiple collisions are required to explain the observed

variability patterns of a blazar source. If any smaller flaring episodes are observed

during a major outburst, or in other words, if a major outburst is composed of many

minor outbursts, then that might be a direct indication of multiple shell collisions

taking place inside a jet. The ARM code can also be modified to understand the

physics of radiation and acceleration in other similar astrophysical jets such as those

found in GRBs, X-ray binaries.

One aspect of particle acceleration that is yet to be explored for astrophysical

jets is shear acceleration at sub-parsec scales of the jet. The acceleration of particles

and the origin of emission in astrophysical jets has been largely treated under the

assumption of a one-dimensional flow profile. This approach, although quite useful,

is adequate only to a first approximation because real jets are naturally expected to

show a significant velocity shear across the jet. The jet’s radial stratification has been
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used to interpret some of the radio and optical observations of extragalactic jets, such

as those of the radio galaxies M87, 3C 31, and 3C 296 (Stawarz and Ostrowski 2002)

(and references therein). Energetic particles can be accelerated by this velocity shear

in the relativistic background flow of the jet. In this case, the particles are accelerated

to very high energies when they encounter different local flow velocities while being

elastically scattered off small-scale magnetic field inhomogeneities that are embedded

in the collisionless, and systematically moving background flow of the jet (Rieger and

Duffy 2004). This is because the particle momentum relative to the flow changes for

every travel across the shear, which increases its net momentum.

There are three possible ways of accelerating a particle travelling across a shear

flow. A gradual velocity shear parallel to the jet axis, in which the particle experiences

a gradual shear as the velocity of the flow changes continuously along the radial di-

rection, such as a velocity profile decreasing linearly outward with radial coordinates.

Another possibility is to have a nongradual and/or discontinuous longitudinal veloc-

ity shear in the flow. The third possibility is to have a gradual velocity shear that is

perpendicular to the jet axis. This case correponds to an intrinsic jet rotation (Rieger

and Duffy 2004). In case of AGNs, the intrinsic jet rotation has been suggested by

several indirect observations, such as the helical motion of knots, the detection of a

double helical pattern, and observations of periodic variabilities (Rieger and Duffy

2004) (and references therein).
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• The jet radial stratification is currently being understood for large-scale jet

structures (parsec and kilo-parsec jet scales). Attempts need to be made to

understand the effects of shear acceleration at sub-parsec scales of relativistic

jets in order to obtain a complete picture of particle acceleration at all length

scales of relativistic jets.
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C. H. Blake, J. S. Bloom, M. Böttcher, and E. E. Falco, et al. Optical Light Curve

and Cooling Break of GRB 050502A. ApJ, 636:959–966, January 2006.



168

Appendix A

Photon Escape Time Calculation
Here, I write-out the intermediate steps used to derive Eqn. 4.28.

As shown in Figure A.1 (a), lcrit+ is the distance travelled by a photon that

managed to escape from the edge of the region in the forward direction making an

angle θcrit+ with the z-axis and similarly for lcrit− making an angle π− θcrit− with the

z-axis, and b is the corresponding projection of these lengths on the horizontal plane

(Figure A.1 (b)).

Using the law of cosines and solving the quadratic equation in b and realizing that

negative distances are unphysical, an expression for b can be obtained as

b =

√
R2 − r2 sin2 φ− r cosφ . (A.1)

Now, referring to Figure A.1 we can write
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Figure A.1: In (a) we illustrate the three angles of escape along with their corre-
sponding escape lengths. In (b) we show the angle consideration and the projection
of the escape lengths on the horizontal plane of the cylinder, when viewed from the
top.

tan θcrit+ =
b

h− z
, tan θcrit− =

−b
z
,

lesc− =
−z
µ−

for −1 < µ < µcrit−,

lesc =
b√

1− µ2
for µcrit− < µ < µcrit+,

lesc+ =
h− z
µ+

for µcrit+ < µ < +1,

µcrit+ =
h− z√

b2 + (h− z)2
, µcrit− =

−z√
b2 + z2

. (A.2)

Substituting equations A.2 in equation 4.27 (Chapter 4) and then equation 4.27

in 4.26 (Chapter 4), equation 4.26 can be written as
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〈tph,esc,V〉 = (
1

πR2h
)(

1

4πc
)

2π∫
0

R∫
0

h∫
0( 2π∫

0

dφ

 µcrit−∫
−1

lesc−dµ− +

µcrit+∫
µcrit−

lescdµ

+1∫
µcrit+

lesc+dµ+

)dφ rdr dz , (A.3)

which gives

〈tph,esc,V〉 = (
1

πR2h
)(

1

4πc
)

2π∫
0

R∫
0

h∫
0( 2π∫

0

dφ

 µcrit−∫
−1

−z
µ−

dµ− +

µcrit+∫
µcrit−

b√
1− µ2

dµ+

+1∫
µcrit+

h− z
µ+

dµ+

)dφ rdr dz . (A.4)

Carrying out integration over µ, and realizing that the integration of the right

hand side expression over the volume φ is going to give 2 π, the above equation can

be written as

〈tph,esc,V〉 =
2

R2h

R∫
0

( h∫
0

(
1

2c
[(z − h) ln(h− z)− z ln z] + I1 + I2 + I3)dz

)
rdr , (A.5)

where

I1 =
h− z
8πc

2π∫
0

ln(b2 + (h− z)2)dφ,

I2 =
z

8πc

2π∫
0

ln(b2 + z2)dφ,

I3 =
1

4πc

2π∫
0

b[arcsin(
h− z√

b2 + (h− z)2
) + arcsin(

z√
b2 + z2

)]dz . (A.6)
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The above three integrals can be solved analytically by changing the variable

h − z = y and using the identity arcsinx = arctan( x√
1−x2 ) (p. 56 Gradshteyn and

Ryzhik 1994) to obtain the final expression for the volume and angle averaged photon

escape timescale for a cylindrical region to be

〈tph,esc〉V =

(
h

4c

)
ln

(
1 +

R2

h2

)
−
(
R2

4ch

)
ln

(
1 +

h2

R2

)
+

(
R

c

)
arctan

(
h

R

)
. (A.7)
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