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Chapter 1

Introduction

1.1 Introductory Comments

By ontology I mean the subfield of metaphysics that concerns itself with the study of all
that there is. Philosophers who study ontology usually focus on asking and answering
various ontological questions—i.e., general questions as to what sorts of things there

are. For example,

e Are there numbers?

e Do propositions exist?

But these ontological questions can be captured in one question, call it the ontological

question and the classic formulation looks like this:
(1.1) What is there?

Various answers to (1.1) may be given—e.g.,

e God,

e Numbers,
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e Propositions,
e Pegasus,

and so on. All of the various answers to (1.1) reveal the object(s) I'm willing to be
ontologically committed to. That is, I'm ontologically committed to an object if and
only if I consider it an answer to (1.1). Let us say we are doing ontology when we
answer it.

Quite obviously there are disagreements about the answers to the ontological ques-
tion. But not only is there disagreement about the answers, there is also confusion
about what the question is even asking. To alleviate some of the tension surrounding
what the question is asking, we may want to ask a meta-level question like this: what

is being asked in (1.1), or

(1.2) What is getting asked in asking “what is there?”?

Having called (1.1) ‘the ontological question’ it would be appropriate to call call (1.2)
the metaontological question. And this introduces a new term into our vocabulary—

metaontology.! Let us understand ‘metaontology’ to mean a subsubfield of metaphysics

!The history of ‘metaontology’ is unclear. It was used as early as 1953 by Guendling [33] and his
use is similar to mine (cf. 219). The word also appeared twice in the same volume of Philosophical
Perspectives, used by Gale [26] (cf. 298) and Wolterstroff [160] (cf. 535) in 1991. The word also
appears to be used in computer science and HTML programming. Jacob [38] defines ‘metaontology’
as a “core vocabulary of elements” that “can be used to formally describe an ontology or metadata
schema as a set of classes” (21). I'll let my reader decide how this usage coincides with my own.

The contemporary use of ‘metaontology’ seems to have been coined by Peter van Inwagen in [154].
Here, metaontology is an emerging field. The Philosopher’s Index only has three entrees—two of which
are variations of van Inwagen’s [154] and the other is Rosenkrantz [129] critique thereof. There is only
one known dissertation done on the issue—Stokes [150]—and this was supervised by van Inwagen (and
A. Plantinga) at Notre Dame. Another important paper belongs to Eklund [22].

Furthermore, a similar field—metametaphysics—is growing. A conference by the same name was
held at ANU Centre for Consciousness on June 30—July 1, 2005, and contributers included: T. Sider, S.
Yablo, D. Chalmers, A. Thomasson, K. Bennett, and H. Price. The papers are published in Chalmers
[13], and each contains a discussion of metaontology in some for or other. In addition, Yablo (MIT),
Bennett (Princeton), Eklund (Colorado, now at Cornell) and Sider (Rutgers) have offered graduate
courses on the subject; Sider has complied an annotated bibliography [145] and his notes are available
and cited as [146].
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that studies the nature of ontology. The study is ‘meta’ because it discusses ontology—
and, specifically, the ontological question itself—without a direct discussion of ontolog-
ical commitments to this or that existing thing. Let us say we are doing metaontology
when we are conducting a meta-level discussion of ontology in one of three ways. We
may, first, discuss the words contained within the ontological question. For example, we
may wonder what ‘is’ means and whether it should be understood as ‘exists’? Second,
we may discuss a strategy by which we may provide an answer to (1.1). Such a strategy
would not describe what there is; rather, it would discuss what a given sentences says
there is. Analogously, learning the process of addition does not by itself give you the
number 4; it suggests that when you have 2 4+ 2 you get 4. Third, and lastly, we may
discuss the relevance of the ontological question in the first place. Likewise, writing
an M.A. thesis isn’t the same as discussing why I should write one to begin with. In
all these cases, it should again be emphasized that we are discussing ontology without
doing it; this stresses that doing metaontology is not the same as doing ontology.

Current trends in both ontological and metaontological debates owe their shape to
W. V. Quine, especially his seminal 1948 paper “On What There Is” [93].? As the title
suggests, his principle interest is in the ontological question. Yet his interest isn’t with
providing various answers, but to qualifying how we ask it. In our terms, he is less
concerned with doing ontology and more worried about discussing it and to discuss it
is to do metaontology. Yet the metaontology he does is incomplete; he only engages
two of the three ways metaontology can be done. He first discusses what it means
to be, and then discusses a strategy—in his words, a ‘criterion’—that could make our
ontological commitments clearer. He does not, however, discuss the metaontological

issue of whether the ontological question is worth discussing; at least not in “On What

2This opinion is shared by Sider [146], 14; Yablo and Gallois [161], 229; Hintikka [36], van Inwagen
[155], 108-9.
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There 1s.”?

Throughout Quine’s paper, there is repeated reference to Bertrand Russell’s theory
of descriptions. But not only is there reference to Russell, Quine actually recommends
Russell’s theory to avoid what he calls a “bloated ontology.” This gives reason to
believe Quine provides Russell’s theory as a suitable way to discuss ontological issues.
Quite clearly, if it is a suitable way to discuss ontological issues, then he is also providing
Russell’s theory as a way to do metaontology. Nonetheless, in the published literature
discussing Quine’s metaontology there is little mention of Russell’s theory.* It seems
odd that Quine would use Russell’s theory but forthcoming literature fails to do so.

This paper examines whether Russell’s theory of descriptions have any involvement
in the way Quine does his metaontology. More precisely, I explore whether Quine
uses descriptions to either discuss the ontological question or formalize a strategy to
answer it; I do not here discuss the third part of metaontology concerning whether
asking (1.1) is a worthwhile thing to do. I offer the positive thesis that Russellian
descriptions are important to Quine’s metaontology. I should also clarify that I'm
not presently interested in defending Quine’s metaontology or Russell’s theory of de-
scriptions against possible objections. Instead, I'm interested in how Russell’s theory

(correct or incorrect) was used (rightly or wrongly) by Quine.

1.2 Orientation

This essay consists of five parts. §2 of this essay is primarily background. Here, I
explore Russell and Quine’s use of descriptions. I begin with the early Russell in §2.2.1

and include in §2.2.2 the more formal account given by the later Russell. I conclude

3He does elsewhere: Quine [38]; [126], §56.
4My evidence is this: van Inwagen [154] and Eklund [22] fail to cite Russell in their papers, and
Stokes [150] actually believes it isn’t a part of Quine’s metaontology (76).
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with §2.3, exploring Quine’s use of Russell’s theory and its implications on Quine’s
philosophical views in §2.3.2.

In §3, I examine Quine’s metaontology following closely the position laid out in
“On What There Is” [93]. I do this in three stages. The first is a discussion of the
nature of the ontological question. This leads to §3.2.2, where I exposit Quine’s famous

2

dictum: “To be is to be the value of a variable.” The second stage is a discussion
of a strategy whereby we may answer the ontological question. This consist of an
exploration of Quine’s criterion of ontological commitment in §3.3. The last stage,
§3.4 examines Quine’s assumption that a lean ontology—what he often refers to as
ontological economy—is to be preferred.

In §4, I address two treatments of Quine’s metaontology. In §4.3, we examine
the preliminary treatment of Quine’s metaontology in Peter van Inwagen’s 1998 paper
“Meta-Ontology” [154].> This is followed by §4.4, where we assess Mitchell Stokes,
a student of van Inwagen’s. I offer two primary criticisms to both van Inwagen and
Stokes—viz., that Russell’s descriptions do play a role in Quine’s metaontology, and
that Quine’s metaontology ought include a relativistic thesis.

But, I begin in §1.3 spelling out a few technical matters and clarifying a precise

vocabulary to address forthcoming issues.

1.3 Preliminaries

We are driven to philosophize because we do not
know clearly what we mean; the question is always
‘What do I mean by z?

—F. P. Ramsey [127], 268

5The use of ‘meta-ontology’, is, by van Inwagen’s admission, an imitation of such coinages as
‘meta-language’ and ‘metaphilosophy’ ([154], 249, n. 1). I follow him though write ‘meta-ontology’ as
‘metaontology’ in the same sense as ‘metaphysics’ and ‘metaethics’.
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1.3.1 Notation And Quotes

The standard logical and mathematical notation used throughout this essay was given
in the List of Symbols on page 10.

In addition, I formally distinguish between three types of quotation marks. First,
following convention,® I use a single quotation to mention a sentence or word and
withhold the quotation while using it.” For example, to use sentence p I write it
without quotation marks, but to talk about it I write ‘p’.

Second, I incorporate the use of corner quotes to speak of specific contexts of
unspecified expressions. To talk specifically about the unspecified statements ¢ and
with the sign ‘—’, I write "¢ — 7. This allows reference to various expressions which
¢ and ¥ may range over.®

Third, double quotations are reserved for direct quotation.

1.3.2 Formal Language

Using the specified notation, [ may now introduce a formal language used throughout.
The syntax of this language consists of vocabulary and grammar respectively defined

in Definition 1.1 and Definition 1.2.

Definition 1.1. Vocabulary
(i) Sentence Letters: ‘A’, ‘B’, ..., ‘Z".
(ii) Terms (generic object variables): ‘@’, ‘y’, ‘a’, ‘3", v, ‘k’.”
(iii) Terms (named object variables): ‘a’ (with or without subscripts).
(iv) Truth-Functional Operators:'’ “~7, &', V', ‘=7, “".
(v) Logical Predicates: ‘=", ‘€’

6Quine [80], 23fF.

"There is one exception—viz., the first time a term is introduced it will be emphasized.

8For Quine [30], he believed using the corner quotes for single generic variables was vacuous (36f).
In other words, "¢ is what the letter ‘¢’ becomes when the letter is replaced by the generic ¢;
meaning "¢ is simply ¢. This said, I intend to ignore Quine’s advice since I want to emphasize that
¢ is generic, thereby writing "¢". Reiterating, writing ¢ is using it, writing "¢" is emphasizing that
it is generic, and ‘¢’ is mentioning the specific Greek letter.

9The objects "z, y, @ may have subscripts and "7 may have either sub/superscripts.

19Quine’s wording in [78], 119.
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(vi) Quantifiers: V7, 3.
(vil) Punctuation: (7, 97, 17, 1"

Definition 1.2. Grammatical Rules
(i) All sentence letters are sentences.
(ii) An n-—place predicate followed by n terms is a sentence.
(iii) If 7; and 7, are objects, then n; = n; and 7; € n; is a sentence."
(iv) If ¢ is a sentence, then —¢ is a sentence.

(v) If ¢ and ® are sentences, then (¢ & ), (¢ V), (¢ — ), and (¢ < 1)) are
sentences.
(vi) If ¢...m... is a sentence, then the result of replacing every occurrence of
..1m ... with the variable y, and prefixing the resulting expression with either Vy or
Jx is a sentence.
(vii) Nothing else is a sentence except in virtue of a finite number of applications
of (i)—(vi) above.
Sentences in this language are said to be in canonical form.'> Though this language
is formal it is also artificial. It is to be distinguished from a natural language in so

far as this artificial language aims at regimenting particular sentences of the natural

language.

1.3.3 Terminology

A sentence is a sequence of words belonging to a given object language that is arranged
in proper grammatical form.'® A declarative sentence, or a sentence that asserts some-
thing is true (or false), is called a statement. That which a statement asserts, or the
meaning encoded within the sentence or statement, is called a proposition. That is

to say a proposition is the semantic value of a statement.'* We use special delimiters

"1n the latter case, "n; 7 would need to be a class.

12See, among other places, Quine [126], 158.

13Lemmon [49] and Quine [126], §43.

14Salmon [142] calls a proposition the semantic content of a declarative sentence thought to be
“expressed” or “contained” within the sentence (57f).
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(viz., ‘[’, ‘]’) to distinguish between a statement p and the proposition expressed by it,
or [p].1°

Statements can sometimes be in the normal subject-predicate form, where the sub-

ject contains the object of the statement. For purposes of clarification, let us say an

object is a particular individual (concrete or abstract) that the predicate applies to.

For example, the statement

(1.3) My hat is red

refers to a concrete individual as its object. I understand a concrete individual to be
tangible or observable in any normal sense; I see my hat and may infer which predicates

apply and which predicates do not.'® But the statement

(1.4) Red is a color.

has an abstract individual as the object which is not tangible or observable in any
normal sense; we may see red objects but we do not see the object red. Nonetheless,
the object red may have predicates applied to it. Yet the predicate ‘__ is a color’
may not apply to other abstract individuals—e.g., triangle—since the normal use of
‘triangle’ is not appropriately predicated by ‘__is a color’.

A wuniversal is anything which may be shared by (or applied to) more than one

15This convention is used in several publications. It is broadly defined in Schumm [144], 992. In
Quine [126], he uses a similar convention but writes ‘[p]” instead of my ‘[p]’. In his words: “[W]e
might adopt simply the brackets without prefix to express abstraction of medadic (0-adic) intensions,
or propositions; thus ‘[Socrates’s is mortal]” would amount to the words ‘that Socrates is mortal’; or
‘Socrates’s being mortal’, when these are taken as referring to a proposition” (164-65). However, I
adapt the double bracketed brackets from Neale [60], 69.

16Quine’s definition of a concrete term, or object, is as follows: “Concrete terms are those which
purport to refer to individuals, physical objects, [and] events” ([82], 217). Elsewhere he says that
physical objects, which I take to be coextensive with concrete objects, are “the obvious illustration
when the illustrative mood is upon us” ([118], 1).
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object.'” Universals are (usually) expressed via a predicate, and there are several
types of universals. Here I only introduce two. The first, what we may call a property,
includes colors, shapes and character traits. When referencing properties, philosophers
usually use the suffix ‘“ness’ and say some object possesses a property by exemplifying

it. Such philosophers may view (1.4) as synonymous with

(1.47) My hat exemplifies redness.

Philosophers who treat (1.4) as (1.4’) usually believe there is a property redness, some-
where, waiting to be applied to various objects. The second type of universal, what
we may call a relation, may be illustrated by saying “p being stronger than ¢,” or “p
being taller than ¢”; each assertion expresses a relationship between two objects.

The above does not exhaust all the ways in which philosophers have discussed
predicates and objects. In a first-order predicate logic, logicians typically use capital
Roman letters to stand for predicates. Aptly, then, if we wanted to reference the

¢

predicate in (1.4) we would write ‘R’ for ‘__ is red’. To reference a generic individual

that the predicate applies to—i.e., if we wanted to say

(1.5) x is red,

we customarily write "Rz™, where the variable ‘z’ stands in place of some individual
object to which the predicate applies.'® When the object "2™ stands for isn’t deter-
mined, we say the variable is generic. If the variable is generic we say the variable has

not been assigned a referent. Generic variables without referents ought be familiar to

1"Russell [137], 14ff.
18Quine is insistent we use ‘stands in place of” verses the more vogue ‘referring’. See: Quine [77],
T14F; [78], 107ff. Some (e.g., Austin) believe ‘stands for’ is a “dangerous phrase” ([2], 48).
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us, since we are familiar with algebraic expressions like the following:'

(1.6) x+5

In this case, we do not know the referent of "2 and cannot provide an answer.
Returning to (1.5), we notice that possible referents for "z7 could be my hat, that
pen, blood, or any other red thing. Moreover, we may strengthen (1.5) and insist that

some things are red, writing:

(1.7) There is an x, such that z is red.

This may then be expressed formally as:

(1.7) JrRx.

As such, the expression in (1.7") says that in the universe of discourse—arbitrarily
defined as the set containing all things—at least one member is red. The variable "z
ranges over the entire discourse and the existential quantification ‘3’ says that at least
one of the things in the universe satisfies the condition described.?’

Let us say that a variable in a sentence is free if and only if the variable occurring
within the sentence is unquantified—that is, when it neither stands in for, nor refers
back to, any quantifier within a sentence.?’ By contrast, let us say a variable is bound

if and only if the variable isn’t free—that is, the variable stands in for, or refers back

19This is an innocent way of defining a generic variable; nonetheless, there are certain nuances
concerning variables. For example, see Quine [123]. Additionally, this should be considered innocent
here because the range of values of (1.6) are numbers and the substituends of "7 are numerals. See
Quine [72], 708; [90], 182.

20Quine [73], 94.

21Quine [82], 122.
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to an existential or universal quantifier within a sentence.?” So, the expression

(1.8) Fx

contains a free variable whereas the expression

(1.9) JzFx

contains a bound variable since the variable that occurs within the sentence is bound
by the existential quantifier.?’

When an object is a particular occurrence of some predicate, the object is said to
be an instantiation of the predicate. In such a case, we replace the bound ‘x’ with
an ‘a’. The ‘a’ is the name of the particular object which is the instantiation of the
predicate; in such a case ‘a’ is the name of the value of "x7. By name I understand a
linguistic expression used to refer to an individual or a group of individuals. There are
two types of names: proper and class names. Following Russell,** let us understand a
‘class’ name to be a name that applies to all objects of a certain kind, however many
there may be. Thus, ‘man’ is a class name as it applies to me, my thesis advisor,
Russell and President Bush. Let us think of a proper name, in contrast, as a term that
applies to only one object. For example, the proper name ‘Dan’ is used to refer to the
particular individual that is me, or ‘Moti’ is the proper name for the individual who

drinks beer with me on Tuesday nights.

Let us say the extensiton of some predicate is the set containing all the objects

22S0ames defines ‘free’ and ‘bound’ variables this way: (i) an occurrence of a variable in a sentence
is bound if and only if it is within the scope of a quantifier using that variable, and (ii) the occurrence
of a variable is free if and only if it is not bound. See: [149], 103.

23For the visual readers:

—

Jz Fx

ZRussell [132], 72ff.
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picked out by it. For instance, suppose F' applies only to aq, a4, a7;. The extension of
F would then be {ay, a4, a7}. If the predicate does not pick out any objects at all, the
extension of the predicate is an empty set, or ‘@’. The extension of ‘__is a unicorn’ or
‘__the man who climbs down chimneys to deliver presents’ is then customarily thought
to be @. Let us say the intension of some predicate is the property connoted by it. The
predicate ‘__ is red’, for example, connotes the property of redness. So, the extension
of the predicate ‘__ is red” would be the set of all red things, whereas the intension of
the same predicate would be the property of redness.

There may also be extensions and intensions of terms and sentences. By ‘intension
of a term’ I understand the concepts associated with those terms. For example, the
intension of ‘Socrates’ is the concept of Socrates, whereas the extension of the same
term would be the individual who drank hemlock. By ‘intension of a sentence’ I
understand the semantic value of that sentence. Using the terminology defined above,
the intension of p would be [p].

We may also distinguish between two accounts of quantification: objectual and
substitutional.”> By objectual quantification I mean the values of the variables that are
objects of the universe.”® Let us understand substitutional quantification to mean the
values of the variables are not objects of the universe; rather, they are elements of a

substitution class.

2Cf. §3.2.2.
26In Quine’s words, the “variable refers to objects of some sort as its values”[113], 94.
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Chapter 2

Descriptions

bertrand, n.(3) A state of linguistic amnesia, as of
one who believes that ‘this’ is a proper name and
‘Plato’ a description

— The Philosophical Lexicon [20)

2.1 Orientation

The purpose of §2 is to set the philosophical stage to familiarize ourselves with how
Quine understands the ontological question. I'll argue in a later section (cf. §4.3.6) that
Quine formulates the ontological question the way he does in light of Russell’s theory
of descriptions. To properly do this, we must understand what Russell’s theory was.
Consequently, this section explicates Russell’s theory of descriptions, and discusses how

Quine uses Russell’s theory. I begin with early Russell.!

ISpecifically, I mean after Russell’s Principles of Mathematics [135] but including “On Denoting”
[134] and “Descriptions” [131]. For a careful treatment of the evolution of his theory, see: Ostertag
[67] and Soames [149], 94-194; Neale [57]; [58]; [59], 951
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2.2 Russell’s Theory of Descriptions

2.2.1 Early Russell

One of the earliest versions of Russell’s theory of descriptions was published in his 1905
essay, “On Denoting” [134]. Russell’s concern there, and our concern here, is with what
he called a denoting phrase. By a denoting phrase he means a noun phrase beginning
with what contemporary linguists call a determiner; words like ‘every’, ‘some’; ‘no’, or

‘the’.? Examples of denoting phrases would include:

A person,

Some place,

All people,

The present King of France.

Russell’s aim in 1905 was to present a unified syntactic and semantic treatment of
such denoting phrases.® This analysis led toward three conclusions: (i) a phrase may
be denoting, and yet denote nothing, (ii) a phrase may denote one definite object, and
(iii) a phrase may denote ambiguously.

To set up the analysis, I introduce the notation and terminology Russell used in
1905.* 1 should also note that a few of Russell’s terms differ from those I defined

in §1.3.3. For example, Russell uses the term ‘constituent’ to mean what I called a

2Salmon [141], 1071; Neale [58], §§2.5; 4.2.

3Tt would be appropriate to mention a confusion about the term ‘denote’. The contemporary usage
sees ‘denote’ as more semantic than syntactic, addressing what things a term, sentence, or expression
pick out. But in reading Russell [134] it would seem he has more of a syntactic reading in mind; that
is, denoting phrases have certain syntactic elements in common—viz., a determiner. I will not address
this ambiguity here, but I think there is some cause for concern. See Kaplan [45]; [44]; and Neale [57].

4Russell believed using a formal, or artificial language, was essential to avoid the “inevitable vague-
ness and ambiguity of any language used for every-day purposes.” See: Russell [136].
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particular object, and I understand Russell’s use of ‘concept’ to be roughly coextensive
with what I call a predicate.”

Russell used generic variables to express propositional functions where propositional
function should be construed as a function from objects to propositions. Consider the
propositional function "C(x)7, where ‘@’ is a generic constituent of the generic concept
‘C". When we assign an object a to the generic variable "z in the propositional
function "C(x)7, we then obtain the proposition [TC(z)7 is true of a].® In Russell’s

own words,

A ‘propositional function’, in fact, is an expression containing one or more
undetermined constituents, such that, when values are assigned to these
constituents, the expression becomes a proposition ... Examples of propo-
sitional functions are easy to give: “x is human” is a propositional function;
so long as x remains undetermined, it is neither true nor false, but when a
value is assigned to x it becomes a true or false proposition.

A couple of comments. First, a propositional function contains a variable. And because
a propositional function contains a variable the expression as a whole does not have
a truth-value. Second, a proposition does have a truth-value because a proposition
is obtained only after codifying the propositional function’s referent. In other words,
[FC(z)" is true of a] is true just in case a is the referent of the generic "z in the
propositional function "C'(x)™.

In addition to the above, Russell also introduces two additional notions:

(2.1) C(z) is always true,

5Technically, however, concepts are intensional where predicates are not. In fancier terms, a first-
order predicate semantically denotes a first-order concept. The distinction isn’t relevant here but it
would be a point of disagreement between Quine and Russell.

6Ostertag [67], 30, n. 7.
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and

(2.2) C(z) is sometimes true.

Using (2.1) and (2.2) to assess the English quantifiers ‘everything’, ‘nothing’, and

‘something’, we get:

(2.3) C'(everything) means ["C(z)” is always true]
(2.4) C'(nothing) means ["C(z) is false™ is always true]
(2.5) C'(something) means [""C(x) is false™ is always true™ is false].

Taking them in turn, what (2.3) asserts is that everything is a constituent of the
concept ‘C’; so whatever "z may be, the concept always applies to it. (2.4) maintains
that whatever "2 may be, the concept does not apply to it. Or, if we prefer, the
propositional function "C'(z)™ assigns to "z a false proposition. Lastly, (2.5) asserts
the propositional function "C'(x)™ assigns a true proposition to at least one object a—
that is, there is at least one object a such that the function assigns a true proposition
about a.

With this in mind, consider the following statement:

(2.6) I met a man.
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According to Russell’s theory and notation, the expression ‘C'(a man)’ is interpreted

as "C'(x) and z is human™, which then allows (2.6) to be interpreted as

(2.7) ["I met z, and « is human™ is not always false].

2.2.1.1 Phrases That Denote Nothing

Having just outlined Russell’s notation, I should now like to direct our attention to
the conclusion of his 1905 analysis. Recall, first, that he argued there may be denoting
phrases that denote nothing. A denoting phrase that denotes nothing is a phrase that

references a non-existing object, e.g.,

(2.8) The present king of France,
or
(2.9) A unicorn.

Since there is no present king of France and since there are no unicorns, these two
phrases are denotative, though denote no actual thing.
But here we introduce a problem that has plagued philosophers for millennia.’

What if a statement asserts that something does not exist? For example, consider:

(2.10) Unicorns don’t exist.

"Salmon [140] believes this to be one of the most perennial of philosophical problems (277). Tra-
ditionally, the problem is treated most famously in the works of Plato—specifically, in the Theaetetus
[71] and Sophist [70]. In the Sophist [70], for example, the problem is put this way: “That those
which are not are in a way, it has to be, if anyone is ever going to be given a little bit wrong” (240e).
Quine, calling this problem Plato’s Beard (cf. §2.3.2), would later put the problem closer to Wiggin’s
[158] translation: “Things which are not have in some sense to be if anyone is ever at all to say what
is false” (296). See Wiggins [158] for a contemporary and analytic critique of Plato’s vexing problem.
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Historically, the problem from (2.10) is that if (2.10) is true, then ‘unicorns’ refers to

something. But, if ‘unicorns’ refers to something, (2.10) is false. Subsequently, it seems

that, in some sense, we affirm the existence of unicorns while in the process of denying
them.

Russell would like to distance himself from this problem. He writes at length about

his dissatisfaction with the traditional answer:

Everyone agrees that “the golden mountain does not exist” is a true propo-
sition. But it has, apparently, a subject “the gold mountain,” and if this
subject did not designate some object, the proposition would seem to be
meaningless. Meinong inferred that there is a golden mountain, which is
golden and a mountain, but does not exist. He even thought that the exis-
tent golden mountain is existent, but does not exist. This did not satisfy
me, and the desire to avoid Meinong’s unduly populous realm of being led
me to the theory of descriptions.®

Russell’s theory aims to avoid the problem by relying on the distinction between what
we may call the logical and the grammatical form of a sentence. The grammatical form
is the form the sentence takes within the object language, whereas the logical form is
the form the proposition takes. Grammatically, for example, (2.10) may appear to be
true if and only if the subject of the sentence (i.e., unicorns) in some sense exists—that
is, (2.10) is true when and only when unicorns exist to have the property of non-
existing. But, Russell avoids this problem by enlisting the logical form of (2.10)—or

the proposition expressed therein:

(2.10") [FC(z) is false™ is always true]

‘__is a unicorn’. In this case, the propositional function "C(x)”

where ‘C” stands for
assigns a false proposition to all "z™s. In simpler terms, the concept ‘__is a unicorn’ is

never truly applied to anything. And, since Russell believes (2.10') is the proposition

8Russell [133], 13.
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encoded in (2.10), then there need not be any unicorns in order for us to deny them.
This implies that the logical form expressed in (2.10") is denotative though fails to
denote any object. More will be said concerning this matter in §2.2.2; but first, we

address phrases that denote ambiguously.

2.2.1.2 Phrases That Denote Ambiguously

By denote ambiguously Russell understands a phrase which applies to an ambiguous

individual. For example,

(2.6) I met a man

denotes ambiguously because ‘a man’ does not denote many men, but an ambiguous
man.’ Phrases that denote ambiguously are also indefinite descriptions. An indefinite
description is a determiner phrase whose determiner is the indefinite article ‘a’, like ‘a
so-and-so’. The use of the indefinite article ‘a’ as a determiner leaves the individual
the noun phrase refers to ambiguous. This is clear when (2.6), like above, gets treated

as

(2.7) ["I met z, and « is human™ is not always false].

In simpler terms, we know the expression "I met x, and x is human™ is sometimes true,

though we are no closer to knowing the object the phrase denotes.

2.2.1.3 Phrases That Denote One Object

A definite description is a determiner phrase whose determiner is the definite arti-

cle ‘the’,' and takes the form ‘the so-and-so’. Unlike an indefinite description, it

9Russell [134], 479.
19Salmon [141], 1071.
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does not denote ambiguously. Instead, definite descriptions pick out one and only
one individual—i.e., a unique individual described by so-and-so. Moreover, definite de-
scriptions are more complex. Since they are more complex, we make three observations

about the ubiquitous definite description:

(2.11) The author of Waverly is Scotch.

First, (2.11) asserts

(2.11a) [Tz wrote Waverly™ is not always false].

This cumbersome proposition is the logical form of the more colloquial expression:

(2.11a") At least one person wrote Waverly.

Our second observation is that whoever wrote Waverly is unique in their authorship

of Waverly. Thus,
(2.11b) [If x and y wrote Waverly, x and y are identical™ is always true].

Again, this is more formally the way to convey this:

(2.11b) At most one person wrote Waverly.

Let us understand ‘at most’ and ‘unique’ to be the same natural language expression
for ‘one and only one’.
Third, and lastly, whoever the unique author of Waverly is, the author is Scotch.

Treating this as Russell would have us, we get the following formal rendition:

(2.11c) [TIf = wrote Waverly, x was Scotch™ is always true],
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and the following informal rendition:

(2.11c") Whoever wrote Waverly was Scotch.

As Russell views descriptions, (2.11) should be seen as conjointly equivalent to (2.11a),
(2.2.1.3) and (2.11c¢).

This discovery has since been touted as the “paradigm of philosophy,”!! largely, in
part, because Russell showed “that the apparent logical form of a sentence need not
be its real form.”'? Yet Russell’s theory was malleable, and he proceeded to fine-tune
his analysis of descriptions until 1910-1913 when he, with A. N. Whitehead, published
Principia Mathematica.'> The formal language that Principia contained allowed a
technical analysis of descriptions which surpassed his 1905 essay. In the next section, I
lay out a few of the changes to Russell’s theory and then spell out some of the details

that Quine incorporates.

2.2.2 Later Russell

The technical details of Principia largely lay outside the scope of this essay; nonethe-
less, the notation contained within Principia, used by Quine in his Mathematical Logic,
has become the “subject of scholarly dispute, and embodies substantive logical doc-
trines so that it cannot simply be replaced by contemporary symbolism.”'* Moreover,
the notation has “been superseded by the subsequent development of logic during the

20th century” and shall henceforth be avoided.'”

HRamsey [127], 263, n.1.

12Wittgenstein [159], 4.0031.

13Russell & Whitehead [138]. Relevant sections are reprinted in Ostertag [65], 55-65. References
will be to this anthology.

U insky [51].

15Chief among the notations introduced though not used is the iota notation. I have, however,
changed some of the metalinguistic variables to coincide with those on the List of Symbols on page
10, and have not bothered with the archaic use of his punctuation dots.
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2.2.2.1 Descriptions And Logical Form

Suppose we consider the definite description,

(2.12) The F'is G.

As we just witnessed, early Russell would treat (2.12) as conjointly equivalent to the

following three expressions:

(2.12a) Tz is F7is not always false.
(2.12b) TIf x and y are F', then x and y are identical™ is always true.
(2.12¢) CIf x is F, then x is G™ is always true.

Yet later Russell would treat (2.12) more accurately using a new notation.'® Let ‘2’
(an inverted Greek iota) be a description operator. We use the description operator to

paraphrase (2.12a) and (2.12b) in one small step. Thus, "the F'7 gets treated as

(2.13) (1x)Fx.

This conveys that something is uniquely F'. In this sense, the iota binds a free variable
just as the existential and universal quantifiers do in first-order logic, but the resulting
expression does not function in the same way. The principle difference is that the exis-

tential and universal quantifiers create other sentences, but the iota operator produces

16Historically, the notation was “new” only for Russell. Both Frege and Peano had incorporated
notations symbolizing descriptions into their work. The ‘4’ was originally Peano’s notation before
Russell appropriated it. See: Quine [82], 234; [125], 20.
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an expression that functions syntactically as a term and not another sentence.'” This
means we could attach (2.13) to any predicative phrase, and, in Russell’s language, say
that "the F'™ has some property.'® Using this convention and the predicate G, we add

(2.12¢) to (2.13) to allow us a formal rendition of (2.12):
(2.12") G(wr)Fx.

In other words, (2.12) should be read as "the F'z has property G™.

Russell introduced the iota notation as an abbreviatory device for a genuine first-
order sentence (or formula). Such devices are called quasi-formulas." And because
the iota notation is not a sentence but a mere abbreviatory device, I did not include
it in the formal language specified in §1.3.2. On the face of it, then, (2.12") is an

abbreviatory device for the following:
(2.12") [Vy(Fy < y = z) & Gz].

However, following Gary Ostertag’s lead, (2.12”) is treated as its logically equivalent

expression,

(2.12%) EIx[(Fx EVy(Fy —y=1)) & Gx].

17Ostertag [66], 178 and Neale [60], 86.

18C.f. §1.3.2, especially Definition 1.2 (vi). In the language used there, "X (2x)¢x™ is a sentence,
where ¥ is a metavariable predicate term. Even though "(2x)¢x™ functions similarly to "Vx¢x™ and
TIxdx " in that every occurrence of "...7...7in"¢...n...  has been replaced by "x " and prefixed with
T(2x)7 it actually behaves syntacticly as a term (i.e., an named object). Thus, just like "n; = n;” or
TYn™ are sentences, "(ux)dx = (2x)Px” and "X (2x)¢x T are sentences. But, however, "Ixox = Ixox”
or "¥3x¢x " are not.

Neale [59], 94fF. Similarly, Quine [125] also believes the description operator is an abbreviation
for a longer symbolic formula (20). However, strictly speaking, even the formula in (2.12") is a quasi-
formula as it isn’t defined in just the primitive vocabulary used in the Principia. We may analyze
Tp & 7 in terms of "—(—¢ V —p)7, and so forth. In fact, as Neale [59] points out, he has never seen
(2.12") in true primitive notation; and he has no desire to do so (95, n. 9). Kripke [46] does give a
valiant effort (1032).
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I opt for (2.12%) in lieu of (2.12”) because I find (2.12%), by Ostertag’s acknowledgment,

“easier to interpret.”?’
Strictly speaking, however, it is incorrect to treat the expression in (2.12') as equiv-
alent to (2.12%) since complications surface relating to the iota operator’s scope.?! For

example, how are we to treat the negation of (2.12'), expressed here:

(2.14) -G (1) Fz.

(2.14) is ambiguous, as Russell himself pointed out,* because there is not a unique

formula for which it is an abbreviation.”® In fact, there are two:

(2.14a) ﬂEl:r[(Fx & Vy(Fy — y =) & Gm],
(2.14b) EIx[(F;E & Vy(Fy -y = 1)) & —G:zc].

To assuage this problem, Russell introduces an “awkward”?* device aiming to address

the scope of the description; he enclosed ‘(2x) Fz’ in brackets to mark off its scope and

200stertag [67], 7. Isay (2.12"') is easier to interpret since it is more perspicuous that it is conjointly
equivalent to (2.12a), (2.12b), and (2.12c). Here is how to think of this visually:

[Fr &Vy(Fy—y=1) & Gzl.
~———
"there is a Fa”

"the unique Fz™

"the unique Fz is also Gz7

21For examples of recent work discussing Russell’s scope problems, see: Neal [59], chapter 4; Os-
tertage [66]; Kripke [46].

22Russell [138], 57.

231bid., 57. See also: Neale [60].

2Neale [60], 86. Ostertage [66] calls the maneuver “cumbersome” (178).
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affixed ‘[(2x)F'z]’ directly left of the formula. Thus, we get either:

(2.14c) =[(1x) Fz]G(wx) Fx,
(2.14d) [(2x) Fz| =G (1x) F .

The difference between the two is quite significant: the scope of the description in
(2.14d) includes the negation operator, whereas the scope of the description in (2.14c¢)
does not include the negation operator. As such, let us say the scope of (2.14d) is
wide, and that the description is the primary occurrence in the proposition, while the
scope of (2.14¢) is narrower and thus the description