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An Electronic Warfare (EW) receiver is part of an electronic intelligent (ELINT) receiver.  It is 

under intensive development to adapt to the ever-evolving complex signal space.  EW receivers 

are required to detect and characterize multiple incoming signals in real time and the receivers 

are designed without any prior information of possible incoming signals.  It is therefore desired 

to have a wide working bandwidth.  There are two parts in this thesis:  Bandwidth improvement 

in EW receiver development and the creation of an encoder to detect unknown signals.  One 

scheme to improve the wideband capacity is through the implementation of in-phase and 

quadrature (I/Q) module.  With this implementation, the working bandwidth doubles.  However, 

the low instantaneous dynamic range due to imbalance I/Q module prevents this from being 

useful.  An algorithm to mitigate the imbalance effect was recently developed.  Part of this thesis 

is to study the mitigation algorithm and implement it for real time processing using a field-

programmable gate array (FPGA).  The other part of this thesis is to create an encoder for 

multiple signal detection.  Three different radar signal types, continuous-wave (CW), linear chirp 

and binary phase shift keying (BPSK) are considered in this study.   
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Chapter 1 
 

Introduction 
 
1.1 Background 

 
Electronic warfare (EW) receivers are designed to detect an unknown number of radar signals.  

There is a requirement for real-time data acquisition and processing with very precise 

characterization of the signal.  There have been many advances in receiver applications such as 

in the field of communications, which has many similarities with that of EW receivers.  

However, unlike communication receivers, the EW receiver has no prior knowledge of the 

incoming signal(s) that needs to be detected and the signal may also have a very short duration, 

furthering the difficulty to detect it.  This presents a problem to EW receiver designers due to the 

necessity to have accurate and prompt signal detection(s) and estimation(s) over a broad 

bandwidth; these receivers are used in different military aircraft and, in most situations, a precise 

detection is vital [1]. 

 

The EW receiver has two main, real-time requirements: 1) to detect multiple signals and 2) 

precisely estimate the signal’s characteristics.  To develop a receiver that meets these two 

requirements, different techniques are needed to bypass the natural problems and hardware 

limitations associated with receiver design; this includes introducing additional hardware such as 

an In-phase/Quadrature (I/Q) based channel receiver and several digital signal processing 

techniques such as the application of a windowing function and frequency and power 

interpolation.  Depending on certain choices, the receiver may be designed to detect weak 

signals, strong signals, or both.  However, there is a trade off when it comes to this choice; 

detecting strong signals will diminish the ability to detect weaker signals simultaneously and 

vice-versa.  This leads to a problem when taking into account that there is no prior knowledge of 

possible incoming signals.  Due to the signal frequency being unknown, the working bandwidth 

of the EW receiver needs to be as broad as possible [2].  For a typical communication receiver, 

the designer will know the signal characteristics such as signal frequency, modulation schemes, 
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etc., for which the receiver will be receiving, which gives the designer certain guidance when 

choosing specifications.  However, an EW receiver designer needs to create a design that will 

allow the receiver to detect a wide variety of signal(s) over a broad bandwidth [1, 2]. 

 

 

1.2 Goals 

 
The purpose of this thesis is to develop a receiver that will accurately detect and characterize 

three signal types:  Continuous wave (CW), chirping, and Binary Phase Shift Keying (BPSK) 

signals.  This receiver will also incorporate an I/Q based channel to double the working 

bandwidth to further strengthen the detection capabilities.  Once this portion of the receiver is 

simulated using MATLAB
®
, it will be implemented for real-time use in hardware using a Field-

Programmable Gate Array (FPGA). 

 

1.3 Overview 

 
This thesis will discuss the methodology of creating a working I/Q based channel EW receiver.  

Chapter 2 will be a review of the different digital signal processing techniques that are used to 

design the receiver such as the Discrete Fourier Transform (DFT), windowing functions, and 

frequency and power interpolation.  Chapter 3 details the EW receiver, including the different 

hardware associated with the receiver, design requirements, and signals that this thesis will 

consider.  Chapter 4 will show the performance of the EW receiver and its effectiveness on 

detecting all three of the proposed signal types.  Chapter 5 focuses on the I/Q based channel 

receiver, the problems that accompany this technology, and the techniques to alleviate these 

problems.  Chapter 6 discusses the hardware implementation of a compensator to improve the IQ 

receiver performance and its results.  Finally, chapter 7 concludes this thesis and proposes 

possible future work. 
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Chapter 2 

 

Digital Signal Processing Techniques 

 
2.1 Discrete Fourier Transform 

 
The first step of the digital EW receiver is to gather any incoming, analog data and transform it 

into the digital domain.  This process is conducted with an Analog-to-Digital Converter (ADC).  

Once the signal passes through an ADC and is in its digital representation, the DFT is used to 

convert the incoming signal from the time-domain to the frequency domain.  Assuming the 

incoming signal, x(t), is a CW signal, it can be represented as: 

 

 

                
         

where f  is the signal’s frequency. 

 

The analog signal is sampled at discrete times using an ADC.  Due to its physical limitations, the 

ADC has a finite sampling frequency, which limits the working bandwidth of the receiver [3].  

The sampled signal of x(t) can be represented below: 

        
 [ ]                , 

 

where     is the sampling frequency and n is an integer representing the sampled points of the 

signal.  Finally, to convert this sampled signal to the frequency domain, the DFT is computed 

based on a segment of x[n] following the equation below [3]: 

 

 (   )   ∑  [ ]          
   . 

    
where N is the number of the data point in one frame.  The computational complexity of 

(2.2) 

(2.1) 

(2.3) 
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performing the DFT on a set of data in real-time is on the order of     i.e., O(  ); when N is 

large, the computation load may be too great for a real-time EW receiver.  To combat this issue, 

the Fast-Fourier Transform (FFT) is used to calculate the DFT.  The computational complexity 

of the FFT is O(nlog(n)), which is more suitable for real-time processing [3].  However, even 

with the faster computational time, it is still impractical to calculate a long FFT in a short period 

of time because of hardware and speed limitations.  This is an issue which will be discussed in 

Chapter 6.   

 

When converting the incoming signal into its frequency domain, the FFT is only able to output 

correct frequencies that are a multiple of the frequency resolution.  The frequency resolution 

defined as follows: 

 

                                                                                                          (2.4) 

 

where     is the sampling frequency and N is the frame size of the FFT computation. The 

inability to have perfect frequency resolution (i.e.,       ~ 0) creates two problems, namely, 1) 

inaccurate frequency and power estimation and 2) the phenomena of spectral leakage, which 

limits EW receiver’s capability of detecting strong and weak signals simultaneously. 

 

2.2 Frequency and Power Interpolation 

 
Due to the imperfect frequency resolution mentioned in the previous section, the FFT might not 

output the correct frequency and power.  Figure 2-1 visualizes this problem; when conducting 

the FFT upon a sinusoidal signal whose frequency is not multiple of the fres, the FFT output 

(produced in blue) shows the error in frequency and power in comparison to the actual signal 

frequency and power (shown in red).  This apparent minimal separation is actually substantial 

because of the necessity to have very precise signal estimation and characterization to identify 

the incoming signal.  To help minimize the separation between the location of the FFT output 

and the actual location, frequency and power interpolation is used.  This process works as 

follows with the utilization of the Blackman window: 1) find the peak of the signal’s FFT output, 

2) examine the two adjacent points on each side of the peak and choose the maximum of the two 



5 

 

 

adjacent points (this establishes to which side of the FFT output the estimated frequency will 

shift), 3) take the ratio of the peak and the point found in Step 2, and 4) use this value in two 

separate equations for frequency and power interpolation.  It is worthy of notice that Blackman 

window is applied before the FFT calculations to reduce spectral leakage which will be covered 

in the next section. 

 

 
Figure 2-1:  The FFT output peak of a signal (solid line) vs. the actual location of the peak 

 

Figure 2-2 shows the graphs used to determine the power and frequency interpolation equations 

to obtain a more precise frequency and power estimation; these graphs and the power and 

frequency interpolation equations, Eqs. (2.5) and (2.6), were obtained by the following a series 

of steps:  The graph in Fig. 2-2 (a) was created by plotting the ratio of the FFT peak and its 

maximum adjacent signal vs. the actual signal frequency.  The signal frequency was swept from 

k × fres to (k+1/2) × fres, where k is an integer and fres is defined in Eq. (2.4).  Figure 2-2 (b) was 

created by plotting the ratio of the FFT peak power of the different frequencies within the same 

range as Fig. 2-2 (a) and the FFT peak power when a signal frequency was right on FFT bin 

frequency. 
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                                 (a)                  (b) 

 

Figure 2-2:  (a) Frequency interpolation and (b) power interpolation for a more accurate estimation 

 

From these graphs, using the curve fitting tool in MATLAB
®
, two equations were yielded that 

were used to give a more precise estimate for frequency and power. They are: 

 

                1.5696x + 1.7562,       (2.5) 

 

                  
                 .      (2.6)                                     

 

 

The variable x is the ratio of the peak and largest adjacent peak (step 3).  Once a more accurate 

frequency estimation, fest, is found, that value is then used in Eq. (2.6) to get a better power 

estimation.  This finally yields the more precise frequency and power estimates, visualized by the 

green marker in Fig. 2-1.   

 

2.3 Spectral Leakage 

 
Spectral leakage occurs when the signal’s frequency is not a multiple of the frequency resolution.  

The outcome of this undesirable effect results in the FFT output spreading its energy and leaking 

it into surrounding frequency bins [4] as shown in Fig. 2-3.   
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           (a)             (b) 

 

Figure 2-3:  Spectrum of (a) a signal with frequency that is a multiple of the frequency 

resolution and (b) a signal that is not a multiple. 

 

 

As seen in Fig. 2-3(a), when the frequency of the signal is a multiple of the frequency resolution, 

the surrounding bins have a floor of around -300 dB.  However, as seen in Fig. 2-3(b), when the 

frequency of the signal is not a multiple of the frequency resolution, the energy from the signal 

spreads into the neighboring bins and has a floor of around -30dB.  This spreading of energy has 

the possibility of masking signals with a smaller magnitude that may be located in or near the 

flooded bins and may cause the receiver to miss these signals.  To counter this phenomenon, 

windowing functions are used to reduce the leaked energy [4].   

 

There are a few possible windowing functions that could be used and each has its own key 

characteristics [4].  These characteristics include two main features: 1) the width of the main lobe 

and 2) the height of its side lobes; the width of the main lobe affects how closely the receiver can 

differentiate between signals that are in neighboring frequency bins, while the height of the side 

lobes lessens the effects of spectral leakage by lowering the energy floor.  Since we need to 

develop an EW receiver that can detect signals with a 50 dB power difference, the Blackman 

window is chosen from other options because it successfully lowers the floor to an acceptable 

level (i.e., 58 dB as shown in Fig. 2-4 (b))  [4].  Figures 2-4 (a) and (b) display the time and 

frequency domain of a Blackman window, respectively. 
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Figure 2-4:  (a) Time domain representation of a Blackman Window and (b) the frequency 

domain representation of the Blackman window. 

 

In Fig. 2-5, the Blackman window is applied to the same signal shown in Fig. 2.3 (b) that caused 

the energy to spread into adjacent frequency bins.  There is a noticeable widening of the main 

lobe of the signal; however, the important outcome of the windowing application is to 

significantly reduce spreading energy.  This is visualized in Fig. 2-5 by lowering the energy from 

around 30 dB to below 60 dB.   

 

 
 

Figure 2-5:  The signal with spread energy with a Blackman window applied. 
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Chapter 3 

 

Electronic Warfare Receiver Introduction 

 
3.1 EW receivers 

 
An EW system consists of a receiver, processor, and countermeasure generator, as visualized in 

Fig. 3-1.  The receiver gathers any incoming signals and produces a Pulse-Descriptor Word 

(PDW) consisting of the signal’s characteristics.  Then, the processor takes this PDW and 

attempts to match the signal characteristics with known signal types that are stored in a database.  

If any matches are discovered, the technique generator will follow with an appropriate action [1].   

 

 

 

 

 

  

 

Figure 3-1:  Hardware layout of a typical full EW system 

 

 

     

 

 

 

 

 

 

 

 

 

 

Figure 3-2:  Hardware layout of a typical EW receiver 
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The focus of thesis is the EW receiver illustrated in Fig. 3-2.  The main function of EW receiver 

is to produce the PDW containing the signal’s characteristics for further evaluation.  Figure 3-2 

shows that the antenna continuously receives signal and passes it through the ADC, the 

information is converted into the frequency domain using the FFT.  The working bandwidth of 

an EW receiver is limited by the ADC’s sampling rate and determined by the Nyquist theorem.  

The encoder is the portion of the receiver that analyzes the FFT output and produces the PDW; 

the PDW then provides five important characteristics: power, frequency, Time of Arrival (TOA), 

Pulse Width (PW), and Angle of Arrival (AOA).  To detect AOA, the receiver needs multiple 

antennas [1].  In this study, only a single antenna system is considered, so the AOA is not 

included in this PDW.  It is worthy of notice that the FFT-based EW receiver introduced here is 

widely used and can be considered as the standard for EW receiver implementation [5-8]. 

 

Along with the PDW, there are other important requirements that the receiver must meet.  One 

important EW receiver requirement is to have a very broad working bandwidth.  Since the EW 

receiver is designed with no prior knowledge of possible signal, having a limited bandwidth 

greatly reduces the effectiveness of its signal detection capabilities.  It would be ideal to have a 

receiver that could cover a range from 2 to 18 GHz [2].  However, this range would be difficult 

to achieve with standard EW receiver technology.  Based on Nyquist theory, assuming the ADC 

sampling rate is   , the receiver’s working bandwidth is at most      .  One method to improve 

the situation is to incorporate an I/Q based channel receiver.  This has the ability of doubling the 

working bandwidth without increasing sampling rate.  The I/Q based channel receiver will be 

discussed in Chapter 6. 

 

Another requirement is the ability to detect multiple signals.  This adds challenges to EW 

encoder designers because there is no prior knowledge of incoming signals or of the type of the 

any captured signals.  The receiver should be able to recognize multiple signal types.  For this 

research, we focus on three typical radar signals: CW, chirping and BPSK signals. 
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3.2 False Alarm and Threshold 

 
Due to interference from noise, other signals, and quantization errors, there is a possibility of the 

receiver providing the characteristics of a nonexistent signal.  The probability of this happening 

is referred to as the False Alarm Rate (FAR) [9].  A false alarm may result in unnecessary 

counter measure actions, and it is obvious that the FAR should be kept at a low level. [9].  

 

The threshold is the smallest power limit at which the receiver will consider an FFT peak to be a 

possible signal.  In the EW receiver, the threshold is determined based on a given FAR.  To 

determine the threshold, a study was conducted on the amplitude of a FFT output with the input 

as just a real-valued thermal noise.  The noise has a Gaussian distribution whose power is 

determined based on the receiver’s working bandwidth [9].  The first step is to store the different 

amplitudes (considered as a random variable) of one selected FFT bin from the real random 

noise from 1,000 trials.  The probability density function of the amplitude can be modeled as a 

Rayleigh distribution, as shown in Fig. 3-3.  This is given as: 

 

             
 

   
   

   ,       (3.1) 

  

 

where r is the amplitude of the random variable and   can be derived either from the random 

number’s mean or variance using the following equations [9]: 

 

 

                             
 

√
 

 

    (3.2)               and          √
  

   
 ,              (3.3) 

         
where m is the mean and v is the variance of the amplitude of the chosen frequency bin.  Once   

is calculated, the threshold can be determined based on the desired FAR and  .   
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Figure 3-3:  The amplitude distribution of real, random noise in the frequency domain 

following a Rayleigh distribution. 

 

 

Threshold determination is a function of the noise distribution and the FAR.  Though it would be 

ideal to choose a high threshold to guarantee the lowest possible FAR, it would have negative 

consequences if not chosen correctly [9].  A high threshold will prevent the receiver from 

detecting weak signals.  A low threshold will improve detecting weak signals, but it will 

deteriorate the FAR performance.    

 

3.3 Sensitivity and Instantaneous Dynamic Range 
 

Instantaneous dynamic range is defined as the power ratio (in dB) between the signals of the 

highest and the lowest power that a receiver would be able to detect simultaneously (visualized 

in the graph of Fig. 3-4 (a)).  Sensitivity is defined as the lowest possible signal that the receiver 

would be able to detect with a 90% probability of detection (visualized in the graph of Fig. 3-4 

(b)) [9].  It would be ideal to have a large instantaneous dynamic range and high sensitivity.  

However, these two values have tradeoffs; if a large instantaneous dynamic range is chosen; high 

powered signals would be able to be detected.  However, high powered signals would raise the 

noise floor, leading to the possibility of masking lower powered signals and harming the 
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sensitivity of the receiver.  Moreover, if the receiver is designed to be highly sensitive, it would 

diminish the ability to detect high powered signals, for the same reason as stated above [9].   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a)                                                                    (b) 

 

Figure 3-4:  (a) Illustration of the instantaneous dynamic range and (b) illustration of the 

sensitivity of a receiver. 

 

 

3.4 Signals of Consideration 

 
The three radar signals considered in this study are CW, chirping, and BPSK signals.  The EW 

receiver’s PDW output might need to provide additional characteristics than the standard five 

discussed in Section 3.1, depending on the signal type.  Since the EW receiver processes signals 

frame-by-frame without any synchronization between receiver and transmitter, it is more 

difficult to generate the PDW for some signal types more so than other types of signals.  The 

three different signals with their respective PDW output requirements and encoder challenges are 

as follows:  
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1) Continuous Wave  

   

 
 

Figure 3-5:  CW signal 

 

The continuous-wave signal can be represented as: 

  

                . 
 

 

  Characteristics: 

The CW signal has constant frequency and amplitude.  This type of signal 

can either be pulsed or continuous.  Only frequency, power, TOA, and PW 

are of concern. 

 

                        Challenges:  

   No added encoder challenges are introduced. 
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2) Chirping (Linear)  

 

 
 

Figure 3-6: Chirping signal 

 

A linear chirping signal can be represented as: 

 

         [         ],  
 

where    is the initial frequency and k is the chirp rate [10]. 

 

  Characteristics: 

The chirping signal starts at an initial frequency and changes its frequency 

linearly with time.  All other signal characteristics remain constant.  Along 

with the standard signal characteristics, the chirp rate is required to be a 

part of the PDW. 

 

  Challenges: 

The different frequencies in each sequential frame can cause confusion 

when determining if it is part of a preexisting chirping signal or the start of 

a new signal. In this study, we only consider a chirp signal with a positive 

chirp rate, but the developed algorithm can be easily extended for a chirp 

signal with a negative chirp rate as well. 
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3) BPSK  

 

 
 

Figure 3-7:  BPSK signal 

 

A BPSK signal can be represented as: 

 

                   , where   is either 0 or   [11]. 

 

 Characteristics: 

The BPSK signal is a CW signal that periodically changes its phase.  The     

phase can either be 0 or  .  Along with the standard signal characteristics, 

the chip time is desired be a part of the PDW output.  The chip time 

defines how fast signal phase transitions might occur. 

 

 Challenges: 

Depending on where the phase change happens in a frame, the signal’s 

spectrum may have a different appearance.  When the phase change 

happens in the beginning or end of a frame, the spectrum of a BPSK signal 

is similar to the one of CW signal.  However, when a phase change 
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happens in the middle of a frame, it causes two peaks at different but close 

frequencies. These two scenarios are shown below in Fig. 3-8.  As a result, 

it is difficult to differentiate a CW signal from a BPSK signal and this 

difficulty will be addressed in Chapter 4. 

 

    
(a)                                                                        (b) 

 

Figure 3-8:  (a) FFT output of a frame of BPSK signal with a phase transition at near end 

and (b) FFT output of a frame of BPSK signal with a phase transition in the middle. 
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Chapter 4 

 

PDW Generator 
 

4.1 Description 

 
An encoder has been created using MATLAB

®
.  This encoder can precisely detect different 

types of signals.  Since this system is designed to work in real time, the receiver only sees and 

evaluates a frame of data at a time (visualized in Fig. 4-1); therefore, the encoder must track 

information on all possible signals for the entirety of their lifespans and then average this 

information from all the frames in which the signal(s) were detected.  Having the possibility of 

multiple signal types adds challenges with frame-by-frame detection.  There needs to be logic 

distinguishing between the different types of signals.  For example, the chirping signal might 

have an FFT peak in a different frequency bin in each sequential frame and when identify a peak 

in a FFT frame, the encoder will need to be able to decide if it is indeed part of a previous 

chirping signal or the start of a new signal.  Another example is with a BPSK signal; when a 

phase change happens in the middle of the frame, the FFT output produces two separate peaks 

above the threshold.  Again, there needs to be logic to check if these two peaks are caused by one 

BPSK or two CW signals that are close in frequency.   
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Figure 4-1:  Frame-by-frame breakup of a signal as seen by the encoder 

 

The PDW generator must be able to detect multiple signal types at any given moment in time.  

The methodology of how this generator functions will now be described in 9 steps; a flowchart 

will accompany this description following the completion of this section in Figs. 4-2 and 4-3. 

 

First the PDW generator extracts any possible signal information on the first occurrence that a 

frame has a possible signal(s) over the threshold. 

 

1) Upon receiving the first frame of valid data (an FFT peak above the system’s 

threshold) containing information, store each piece of information (power, 

frequency, phase, and starting frame) and consider it as the beginning of a possible 

signal. 

 

This initial stored data will be used as a benchmark to compare future information in the 

subsequent frames to determine what type of signal may be present. 
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2) Each subsequent frame will have all relevant data above the threshold extracted 

and each of the possible signals within that frame will be moved on for further 

processing. 

 

Once the next frame of data has been received, three checks are performed on each piece of data 

extracted from the frame that has a power exceeding the threshold; these checks are performed 

on the previously stored data: 

   

3) If the frequency increases by 2 or more frequency bins and the power is similar to 

      the previous frame of data, it will be flagged as a “possible chirping  

      signal”. 

 

4) If the frequency is within 1 frequency bin and the power is similar to the   

     previous frame of data, it will be flagged as a “possible continuous wave signal”. 

 

5) If the data does not match with any prior signal information, a new “possible signal”  

     will be created and stored for future comparisons. 

 

The amount that the signal can differ in frequency and power was decided empirically by 

tracking the average difference for these values viewed when building and enhancing this PDW 

generator for improvements over the course of its development.   

 

Once a possible CW or chirping signal has at least 3 frames of data, the encoder will flag that 

signal as being a real signal and it will lose the tag of “possible”.    Once this tag is removed, the 

encoder then performs checks on any CW signal to determine if it is a BPSK signal.  There are 2 

checks for the determining the existence of a BPSK signal: 

 

6) Check to see if the current frame has a phase shift in the middle of the frame (2   

     similar peaks will be present in the FFT output); if the two peaks have similar   

     frequency, power, and phase, then that signal will average the frequency, power and  

    phase and combine the two signals into one and flag it as a BPSK.   
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7) Perform a double phase difference check [12]; this requires having at least 3 frames  

     of data.  The double phase difference determines if there is a phase shift within   

     the duration of three frames.  This is found by taking the phase of three consecutive   

     frames and performing the following equation [12]: 

                               

                                            ),      (4.1) 

  

     where Θi represents the phase of the detected signal in a given frame. 

 

    If the double phase difference results with and outcome of 3.14 plus/minus 1.5  

   radians, then that indicates that there was a phase change within those three frames  

   and the signal will be flagged as a BPSK signal. 

 

The double phase difference is one method proposed by Dr. James Tsui to determine the 

existence of a phase change [12].  The last step is to check the current “possible” and “flagged” 

signals to see if they have been updated to determine if each are either a real signal or an 

aberration. 

 

8) After determining where each possible signal in the current frame belongs (either a   

     continuation of a previous signal or the start of a new signal), the PDW generator  

     then looks through the stored signals to see if there has been an update and  

     continuation to each of the previous “possible” or “flagged” signals; if there was no   

     update, that signal is marked with having 1 missed frame.   

 

This encoder allows for multiple missed frames throughout the duration of a signal; however, 

there cannot be consecutive missed frames.   

 

9) At the end of step 7, once there are 2 consecutive skipped frames for any “flagged”  

     or “possible” signals, the encoder takes one of the two following actions: Delete  

     the information if the detected frames were less than three frames, or produce a    
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    PDW containing the pertinent information (frequency, power, time of arrival, pulse  

    width, and/or chirp rate) if there are three or more frames of information. 

 

The encoder allows for non-consecutive missed frames for two main reasons: the possibility of a 

high powered noise spike and the effects of spectral leakage.  The spectral leakage issue can 

occur if another, high-powered signal arrives or leaves in the middle of a frame.  This high-

powered signal will spread its energy and possibly cover up a lower-powered signal, which will 

cause a missed detection.   

 

Steps 2-9 will then repeat themselves continuously as long as the receiver is operational.  Using 

this method described above, a comprehensive test was performed on the encoder to test its 

effectiveness and accuracy.  Below, a flow chart visualizing the steps above is displayed: 
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Figure 4-2:  PDW flow chart part 1. 
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Figure 4-3:  PDW flow chart part 2. 
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ns.  A 256-point Blackman window was multiplied with the incoming signal before FFT was 

conducted.  Thermal noise was taken into account in the simulation.  Also, the signal went 

through a 10 bit quantization to give the signal a more realistic setting.  Each of the following 

three sections will contain five plots:  probability of detection, frequency estimation error, power 

estimation error, time of arrival estimation error, and pulse width estimation error.  Along with 

those plots, the cases for CW and BPSK will also contain a plot showing the accuracy of 

classifying the signal correctly. 

 

4.2.1 Continuous Wave Signal 

 
Before performing the efficiency test of the encoder’s accuracy for detecting a CW signal, two 

additional tests were carried out: The probability of detection and probability of correct signal 

identification.  Figure 4-3 (a) shows the CW signal’s probability of detection vs. signal power 

and pulse width.  Figure 4-3(b), shows the probability of detection vs. signal power. 

 

 
(a)                                                                               (b) 

Figure 4-3: (a) Probability of detection and (b) Probability of correct identification. 
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is more likely to be skew by noise and cause the encoder to misclassify it as a BPSK signal when 

using the double phase difference method.  However, when the power is higher, it is expected 

that the encoder would identify the signal correctly 100 percent of the time and encoder did not 

achieve 100 percent correctness.  This phenomenon deserves a detailed analysis.  As stated 

previously, the encoder uses the double phase difference method to determine if a phase change 

is present in three frames of continuous data; however, this method has a flaw that there are CW 

signals with certain frequencies that occasionally cause the double phase difference to yield a 

value of π, which will be considered a phase change.  Figure 4-4 demonstrates this issue and it is 

shown below: 

 

 

                  (a)                                                   (b)                                                  (c) 

Figure 4-4: CW probability of false identification at signal power: (a) -50 dBm, (b) -40 

dBm, and (c) -30 dBm 

 

Figure 4-4 contains three plots detailing the probability of identifying a CW signal as a BPSK 

signal.  As seen clearly in Fig.4-4 (a), every 25 MHz, the double phase difference will produce a 

double phase difference of π instead of 0 about 25% of the time.  In a similar trend to the 

probability of correct identification plot in Fig. 4-3, when the power is low, there is a greater 

probability of false identification at those specified frequencies (every 25 MHz).  Even with the 

higher power signal in Fig. 4-4 (c) (signal power: 30dBm), there is still a small chance of a 

false detection.  For example, when there is a correct identification, the double phase difference 

should result in 0 or 2π.  For instance, when one of the frequencies that artificially created a 

phase change had a correct result, the three consecutive phases resulted in 𝛩  = 2.58,  𝛩  = -0.72,  

𝛩  = 2.28 yielding a double phase difference of 6.3.  However, due to the  phase ambiguity, at 

that same frequency there was a chance that the three consecutive phases resulted in 𝛩  = 2.66, 
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 𝛩  = -0.71,  𝛩  = -0.87 yielding a double phase difference of 3.2 thus causing an incorrect signal 

classification. 

 

After analyzing the probability of detection and identification accuracy, a comprehensive test 

was performed on a CW signal.  A cosine signal was tested with 3 controlled statistics:  Time of 

arrival, signal power, and pulse width.  Time of arrival was swept from the initial frame being 

completely full at 100 percent to the first frame only being partially full occupying 10 percent of 

the initial frame.  The power of the signal ranges from low (75 dBm) to high power (45 dBm).  

Also, in this test, the pulse width is set to a constant 900 ns.  The only other characteristic is 

frequency and it is a random variable between 300 MHz and 1000 MHz.  Each combination of 

time of arrival and power was averaged over 1000 times.  Four different testing scenarios are 

shown below:  Frequency, power, time of arrival, and pulse width estimation error. 

 

                                                    

(a)                                                                                  (b) 

Figure 4-5: CW (a) frequency estimation error and (b) power estimation error. 
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(a)                                                                                      (b) 

Figure 4-6: CW (a) TOA estimation error and (b) PW estimation error. 
 

 

As one can see in Fig. 4-5, the performance of the encoder is very accurate when the signal is of 

higher power for the frequency and power estimation; however, the accuracy deteriorates as the 

power decreases.  The time of arrival and pulse width estimation error follow similar trends as 

shown in Fig 4-6; the estimation is worse when the frame occupation is around 30% and 70%.  

This outcome is due to the interpolation equation used.  We estimated the signal duration in the 

first and last frame based on the ratio of signal power in the first and last frames with the 

averaged signal power of the other, or middle, frames.  This interpolation formula works the best 

when the signal occupied the frame from the ranges of 30-70%.  Signals occupying a small 

portion of frame might not be detected and signals occupying over 70% of frame are more likely 

to be viewed as occupying the entire frame.   Also, when the frame occupation is 50% or at 50 ns 

and the power is very low, the estimation for time of arrival and pulse width is the worst due to 

the increased chance of miss detecting the starting and ending frames.   

 

4.2.2 Chirping Signal 

 
The probability of detection for the chirping signal follows the trend of the CW signal in that it 

has poor accuracy only when the signal power and the pulse width are low as shown in Fig 4-7.  

The plot indicating the encoder’s ability to classify the signal as a chirping signal was omitted 

because it was correct 100 percent of the time when the signal power was high and the pulse 

width was long. 
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Figure 4-7:  Chirping signal probability of detection.   
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frequency and TOA were both random variables.  Each combination of chirp rate and power was 

averaged over 1000 times.  Four different testing scenarios are shown below:  chirp rate, power, 

time of arrival, and pulse width estimation error. 
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(a)                                                                                   (b) 

Figure 4-8: Chirping (a) chirp rate estimation error and (b) power estimation error. 

 

 

 

 
        (a)                                                                                        (b) 

Figure 4-9:  Chirping (a) TOA estimation error and (b) PW estimation error. 
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multiple of the frequency resolution [13].  Expectedly, the TOA and PW estimation errors 

worsen as the power decreases as shown in Fig. 4-9. 
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identifying the signal as a BPSK signal is much more correct when comparing it to that of the 

same graph for the CW signal in Fig. 4-3(b).  This outcome is due to the fact that is much easier 

to classify a BPSK signal in comparison to a CW signal due to the double phase difference issue 

mentioned previously. 

 

  

          (a)                                                                                 (b) 

Figure 4-10:  BPSK (a) Probability of detection and (b) Probability of correct 

identification. 

 

Again, similar to the CW test, a cosine signal was tested with 3 controlled statistics:  time of 

arrival, signal power, and pulse width.  Time of arrival was swept from the initial frame being 

completely full at 100 percent to the first frame only being partially full occupying 10 percent of 

the frame.  The power of the signal ranges from being low (75 dBm) to high power (45 dBm).  

Also, in this test, the pulse width is set to 900 ns.  For this case, the frequency and chip time were 

randomly set.  Each combination of time of arrival and power was averaged over 1000 times.  
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                              (a)                                                                                   (b) 

Figure 4-11:  BPSK (a) frequency estimation error and (b) power estimation error. 

 

 

 
(a)                                                                                   (b) 

Figure 4-12: BPSK (a) TOA estimation error and (b) PW estimation error. 
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these plots when the time of arrival is near the middle of a frame.  In this test, the phase remained 

constant for one full frame; therefore, when the TOA starts in the middle of a frame (130-160 

ns), each phase change will then occur in the middle of a frame.  As we know, when there is an 

instance when the phase change occurs in the middle of a frame, the FFT output will produce 

two very similar and close signal peaks and the elevated error is due to those two peaks having 
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their characteristics averaged.  The time of arrival and pulse width both follow the same trends 

that are seen with the CW signals as shown in Fig. 4-12. 

 

 

The simulation results presented in this Chapter demonstrate that the developed encoder program 

can successfully detect different signals and generate accurate PDW when some conditions 

(signal power, PW, etc) are satisfied.  The issue of correctly differentiating between CW and 

BPSK signals remains an unsolved issue and will be a topic for future study.  The next chapter 

will present the I/Q channel base receiver design which can double the working bandwidth of an 

EW receiver. 
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Chapter 5 

 

I/Q Based Channel Receiver 

 
5.1 Introduction 

 
As we know, to increase the performance of an EW receiver, it is desired to have a broad 

working bandwidth since there is no prior knowledge of the incoming signal’s frequency.  

However, hardware limits the working bandwidth in typical receiver designs.  A typical receiver 

will be able to detect signals that are in the first Nyquist zone, or signals whose frequencies are 

less than that of half the sampling frequency [14].  If the signal’s frequency is not in the first 

Nyquist zone, aliasing will occur and this will cause erroneous results, which would force the 

EW system to spend valuable resources in trying to process erroneous signals.  For example, 

conducting FFT upon a real-valued signal whose frequency is in the second Nyquist zone will 

produce a symmetrical spectrum as seen in the left plot of Fig. 5-1.  The symmetrical spectrum 

makes the signal in the first and second Nyquist zones undistinguishable thus causing the second 

half of the spectrum to be redundant and useless [14].   

 

 
 

Figure 5-1:  FFT output (left) of a real input signal and the FFT output (right) of a complex 

Signal 
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An EW receiver designer is limited by the ADC when choosing a sampling frequency for the 

system.  The receiver’s working bandwidth is less than half of the sampling rate,     .  One 

method to increase the receiver’s working bandwidth without increasing     is to introduce an I/Q 

based channel into the EW receiver design. 

 

 

Figure 5-2:   I/Q based channel receiver 

 

 

An I/Q based channel receiver, shown in Fig. 5-2, takes the incoming, real-valued signal and 

splits it into two ways: an in-phase (I) signal and a 90 degree shifted quadrature (Q) signal.  This 

is achieved by using a 90 degree coupler.  By shifting the phase of the second signal, the real-

valued signal is transformed into a complex signal (I-real-part, Q-imaginary part).  When 

performing the FFT of a complex signal, the output does not produce a symmetrical spectrum.  

This can be seen in the right plot of Fig. 5.1.  This effectively doubles the working bandwidth by 

removing the previous redundant copy shown in the left plot of Fig. 5-1.  However, this 

simulation is conducted assuming a perfect coupler.  In reality, there are certain amplitude and 

phase mismatches in the quadrature signal that can produce a nonexistent signal to show up on 

the spectrum.  Figure 5-2 shows the path that the quadrature signal takes.  In this path, the signal 

passes through an amplifier and phase shifter.  In the ideal case, the value of k of the amplifier 

should be 1 and the phase should be 90 degrees with   equal to 0.  However, in practice, the 

value of the amplifier and phase shift will not be perfect.  If the value of k is off by a minimal 

margin or the phase is marginally different from 90 degrees, a “ghost” image will appear [15].  

The signal spectra of an I/Q receiver with a perfect coupler and a realistic coupler is shown 

below for comparison in Fig. 5-3. 
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Figure 5-3:  FFT output (left) of a perfect coupler and the FFT output (right) of a realistic 

coupler. 

 

 

This nonexistent signal, shown in the right graph of Fig. 5-3, will force the threshold to be 

heightened to diminish the possibility of identifying the false image signal as an actual signal.  

This will cause the instantaneous dynamic range of the receiver to greatly suffer.  Furthermore, 

this signal could be in a location in the spectrum that could mask a real signal with a lower 

magnitude that shares a close frequency bin.  To diminish the false signal, compensation 

methods are needed.  This is referred to as I/Q compensation. 

 

5.2 Amplitude/Phase Compensation 
 

We noted that, the amplitude and phase imbalance caused by an imperfect coupler can create 

an image signal and thus reduce the instantaneous dynamic range of an EW receiver.  As a result, 

the I/Q channel based EW receiver has not been widely deployed.  One of the issues of 

compensating the I/Q imbalance in an EW receiver is that, unlike a communication receiver, the 

EW receiver assumes no a prior knowledge about incoming signal frequency and the amplitude 

and phase imbalance of a realistic coupler is frequency dependent.  Many imbalance methods 

focus on communication systems [16 - 23] and are not suitable for the EW system with no prior 

signal knowledge and that will need to be able to detect multiple signals at once.   
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     Figure 5-4: I/Q compensation block diagram 

 

Dr. Lihyeh L. Liou of the AFRL developed an I/Q imbalance compensation method covering 

two Nyquist zones for EW receiver applications [24].  Since the amplitude/phase imbalance of a 

realistic coupler can be characterized in advance, it is possible to develop a filter to compensate 

the I/Q imbalance over the receiver’s working bandwidth.  The basic concept is to characterize 

the coupler’s amplitude/phase frequency dependent imbalance and derive its inverse system (the 

equalizer) with a complex valued Finite Impulse Response (FIR) filter.  Figure 5-4 shows the 

path through which the incoming signal travels.  The incoming signal passes through matrix A, 

which represents the phase and magnitude imbalance of the realistic 90 degree coupler.  Then, 

matrix B represents the filter through which the imbalanced signal travels resulting in a signal 

with a diminished “ghost” image.  In Fig. 5-4,   represents the amplitude mismatch and   

represent the phase mismatch.  Notice that the coefficients of matrices A and B are frequency 

dependent.  Matrix A can be determined based on the measurement result of the coupler and 

matrix B can then be determined from matrix A.  Revising the matrix representation of matrix B 

into a complex-number format and taking the inverse Fourier transform of the resulting 

coefficients in the frequency-domain, we can derive the operation of the compensator in the 

time-domain, which will be in the format of an FIR filter whose representation is given in the Eq. 

5.1 [24]. 

            

                         ∑                ∑         
      

 
       

                                           (5.1) 

 

where    and    are the filter tap coefficients,     is complex valued inputs (I and Q channels), 

      is the complex valued output (I and Q channels), and there are (2M+1)  tap coefficients.  

The coefficients    and    are derived based on frequency dependent matrix B shown in Fig. 

5.3.  

 

 
    𝑤𝑡 
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The I/Q compensation algorithm summarized here can be found in Dr. Liou’s upcoming 

publication and AFRL technical report [24].   

 

5.3 I/Q Compensation Simulation  

 
The first step to implement this compensation scheme in hardware was to simulate the behavior 

using a hardware language for an FPGA and compare it to the verified MATLAB® results; the 

utilized FPGA language was VHDL.  We would like to verify that the code and simulations 

written in MATLAB could be replicated and matched in VHDL.  Not only will the following 

plots show the validity of the VHDL code, but they will also demonstrate the effect different 

amplitude and phase imbalance profiles have on the effectiveness of the proposed compensation 

scheme.   For this test, a sampling frequency of 2.56 GHz was chosen with a 256 point FFT and 

the frequency of the signal was set arbitrarily to 1776 MHz (located in the 2
nd

 Nyquist zone).  

Figure 5-5 shows the coupler’s amplitude and phase mismatch used to produce the false image.  

The spectra of coupler’s imbalanced signal and the equalized signals using the compensation 

scheme in both the MATLAB
®
 and VHDL programs are shown in Fig. 5-6.  This imbalance case 

was created to show the performance of the compensation scheme when the imbalances are 

almost constant (spanning from an amplitude ratio of .8 to .8001 and a phase difference of -.2 to 

-.1999 radian).  Notice that testing signals used in following simulations are multiplied with a 

Blackman window after A/D conversion to reduce spectral leakage.  The equalizer tap length is 

11.  Figures 5-6 illustrate the effectiveness and success of the VHDL implementation of this 

compensation scheme; the amplitude and phase imbalance were artificially created to replicate 

the effects a hybrid could have on an incoming signal.   
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Figure 5-5:  Amplitude (upper) and phase (lower) imbalance profiles. 

 

 
Figure 5-6:  Compensation scheme verification 1 

 

As seen in Fig. 5-6, this almost constant imbalance profile produces a false image, as expected, 

but the equalizer drops the power of the false image greatly by almost 60 dB.  Also, in this plot, 

the VHDL implementation (shown in green) of the compensation scheme is verified as it 

matches the MATLAB
®
 outcome, represented in red.   

 

Another test to verify the validity of the VHDL code was performed with a non-symmetric 
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previous imbalance profile, the mismatch for the amplitude and phase deviate greatly from their 

starting locations (spanning from an amplitude ratio of .8 to 1.05 and a phase difference of 0.2 

to .05 radian). 

 
Figure 5-7:  Amplitude (upper) and phase (lower) imbalance profiles. 

 

Figure 5-8:  Compensation scheme verification 2 

 

The spectra of coupler output and equalizers’ output are illustrated in Fig. 5-8.   The VHDL 

outcome (shown in green) is once again verified, as it matches the MATLAB® results in red; 

however, it is interesting to note the effects the imbalance profile has on the compensation 

scheme.  In comparison to the previous false image power drop, the false image is only lowered 

by 25 dB, which is still a significant reduction.   
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To show the effectiveness of the compensation scheme on the full working bandwidth of a 

particular case, another phase and amplitude imbalance vs. frequency was created and shown in 

Fig 5-9.  Figure 5-10 shows the amount in dB the image signal’s peak drops for the full 

bandwidth after being passed through the equalizer.  The performance of equalizer is frequency 

dependent and the image deduction ranges from 55dB to 28dB.  It is interesting to note that there 

is an image power drop for all frequencies except for frequencies around 1.28 GHz, or half of the 

sampling frequency of 2.56GHz.  This is because that frequency is the folding frequency located 

at half the sampling rate and the original and image signals occupy the same frequency and 

cannot be separated. 

 

Figure 5-9: Phase and amplitude imbalance 3 

 

 

Figure 5-10: Filter performance on the entire working bandwidth  
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Hardware Implementation 

 
6.1 Introduction 

 
The implementation of the I/Q compensation scheme was the next step after verifying its 

viability in simulation.  The most concerning difference between hardware and simulation were 

the limitations of the hardware constraints; specifically, the clock speeds and the processing 

power of the device itself forced the implementation to be carried out differently than it was in 

simulation.  The Calypso-V6 device was used to carry out this project at Wright Patterson Air 

Force Base.  On this board, the Virtex-6 was the FPGA utilized and the incoming data was 

passed through two ADCs (one for each of the I and Q channels). 

 

6.2 Implementation 

 

The physical constraints of the Calypso-V6 are centered on the ADC’s sampling rate of 1.5 GHz.  

The filter equation that the FPGA needs to perform was shown in Eq. (6.1). 

 

         ∑                ∑         
      

 
       

                      (6.1) 

 

This equation presents multiple issues for hardware implementation.  One may note that the tap 

coefficients,    and   , both have real and imaginary components.  Along with the real and 

imaginary components of the input and the coefficients, this filter will have eight multiplications 

for each filter tap.  The final amount of operations for one output calculation is then 2M+1 

multiplied by 8.  For example, if there are 10 filter taps, there will be 80 multiplications to 

calculate.   This amount of computations would not allow for the Virtex-6 to meet timing and 

hardware requirements.  Due to this, the incoming signal had to be broken into parallel 

processing paths.  Downsampling the input signal effectively reduces the sampling rate.  For 

example, with the sampling rate of this system at 1.5 GHz, downsampling by two would reduce 
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the sampling rate to 750 MHz.  For this hardware implementation, the input signal was split into 

4 parallel processing paths and the downsampling is conducted in each path 

 

This difference between theory and actual implementation is very critical; the compensation 

method was developed based on the filter being performed on consecutive samples and because 

of this, a straight-forward implementation into the FPGA would not be possible.  To meet all 

timing constraints for the Calypso-V6, the signal had to be split into four parallel paths [25].  For 

this to work, a polyphase filter implementation was utilized. 

 

The polyphase filter method is designed to have the parallel data paths to be filtered by filter taps 

broken into the similar layout as the parallel data paths.  For the actual implementation, a filter 

tap length of 11 was utilized.  Figures 6-1 and 6-2 below show how the tap coefficients,    , was 

split to match the incoming data [25].  

 

               . . .     

 

Figure 6-1:  Filter tap coefficients. 

 

Branch 1          

Branch 2           

Branch 3           

Branch4       0 

 

Figure 6-2:  Filter tap coefficients in parallel form. 

 

Once both the filter taps and incoming signal are in similar, parallel forms, 4 branches are 

created. The overall system is shown in Fig. 6-3.   Each branch will receive the same data and 

process it with a three-tap FIR filter.  For example, on four clock cycles, the system will receive 

4 samples.  These 4 samples will be fed into the 4 parallel paths and each branch will get the 

same data.   The only difference between branches is the coefficients that it will utilize for the 

FIR filter taps.  By viewing Fig. 6-3, each branch’s main outcome is to produce four outputs, 

      , where m is the branch number and n is the sample number.  Once each branch produces 

their different outputs, they are combined and reconstructed to yield a result that would mirror 

that of a straight forward implementation.  
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Figure 6-3:  The overall system of the hardware implementation 

 

To explain the functionality of each branch, let us consider branch 1.  Figure 6-4 demonstrates 

the path the data takes to produce the four outputs for this specific branch.  For branch 1, the 

three filter taps that would be used in path 1 consists of the coefficients:   ,   , and    .  This can 

be seen in Fig. 6-4.  The input signal will be split to four paths, experience different delays, be 

downsampled, and be processed by a three-tap FIR filter.  Again the only difference between the 

four branches will be the filter coefficients used.  Therefore, as an example, Branch 2 will look 

the same as Fig. 6-4 except with filter coefficients from path 2 (shown in Fig. 6-2). 
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Figure 6-4:  Data path to produce outputs for branch 1. 

 

 

The four outputs produced by each branch (Fig. 6-4) will then go through the combiner, as 

shown in Fig. 6-3.   The final outputs are found by summing the appropriate samples of the four 

different filter branches and output of each branch experience different delays before the 

summation.  Therefore, the summation groups are a combination of the current cycle of input 

samples and the previous samples [25].  Due to this, the hardware will need to store not only the 

current set of samples, but the previous sets of samples as well.   The final output,   , is 

calculated following these six steps: 

 

 1) Take the sample of the current set of branch 1matching 

             the position of the output being computed (e.g.     

            corresponds to       ,    corresponds to        , etc.,) 

 

 2) Take the previous sample (delayed by 1 from the first  

            sample) of branch 2 

 

 3) Take the previous sample (delayed by 2 from the first  

            sample) of branch 3 
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 4) Take the pervious sample (delayed by 3 from the first 

             sample) of branch 4 

 

 5) Sum all four appropriate samples to achieve the final output as shown in Fig. 6-5) 

 

      6)  Repeat these steps for all four outputs (  ,          , and       
 

 

 
 

Figure 6-5:  Summation groups to produce final outputs. 

 

 

Once all the outputs of four clock cycles are complete, they are upsampled as illustrated in Fig. 

6-3 and reconstructed to form a constant stream of output samples [25].  This method will then 

repeat itself with the introduction of the new set of 4 data samples; the current set of data will be 

saved as the previous set of data and the new data will be viewed as the current set of data.   

 

For a more general form, let’s focus on the outputs   , where k is greater than 11; k values of 12 

and greater consists of outputs with all non-zero components.  The general equation to calculate 

the final outputs (Fig. 6-5) is shown below: 

 

        ∑             
   
                                    (6.2) 
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And the four equations for the different outputs for each branch (Fig. 6-4) are shown below: 

 

       =       +                      ,                (6.3) 

 

       =       +                                      (6.4) 

 

       =       +                      ,               (6.5) 

 

       =       +                                     (6.6) 

 

where sk is the k
th

 input sample. 

 

To show how this system would work, consider the output    ; the four outputs from the four 

different branches that would be used to produce     is shown below in Eqs. (6.7 – 6.10) and 

follows the form described in Fig. 6-5 and Eq. (6.2).  

        =        +                                             (6.7) 

 

        =        +                                   (6.8) 

 

        =        +                                    (6.9) 

 

        =        +                     (6.10) 

 

It is clear to see that the summation of these 4 outputs would produce the following result: 

 

    =                                     (6.11) 

 

                                                       (6.12) 

 

This result mirrors what a straight forward implementation of an 11-tap FIR filter would 

produce. 

 

6.3 Equipment and Setup 

 
Along with the Calypso-V6, the other main piece of equipment was the 90 degree coupler.  The 

particular coupler used for this test has a working bandwidth from 500 – 2000 MHz; this left a 

zone between DC and 500 MHz that was not specified by the specific coupler.  Before testing the 
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compensation scheme as the sum of multiple polyphase FIR filters, the filter tap coefficients had 

to be produced. 

 

The first step to obtain the filter tap coefficients was to calibrate the coupler over the input range 

of the ADC (DC to 1500 MHz).  The calibration results for this specific coupler are shown below 

and were found by sweeping the frequency range of the working bandwidth with a step 

frequency of 50 MHz.  This data was followed by using an interpolation routine to obtain a set of 

characterization curves with a fine resolution which was ready for frequency-time transfer.  The 

characterization results of the phase and amplitude imbalance are shown in Fig. 6-6. 

  
 

Figure 6-6:  Calibration results for coupler: (upper) phase imbalance (bottom) amplitude 

imbalance.   
 

 

Once the calibration results for the coupler were obtained, the filter tap coefficients could then be 

created and the full experiment with all of its equipment could be tested; the setup diagram for 

this experiment is shown below in Fig. 6-7. 
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Figure 6-7:  Equipment setup for testing. 

 

6.4 Results 

 
Using the equipment setup diagramed in Section 6.3, multiple tests were carried out.  There were 

two main investigations:  the feasibility of this method with a real-time hardware implementation 

and determination of performance under very poor conditions (additional phase and amplitude 

imbalance added).  The first test was to prove the feasibility of the method.  The signal 

frequencies used in experiment are outlined in Fig. 6-8 shown below: 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 6-8: Signal frequencies used in one-tone and two-tone tests 
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This initial verification test was split into three separate tests.  The first test (one tone test) was to 

see the performance over the entire working bandwidth.  The second verification was the two 

tone test; the key for the two tone test was that at any given time, there would be two signals in 

the first Nyquist zone, two signals in the second Nyquist zone, or a signal in both of the two 

different Nyquist zones.  The final verification involved a two tone, random signal; this was to 

create a more realistic possibility with a receiver detecting a signal of any frequency.  

 

The results of the first part of this test (one tone test) were the first indication that this method 

was feasible in real-time hardware.  These results are shown below in Fig.  6-8. 

 
Figure 6-9:  One tone equalization performance. 

 

 

 (a)            (b) 

Figure 6-10:  (a) Frequency 1305 equalization performance and (b) the close up of the 

image peak  
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As shown in Fig. 6-9, the FPGA results match up very favorably to the simulated results by 

following a similar pattern of image reduction.  The difference between measurement and 

simulation is probably due the fact that the equalization is implemented in a floating point 

operation and actual implementation is conducted in fixed-point.   Figure 6-10 shows one 

specific example to visualize how the false peak is lowered after being filtered with the 

compensation scheme.  Figure 6-10 (a) shows one example with the input signal having a 

frequency of 1305 MHz and Fig. 6-10 (b) shows a zoomed up version of the image peak 

demonstrating how the specific false image drops. 

 

The next test was the two tone test.  Three different sets of data were collected for the two tone 

test:  (1) A signal with a set frequency of 250 MHz and a variable, sweeping frequency, (2) a 

signal with a set frequency of 500 MHz, and (3) a different set of variable, sweeping frequencies 

(as shown in Fig. 6-8).   One note is with the sampling rate at 1.5 GHz, the Nyquist frequency is 

located at 750 MHz.  Another important note was when the two signals were located where the 

other signal’s image peaks were located; the power of those two signal peaks should not have 

any reduction in power.  The spectra of 2 of the two tone test are shown below in Figs. 6-11 and 

6-12 and the complete results are shown in Tables 6-1 and 6-2: 

 
Figure 6-11:  Two tone performance (250 MHz and variable frequency of 905 MHz) 

 

0 500 1000 1500
-70

-60

-50

-40

-30

-20

-10

0
Equalization Performance, f1=251.9531  f2=902.3438

Frequency (MHz)

d
B

 

 

Original

Simulation

FPGA



52 

 

 

 
Figure 6-12:  Two tone performance (500 MHz and variable frequency of 1205 MHz) 

 

  Case1 Case2 Case 3 Case 4 Case 5 Case 6* Case 7 

RF1 (MHz) 250  250 250 250 250 250 250 

Original (dB) -14 -12 -12 -12 -12 -1 -12 

Compensated 

(dB) 

-24.5 -24 -23 -22 -22  0 -22 

Difference 10.5 12 11 10 10 -1 10 

RF2 (MHz) 300 500 700 900 1100 1250 1500 

Original 

(dB) 

-11 -25 -25.5 -25 -25  0 -40 

Compensated 

(dB) 

-23 -50 -33 -38 -33  0 -40.5 

Difference 12 25 17.5 13 12 0 .5 

 

Table 6-1: 250 MHz and sweeping frequency case performance. 

 

  Case1 Case2 Case 3 Case 4 Case 5* Case 6 Case 7 

RF1 (MHz) 500 500 500 500 500 500 500 

Original 

(dB) 

-9 -20 -25 -26 0 -25 -24 

Compensated 

(dB) 

-21 -39 -39 -48 0 -47 -35 

Difference 11 19 14 22 0 22 11 

RF2 (MHz) 200 400 600 800 1000 1200 1400 

Original (dB) 26 24 30 24 0 20 24 

Compensated 

(dB) 

47 35 39 30 0 31 28.5 

Difference 21 11 9 6 0 11 4.5 

Table 6-2: 500 MHz and sweeping frequency case performance. 
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The results from the FPGA again match favorably to the simulation results; all frequencies show 

an image peak reduction and for the location of the mirroring signal peaks, their respective 

powers were not reduced.  To complete the initial verification test, a two tone, random signal 

was used as the input signal to test the performance in a more realistic scenario.  Figure 6-13 

shows the result of one of the cases for the random two tone test and Fig. 6-14 shows the 

complete performance of all frequencies tested (frequencies are arranged from lowest to highest 

frequencies for better viewing): 

 
Figure 6-13:  Two tone performance (random frequencies) 

 

 

 
                                      (a)         (b) 

 

   Figure 6-14:  The (a) first and (b) second frequency performance  

 

 

Again, the FPGA results showing the image drop at all frequencies. In Fig. 6-14 (a), there is no 
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folding frequency (750MHz).  When the signal is close to the folding frequency, we would like 

to see the zero dB power drop as seen in Fig. 6-14 (a).   

 

The above figures demonstrate the feasibility of this method with a real-time hardware 

implementation.  However, this is with a coupler that only has a moderate phase and amplitude 

imbalance; it is of interest to see how well this compensation method holds up when additional 

amplitude and phase imbalances are introduced.  To test this, six more verification tests were 

completed.  The first three tests included adding three different amplitude attenuators: 1, 2.5, and 

4 dB.  These attenuators were added to the end of the Q channel of the coupler.  To offset the 

phase difference added by the extra length of the attenuator, a 0 dB attenuator was added to the I-

channel to compensate that added phase.  For the additional phase, connectors were used to 

lengthen the Q-channel to have a length slightly greater than the I-channel.  The summary of the 

6 different imbalance profiles is split into two separate tables since the unspecified region of the 

coupler of DC to 500 MHz has such an extreme imbalance profile.  These profiles are shown in 

Tables 6-3 and 6-4 below: 

Added 

Imbalance 

Min.  

Phase 

Max Phase Min.  Amp.  

Ratio 

Max Amp.  

Ratio 

1dB         10 .92 

2.5 dB       8 .74 

4 dB         6 .64 

1 dB + phase       9.5 .89 

2.5 dB + phase       8 .72 

4 dB + phase       6 .60 

 

Table 6-3:  Imbalance profile from DC – 500 MHz 

 

Added 

Imbalance 

Min.  

Phase 

Max Phase Min.  Amp.  

Ratio 

Max Amp.  

Ratio 

1dB       .91 .93 

2.5 dB       .74 .75 

4 dB       .62 .64 

1 dB + phase        .88 .89 

2.5 dB + phase        .72 .73 

4 dB + phase        .60 .61 

 

Table 6-4: Imbalance profile from 500 MHz – 2000 MHz 
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Based on these different phase and amplitude imbalance profiles, a new set of coefficients were 

created for each of the six different cases.  Below, Fig. 6-15 shows the performance of the 

compensation method for the 6 different imbalance profiles:  

 

 

 

(a)                                            (b)                                               (c) 

 

                         (d)                                              (e)                                             (f)    

Figure 6-15:  One tone performance with added imbalance cases: (a) 1 dB, (b) 2.5 dB, (c) 4 dB, (d) 1 

dB plus phase, (e) 2.5 dB plus phase, and (f) 4 dB plus phase. 

 

The outcome of the single tone test, as shown in Fig 6-15, shows that the method does work for 

couplers with more significant phase and amplitude imbalances.  It is interesting to note that the 

effectiveness increases as the added imbalance increases; the compensation method will lower 

each of these imbalance cases to around the same level, however when the imbalance is greatly 

increased, the false image peak is also increased and the image drop will be greater. For 

example, the average false image power for the added imbalance of 1 dB, 2.5 dB, and 4 dB 

increase from 23.93 dB, 17.7 dB, and 14.64 dB respectively;  this is shown in Fig. 6-14 (a), 

(b), and (c). 
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In this chapter, we detailed the implementation of the proposed equalization scheme with a poly-

phase filter approach in hardware.  The experimental results demonstrate the effectiveness and 

feasibility of the proposed imbalance compensation method. 
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Chapter 7 

 

Conclusion and Future Work 

 
In this thesis, two main goals were reached.  First, a PDW generator was created.  This PDW 

generator included capabilities to detect multiple types of incoming signals.  These signals could 

consist of CW, chirping, or BPSK signals.  Once one or more of these signals were detected, the 

characteristics of the signal were accurately summarized in form of a PDW.  The second goal 

that was reached was the hardware implementation of a compensation method to reduce the false 

image produced by the imperfect 90 degree coupler.  The method was verified to be feasible in 

hardware and multiple tests were conducted to show its effectiveness.  This was the first 

indication that this method for increasing the working bandwidth from traditional receivers was 

feasible. 

 

In the future, there are two possible goals.  For the PDW generator, a method to determine the 

chip time for BPSK signals needs to be devised.  This would include determining a more precise 

way (other than the double phase difference method) to determine the existence of a phase 

change within a frame of data.  This would allow for a more complete PDW generator. 

The second objective includes work on the hardware implementation of the IQ compensation 

scheme.  Presently, to obtain the coefficients to reduce the false image, the filter coefficients 

must be pre-processed manually.  It would be advantageous to create these coefficients 

automatically within hardware by performing the coupler calibration on FPGA board.  This 

would alleviate the issue when the phase and amplitude imbalance changes, causing the results to 

sometimes be erroneous.  
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