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The primary result of this paper is Morley’s Categoricity Theorem that
a complete theory T which is κ-catecorigal for some uncountable cardinal
κ is λ-categorical for every uncountable cardinal λ. We prove this by prov-
ing a characterization of uncountably categorical theories due to Baldwin
and Lachlan. Before the actual statement and proof of Morley’s theorem,
we give an overview of the prerequisites from mathematical logic needed to
understand the theorem and its proof. After proving Morley’s theorem we
briefly indicate some possible directions of further study having to do with
forking and the related notion of independence of types.
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Chapter 1

Preliminaries

The material in this chapter is based on lectures given by Dr. C. Laskowski
at the University of Maryland during the 2007-2008 academic year.

We begin by reviewing basic concepts from mathematical logic which we
will need.

1.1 Languages, Formulas and Structures

Definition 1.1 A first-order formal language L consists of finite strings
of symbols from the alphabet:

1. ∧,∨,¬,∃,∀,=, (, )

2. An infinite set of “variable symbols”
x0, x1, x2, . . .
v0, v1, v2, . . .
y0, y1, y2, . . .
x, y, z,w, . . .

3. A set (possibly empty) of constant symbols c, d, . . .

4. For each n ≥ 1 a set (possibly empty) of n-ary relation symbols R,
S, . . .

5. For each n ≥ 1 a set (possibly empty) of n-ary function symbols
f, g, h . . .
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The function, relation and constant symbols are the non-logical symbols
of our language and the remaining symbols are the logical symbols of our
language. The symbols in point (1) of the definition are intended to be
interpreted as follows: ∧ is “and,” ∨ is “or,” ¬ is “not,” ∃ is “there exists,”
∀ is “for all” and = denotes equality. The symbols ∃ and ∀ are know as
quantifiers. The symbols ( and ) will be used for delimiting the ranges of
quantifiers, relation symbols, etc.

Every formal language has the same logical symbols, but the non-logical
symbols of various languages vary widely. For this reason, we will specify a
language by specifying its non-logical symbols and write, e.g. L = {R1,R2, f}
for a language with two relation symbols, one function symbol and no con-
stant symbols.

The size of a language is the total of number symbols in the language and
is denoted by ∣L∣. Since every language has the same countably infinite set of
logical symbols, the size of a language is determined by its set of non-logical
symbols: if the set of non-logical symbols has size κ and κ ≥ ℵ1, then ∣L∣ = κ;
otherwise ∣L∣ = ℵ0. Most languages which we consider will be countable (i.e,
of size ℵ0).

In a natural language, like English, some strings of symbols are mean-
ingful (“Morley proved a theorem”) and some are not (“Qnfyabxvcretsggf-
poine”). It is the same way with our formal language. We now define which
strings from our formal language will be considered “meaningful.”

Definition 1.2 The L-terms are:

1. Every variable symbol is an L-term

2. Every constant symbol is an L-term

3. If t1, t2, . . . , tn are L-terms and f ∈ L is an n-ary function symbol then
f(t1, t2, . . . , tn) is an L-term

These are the only L-terms

Example: If f, c ∈ L, f a function symbol, c a constant symbol, then
f(f(x1, c), f(x2, f(x3, c))) is an L-term.

Definition 1.3 The L-atomic formulas are:

1. If t1, t2 are L-terms then (t1 = t2) is an L-atomic formula
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2. If t1, t2, . . . , tn are L-terms and R ∈ L is an n-ary relation symbol, then
R(t1, t2, . . . , tn) is an L-atomic formula.

Example: For f , c as in the last example and R a relation symbol, f(x1, c) =
c and R(x1, f(x2, x3)) are L-atomic formulas.

Definition 1.4 The L-formulas are:

1. Every L-atomic formula is a L-formula

2. If φ is an L-formula, then so is ¬φ

3. If φ,ψ are L-formulas, then so are (φ ∧ ψ) and (φ ∨ ψ)

4. If φ is an L-formula and x is a variable symbol occurring in φ, then
∃xφ and ∀xφ are L-formulas as well.

These are the only L-formulas.

When the formal language L is clear from context or unimportant, we will
refer to L-terms, L-atomic formulas and L-formulas as simply terms, atomic
formulas and formulas, respectively.

We will want to differentiate between two kinds of L-formulas: those
which contain variable symbols that are “free” and those that do not. To
this end, we will define for each formula φ a collection FV (φ) of the free
variables of φ. Just as our definition of formulas was built up from the
definitions of terms and atomic formulas, so our definition of FV (φ) is built
up from definitions of FV for terms and atomic formulas.

Definition 1.5 For t an L-term, FV (t) is

1. If t is the variable symbol x, then FV (t) = {x}

2. If t is the constant symbol c, then FV (t) = ∅

3. If f ∈ L is an n-ary function symbol and t1, t2, . . . , tn are terms then
FV (f(t1, . . . , tn)) = FV (t1) ∪ FV (t2) ∪ . . . ∪ FV (tn)

Definition 1.6 If φ is an L-atomic formulas, then FV (φ) is:

1. If t1, t2 are terms and φ is (t1 = t2) then FV (φ) = FV (t1) ∪ FV (t2)
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2. If R ∈ L is an n-ary relation symbol and t1, t2, . . . , tn are terms, then
FV (R(t1, t2, . . . , tn)) = FV (t1) ∪ FV (t2) ∪ . . . ∪ FV (tn)

Definition 1.7 If φ is an L-formula then we define FV (φ) inductively as
follows:

• If φ is an atomic formula, then FV (φ) is as above.

• If φ,ψ are atomic formulas such that FV (φ), FV (ψ) have been defined,
then

– FV (¬φ) = FV (φ)
– FV ((φ ∧ ψ)) = FV ((φ ∨ ψ)) = FV (φ) ∪ FV (ψ)
– FV (∃xφ) = FV (∀xφ) = FV (φ) ∖ {x}

For an L-formula φ we refer to the elements of FV (φ) as the free variables
of φ.

Definition 1.8 An L-sentence is an L-formula with no free variables, i.e.
an L-formula φ such that FV (φ) = ∅.

Example: Let L be a formal language containing functions symbols f1, f2,
constant symbol c and relation symbols R1,R2.
Let φ be the formula f1(x1, x2) = f2(x1, c) and let ψ be the formulaR1(x1, x3)∨
R2(x1, x3) ∨ f2(x3, x4) = c.
Then we have:

• FV (φ) = {x1, x2}

• FV (ψ) = {x1, x3, x4}

• FV (∃x2φ) = {x1} and

• FV (∀x1∀x3∀x4ψ) = ∅ (note that this makes ∀x1∀x3∀x4ψ a sentence)

We may say or write, e.g., that “φ has free variables x1 and x2,” that “x1, x2

are free in ψ,” etc.

Before going on, we need two pieces of notation.
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Notation: We will write φ(x1, x2, . . . , xn) to denote a formula with free vari-
ables among x1, x2, . . . xn, i.e. a formula such that FV (φ) ⊆ {x1, x2, . . . xn}.

Notation: For L-formulas φ,ψ:

• (φ→ ψ) is an abbreviation of (¬φ ∨ ψ)

• (φ↔ ψ) is an abbreviation of ((φ→ ψ) ∧ (ψ → φ))

It is the L-formulas which are the “meaningful” strings of symbols from
our formal language. Of course, for these strings to be truly “meaningful,”
they must have a meaning. To precisely define this meaning, we need the
concept of a structure.

Definition 1.9 An L-structure, or L-model, A for a first-order language
L is a pair A = (A,I) where A is a non-empty set, called the underlying
set or universe of A and I is an interpretation of each non-logical symbol
in L, i.e.

• If c ∈ L is a constant symbol, I(c) ∈ A

• If f ∈ L is an n-ary function symbol, I(f) is a function: An → A

• If R ∈ L is an n-ary relation symbol, I(R) is a subset of An

Notation: We will write

• cA in place of I(c)

• fA in place of I(f)

• RA in place of I(R)

• We will generally use capital Fraktur letters A,B,C,M,N to denote
structures and the corresponding capital Roman letter to denote the
structure’s underlying set A,B,C,M,N . The notation ∣A∣ is also used
to denote the underlying set of the structure A.

The L-formulas obtain a meaning relative to a given structure. For
example, consider the language L = R with a single binary relation sym-
bol and the L-structure N = (N,≤) where N is the set of natural num-
bers (including 0) and ≤ is the usual “less than or equal to” relation on
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N. (In our above notation, this would be the structure N with N = N and
RN = ≤ = {(a, b) ∈ N2 ∶ a ≤ b}.)

Then ∃x∀y(R(x, y)) is a formula, in fact a sentence, of our language
and if we interpret the variable symbols to range over the underlying set of
our structure and the relations symbol R to be RN = ≤, then this sentence
becomes true: There is a natural number x (∃x) such that for every natural
number y (∀y) x is less than or equal to y (R(x, y)). Specifying a structure
has given us a set for our variables to be drawn from and an interpretation
of our relation symbol, i.e. it has given our sentence a meaning. In the next
section, we will make this notion precise with formal definitions.
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1.2 The Definition of “Truth”

For this section, we fix a first-order language L and an L-structure A.

To define our concept of “truth1” for L and A it will be easier to work
in the expanded language L ∪ {ca ∶ a ∈ A} where for each element a ∈ A, ca is
a new constant symbol. We will denote this language by LA. (In general, if
we have a language L and a structure A, then for any subset B ⊆ A we will
denote by LB the language L∪{cb ∶ b ∈ B} where cb is a new constant symbol
for each element of B. We denote by AB the LB-structure where each cb is
interpreted as b, and the other non-logical symbols of L are interpreted as in
A.)

We will define what it means for a sentence in the language LA to be true
in A. Since every L-sentence is an LA-sentence, this will define truth for all
L-sentences in A. This definition will also give us a natural way of considering
the truth or falsity of general formulas, i.e. those with free variables.

Definition 1.10 A closed LA-term is an LA-term which contains no vari-
able symbols.

So the set of closed LA-terms is the smallest set of finite strings from LA
that contains the constant symbols for LA and is closed under every function
symbol f ∈ LA.

Definition 1.11 For each closed LA-term t we define tA:

• For each constant symbol c ∈ L, cA = I(c), the interpretation of c in A.

• For each constant symbol ca ∈ LA ∖L, cAa = a

• For every n-ary function symbol f and all LA-terms t1, t2, . . . tn,
(f(t1, t2, . . . tn))A = fA(tA1 , tA2 , . . . tAn)

Definition 1.12 If t1, t2, . . . tn are closed LA-terms, then the LA-atomic sen-
tences (i.e., atomic formulas with no free variables) which are true in A (or
satisfied in A or modelled by A) are:

1We place the word truth in quotation marks to emphasize that we are defining a formal
notion of truth for our mathematical purposes, not a grand philosophical notion of truth
in general.

7



• (t1 = t2) iff tA1 = tA2
• R(t1, t2, . . . tn) iff (tA1 , tA2 , . . . tAn) ∈ RA (R an n-ary relation symbol of L)

In these cases we write:

• A ⊧ (t1 = t2) and

• A ⊧ R(t1, t2, . . . tn) respectively.

Before we define truth for general LA-sentences we need one piece of notation.

Notation: If φ(x1, x2, . . . , xn) is an LA-formula with free variables among
x1, x2, . . . , xn and a1, a2, . . . an ∈ A then φ(ca1 , ca2 , . . . can) is the LA-sentence
obtained by substituting the constant symbol cak for each occurrence of xk.

Definition 1.13 In general, for σ an LA-sentence we define σ is true in
A (or satisfied in A or modelled by A) and write A ⊧ σ if:

• If σ is an LA-atomic sentence, then the definition is as in definition
1.12 above.

• A ⊧ ¬σ iff A /⊧ σ

• A ⊧ (σ ∧ ψ) iff A ⊧ σ and A ⊧ ψ

• A ⊧ (σ ∨ ψ) iff A ⊧ σ or A ⊧ ψ (here the word “or” is used inclusively;
i.e. we have A ⊧ σ∨ψ if either one or both of the conditions A ⊧ σ and
A ⊧ ψ are met)

• A ⊧ ∃xφ(x) iff A ⊧ φ(ca) for some a ∈ A

• A ⊧ ∀xφ(x) iff A ⊧ φ(ca) for all a ∈ A

Let ψ(x) be the formula ∃yR(y, x) in the language with a singe relation
symbol R. In this formula, the variable x is free. Consider the structure
N = (N,<) for this language. Then whether or not ψ(x) is a true statement
in this structure depends upon what the value of the variable x is: If x ≠ 0,
then ψ is true since 0 < x; if x = 0 then ψ is false since there is no y ∈ N such
that y < 0. Thus, before we can speak of the truth or falsity of a general
formula, we must specify the values of its free variables. Formally,
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Definition 1.14 If φ(x1, x2, . . . , xn) is an L-formula and we have specified
x1 = a1, x2 = a2, . . . , xn = an for some a1, a2, . . . an ∈ A then φ(x1, x2, . . . , xn)
is true in A (or satisfied in A or modelled by A) if and only if the
LA-sentence φ(ca1 , ca2 , . . . , can) is true in A.

Notation: If φ(x1, x2, . . . , xn) is true in A when we specify x1 = a1, x2 =
a2, . . . , xn = an, then we write A ⊧ φ(a1, a2, . . . , an).

We include one final definition which we will want later.

Definition 1.15 Given an L-structure A, we say a subset D ⊆ An is defin-
able if there is an L-formula φ(x1, x2, . . . , xn, y1, y2, . . . , ym) and b1, b2, . . . , bm ∈
A such that D = {(a1, a2, . . . , an) ∈ An ∶ A ⊧ φ(a1, a2, . . . , an, b1, b2, . . . , bm)}.

In this case, we say that the formula φ defines D.
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1.3 Relations between Structures

For this section, fix a first-order language L.

Notation: If A and B are L-structures then f ∶ A → B denotes a function
f with domain A, the underlying set of A, and codomain B, the underlying
set of B.

It is often the case in mathematics that one wishes to compare two math-
ematical structures, such as groups or topological spaces, to see if they are
essentially “the same.” It is no different with our formal structures.

Definition 1.16 Let A,B be L-structures. A function Φ ∶ A → B is called
an isomorphism if Φ is a bijection and each non-logical symbol of L is
preserved by Φ, i.e.:

• For each constant symbol c in L, Φ(cA) = cB

• For each n-ary function symbol f in L, Φ(fA(a1, a2, . . . an)) =
fB(Φ(a1),Φ(a2), . . . ,Φ(an)) for all a1, a2, . . . an ∈ A.

• For each n-ary relation symbol R in L, RA(a1, a2, . . . , an) iff
RB(Φ(a1),Φ(a2), . . .Φ(an)).

In this case we say that A and B are isomorphic and write A ≅B.

Example: Let L be the language with a single binary relation symbol and
consider the structures (N,≤) and (N∪ {−1},≤) where ≤ has the usual inter-
pretation. Then the map Φ ∶ N → N ∪ {−1} given by Φ(n) = n − 1 witnesses
that these structures are isomorphic.

A similar, but weaker, notion of similarity between two structures is that
of elementary equivalence.

Definition 1.17 Two structures A and B are elementary equivalent if
and only if for every L-sentence σ we have A ⊧ σ ⇐⇒ B ⊧ σ. In this case,
we write A ≡B.

We will show that isomorphism implies elementary equivalence by establish-
ing the following proposition.
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Proposition 1.18 If Φ ∶ A → B is an isomorphism of L-structures then
for every L-formula φ(x1, x2, . . . , xn) and for all a1, a2, . . . , an ∈ A, we have
A ⊧ φ(ca1 , ca2 , . . . can) if and only if B ⊧ φ(cΦ(a1), cΦ(a2), . . . cΦ(an))

proof : Since it is the case that if φ(x1, x2, . . . , xn) is an L-formula and
a1, a2, . . . , an ∈ A then φ(ca1 , ca2 , . . . can) is an LA-sentence, we can (and will)
establish this proposition by first establishing it for closed LA-terms, then
using this to show its truth for LA-atomic sentences, then inducting on the
complexity of general sentences to establish the proposition.
Closed LA-terms: There are three cases to consider

1. The term is constant symbol c of L

2. The term is a constant symbol ca of LA ∖L

3. We have closed LA terms t1, t2, . . . , tn and the term in question is
f(t1, t2, . . . , tn) for a function symbol f .

These are handled as follows:

1. Since c is constant symbol in L, Φ(cA) = cB by the definition of isomor-
phism.

2. By definition, if ca ∈ LA∖L then cAa = a and cB
Φ(a)

= Φ(a) so Φ(cAa ) = cBΦ(a).

3. If t1(ca1 , ca2 , . . . cam), t2(ca1 , ca2 , . . . cam), . . . , tn(ca1 , ca2 , . . . cam) are closed
LA-terms such that, for each 1 ≤ i ≤ n, we have

Φ(tAi (ca1 , ca2 , . . . cam) = tBi (cΦ(a1), cΦ(a2), . . . cΦ(am))

and f is a function symbol, then since Φ is an isomorphism Φ(fA(t1, t2, . . . , tn)) =
fB(tB1 , tB2 , . . . , tBn )

LA-atomic sentences: Here there are two cases:

1. t1 = t2

2. R(t1, t2, . . . , tn))

For R a relation symbol and t1, t2, . . . tn closed terms. In these cases we have:
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1. A ⊧ t1(ca1 , ca2 , . . . , cam) = t2(ca1 , ca2 , . . . , cam) iff tA1 (ca1 , ca2 , . . . , cam) =
tA2 (ca1 , ca2 , . . . , cam). From the closed LA-term case above, this last
equation is true iff

tB1 (cΦ(a1), cΦ(a2), . . . , cΦ(am)) = tB2 (cΦ(a1), cΦ(a2), . . . , cΦ(am))

which is true iff

B ⊧ t1(cΦ(a1), cΦ(a2), . . . , cΦ(am)) = t2(cΦ(a1), cΦ(a2), . . . , cΦ(am))

2. In this case, making use of the closed LA-term case in a manner similar
to its use in 1. above, we have:
A ⊧ R(t1(ca1 , ca2 , . . . cam), t2(ca1 , ca2 , . . . cam), . . . , tn(ca1 , ca2 , . . . cam)) iff
RA(tA1 (ca1 , ca2 , . . . cam), tA2 (ca1 , ca2 , . . . cam), . . . , tAn(ca1 , ca2 , . . . cam)). Since
Φ is an isomorphism, this last holds iff RB(tB1 (cΦ(a1), cΦ(a2), . . . , cΦ(am)),
tB2 (cΦ(a1), cΦ(a2), . . . , cΦ(am)), . . . , tBn (cΦ(a1), cΦ(a2), . . . , cΦ(am))) iff
B ⊧ R(cΦ(a1), cΦ(a2), . . . , cΦ(am)), t2(cΦ(a1), cΦ(a2), . . . , cΦ(am)), . . . ,
tn(cΦ(a1), cΦ(a2), . . . , cΦ(am))

General LA-sentences: Here we induct on the complexity of a sentence: we
assume the truth of the proposition for LA-sentences φ and ψ and then show
that it is true for (φ ∧ ψ), (φ ∨ ψ),¬φ,∃xφ, and ∀xφ. The base case of our
induction is the proof of the proposition for LA-atomic sentences completed
above. The cases (φ∧ψ), (φ∨ψ),¬φ,∃xφ, and ∀xφ are all similar, so we do
only the ∨ case as an example.

We assume that the proposition holds for φ and ψ, i.e. for all a1, a2, . . . , an,
A ⊧ φ(ca1 , ca2 , . . . , can) iff B ⊧ φ(cΦ(a1), cΦ(a2), . . . , cΦ(an)) and
A ⊧ ψ(ca1 , ca2 , . . . , can) iff B ⊧ ψ(cΦ(a1), cΦ(a2), . . . , cΦ(an)).

Then by the ∨ clause of the definition of truth A ⊧ (φ∨ψ)(ca1 , ca2 , . . . , can)
iff A ⊧ φ(ca1 , ca2 , . . . , can) or A ⊧ ψ(ca1 , ca2 , . . . , can). By our inductive as-
sumption, this is true iff B ⊧ φ(cΦ(a1), cΦ(a2), . . . , cΦ(an)) or
B ⊧ ψ(cΦ(a1), cΦ(a2), . . . , cΦ(an)). By the ∨ clause of the definition of truth
again, this last is true iff B ⊧ (φ ∨ ψ)(cΦ(a1), cΦ(a2), . . . , cΦ(an)). Thus, the ∨
case is established. The other cases are similar, and so our proposition is
proved. ◻

In the proof above it should have become obvious that expressions such
as φ(cΦ(a1), cΦ(a2), . . . , cΦ(an)) are quite cumbersome. To avoid writing them,
we now adopt some notational conveniences.
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Notation:

• Given an L-structure A, for each a ∈ A, in place of the constant symbol
ca in LA we shall simply write a. So an expression like ψ(ca1 , ca2 , . . . , can)
becomes simply ψ(a1, a2, . . . , an).

• In place of tuples such as x1, x2, . . . , xn or a1, a2, . . . , an we shall write
simply x̄ or ā. Thus, we write expressions like φ(x̄) in place of φ(x1, x2, . . . , xn),
ā ∈ A in place of a1, a2, . . . , an ∈ A and f(ā) = b̄ in place of f(a1, a2, . . . , an) =
(b1, b2, . . . , bn).

For example, with these conventions, the expression

B ⊧ (φ ∨ ψ)(cΦ(a1), cΦ(a2), . . . , cΦ(an))

becomes simply B ⊧ (φ ∨ ψ)(Φ(ā)).

Just as the notion of isomorphism is common in mathematics and has
a precise definition in the context of structures, so too are the notions of
“embedding” and “substructure.”

Definition 1.19 Given L-structures A and B an embedding is a one-to-
one map Ψ ∶ A→B such that

1. Ψ(cA) = cB for each constant symbol c ∈ L

2. Ψ(fA(ā)) = fB(Ψ(ā)) for all function symbols f ∈ L and ā ∈ A

3. A ⊧ R(ā) iff B ⊧ R(Ψ(ā))) for all relations symbols R ∈ L and all
ā ∈ A.

Note that an embedding which is also onto is an isomorphism.

Definition 1.20 For A and B L-structures, we say A is a substructure
of B if A ⊆ B and id ∶ A→ B is an embedding. In this case we write A ⊆B.

Of particular interest to us will be a strong kind of embedding known as
an elementary embedding.
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Definition 1.21 Given L-structures A and B an elementary embedding
is a one-to-one map Ψ ∶ A → B such that for any L-formula φ(x̄) and any
ā ∈ A we have A ⊧ φ(ā) if and only if B ⊧ φ(Ψ(ā)).

If A and B are L-structures and C ⊆ A, we say that a map f ∶ C → B
is partial elementary if for any L-formula φ(x̄) and any c̄ ∈ C we have
A ⊧ φ(c̄) if and only if B ⊧ φ(f(c̄))

We say that A is an elementary substructure of B and that B is an
elementary extension of A if A is a substructure of B and id ∶ A → B is
an elementary embedding. In this case we write A ⪯B or B ⪰ A.

An elementary embedding is an embedding. To see this, note, for exam-
ple, that if c ∈ L is an constant symbol then if φ(x) is the formula c = x
we have A ⊧ φ(cA) and thus B ⊧ φ(Ψ(cA)). By the definition of truth,
B ⊧ φ(Ψ(cA)) implies that cB = Ψ(cA), so Ψ satisfies point 1. of definition
1.19. Similar arguments show that an elementary embedding satisfies points
2. and 3. of definition 1.19 as well.

One way to test whether or not a substructure is an elementary substruc-
ture is the following:

Theorem 1.22 (Tarski-Vaught Test) Suppose A ⊆ B. Then A ⪯ B if
and only if for all L-formulas φ(x, ȳ) and for all ā ∈ A, if B ⊧ ∃xφ(x, ā) then
B ⊧ φ(a∗, ā) for some a∗ ∈ A.

proof : First suppose A ⪯ B. Say φ(x, ȳ) is an L-formula and ā ∈ A is such
that B ⊧ ∃xφ(x, ā). Then by the fact that A ⪯B, A ⊧ ∃xφ(x, ā). So, by the
definition of truth, there is a∗ ∈ A such that A ⊧ φ(a∗, ā). Thus, since A ⪯B,
B ⊧ φ(a∗, ā).

Conversely, assume that A ⊆B and whenever φ(x, ȳ) is an L-formula such
that B ⊧ ∃xφ(x, ā) for some ā ∈ A we have B ⊧ φ(a∗, ā) for some a∗ ∈ A.
We show that A ⪯ B by induction on the complexity of L-formulas. Before
starting the induction, we need a claim.

Claim: For any ā ∈ A and any L-term t, tA(ā) = tB(ā).

proof : If c is a constant symbol of L then A ⊆ B gives us cA = cB; if
x is a variable symbol of L, then if x is assigned the value a in A, we
can assign x the same value in B since A ⊆ B gives a ∈ B. Now, if
t1(x̄), t2(x̄), . . . tn(x̄) are terms for which the claim holds and f is a func-
tion symbol of L, then t(x̄) = f(t1(x̄), t2(x̄), . . . tn(x̄)) is a term of L and for
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ā ∈ A, we have tA(ā) = fA(tA1 (ā), tA2 (ā), . . . tAn(ā)). Since A ⊆B, fA = fB so
fA(tA1 (ā), tA2 (ā), . . . tAn(ā)) = fB(tA1 (ā), tA2 (ā), . . . tAn(ā)). By our assumption
on t1, t2, . . . tn, this last expression is equal to fB(tB1 (ā), tB2 (ā), . . . tBn (ā)) =
tB(ā). Thus, by induction on the complexity of terms, the claim is estab-
lished for all terms t. ∎

We now proceed with our induction:
Base case (atomic formulas): If φ(x̄) is an atomic formula, then φ has
one of the forms t1(x̄) = t2(x̄) or R(t1(x̄), t2(x̄), . . . tn(x̄))) for R a relation
symbol and t1, t2, . . . , tn L-terms. In the first case, the claim gives us that for
ā ∈ A, A ⊧ φ(ā) ⇐⇒ tA1 (ā) = tA2 (ā) ⇐⇒ tB1 (ā) = tB2 (ā) ⇐⇒ B ⊧ φ(ā).

In the second case, since A ⊆ B, RA = RB ∩An. Thus, by the claim for
ā ∈ A, we have

A ⊧ φ(ā) ⇐⇒ RA(tA1 (ā), tA2 (ā), . . . tAn(ā)) ⇐⇒
RB(tA1 (ā), tA2 (ā), . . . tAn(ā)) ⇐⇒

RB(tB1 (ā), tB2 (ā), . . . tBn (ā)) ⇐⇒ B ⊧ φ(ā)

So we have established the base case of our induction.

Induction step (general formulas): We have one case for each of the
symbols ∧,∨,¬,∀ and ∃. The cases for ∧,∨ and ¬ cases are all similar, so we
do only the ∧ case as an example.

∧ case: Assume the theorem holds for φ(x̄) and ψ(x̄). Then for ā ∈ A,
A ⊧ (φ ∧ ψ)(ā) ⇐⇒ (A ⊧ φ(ā) and A ⊧ ψ(ā)) ⇐⇒ (by the induction
hypothesis) B ⊧ φ(ā) and B ⊧ ψ(ā) ⇐⇒ B ⊧ (φ ∧ ψ)(ā).

∃ case: Let φ(x, ȳ) be a formula such that for a∗, ā ∈ A, A ⊧ φ(a∗, ā) ⇐⇒
B ⊧ φ(a∗ā). We must show that if ψ(ȳ) is ∃xφ(x, ȳ) then for any ā ∈ A,
A ⊧ ψ(ā) ⇐⇒ B ⊧ ψ(b̄).

Well, say ā ∈ A and A ⊧ ψ(ā). Then A ⊧ ∃xφ(x, ā) so there is a∗ ∈ A
such that A ⊧ φ(a∗, ā). By our assumption on φ, this gives B ⊧ φ(a∗, ā), so
B ⊧ ∃xφ(x, ā), i.e., B ⊧ ψ(ā).

Now, let φ,ψ be as above and assume B ⊧ ψ(ā) for some ā ∈ A. Then
B ⊧ ∃φ(x, ā). By the hypotheses of the theorem, this implies that B ⊧
φ(a∗, ā) for some a∗ ∈ A. By our assumption on φ, this gives A ⊧ φ(a∗, ā), so
A ⊧ ∃xφ(x, ā), i.e., A ⊧ ψ(ā).
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This leaves only the ∀ case, which we handle by noting that ∀x is equiv-
alent to ¬∃x¬ and we have already handled the ∃ and ¬ cases. By induction,
then, our proof is complete. ◻

Another result we will want is the Elementary Chain Theorem.

Definition 1.23 If (I,≤) is a linearly ordered set, then an elementary
chain of L-structures is a set of L-structures {Ai ∶ i ∈ I} such that if i, j ∈ I,
i ≤ j, then Ai ⪯ Aj.

Notation: Given an elementary chain {Ai ∶ i ∈ I}, we let A∗ be the L-
structure with universe A∗ = ⋃i∈I Ai and

• cA
∗ = cAi for some (equivalently for all) i ∈ I

• fA∗(ā) = fAi(ā) for some (equivalently for all) i ∈ I such that ā ∈ Ai

• RA∗(ā) ⇐⇒ RAi(ā) for some (equivalently for all) i ∈ I such that
ā ∈ Ai

We write A∗ = ⋃i∈I Ai.
Note that this gives us that for each i ∈ I we have Ai a substructure of

A∗.

Theorem 1.24 (Elementary Chain Theorem) Let (I,≤) be a linearly
ordered set. If {Ai ∶ i ∈ I} is an elementary chain, then Ai ⪯ A∗.

proof : Since we have, as noted above, Ai ⊆ A∗ for each i ∈ I it suffices, by the
Tarski-Vaught Test 1.22, to check that for all i ∈ I we have that if b̄ ∈ Ai and
A∗ ⊧ ∃xψ(x, b̄) then there is a ∈ Ai such that A∗ ⊧ ψ(a, b̄). Well, choose some
i0 ∈ I, ψ(x, ȳ) and b̄ ∈ Ai0 such that A∗ ⊧ ∃xψ(x, b̄). Since A∗ ⊧ ∃xψ(x, b̄)
there is some a∗ ∈ A∗ such that A∗ ⊧ ψ(a∗, b̄). But A∗ = ⋃i∈I Ai so there is
some j ∈ I such that a∗ ∈ Aj. If j ≤ i0, then Aj ⊆ Ai0 and so a∗ ∈ Ai0 and we
have Ai0 ⪯ A∗, as desired.

On the other hand, say i0 ≤ j. Since a∗ ∈ Aj, we have Aj ⊧ ψ(a∗, b̄)
and thus Aj ⊧ ∃xψ(x, b̄). But now, since {Ai ∶ i ∈ I} is an elementary
chain, Ai0 ⪯ Aj and so Aj ⊧ ∃xψ(x, b̄) implies that Ai0 ⊧ ∃xψ(x, b̄). Thus
there is some a ∈ Ai0 such that Ai0 ⊧ ψ(a, b̄). As Ai ⊆ A∗, this means that
A∗ ⊧ ψ(a, b̄), so there is a ∈ Ai0 such that A∗ ⊧ ψ(a, b̄) and thus Ai0 ⪯ A∗ by
the Tarski-Vaught Test.
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In all cases, then, we have Ai0 ⪯ A∗, and so as i0 ∈ I was arbitrary, we
have the desired result. ◻

We next want two important theorems that tell us that we can find ele-
mentary substructures and extensions of minimal and arbitrarily large sizes.
The proofs of these theorems would require too great a digression to be given
here, but may be found in an introductory textbook on mathematical logic
such as [2], §2.3.

Theorem 1.25 (Upward Löwenheim-Skolem Theorem) For any infi-
nite L-structure A and any cardinal κ ≥ ∣L∣ + ∣A∣ there is an L-structure B
such that B ⪰ A and ∣B∣ = κ.

Theorem 1.26 (Downward Löwenheim-Skolem Theorem) For any L-
structure A and any set D ⊆ A if κ is a cardinal such that ∣L∣ + ∣D∣ ≤ κ ≤ ∣A∣
then there is an L-structure B such that B ⪯ A, ∣B∣ = κ and D ⊆ B.
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1.4 Theories and their Models

For this section, fix a first-order language L.

Definition 1.27 An L-theory T is a set of L-sentences. If A is an L-
structure such that for all σ ∈ T A ⊧ σ then we call A a model of T and
write A ⊧ T .

Not every theory need have a model. For example, if T is the theory
{∃x(x ≠ x)} then there is no model of T (i.e., no L-structure A such that
A ⊧ T ) since there is no structure which contains an element not equal to
itself.

Definition 1.28 An L-theory T is satisfiable if and only if there is an L-
structure A such that A ⊧ T . A theory T is finitely satisfiable if and only
if for all finite T0 ⊆ T there is an L-structure A such that A ⊧ T0.

As it turns out, satisfiability is equivalent to finite satisfiability. This fact
is quite useful, as it is often easier to construct a model for a finite subset of
theory, than for the whole theory.

Theorem 1.29 (Compactness Theorem) An L-theory T is satisfiable if
and only if it is finitely satisfiable.

Unfortunately, the proof of the Compactness Theorem would take us too far
afield into the theory of deductions to be given here. It may be found in any
standard introductory textbook in mathematical logic.

The next result is a good illustration of how the Compactness Theorem
is used.

Theorem 1.30 Let T be an L-theory. If T has arbitrarily large finite models,
than T has infinite models.

proof : Let {cn ∶ n ∈ ω} be an infinite set of constant symbols not in L and
let L′ = L ∪ {cn ∶ n ∈ ω}. Let T ′ = T ∪ {cn ≠ cm ∶ n,m ∈ ω,n < m}. We show
that T ′ is finitely satisfiable, hence, by Compactness, satisfiable.

Let T ′

0 ⊆ T ′ be a finite subset of T ′. Then T ′

0 consists of a finite number of
sentences from T and a finite number of sentences of the form cn ≠ cm. Thus,
T ′

0 contains only finitely many of the constant symbols in {cn ∶ n ∈ ω}, say N
of them. Since T has arbitrarily large finite models, there is an L-structure
AN of size at least N .
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We extend AN to an L′-structure A′

N by choosing N distinct elements
of the underlying set of AN and interpreting of each of the ci ∈ {cn ∶ n ∈ ω}
that appears in T ′

0 as one of these elements. Thus, if cn ≠ cm ∈ T ′

0, we
have A′

N ⊧ cn ≠ cm. If σ ∈ T ∩ T ′

0, then AN ⊧ σ since AN ⊧ T . Since the
interpretations of the symbols of L did not change when we passed from AN

to A′

N , we thus also have A′

N ⊧ σ so in particular A′

N ⊧ T ′

0. Thus, by the
Compactness Theorem, there is an L′-structure A′ such that A′ ⊧ T ′.

Since A′ ⊧ T ′, A′ ⊧ T and A′ ⊧ cn ≠ cm for all n,m ∈ ω,n < m. Thus,
A′ is infinite. Now, let A be the L-structure obtained from A′ by simply
deleting the constant symbols {cn ∶ n ∈ ω} from L′ and leaving everything
else unchanged. Then A has the same universe as A′, and is therefore an
infinite L-structure. Since no symbol appearing in T was deleted and the
interpretation of no symbol appearing in T was changed when we passed
from A′ to A, we thus have A ⊧ T , and we have shown that T has an infinite
model, as desired. ◻

So if a theory has “bigger and bigger” finite models, it has an infinite
model. This infinite model is not the end of the line, however, as a theory
with an infinite model has a model of any given infinite cardinality.

Theorem 1.31 Let T be a L-theory. If T has an infinite model, then T has
models of arbitrarily large infinite cardinality.

sketch of proof : The proof of this result is entirely similar to the proof of
the last result. We let κ be an infinite cardinal for which we wish to show
that there is A ⊧ T and ∣A∣ = κ. We let (cα ∶ α < κ) be κ-many distinct new
constant symbols which we add to our language L to form a new language
L′. We then form the L′-theory T ′ = T ∪ {cα ≠ cβ ∶ α < β < κ}. Using the
existence of an infinite model for T we show that any finite subset of T ′ has
a model.

This gives us T ′ finitely satisfiable, hence satisfiable by Compactness 1.29,
so there is a L′-structure B′ ⊧ T ′. This means that cB

′

α ≠ cB′

β for all α < β < κ.
Thus B′ has size at least κ. Choosing a subset of the universe of B′ and ap-
plying the Downward Löwenheim-Skolem theorem 1.26, we can find a model
of T ′ of size exactly κ. Restricting this structure to make it an L-structure
then gives us our desired model of T of size κ. ◻

We now turn our attention to a class of theories called complete theories.
We need one other definition before defining a complete theory.
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Definition 1.32 If T is a L-theory and σ is an L-sentence then we say that
T models σ if whenever A is an L-structures such that A ⊧ T , then A ⊧ σ.
In this case, we write T ⊧ σ.

Definition 1.33 We say that an L-theory T is complete if for all L-
sentences σ either T ⊧ σ or T ⊧ ¬σ.

A complete theory is “complete” in the sense that it “completely” settles
the truth or falsity of any proposition expressible in our language L; i.e. for
any L-sentence σ T gives that σ is either true (T ⊧ σ) or false (T ⊧ ¬σ).

From our definition of truth it follows that for a given L-structure A and
for any L-sentence σ either A ⊧ σ or A ⊧ ¬σ. Thus, the set of all sentences
modelled by A is a complete theory. We denote this theory by Th(A).

We now introduce the notion of categoricity, which will give us a test for
completeness.

Definition 1.34 If κ is an infinite cardinal, we say that an L-theory T is
κ-categorical if T has a model of size κ and all models of T of size κ are
isomorphic.

Theorem 1.35 ( Loś-Vaught Test) Suppose the L-theory T is κ-categorical
for some infinite cardinal κ ≥ ∣L∣ and T has no finite models. Then T is com-
plete.

proof : Suppose otherwise. Then there is an L-sentence σ such that T /⊧ σ
and T /⊧ ¬σ. Thus there are A,B L-structures such that A ⊧ T ∪ {σ} and
B ⊧ T ∪ {¬σ}. By the Löwenheim-Skolem theorems 1.26 and 1.25 we may
assume without loss of generality that both A,B are of size κ. By categoric-
ity, then, A ≅ B. But from proposition 1.18 it follows that A ≅ B implies
A ≡B and therefore that A ⊧ σ ⇐⇒ B ⊧ σ, a contradiction. Thus, T must
be complete. ◻

In the  Loś-Vaught Test, the assumption that T has no finite models is
necessary because a theory which has both an infinite model of size κ and a
finite model, cannot be complete. In particular, say A ⊧ T is infinite, B ⊧ T
is finite of size n, and σ is the sentence ∃x1 . . .∃xn+1⋀i≠j xi ≠ xj. Then A ⊧ σ
and B ⊧ ¬σ, so T is not complete.
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Chapter 2

Types, Saturation and
Homogeneity

The material in this chapter primarily comes from [2] Model Theory: An
Introduction by David Marker, with the exceptions of results 2.4, 2.5, and
2.9. These, along with some of the basic definitions, are based on the same
lectures of Laskowski mentioned at the beginning of the previous chapter.

Throughout this chapter, L will be a countable first-order language.

2.1 Types

Definition 2.1 Given an n-tuple of variable symbols x̄, a n-type p(x̄) is a
set of formulas all of whose free variables are contained in x̄, i.e., if φ ∈ p, then
the free variables of φ are among those in x̄. (Typically, we will refer simply
to types, rather than n-types, unless the length of the tuple is particularly
important.)

Given an L-structure A and a tuple ā ∈ A we say that ā realizes p in A
if A ⊧ φ(ā) for all φ ∈ p.

We say A realizes p if some tuple from A realizes p in A. If A does not
realize p, we say A omits p.

We say that the type p(x̄) is complete if for every L-formula φ(x̄) with
free variables among those in x̄ either φ or ¬φ is in p.

One way of specifying a complete type it take the set of all formulas
satisfied by some tuple.
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Definition 2.2 If A is an L-structure and ā ∈ A, then the type of ā in A
is tp(ā) = {φ(x̄) ∶ A ⊧ φ(ā), φ an L-formula}

Sometimes, in considering the set of formulas satisfied by a tuple, we will
want to allow the formulas to have parameters from some set P . That is, we
will want to consider formulas satisfied by the tuple in the language LP . In
this case, we will use the following notation:

Notation: tp(ā/P ) is the set of all LP -formulas satisfied by the tuple ā.

Note that each L-formula is a LP -formula so tp(ā) ⊆ tp(ā/P ) for each tuple
ā and set of parameters P .

Our definition of formulas was inductive, and at each step we built only
finite formulas from already constructed finite formulas. Thus, all formulas
in our language are finite; in particular, if we have φi(x̄) for each i ∈ ω, an
infinite conjunction such as ⋀i∈ω φi is NOT a formula of our language. We
can, however, consider the type p(x̄) = {φi ∶ i ∈ ω}. Then if p is realized in
A we have some ā ∈ A such that A ⊧ φi(ā) for every i. Thus, the type p
can serve as a “poor man’s” infinite conjunction. Just as we looked at the
relation between sentences and theories in defining expressions like T ⊧ σ,
then, it is natural to look at the relation between types and theories.

Definition 2.3 Given a theory T , a type p(x̄) is consistent with T if there
is a structure A such that A ⊧ T and p is realized in A.

We say that p(x̄) is finitely satisfiable with respect to T if for any finite
p0 ⊆ p there is a structure A such that A ⊧ T ∪ {∃x̄⋀p0(x̄)}

The Compactness theorem 1.29 allows us to show that these two notions
are equivalent.

Proposition 2.4 If T is a theory and p is a type, then p is consistent with
T if and only if p is finitely satisfiable with respect to T .

proof : That p consistent with T implies p finitely satisfiable with respect
to T is obvious. For the converse, assume p = p(x̄) is finitely satisfiable with
respect to T . We add to our language L a new constants symbol ci for each
xi ∈ x̄. Call this new language L∗. Consider the L∗-theory T ∗ = T∪p(c̄) where
p(c̄) is the set of L∗-sentences obtained by replacing each free occurrence of
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xi in a formula in p with ci. We show that T ∗ has a model. Restricting this
model to L will then give us our desired model of T realizing p.

Let ∆ ⊆ T ∗ be finite. Then ∆ = T0 ∪ {ψ1(c̄), . . . , ψm(c̄)} where T0 ⊆ T
is finite and ψ1(x̄), . . . , ψm(x̄) ∈ p(x̄). Since p is finitely satisfiable, there is
A ⊧ T such that A ⊧ ∃x̄⋀iψi(x̄). Expand A to an L∗-structure A∗ by inter-
preting ci as ai for some ā such that A ⊧ ⋀iψi(ā). Then A∗ ⊧∆. Thus T ∗ is
finitely satisfiable, hence satisfiable by the Compactness theorem 1.29. Let
B∗ ⊧ T ∗. Then if we restrict B∗ to the language L, we get an L-structure
B such that B ⊧ T and B ⊧ p(b̄) where b̄ = c̄B∗

is the interpretation of c̄ in
B∗. So we have p consistent with T , as desired. ◻

The following is an useful proposition:

Proposition 2.5 Let T be a complete theory and let A be an L-structure
such that A ⊧ T . If p(x̄) is a type consistent with T then there is B ⪰ A such
that B realizes p.

Unfortunately, the proof of this proposition would requires too many prereq-
uisites to be given here. It may be found in an introductory text on model
theory such as [2], §4.1.

Notation: Let T be a complete theory and A ⊧ T , B ⊆ A. Then we denote
the collection of all complete n-types in the language LB that are consistent
with A by SA

n (B). We denote the set of all complete n-types consistent with
T by Sn(T ).

We will be interested in theories which realize “few” types. Precisely, we
will be interested in theories called ω-stable theories, defined as follows:

Definition 2.6 Let T be a complete theory in a countable language, κ an
infinite cardinal. Then we say T is κ-stable if whenever A ⊧ T , B ⊆ A and
∣B∣ = κ, we have ∣SA

n (B)∣ = κ.
If κ = ℵ0, then we say T is ω-stable.

We will want to know that an ω-stable theory has a particular kind of
model called a prime model. Formally:

Definition 2.7 Suppose T is an L-theory. A model A of T is prime if A
embeds elementarily into any other model of T .
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To accomplish this goal, we will need to develop some additional theory.

Definition 2.8 Given an L-theory T and a type p(x̄), we say p(x̄) is iso-
lated with respect to T , or that T locally realizes p(x̄), if there is an
L-formula θ(x̄) such that T ∪ {∃x̄θ(x̄)} is satisfiable and for all φ ∈ p,
T ⊧ ∀x̄(θ(x̄) → φ(x̄)). In this case, we say that θ isolates the type p.
A theory T locally omits a type p if it does not locally realize p.

Proposition 2.9 If T is a complete theory and the type p is isolated with
respect to T , then p is realized in any model of T .

proof : Let θ(x̄) be a formula witnessing that p is isolated with respect to
T . Then T ∪ {∃x̄θ(x̄)} is satisfiable. Hence, as T is complete, T ⊧ ∃x̄θ(x̄).
Thus, if A ⊧ T is an arbitrary model for T , there is ā ∈ A such that A ⊧ θ(ā).
As T ⊧ ∀x̄(θ(x̄) → φ(x̄)) for all φ ∈ p, we thus have A ⊧ ∀x̄(θ(x̄) → φ(x̄))
for all φ ∈ p and so A ⊧ φ(ā) for all φ ∈ p. Therefore ā realizes p in A, so A
realizes p. ◻

The terms “isolated” and “locally” are suggestive of topology. This is no
accident. There is an useful topology on SA

n (B) and Sn(T ) known as the
Stone topology. While we will not do so here since it is not needed for our
purposes, it can be shown that in the Stone topology the words “isolated”
and “locally” have their usual topological meanings.

Definition 2.10 Say x̄ is an n-tuple of variable symbols and FV (φ) ⊆ x̄. Let
[φ] = {p ∈ SA

n (B) ∶ φ ∈ p}. The Stone topology on SA
n (B) is the topology

generated by taking the sets [φ] as basic open sets.
The Stone topology on Sn(T ) is generated the same way, only using

[φ] = {p ∈ Sn(T ) ∶ φ ∈ p} in place of [φ] = {p ∈ SA
n (B) ∶ φ ∈ p}.

A feature of the Stone topology which we will need is that it provides a
characterization of theories which have prime models.

Theorem 2.11 If L is countable and T is a complete L-theory with infinite
models, then T has a prime model if and only if the isolated types in Sn(T )
are dense for all n.

proof : The proof of this result is best obtained by showing the equivalence
of the two given conditions to a third having to do with so-called atomic
models of T . As we have no other reason to mention atomic models, other
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than this result, we forgo developing their theory and instead refer the reader
to Marker [2] §4.2 for a proof of this result. ◻

Another important property of the Stone topology is that it makes SA
n (B)

a compact space.

Proposition 2.12 SA
n (B) is compact.

proof : It suffices to show that if C = {[φi(x̄)] ∶ i ∈ I} is a cover of SA
n (B)

by basic open sets then C has a finite subcover. Toward a contradiction,
assume that this is not the case. Let Γ = {¬φi(x̄) ∶ i ∈ I}. We will show that
Th(AB) ∪ Γ is satisfiable. Let I0 ⊆ I be finite. Then by our assumption that
there is no finite subcover of C, there is a type p /∈ ⋃i∈I0[φi]. Let C be an
elementary extension of A containing a realization c̄ of p. Such a C exists
by proposition 2.5. Then we have C ⊧ Th(AB) ∪⋀i∈I0 ¬φi(c̄). Thus, for any
finite ∆ ⊆ Th(AB) ∪ Γ, we can find C ⊧ ∆ and thus Th(AB) ∪ Γ is finitely
satisfiable, hence satisfiable by Compactness 1.29.

Now, let D be an elementary extension of A containing a realizationd̄ of
Γ. Then we have

tpD(d̄/B) ∈ SA
n (B) ∖⋃

i∈I

[φi]

contradicting the fact that C = {[φi(x̄)] ∶ i ∈ I} is a cover of SA
n (B). Thus C

must have a finite subcover, so SA
n (B) is compact. ◻

We achieve our goal of showing that ω-stable theories have prime models
by establishing the following theorem.

Theorem 2.13 Suppose that L is countable and that T is a complete L-
theory. Say A ⊧ T and B ⊆ A is countable. If ∣SA

n (B)∣ < 2ℵ0 then the isolated
types in SA

n (B) are dense.
Note that in particular, this means that ω-stable theories have prime mod-

els.

proof : We proceed by contradiction. Let φ be a formula such that [φ]
contains no isolated types. Since φ does not isolate a type, there is some ψ
such that A /⊧ ∀x̄(φ(x̄) → ψ(x̄)) and A /⊧ (φ(x̄) → ¬ψ(x̄)). Therefore both
[φ ∧ ψ] and [φ ∧ ¬ψ] are non-empty. Now, [φ ∧ ψ], [φ ∧ ¬ψ] ⊆ [φ] so, as [φ]
does not contain an isolated type, neither do [φ ∧ ψ] and [φ ∧ ¬ψ].

This allows us to build a binary tree of formulas (φσ ∶ σ ∈ 2ω) such that:
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1. each [φσ] is non-empty but contains no isolated types

2. if σ ⊂ τ , then φτ ⊧ φσ

3. φσ,i ⊧ φσ,1−i
Let φ∅ = φ. Say we have φσ such that [φσ] is non-empty but contains no
isolated types. As above, we can find ψ such that [φσ ∧ψ] and [φσ ∧¬ψ] are
both non-empty and contain no isolated types. Let φσ,0 be φ∧ψ and φσ,1 be
φ ∧ ¬ψ.

Now, say f ∶ ω → 2. Then because [φf ∣0] ⊇ [φf ∣1] ⊇ [φf ∣2] ⊇ . . . and SA
n (B)

is compact, there is some

pf ∈
∞

⋂
n=0

[φf ∣n]

Let f, g ∶ ω → 2 be such that f ≠ g. We will show pf ≠ pg. Since
f ≠ g there is m such that f ∣m = g∣m but f(m) ≠ g(m). By construction
φf ∣m+1 ⊧ ¬φg∣m+1, and so [φf ∣m+1]∩ [φg∣m+1] = ∅. Therefore pf ≠ pg, and so the
map f ↦ pf is one-to-one from 2ω into SA

n (B). This means ∣SA
n (B)∣ ≥ 2ℵ0 ,

contradicting our assumption that ∣SA
n (B)∣ < 2ℵ0 . Thus, the isolated types in

SA
n (B) must be dense. ◻

In fact, more is true of ω-stable theories. Given the following notion of
relative primality

Definition 2.14 Given an L-theory T , an L-structure A such that A ⊧ T
and X ⊆ A, we say A is prime over X if whenever B ⊧ T and f ∶ X → B
is a partial elementary map, there is an elementary f∗ ∶ A→B extending f .

we have the following theorem.

Theorem 2.15 Say T is a complete, ω-stable theory with infinite models,
A ⊧ T and X ⊆ A. Then there is A0 ⊧ T such that A0 is prime over X.
Moreover, A0 can be chosen such that every element of A0 (the underlying
set of A0) realizes an isolated type over X.

Before proving theorem 2.15, we need a pair of lemmas.

Lemma 2.16 Let T be a complete theory with infinite models, A a model
of T . Suppose that (ā, b̄) ∈ Am+n realizes an isolated type in Sm+n(T ). Then
ā realizes an isolated type in Sm(T ). In fact, if B ⊆ A and (ā, b̄) ∈ Am+n
realizes an isolated type in SA

m+n(B), then tpA(ā/B) is isolated.
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proof : Let φ(x̄, ȳ) isolate tpA(ā, b̄/B). We claim that ∃ȳφ(x̄, ȳ) isolates
tpA(ā/B). Let ψ(x̄) be an LB-formula such that A ⊧ ψ(ā). We must show
that Th(AB) ⊧ ∀x̄(∃ȳ(φ(x̄, ȳ))→ ψ(x̄)).

Toward a contradiction, suppose otherwise. Then there is c̄ ∈ Am such
that A ⊧ ∃ȳ(φ(c̄, ȳ))→ ¬ψ(c̄). Let d̄ ∈ Am such that A ⊧ φ(c̄, d̄)∧¬ψ(d̄). But
now, because φ(x̄, ȳ) isolates tpA(ā, b̄/B) we have Th(AB) ⊧ ∀x̄∀ȳ(φ(x̄, ȳ)→
ψ(ȳ)) and so A ⊧ φ(c̄, d̄)∧¬ψ(d̄) is a contradiction. Thus, we have Th(AB) ⊧
∀x̄(∃ȳ(φ(x̄, ȳ))→ ψ(x̄)), as desired. ◻

Lemma 2.17 Let C ⊆ D ⊆ A for some A ⊧ T , T a complete theory with
infinite models. Suppose that every d̄ ∈Dm realizes an isolated type in SA

m(C).
Suppose that ā ∈ An realizes an isolated type in SA

n (D). Then, ā realizes an
isolated type in SA

n (C).

proof : Let φ(x̄, ȳ) be an L-formula and d̄ ∈ Dm such that φ(x̄, d̄) isolates
tpA(ā/D). Let θ(ȳ) be an LC-formula isolating tpA(d̄/C). We first claim
that φ(x̄, ȳ) ∧ θ(ȳ) isolates tpA(ā, d̄/C).

Let ψ(ā, d̄) be such that A ⊧ ψ(ā, d̄). Because φ(x̄, d̄) isolates tpA(ā/D),
we have Th(AC) ⊧ ∀x̄(φ(x̄, d̄) → ψ(x̄, d̄)). Thus, because θ(ȳ) isolates
tpA(d̄/C), we have Th(AC) ⊧ ∀x̄∀ȳ(θ(ȳ)→ (φ(x̄, ȳ)→ ψ(x̄, ȳ))) and Th(AC) ⊧
∀x̄∀ȳ((θ(ȳ) ∧ φ(x̄, ȳ))→ ψ(x̄, ȳ)), as we wished to show.

Now, by the last lemma, because tpA(ā, d̄) is isolated, so is tpA(ā/C). ◻

We are now ready to prove theorem 2.15.

proof of 2.15: We will find an ordinal δ and build a sequence of sets
(Xα ∶ α ≤ δ) where Xα ⊆ A as follows:

• X0 =X

• if α is a limit ordinal, then Xα = ⋃β<αXβ

• if no element of A ∖Xα realizes an isolated type over Xα, we stop and
let δ = α; otherwise, we choose aα ∈ A ∖Xα realizing an isolated type
over Xα and let Xα+1 =Xα ∪ {aα}.

We want to let A0 be the substructure of A with universe Xδ. Before we can
do this, we must verify that there is a substructure of A with universe Xδ.
To do this, it suffices to verify that Xδ is closed under all function symbols
of L.
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Well, let f ∈ L be an n-ary function symbol and let a1, . . . , an ∈ Xδ. Let
a = fA(a1, . . . , an). We must show that a ∈ Xδ. To do this, it suffices to
show that a realizes an isolated type over Xβ where β ≤ δ is least such that
a1, . . . , an ∈ Xβ. If a ∈ Xβ then we have a ∈ Xδ as desired. So assume a /∈ Xβ.
Then a is the unique realization in A of the LXβ -formula φ(x, a1, . . . , an)
given by x = f(a1, . . . , an). Clearly, φ isolates tpA(a/Xβ) so we may, without
loss of generality, assume that we chose a as aβ (where aβ is as in the third
bullet point above), and thus a ∈Xβ+1 so a ∈Xδ, as desired.

Thus there is a substructure of A with universe Xδ and we let A0 be this
substructure.

Claim 1: A0 ≺ A.
proof of claim 1: We apply the Tarski-Vaught test 1.22. Let A ⊧ φ(x̄, ā)
where ā ∈ Xδ. By theorem 2.13, the isolated types in SA

n (Xδ) are dense.
Therefore, there is b ∈ A such that A ⊧ φ(b, ā) and tpA(b/Xδ) is isolated. By
the choice of δ, b ∈Xδ, so by the Tarski-Vaught test 1.22, A0 ≺ A. ∎

Claim 2: A0 is a prime over X.
proof of claim 2: Let B ⊧ T and let f ∶ X →B be partial elementary. We
will show by induction that there exists f = f0 ⊂ f1 ⊂ f2 ⊂ . . . ⊂ fδ, where
fα ∶Xα →B is elementary.

Let f0 = f . If α is a limit ordinal, let fα = ⋃β<α fβ.
Say fα ∶ Xα → B is partial elementary. Let ā ∈ Xδ and let φ(x, ā)

isolate tpA0(aα/Xα). Let ψ(x) ∈ tpA0(aα/Xα). Then we have (A0)Xδ ⊧
∀x(φ(x, ā) → ψ(x)). Thus, since fα is partial elementary, we have (A0)Xδ ⊧
∀x(φ(x, fα(ā)) → ψ(x)) and thus φ(x, fα(ā)) isolates fα(tpA0(aα/Xα)) =
{χ(x, fα(ā)) ∶ χ(x, ā) ∈ tpA(aα/Xα)}. Further, because fα is partial elemen-
tary, there is b ∈ B with B ⊧ φ(b, fα(ā)). Thus fα+1 = fα ∪ {(aα, b)} is
elementary with domain Xα+1.

Inductively, then we obtain fδ ∶ A0 → A elementary and extending f and
thus A0 is prime over X. ◻
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2.2 Saturation and Homogeneity

In the last section, we considered stable theories which realize “few” types.
At the other end of the spectrum are models which realize “many” types.
These models are know as saturated.

Definition 2.18 Let κ be an infinite cardinal. We say that A ⊧ T is κ-
saturated if, for all X ⊆ A, if ∣X ∣ < κ and p ∈ SA

n (X), the p is realized in A.
We say that A is saturated if A is ∣A∣-saturated.

In this work, we will not have a great deal to say about saturated models,
but they are more than worth mentioning because of their wide importance
in other areas. A weakening of saturation which will be more germane to us
is homogeneity.

Definition 2.19 Let κ be an infinite cardinal. We say that A ⊧ T is κ-
homogeneous if whenever X ⊆ A and ∣X ∣ < κ, f ∶ X → A is partial ele-
mentary and a ∈ A there is f∗ ⊇ f such that f∗ ∶ X ∪ {a} → A is partial
elementary.

We say A is homogeneous if it is ∣A∣-homogeneous.

Lemma 2.20 If A is κ-saturated, A is κ-homogeneous.

proof : Let X ⊆ A, ∣X ∣ < κ and say f ∶ X → A is partial elementary. Let
b ∈ A ∖ X and let p(x) = {φ(x, f(ā)) ∶ ā ∈ X and A ⊧ φ(b, ā)}. Now, say
ψ1, . . . , ψn ∈ p, then we have A ⊧ ∃x⋀iψi(x, ā) and thus, by the fact that
f is partial elementary, A ⊧ ∃x⋀ψi(x, f(ā)). Therefore, p is finitely sat-
isfiable, hence satisfiable by Compactness 1.29 and therefore, because A is
κ-saturated, there is c ∈ A such that A ⊧ p(c). Thus f ∪{(b, c)} is elementary,
so A is κ-homogeneous, as desired. ◻

Combining homogeneity with types gives us a test for whether or not two
countable structures are isomorphic.

Theorem 2.21 Let T be a complete theory in a countable language. Suppose
that A, B are countable homogeneous models of T and A,B realize the same
types in Sn(T ) for n ≥ 1. Then A ≅B.
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proof : We build an isomorphism f ∶ A→B by building a sequence of partial
elementary maps with finite domain f0 ⊆ f1 ⊆ f2 ⊆ . . . and letting f be the
union of the fi. At the various stages of the construction, we will ensure that
the final f will have domain A and range B, so that it will be an isomor-
phism as desired. Let a0, a1, . . . , be an enumeration of A and b0, b1, . . . an
enumeration of B.

stage 0: Let f0 = ∅. Because T is complete, f0 is partial elementary.

Inductively, assume that fs is partial elementary. Let ā be the domain of
fs and let b̄ = fs(ā).

stage s + 1 = 2i + 1: Let p = tpA(ā, ai). Since A and B realize the same
types, there are c̄, d ∈ B such that tpB(c̄, d) = p. By the choice of c̄,
tpA(ā) = tpB(c̄) and since fs is partial elementary tpA(ā) = tpB(b̄). Thus
we have tpA(c̄) = tpB(b̄). Since B is homogeneous, there is e ∈ B such that
tpB(b̄, e) = tpB(c̄, d) = p. Thus, fs+1 = fs ∪ {(ai, e)} is partial elementary with
ai in the domain.

stage s + 1 = 2i + 2: As in the previous case, we can find c̄, d ∈ A such
that tpA(c̄, d) = tpB(b̄, bi). Since A is homogeneous, there is e ∈ A such that
tpA(c̄, d) = tpA(ā, e). Letting fs+1 = fs ∪ {(e, bi)} we have fs+1 partial elemen-
tary with bi in the range.

We let f = ⋃i fi. Then f is elementary since each fi is and fi ⊆ fi+1 for
each i. At stage 2i + 1 of our construction, we ensured that ai ∈ dom(f) and
at stage 2i+ 2 we ensured that bi ∈ ran(f). Thus f is surjective from A onto
B, so f is an isomorphism from A to B, as desired. ◻

The argument given in the last proof is an example of a “back-and-forth”
argument. At stages 2i + 2 we went “forth” to make sure that bi was in the
range of f and at stages 2i + 1 we went “back” to make sure that ai was in
the domain of f . While we will not have cause to use many back-and-forth
arguments here, they are widely applicable in logic as a whole.
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Chapter 3

Morley’s Categoricity Theorem

The material in this chapter comes from Marker [2].

For this chapter fix a countable first-order language L.

Notation: If A is an L-structure and φ(x̄) is an L-formula, then we let
φ(A) = {ā ∈ A ∶ A ⊧ φ(ā)}.

Our goal in this chapter is to prove Morley’s Categoricity Theorem:

If T is a complete theory in a countable language L and T has
infinite models, then if T is κ-categorical for some uncountable
cardinal κ, T is λ-categorical for every uncountable cardinal λ.

We will do this by proving a characterization of uncountably categorical
theories due to Baldwin and Lachlan. First, however, we will need a thoerem
of Vaught and a theorem of Ramsey.

3.1 Vaught’s Two-Cardinal Theorem

Definition 3.1 Let κ > λ ≥ ℵ0. We say that a complete L-theory T has a
(κ,λ)-model if there is A ⊧ T and φ(x̄) an L-formula such that ∣A∣ = κ and
∣φ(A)∣ = λ.

A theory that has (κ,λ)-model cannot be κ-categorical. The next lemma
shows that a theory with a model of size κ has a model of size κ in which
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every set definable by an L-formula has size κ, and this model is then not
isomorphic to the (κ,λ)-model of T , making T not κ-categorical.

Lemma 3.2 Let T be a complete L-theory with infinite models. If there is
A ⊧ T with ∣A∣ = κ, then there is B ⊧ T such that ∣B∣ = κ and every infinite
subset of B definable by an L-formula has size κ.

proof : Since our language L is countable, there are only countably many
L-formulas (with no parameters), hence at most countably many L-formulas
φ(x̄) such that T models “there are infinitely many realizations of φ” (i.e. T
models “there are n distinct realizations of φ” for each n). Let {φβ ∶ β ∈ ρ}
be the set of these formulas where ρ is some cardinal ρ ≤ ℵ0.

Add to L a tuple of new constant symbols c̄α,β for each (α,β) ∈ κ × ρ,
where the length of c̄α,β is equal to the number of free variables in φβ. We
denote this expanded language by L∗. Now, expand T to an L∗-theory T ∗

by adding to T the L∗-sentences {φβ(c̄α,β) ∶ α ∈ κ,β ∈ ρ} and {c̄α,β ≠ c̄α′,β′ ∶
α,α′ ∈ κ,β, β′ ∈ ρ, (α,β) ≠ (α′, β′)}.

Let T ∗

0 be any finite subset of T ∗. Then T ∗

0 contains only finitely many of
the sentences from {φβ(c̄α,β) ∶ α ∈ κ and β ∈ ρ},{c̄α,β ≠ c̄α′,β′ ∶ α,α′ ∈ κ,β, β′ ∈
ρ, (α,β) ≠ (α′, β′)}. Thus T ∗

0 asserts only sentences of T and the existence
of some finite number of distinct realizations for each φβ appearing in T ∗

0 .
Since T asserts that there are infinitely many distinct realizations for each
φβ and A ⊧ T , we thus have A ⊧ T ∗

0 (when we expand A to an L∗ structure
by interpreting the new constant symbols appearing in T ∗

0 to be distinct
realizations in A of the φβ appearing in T ∗

0 ). Thus, T ∗ is finitely satisfiable,
hence by the Compactness theorem 1.29, satisfiable.

Let B∗ ⊧ T ∗. Then if φ(x̄) is an L-formula such that T asserts the ex-
istence of infinitely many realizations of φ (i.e. if φ is some φβ) then B∗

contains κ-many distinct realizations of φ: one for the interpretation of each
c̄α,β such that α ∈ κ. By the Downward Löwenheim-Skolem theorem we may
assume without loss of generality that ∣B∗∣ = κ (if ∣B∗∣ > κ then we simply
take a set of size κ in B∗ containing all realizations of all φβ’s and use the
Downward Löwenheim-Skolem theorem 1.26 to form a model of size κ con-
taining this set). Letting B be the reduction of B∗ to an L-structure (i.e.,
leave the universe of B∗ untouched but deleting from its interpretation I any
constant symbol not part of L) we get a B ⊧ T as desired. ◻
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Vaught’s Two-Cardinal theorem will tell us that a theory with a (κ,λ)-
model for some κ > λ ≥ ℵ0 has an (ℵ1,ℵ0)-model. Before proving this,
however, we need some additional theory.

Definition 3.3 If T is an L-theory with models A,B, then we say that
(B,A) is a Vaughtian pair of models of T if A ⪯ B, A ≠ B and there
is an LA-formula φ such that φ(A) is infinite and φ(A) = φ(B).

Lemma 3.4 If T has a (κ,λ)-model where κ > λ ≥ ℵ0, then there is (B,A)
a Vaughtian pair of models of T .

proof : Let B be a (κ,λ)-model of T . Let X = φ(B) be such that ∣X ∣ = λ.
By the Downward Löwenheim-Skolem theorem 1.26, there is A ⊧ T such that
X ⊆ A and ∣A∣ = λ. Since X ⊆ A, (B,A) is a Vaughtian pair of models of T .
◻

Lemma 3.5 If (B,A) is a Vaughtian pair of models of T , then there is a
Vaughtian pair (B0,A0) of models of T such that B0 is countable.

proof : We can prove this lemma by using the Löwenheim-Skolem theorems,
but first we must expand our language. Let L∗ = L∪{U} where U is a unary
relation symbol. For given L-structures A ⊆B, we consider the pair (B,A) as
an L∗-structure by taking the underlying set of (B,A) to be B, interpreting
the nonlogical symbols of L as they are interpreted in B (hence also as in A
since A ⊆B) and interpreting U as A, i.e. (B,A) ⊧ U(a) ⇐⇒ a ∈ A.

For each L-formula φ(x̄) we inductively define φU(x̄), the restriction of
φ to U , as follows:

1. if φ is atomic, φU is U(x1) ∧U(x2) ∧ . . . ∧U(xn) ∧ φ(x̄)

2. if φ is ¬ψ, φU is ¬ψU

3. if φ is ψ ∧ θ, then φU is ψU ∧ θU

4. if φ is ψ ∨ θ, then φU is ψU ∨ θU

5. if φ is ∃xψ, then φU is ∃x(U(x) ∧ ψU)

6. if φ is ∀xψ, then φU is ∀x(U(x)→ ψU)
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Induction over the complexity of formulas (as used in the proof of the Tarski-
Vaught Test, theorem 1.22) shows that for ā ∈ A, A ⊧ φ(ā) if and only if
(B,A) ⊧ φU(ā).

Now, let φ be an LA-formula such that φ(A) is infinite and φ(A) = φ(B).
Let {a1, . . . , an} be the parameters from A occurring in φ. Then by the
Downward Löwenheim-Skolem, we can find a countable L∗-structure C∗ ≺
(B,A) such that {a1, . . . , an} ⊆ C∗.

We let B0 be the L-structure which has the same underlying set as C∗.
The structure B0 is thus countable because C∗ is. We want to let A0 be the
L-structure with underlying set {c ∈ C∗ ∶ C∗ ⊧ U(c)}. Before we can do this,
however, we must check that the set {c ∈ C∗ ∶ C∗ ⊧ U(c)} is closed under the
functions symbols of L. Well, let f ∈ L. Since A ⪯ B, we have that for any
ā ∈ A, f(ā) ∈ A. This means that for any x̄ in the universe of the L∗-structure
(B,A), we have (B,A) ⊧ U(x̄) → U(f(x̄)). Thus, as C∗ ⪯ (B,A), we have
C∗ ⊧ ∀x̄(U(x̄) → U(f(x̄))). Since f was an arbitrary function symbol of L,
this gives us that {c ∈ C∗ ∶ C∗ ⊧ U(c)} is indeed closed under every function
symbol in L, so we may indeed let A0 be the L-structure with underlying set
{c ∈ C∗ ∶ C∗ ⊧ U(c)}. This means that the underlying set of A0 is contained
in the underlying set of B0, so we have A0 ⊆B0.

Now, because (B,A) is a Vaughtian pair, A ≺B, so for any formula ψ(x̄)
we have

(B,A) ⊧ ∀x̄((
n

⋀
i=1

U(xi) ∧ ψ(x̄))→ ψU(x̄))

Since C∗ ≺ (B,A), these sentences are also true in C∗, which implies that
A0 ≺B0.

Finally, note that for each k ∈ N the sentence

∃x̄1∃x̄2 . . .∃x̄k (⋀
i<j

x̄i ≠ x̄j ∧
k

⋀
i=1

φ(x̄i))

holds in (B,A) as do the sentences ∃x¬U(x) and ∀x̄(φ(x̄) → ⋀iU(xi)).
Thus, these sentences are also true in C∗, which shows (along with what we
have already shown) that the formula φ witnesses that (B0,A0) is a Vaugh-
tian pair. Hence, (B0,A0) is a Vaughtian pair of models for T with B0

countable, as desired. ◻

Having found a countable Vaughtian pair, we now show how that pair
can be expanded to a countable pair with several desirable properties.
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Lemma 3.6 Suppose that A0 ≺ B0 are countable models of T such that
(B0,A0) is a Vaughtian pair. We can find (B,A) ⪰ (B0,A0) such that
(B,A) is a Vaughtian pair and B, A are countable, homogeneous and realize
the same types in Sn(T ). By theorem 2.21, this will mean that A ≅B.

proof : In this proof we work in the language L∗ = L ∪ {U} of the previous
proof. Expressions such as φU have the same meaning in this proof as in the
previous proof.

Claim 1: If ā ∈ A0 and p ∈ Sn(ā) is realized in B0, then there is a countable
(B′,A′) ⪰ (B0,A0) such that p is realized in A′.

proof of claim 1: Let Γ(x̄) = {φU(x̄, ā) ∶ φ(x̄, ā) ∈ p} ∪ {ψ(b̄) ∶ ψ an
L∗
(B0,A0)

-formula and (B0,A0) ⊧ ψ(b̄)}. Let φ1, . . . , φm ∈ p. Then B0 ⊧
∃x̄⋀i φi(x̄, ā) and so, as B0 ≻ A0, A0 ⊧ ∃x̄⋀i φi(x̄, ā). This gives that
(B0,A0) ⊧ ∃x̄⋀i φUi (x̄, ā). Now, if ∆ ⊆ Γ is finite, then ∆ = {φU1 , . . . , φUm} ∪Σ
where φ1, . . . , φm ∈ p and Σ ⊆ {ψ(b̄) ∶ ψ an L∗

(B0,A0)
-formula and (B0,A0) ⊧

ψ(b̄)}. Clearly, (B0,A0) ⊧ Σ and the forgoing gives that

(B0,A0) ⊧ ∃x̄⋀
i

φUi (x̄, ā).

Hence(B0,A0) ⊧∆, so Γ is finitely satisfiable and hence satisfiable by Com-
pactness 1.29.

Therefore, we can find a pair of L-structures (B′,A′) such that (B′,A′) ⊧
Γ. By the Downward Löwenheim-Skolem theorem 1.26, we can find a count-
able elementary submodel of (B′,A′) containing a realization of Γ, so, re-
placing (B′,A′) by this model if necessary, we assume without loss of gener-
ality that (B′,A′) is countable. Since (B′,A′) ⊧ Γ, (B′,A′) ⊧ {ψ(b̄) ∶ ψ an
L∗
(B0,A0)

-formula and (B0,A0) ⊧ ψ(b̄)}, so (B′,A′) ⪰ (B0,A0) and (B′,A′) ⊧
{φU(x̄, ā) ∶ φ(x̄, ā) ∈ p}, so p is realized in A′. Thus, (B′,A′) is a model as
claimed to exist. ∎

Iterating claim 1, we build (B∗,A∗) ⪰ (B0,A0) countable and such that
if ā ∈ A0 and p ∈ Sn(ā) is realized by B0, then p is realized in A∗.

Claim 2: If b̄ ∈ B0 and p ∈ Sn(b̄), then there is a countable (B′,A′) ⪰
(B0,A0) such that p is realized in B′.
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proof of claim 2: Let Γ(x̄) = p ∪ {ψ(d̄) ∶ ψ an L∗
(B0,A0)

-formula and

(B0,A0) ⊧ ψ(d̄)}. Let φ1, . . . , φm ∈ p. Then B0 ⊧ ∃x̄⋀i φi(x̄, b̄) and therefore
(B0,A0) ⊧ ∃x̄⋀i φi(x̄, b̄). From here, we proceed just as in the proof of claim
1, and show that Γ is satisfiable and that there thus exists a countable pair
of models (B′,A′) as claimed. ∎

We now build an elementary chain of countable models

(B0,A0) ⪯ (B1,A1) ⪯ . . .

such that

1. if p ∈ Sn(T ) is realized in B3i, then p is realized in A3i+1.

2. if ā, b̄, c ∈ A3i+1 and tpA3i+1(ā) = tpA3i+1(b̄), then there is d ∈ A3i+2 such
that tpA3i+2(ā, c) = tpA3i+2(b̄, d).

3. if ā, b̄, c ∈ B3i+2 and tpB3i+2(ā) = tpB3i+2(b̄), then there is d ∈ B3i+3 such
that tpB3i+3(ā, c) = tpB3i+3(b̄, d).

For (1), we use iterations of claim 1: as noted after claim 1, given countable
(Bk,Ak) we can iterate claim 1 to find (B∗,A∗) ≻ (Bk,Ak) countable and
such that if ā ∈ Ak and p ∈ Sn(ā) is realized by Bk, then p is realized in A∗.
We let (Bk+1,Ak+1) = (B∗,A∗).

We handle (2) similarly: given countable (Bk,Ak) and ā, b̄, c ∈ Ak such
that tpAk(ā) = tpAk(b̄) we iterate claim 1 to find countable (B∗,A∗) such that
for any c ∈ Ak we have tpAk(ā, c) realized in A∗ by some d ∈ A∗ and then let
(Bk+1,Ak+1) = (B∗,A∗). (Note that to use claim 1 here we are making use
of the fact that because Ak ⊆Bk we know that tpAk(ā) is realized in Bk.)

For (3), we use claim 2: given countable (Bk,Ak) and ā, b̄, c ∈ Bk such
that tpBk(ā) = tpBk(b̄) we iterate claim 2 to find a countable (B∗,A∗) such
that for any c ∈ Bk we have tpBk(ā, c) realized in B∗ by some d ∈ B∗ and
then let (Bk+1,Ak+1) = (B∗,A∗).

Now, let (B,A) = ⋃i∈ω(Bi,Ai). Then by (1), A and B realize the same
types and by (2) and (3) A and B are homogeneous, hence also isomorphic
by theorem 2.21. Since (B,A) ⪰ (B0,A0) as L∗-structures, that (B0,A0) is
Vaughtian pair gives that (B,A) is a Vaughtian pair. ◻

We are now ready to prove Vaught’s Two-Cardinal Theorem.
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Theorem 3.7 (Vaught’s Two-Cardinal Theorem) If T has a (κ,λ)-model
where κ > λ ≥ ℵ0, then T has an (ℵ1,ℵ0)-model.

proof : Say T has (κ,λ)-model. Then by lemma 3.4, T has a Vaughtian pair
of models (B,A). By lemma 3.5, we may assume without loss of generality
that B,A are countable and by lemma 3.6 we may further assume without
loss of generality that B,A are homogeneous and realize the same types in
Sn(T ), and hence that B ≅ A by theorem 2.21.

Since (B,A) is a Vaughtian pair, there is φ(x̄) an LA-formula with in-
finitely many realizations in A and none in B ∖A. We build an elementary
chain (Bα ∶ α < ω1), each Bα isomorphic to B and (Bα+1,Bα) ≅ (B,A) (as
L∗ = L ∪ {U}-structures). In particular, (Bα+1,Bα) ≅ (B,A) will mean that
there are no realizations of φ in Bα+1 ∖Bα.

Let B0 =B. Say we have completed the construction for all β < α and α
is a limit ordinal. Then we let Bα = ⋃β<αBβ. We use theorem 2.21 to show
that B ≅ Bα. If p is a type realized by B, then as B ⊆ Bα, Bα realizes p.
Conversely, if Bα realizes a type p then the realization of p is contained in
some Bβ for some β < α. Thus Bβ realizes p and so, since Bβ ≅B, we have
p realized in B. So Bα and B realize the same types.

Now say X ⊆ Bα is finite, f ∶ X → Bα is partial elementary and b ∈ Bα.
Then as X is finite ran(f) is finite and so there is some β < α such that
A, ran(f) ⊆ Bβ and b ∈ Bα. Since Bβ ≅ B and B is homogeneous there
is f∗ extending f such that f∗ ∶ X ∪ {b} → Bβ is partial elementary. Thus
f∗ ∶X∪{b}→ Bα is partial elementary and extends f , so Bα is homogeneous.
Thus Bα is homogeneous and realizes the same types as B so by theorem
2.21 Bα ≅B.

For the case of a successor ordinal, say we have Bα ≅ B. Then because
B ≅ A there is Bα+1 an elementary extension of Bα such that (B,A) ≅
(Bα+1,Bα). Thus, Bα+1 ≻Bα and Bα+1 ≅Bα.

Finally, let B∗ = ⋃α<ω1
Bα. Then as each Bα is countable, ∣B∗∣ = ℵ0×∣ω1∣ =

ℵ0×ℵ1 = ℵ1. If B∗ ⊧ φ(ā), then by our construction ā ∈ A. Therefore (B∗,A)
is an (ℵ1,ℵ0)-model of T . ◻

Corollary 3.8 If T is ℵ1-categorical, then T has no Vaughtian pairs and
hence no (κ,λ)-models for κ > λ ≥ ℵ0.

proof : In the proof of Vaught’s theorem, the existence of a (κ,λ)-model was
used only to give the existence of a Vaughtian pair of models of T . Thus, if
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T has a Vaughtian pair of models, the rest of the argument in the last proof
goes though and so T has an (ℵ1,ℵ0)-model. By the discussion just before
lemma 3.2, having an (ℵ1,ℵ0)-model prevents T from being ℵ1-categorical.
Thus, if T is ℵ1-categorical, it can have no Vaughtian pairs, and hence, by
lemma 3.4, no (κ,λ)-models for κ > λ ≥ ℵ0. ◻

We now show that in the case of ω-stable theories, the existence of a
(κ,λ)-model for some κ > λ ≥ ℵ0 is enough to deduce the existence of a
(κ,ℵ0)-model for any κ > ℵ1. First, we need the following lemma.

Lemma 3.9 Suppose that T is ω-stable, A ⊧ T , and ∣A∣ ≥ ℵ1. There is a
proper elementary extension B of A such that if Γ(v̄) is a countable type over
A realized in B, then Γ(v̄) is realized in A.

proof :
Claim: There is an LA-formula φ(x) such that ∣[φ(x)]∣ ≥ ℵ1 and for all LA-
formulas ψ(x) either ∣[φ(x) ∧ ψ(x)]∣ ≤ ℵ0 or ∣[φ(x) ∧ ¬ψ(x)]∣ ≤ ℵ0.

proof of claim: Toward a contradiction, assume otherwise. Then for any
LA-formula φ(x) with ∣[φ(x)]∣ ≥ ℵ1, there is an LA-formula ψ(x) such that
[φ(x) ∧ ψ(x)] and [φ(x) ∧ ¬ψ(x)] both have cardinality at least ℵ1. Let φ∅
be the formula x = x. Then for each a ∈ A we have φ∅ ∈ tp(a/A) and thus
∣[φ∅]∣ ≥ ∣A∣ ≥ ℵ1. Having the formula φ∅ for which we know ∣[φ∅]∣ ≥ ℵ1 we
can use it as the base to build an infinite tree of formulas (φσ ∶ σ ∈ 2<ω) such
that

1. ∣[φσ]∣ ≥ ℵ1

2. [φσ,0] ∩ [φσ,1] = ∅

3. if τ ⊇ σ, then φτ ⊧ φσ

To do this, we start by letting φ∅ be as above. Given φσ for σ ∈ 2<ω, there
is by our assumption some LA-formula ψ(x) such that ∣[φσ(x) ∧ ψ(x)]∣ ≥ ℵ1

and ∣[φσ(x) ∧ ¬ψ(x)]∣ ≥ ℵ1. We let φσ,0 be φσ ∧ ψ and φσ,1 be φσ ∧ ¬ψ.
Now, let A0 be the set of all parameters from A appearing in some

φσ. Clearly, A0 is countable. Let f ∶ ω → 2. Then because we have
[φf ∣0] ⊇ [φf ∣1] ⊇ [φf ∣2] ⊇ . . . and SA

n (A0) compact, there is pf ∈ ⋂n[φf ∣n].
Now, say f, g ∶ ω → 2 and f ≠ g. Then there is m such that f ∣m = g∣m

38



but f(m) ≠ g(m). By constructions φf ∣m+1 ⊧ ¬φg∣m+1 and therefore pf ≠ pg.
This means that f ↦ pf is a one-to-one function from 2ω into SA

n (A0) and so
∣SA
n (A0)∣ ≥ ℵ1, contradicting the ω-stability of T . Therefore, a φ as claimed

must exist. ∎

Let φ(x) be as in the statement of the claim. Let p = {ψ(x) ∶ ψ an
LA-formula and ∣[φ(x) ∧ ψ(x)]∣ ≥ ℵ1}. Let ψ1, . . . , ψm ∈ p. Then ∣[φ(x) ∧
⋁¬ψi(x)]∣ ≤ ℵ0. This means that we must have ∣[φ(x) ∧⋀ψi(x)]∣ ≥ ℵ1, and
so ⋀ψi(x) ∈ p. Since ⋀ψi(x) ∈ p, there are uncountably many types in SA

n (A)
including ⋀ψi(x) as an element. Each of these types is realizable in some
model of T and thus the subset {ψ1, . . . , ψm} of p is realizable in some model
of T , so p is finitely satisfiable, hence satisfiable. By our choice of φ(x), for
any LA-formula ψ(x) exactly one of ψ(x) and ¬ψ(x) is in p. Thus, p is a
complete type over A.

By proposition 2.5 there is A′ an elementary extension of A containing c
a realization of p(x). By theorem 2.15, there is B ≺ A′ prime over A ∪ {c}
such that every ā ∈ B realizes an isolated type over A∪{c}. Since B is prime
over A ∪ {c}, A ≺ B. (To ensure that B is a proper extension of A we may,
if necessary, take A′ to be of cardinality larger than A and replace A in the
paragraph above with A ∪ {α} where α ∈ A′ ∖A.)

Let Γ(v̄) be a countable type over A realized by b̄ ∈ B. By our choice of
B, there is θ(v̄, x) such that θ(v̄, c) isolates tpB(b̄/A ∪ {c}). Thus we have
∃v̄θ(v̄, x) ∈ p. Further, for each γ(v̄) ∈ Γ(v̄) we have ∀v̄(θ(v̄, x) → γ(v̄)) ∈ p.
Let ∆(x) = {∃v̄θ(v̄, x)} ∪ {∀v̄(θ(v̄, x) → γ(v̄)) ∶ γ ∈ Γ}. Then ∆(x) ⊆ p(x) is
countable and, if c′ realizes ∆(x) in A, then A ⊧ ∃v̄θ(v̄, c′), and so we would
have b̄′ ∈ A such that A ⊧ θ(b̄′, c′), in which case b̄′ realizes Γ.

Enumerate ∆(x) as δ0(x), δ1(x), . . .. By our choice of p, ∣{α ∈ A ∶ φ(α)}∣ ≥
ℵ1 and ∣{α ∈ A ∶ φ(α) ∧ ¬(δ0(α) ∧ . . . ∧ δn(α))}∣ ≤ ℵ0 for all n ∈ ω. Thus
∣{α ∈ A ∶ φ(α) and α realizes ∆}∣ ≥ ℵ1. Thus there is c′ ∈ A realizing ∆ and
therefore, as in the last paragraph, a b̄′ such that A ⊧ θ(b̄′, c′). This means
that b̄′ is a realization of Γ in A and so Γ is realized in A, as desired. ◻

Having the lemma, we now proceed to the desired result.

Theorem 3.10 Suppose that T is ω-stable and there is an (ℵ1,ℵ0)-model of
T . If κ > ℵ1, then there is a (κ,ℵ0)-model of T .

proof : Let A ⊧ T with ∣A∣ ≥ ℵ1 such that ∣φ(A)∣ = ℵ0 and let B ≻ A be as in
the last lemma. Let Γ(v) = {φ(v)} ∪ {v ≠ a ∶ a ∈ A and A ⊧ φ(a)}. Then Γ
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is countable and is not realized by A and, by the last lemma, therefore not
realized in B. Thus φ(A) = φ(B).

Iterating this construction, we build an elementary chain (Aα ∶ α < κ)
such that A0 = A and Aα+1 ≠ Aα but φ(Aα) = φ(A). Letting B = ⋃α<κAα, we
obtain B, a (κ,ℵ0)-model of T . ◻

Now that we have the theorem of Vaught that we need, we turn our
attention to the theorem of Ramsey.
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3.2 Ramsey’s Theorem

Notation: Let X be a set and κ a cardinal (possibly finite). Then we let
[X]κ be the collection of all subsets of X of size κ.

Definition 3.11 For X a set, κ,λ cardinals (possibly finite), we call a func-
tion f ∶ [X]κ → λ a partition of [X]κ.

We say that Y ⊆ X is homogeneous for a partition f if there is α < λ
such that f(A) = α for all A ∈ [Y ]κ (i.e., if f is constant on [Y ]κ).

Notation: If κ, η, µ, λ are cardinals (possibly) finite, we write κ→ (η)µλ if
whenever ∣X ∣ ≥ κ and f ∶ [X]µ → λ, then there is Y ⊆X such that ∣Y ∣ ≥ η
and Y is homogeneous for f .

Theorem 3.12 (Ramsey’s Theorem) If k,n < ω, then ℵ0 → (ℵ0)nk .

proof : By induction on n. If n = 1, then Ramsey’s Theorem asserts that if
X is an infinite set, k ∈ ω and f ∶ X → k then there is some i ∈ k such that
f−1(i) is infinite. This is clearly true by the Pigeonhole Principle: we cannot
split the infinite set X into k many piece without at least one piece being
infinite.

Now suppose that the theorem is proved for i < n. Let k < ω and let
X be infinite. Say X0 is a countable subset of X and let f ∶ [X]n → k is
a partition. If there is an infinite set Y ⊆ X0 such that Y is homogeneous
for f ∣[X0]n then Y is infinite and homogeneous for f . Thus, without loss of
generality, we may assume X is countable, in fact, we may (and do) assume
that X = N.

Let f ∶ [N]n → k. For a ∈ N, let fa ∶ [N ∖ {a}]n−1 → k be given by fa(A) =
f(A∪{a}). Build the sequences a0 < a1 < . . . in N and N =X0 ⊃X1 ⊃X2 ⊃ . . .,
each Xi infinite, as follows: Given ai, Xi, let Xi+1 ⊂ Xi ∖ {0,1,2, . . . , ai} be
homogeneous for fai (such an Xi+1 exists by the inductive assumption) and
let ai+1 be the least element of Xi+1.

Choose ci < k such that fai(A) = ci for each A ∈ [Xi+1]n−1. By the Pigeon-
hole Principle, there is c < k such that {i ∶ ci = c} is infinite. Let X = {ai ∶ ci =
c}. We show that X is homogeneous for f . Let x1 < x2 < . . . < xn be elements
of X. Then there is i such that x1 = ai. Since each xj for 2 ≤ j ≤ n is greater
than x1, each such xj is greater than ai. Thus, if 2 ≤ j ≤ n and l is such that
xj = al, we have l > i. This means Xl ⊂ Xi and so, because al ∈ Xl, al ∈ Xi.
Thus, x2, . . . , xn ∈ Xi. Therefore f({x1, . . . , xn}) = fx1({x2, . . . , xn}) = ci = c.
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Since x1 < . . . < xn was an arbitrary set of elements from X, this means that
X is homogeneous for f , as desired. ◻

Ramsey’s Theorem is the starting point for a much larger theory of par-
titions. As this theory is not germane to our purposes, we do not develop it
here. Nevertheless, we have placed Ramsey’s Thoerem in its own section to
emphasize its importance in this other area.
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3.3 Order Indiscernibles

Definition 3.13 Let I be an infinite set and suppose that X = {xi ∶ i ∈ I}
is a set of distinct elements of some L-structure A. We say that X is an
indiscernible set if whenever i1, . . . , im and j1, . . . , jm are two sequences of
m distinct elements of I, then A ⊧ φ(xi1 , . . . , xim)↔ φ(xj1 , . . . , xjm) for any
L-formula φ.

Definition 3.14 Let A be an L-theory. Let (I,<) be an ordered set, and let
(xi ∶ i ∈ I) be a sequence of distinct elements of A. We say that (xi ∶ i ∈ I) is a
sequence of order indiscernibles if whenever i1 < i2 < . . . < in and j1 < j2 <
. . . < jn are two increasing sequences from I, then A ⊧ φ(xi1 , xi2 , . . . , xin) ↔
φ(xj1 , xj2 , . . . , xjn).

In a theory with infinite models, it is always possible to find a sequence
of order indiscernibles; indeed, we can even control what the ordering is like,
so long as we make sure it is a linear ordering.

Theorem 3.15 Let T be a theory with infinite models. For any infinite
linear order (I,<), there is A ⊧ T containing (xi ∶ i ∈ I), a sequence of order
indiscernibles.

proof : Let L∗ = L ∪ {ci ∶ i ∈ I}, the ci distinct new constant symbols. Let Γ
be the union of

1. T

2. ci ≠ cj for i, j ∈ I with i ≠ j

3. φ(ci1 , . . . , cim) → φ(cj1 , . . . , cjm) for L-formulas φ(x̄) where i1 < . . . < im
and j1 < . . . < jm are increasing sequences from I.

If A ⊧ Γ, then (cAi ∶ i ∈ I) is an infinite sequence of order indiscernibles,
so it suffices to show that there is an A ⊧ Γ. We do this by showing that Γ is
finitely satisfiable and applying Compactness 1.29. Let ∆ ⊂ Γ be finite and
let I0 be the (necessarily finite) subset of I composed of all the i ∈ I such that
ci appears in ∆. Now, say φ1, . . . , φm are the formulas for which ∆ asserts
indiscernibility, i.e. the formulas such that a statement of the from of point
(3) above appears in ∆. Assume that there are n free variables occurring in
the φi’s.
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Let B ⊧ T be infinite and fix some linear order < of B. We define a
partition F ∶ [B]n → P({1,2, . . . ,m}). If D = {d1, d2, . . . , dn} where d1 < . . . <
dn, then F (D) = {i ∶B ⊧ φi(d1, . . . , dn)}. Then F partitions [B]n into a most
2m subsets, so, by Ramsey’s Theorem 3.12, we can find an infinite X ⊆ B
which is homogeneous for F . Let η ⊆ {1,2, . . . ,m} be such that F (D) = η for
all D ∈ [B]n.

Choose (xi ∶ i ∈ I0) such that each xi ∈ X and such that xi < xj if i < j.
If i1 < i2 < . . . < in and j1 < j2 < . . . < jn, then B ⊧ φk(xi1 , . . . , xin) ⇐⇒ k ∈
η ⇐⇒ B ⊧ φk(xj1 , . . . , xjn). Interpreting ci as xi for each i ∈ I0, we make B
into a model of ∆. Thus, Γ is finitely satisfiable, hence satisfiable so there is
A ⊧ Γ, as desired. ◻

We will use order indiscernibles to build a specific model of a theory T .
From the existence of this model, we will be able to draw a pair of corollaries
which will give us one direction of Baldwin and Lachlan’s characterization
of uncountably categorical theories. Before doing this, however, we will need
the idea of skolemization.

Definition 3.16 We say that an L-theory T has built-in Skolem func-
tions if for all L-formulas φ(w, x̄) there is a function symbol f such that
T ⊧ ∀x̄(∃wφ(w, x̄)→ φ(f(x̄), x̄)).

We call these f Skolem functions.

As the terminology suggests, “skolemization” is the process of “building
in” Skolem functions to a theory that does not already have built-in Skolem
functions. Formally, the result we want is:

Lemma 3.17 Let T be an L-theory. There are L∗ ⊇ L and T ∗ ⊇ T an L∗-
theory such that T ∗ has built-in Skolem functions, and if A ⊧ T , then we can
expand A to A∗ ⊧ T ∗. What’s more, we can choose L∗ such that ∣L∗∣ = ∣L∣+ℵ0.

proof : We build a sequence of languages L = L0 ⊆ L1 ⊂ L2 ⊆ . . . and Li-
theories Ti such that T0 = T ⊆ T1 ⊆ T2 ⊆ . . ..

Given Li, let Li+1 = L∪ {fφ ∶ φ(x, y1, . . . , yn) is an Li-formula n = 1,2, . . .}
where fφ is an n-ary function symbol. For φ(x, ȳ) an L-formula, let Ψφ be
the sentence ∀ȳ(∃xφ(x, ȳ) → φ(fφ(ȳ), ȳ)) and let Ti+1 = Ti ∪ {Ψφ ∶ φ an Li-
formula }.
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Claim: If A ⊧ Ti, then we can interpret the functions symbols of Li+1 ∖ Li
so that A ⊧ Ti+1.

proof of claim: Let c be a fixed element of A. If φ(x, y1, . . . , yn) is an
Li-formula, choose some function g ∶ An → A be such that if ā ∈ An and
Xā = {b ∈ A ∶ A ⊧ φ(b, ā)} is non-empty, then g(ā) ∈ Xā and if Xā = ∅,
then g(ā) = c. (The choice of c is irrelevant, we simply need some value for
g to take when Xā = ∅.) Thus, if A ⊧ ∃xφ(x, ā)), then A ⊧ φ(g(ā), ā)).
Interpreting fφ ∈ Li+1 ∖L as g, we then get A ⊧ Ψφ. This proves the claim. ∎

Let L∗ = ⋃iLi and T ∗ = ⋃i Ti. If φ(x.ȳ) is an Li-formula, then φ is an
Li-formula for some i and Ψφ ∈ Ti+1 ⊆ T ∗, so T ∗ has built-in Skolem functions.
By iterating the claim, if A ⊧ T , then we can interpret the symbols of L∗ ∖L
to make A ⊧ T ∗.

Finally, note that at each stage i we formed Li+1 by adding to L one new
function symbol for each Li-formula. Since L0 = L is countable, it follows
by induction that for each Li the number of Li-formulas is countable. Thus,
∣Li+1∣ = ∣Li∣+ℵ0 for each i. Hence, each Li has size ∣L∣+ℵ0, so L∗ is a countable
union of sets of size ∣L∣+ℵ0 hence is of size ℵ0×(∣L∣+ℵ0) = ∣L∣+ℵ0, as claimed.
◻

Definition 3.18 If T ∗, T are as above, then we call T ∗ a skolemization
of T .

Throughout the remainder of this sections, L∗, T ∗ will be as above.

Definition 3.19 Let T be an L-theory, T ∗ a skolemization of T . If A ⊧ T ∗

and X ⊆ A, we let H(X) denote the L∗-substructure of A generated by X
(i.e, the closure of X under the Skolem functions of L∗). We call H(X) the
Skolem hull of X.

Note that since L∗ has built-in Skolem functions, H(X) ⪯ A.

We are now ready to use order indiscernibles to build our desired model,
and deduce our desired corollaries.

Theorem 3.20 Let L be countable and T be an L-theory with infinite mod-
els. For all κ ≥ ℵ0, there is A ⊧ T ∗ with ∣A∣ = κ such that if X ⊆ A, then A
realizes at most ∣X ∣ + ℵ0 types in SA

n (X).
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proof : Let L∗, T ∗ be as above. Let A ⊧ T be the Skolem hull of a sequence of
order indiscernibles I of order type (κ,<) (such a sequence exists by theorem
3.15). Then we have ∣A∣ = κ.

Let X ⊆ A. For each x ∈ X, there is an L-term tx and ȳx a sequence
from I such that x = tx(ȳx). Let Y = {y ∈ I ∶ y is in some ȳx}. Then
∣Y ∣ = ∣X ∣+ℵ0 (our language L∗ has ∣X ∣+ℵ0 symbols, hence there are at most
∣X ∣ + ℵ0-many terms, and thus the number of y appearing in some ȳx is at
most (∣X ∣ + ℵ0) × ℵ0 = ∣X ∣ + ℵ0).

Now, let y1 < y2 < . . . < ym and z1 < z2 < . . . < zm be two sequences from I.
We say that ȳ ∼Y z̄ if for all η ∈ Y we have:

yi < η if and only if zi < η AND yi = η if and only if zi = η.

It is easy to see that ∼Y is an equivalence relation.

Claim: If ȳ1, . . . ȳn, z̄1, . . . , z̄n are sequences from I such that for each i
we have ȳi ∼Y z̄i and t1, . . . , tn are Skolem terms (terms whose only functions
symbols are Skolem functions), then t1(ȳ1), . . . , tn(ȳn) and t1(z̄1), . . . , tn(z̄n)
realize the same types in SA

n (X).

proof of claim: Let x1, . . . , xk ∈ X. Because each ȳi ∼Y z̄i we know that
each ȳi and z̄i are in the same position in the ordering relative to Y . Thus,
by indiscernibility, we have

A ⊧ φ(t1(ȳ1), . . . , tn(ȳm), x1, . . . , xk) ⇐⇒
A ⊧ φ(t1(ȳ1), . . . , tn(ȳm), tx1(ȳx1), . . . , txk(ȳxk)) ⇐⇒
A ⊧ φ(t1(z̄1), . . . , tn(z̄m), tx1(ȳx1), . . . , txk(ȳxk)) ⇐⇒
A ⊧ φ(t1(z̄1), . . . , tn(z̄m), x1, . . . , xk) ∎

Since sequences of indiscernibles that are ∼Y -equivalent realize the same
types, it suffices show that ∣Im/ ∼Y ∣ ≤ ∣X ∣ + ℵ0. Well, for z ∈ I ∖ Y , let
Cz = {y ∈ Y ∶ y < z}. Then ȳ ∼Y z̄ if and only if for each i:

1. if yi ∈ Y , then yi = zi and

2. if yi /∈ Y , then zi /∈ Y and Cyi = Czi .

Now, I is well ordered by <, so Cy = Cz if and only if Cy = Cz = ∅ or
inf{i ∈ I ∶ i > Cy} = inf{i ∈ I ∶ i > Cz}. There are at most ∣Y ∣+1 possible cuts
Cz in Y (one for each z ∈ Y plus one for ∅) and so for a given k ∈ N there
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can be at most k × (∣Y ∣ + 1) non-∼Y -equivalent tuples of length k from Y .
Since Y ⊆X, we have k × (∣Y ∣ + 1) ≤ ∣X ∣ + ℵ0. Thus, the total number of ∼Y -
inequivalent tuples of any length from Y is at most ℵ0×(∣X ∣+ℵ0) = (∣X ∣+ℵ0).
Therefore, ∣Im/ ∼Y ∣ ≤ ∣X ∣ + ℵ0, and so A realizes at most ∣X ∣ + ℵ0 types over
X. ◻

Corollary 3.21 Let T be a complete theory in a countable language with
infinite models, and let κ ≥ ℵ1. If T is κ-categorical, then T is ω-stable.

proof : Assume for a contradiction that T is not ω-stable. Then there is
countable A ⊧ T with some X ⊆ A such that ∣SA

n (X)∣ > ℵ0. A straightfor-
ward Compactness argument shows that we can find B0 ≻ A of cardinality
κ realizing uncountably many types in SA

n (X). Now, by theorem 3.20, we
can find B1 ⊧ T of cardinality κ such that for all X ⊂ A if ∣X ∣ = ℵ0, then B1

realizes at most ℵ0 types over X. This gives us B0 /≅ B1, contradicting the
κ-categoricity of T , and so T must be ω-stable. ◻

Corollary 3.22 Let T be a complete theory in a countable language with
infinite models. If κ ≥ ℵ1 and T is κ-categorical, then T has no Vaughtian
pairs and hence no (κ,λ)-models for κ > λ ≥ ℵ0.

proof : Since T is κ-categorical, the last corollary gives that T is ω-stable. If
T has a Vaughtian pair, then by theorem 3.7 there is an (ℵ1,ℵ0)-model of T
and hence, by theorem 3.10, a (κ,ℵ0)-model of T . But now, by lemma 3.2,
T also has a model in which every infinite set definable by an L-formula has
size κ, a contradiction to the κ-categoricity of T . Thus, T must not have any
Vaughtian pairs. ◻

Corollaries 3.21 and 3.22 will form one direction of Baldwin and Lachlan’s
characterization of uncountably categorical theories, which we will give in
section 3.5.
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3.4 Strong Minimality and Algebraticity

It is possible to develop a notion of one element of a structure (i.e., of a
structure’s underlying set) being algebraic relative to other elements of the
structure. Having developed this notion, one can then develop a notion of
dimension for the subsets of a structure. This notion of dimension will be
useful to us in proving Morley’s Categoricity Theorem, and so we set about
developing it now. Before getting to the actual, notions of algebraticity and
dimension, however, we need to set up the context in which those definitions
apply. For this, we need the notion of strongly minimal sets.

Definition 3.23 Let A be an L-structure and let D ⊆ An be an infinite
definable set. We say that D is minimal in A if for any definable Y ⊆ D
either Y is finite or D ∖ Y is finite. If φ(x̄, ā) is the formula that defines D,
then we also say that φ(x̄, ā) is minimal.

We say that D and φ are strongly minimal if φ is minimal in any
elementary extension B of A.

We say that a theory T is strongly minimal if the formula x = x is
strongly minimal, i.e. if in every model A of T , A is strongly minimal.

We fix A ⊧ T and D a strongly minimal set in A.

Definition 3.24 For X ⊆ D and y ∈ D we say that y is algebraic over
D if there is a formula φ(x, ā) with ā ∈ X such that φ(A, ā) is finite and
A ⊧ φ(y, ā).

For X ⊆ D we let acl(X), the algebraic closure of X (in D), be {y ∈
D ∶ y is algebraic over X}.

Nowhere in the preceding definition did we make use of the fact that D
is strongly minimal. Thus, if we replaced D by A, the entire underlying set
of A, or by any other set, in the above definition, it would still make sense.
We have not done this because we will be interested almost exclusively in
algebraticity in the context of elements or subsets of D. Nevertheless, there
is one result we cover which is true in a more general context. We state and
prove it now.

Lemma 3.25 For any set D, strongly minimal or not, we have the following
for X,Y ⊆D:
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1. acl(acl(X)) = acl(X) ⊇X.

2. If X ⊆ Y , then acl(X) ⊆ acl(Y ).

3. If x ∈ acl(X), then x ∈ acl(X0) for some finite X0 ⊆X.

proof :

1. If x ∈X then the formula v = x (where v is a variable symbol) witnesses
that x is algebraic over X, so x ∈ acl(X) and therefore acl(X) ⊇ X.
Applying this to acl(X), we immediately get acl(X) ⊆ acl(acl(X)).
For the reverse inclusion, let ξ ∈ acl(acl(X)). Then there is a formula
φ(v) with n (some n ∈ N) realizations in A and parameters from acl(X)
witnessing that ξ is algebraic over acl(X). Say φ is the L-formula
ψ(v, ξ̄, x̄) where ξ̄ are the parameters in φ from acl(X) ∖X and x̄ are
the parameters in φ from X.

Since each ξi in ξ̄ is in acl(X) there is a formula χi(v) with parameters
from X such that χi(A) is finite and A ⊧ χi(ξi). Let ni be the number
of realizations of χi in A. Let Φ(v) be the formula with parameters from
X given by ∃w̄(ψ(v, w̄, x̄) ∧⋀i χi(wi) ∧ ∣{z ∈ A ∶ A ⊧ ψ(z, w̄, x̄)}∣ = n).
Then we have A ⊧ Φ(ξ) and Φ has at most n(Πini) realizations. Thus,
Φ witnesses that ξ ∈ acl(X), so we have acl(acl(X)) ⊆ acl(X) and
therefore acl(acl(X)) = acl(X), as we wished to show.

2. Let ξ ∈ acl(X). Then there is a formula φ(v) with parameters from X
and only finitely many realizations in A such that A ⊧ φ(ξ). But since
X ⊆ Y , φ is a formula with parameters from Y and only finitely many
realizations in A such that A ⊧ φ(ξ), so ξ ∈ acl(Y ). Thus acl(X) ⊆
acl(Y ).

3. Say x ∈ acl(X) and φ(v) is a formula witnessing that x is algebraic
over X. Let X0 be the set of elements of X appearing in φ. Then X0

is finite and φ witnesses that x ∈ acl(X0).

◻

The following is an important property of the algebraic closure in strongly
minimal sets.

49



Lemma 3.26 (Exchange Principle) Suppose A is an L-structure and that
D ⊂ A is strongly minimal, X ⊆D and x, y ∈D. If x ∈ acl(X ∪{y})∖acl(X),
then y ∈ acl(X ∪ {x}).

proof : To simplify our notation, we write acl(X,y) in place of acl(X ∪{y}).
Let x ∈ acl(X,y) ∖ acl(X). Say A ⊧ φ(x, y) where φ is a formula with
parameters in X and φ(u,w) has only finitely many realizations in D, say n
realizations. Let ψ(w) be the formula asserting that ∣{z ∈ D ∶ φ(z,w)}∣ = n.
If ψ(w) defines a finite subset of D, then we have y ∈ acl(X). In this case, we
have x ∈ acl(X,y) ⊆ acl(acl(X)). By lemma 3.25(1), acl(acl(X)) = acl(X),
so this gives x ∈ acl(X), contrary to hypothesis. Thus, ψ(w) must define a
cofintie subset of D.

Now, if {z ∈ D ∶ φ(x, z) ∧ ψ(z)} is finite, then we have y ∈ acl(X,x) as
desired. Thus, we assume for a contradiction that {z ∈D ∶ φ(x, z) ∧ψ(z)} is
infinite. Since D is strongly minimal, this means that D ∖ {z ∈ D ∶ φ(x, z) ∧
ψ(z)} must be finite, say of size m. Let χ(v) be the formula asserting that
D ∖ {z ∈ D ∶ φ(v, z) ∧ ψ(z)} has size m. If χ(v) defines a finite subset
of D, then, since A ⊧ χ(x), we would have x ∈ acl(X), again contrary to
hypothesis. Therefore, χ(v) defines an infinite (hence cofinite) subset of D.

Choose a1, . . . , an+1 such that A ⊧ χ(ai) for each 1 ≤ i ≤ n + 1. Thus, for
each i we have that the set D ∖ {z ∈ D ∶ φ(ai, z) ∧ ψ(z)} has size m, and so
for each i the set Bi = {z ∈ D ∶ φ(ai, z) ∧ ψ(z)} is cofinite. Choose b̂ ∈ ⋂iBi

(since each Bi is cofinite and D is infinite, such a b̂ must exists). Then for
1 ≤ i ≤ n + 1 we have A ⊧ φ(ai, b̂), so ∣{z ∈ D ∶ φ(z, b̂)}∣ ≥ n + 1. But this
contradicts the fact that ψ(b̂)! Thus, {z ∈D ∶ φ(x, z) ∧ψ(z)} must be finite,
so y ∈ acl(X,x), as we wished to show. ◻

Not surprisingly, having a notion of algebraticity, we have a notion of
independence as well.

Definition 3.27 We say that X ⊆ D is independent if x /∈ acl(X ∖ {x})
for all x ∈ X. If Y ⊂ D, we say that X is independent over Y if x /∈
acl(Y ∪ (X ∖ {x})) for all x ∈X.

A basic fact about independent sets is:

Lemma 3.28 If X ⊆ D is independent and x ∈ D is such that x /∈ acl(X),
then X ∪ {x} is independent.
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proof : Assume toward a contradiction thatX∪{x} is not independent. Then
there is x0 ∈ X ∪ {x} such that x0 ∈ acl((X ∪ {x}) ∖ {x0}). Since x /∈ acl(X)
by assumption, x0 ≠ x. Thus (X ∪{x})∖{x0} = (X ∖{x0})∪{x}, so we have
x0 ∈ acl((X∖{x0})∪{x}). AsX is independent x0 /∈ acl(X∖{x0}), so applying
the exchange principle 3.26 gives us that x ∈ acl((X ∖{x0})∪{x0}) = acl(X).
This is a contradiction, so we must have X ∪ {x} independent. ◻

Independence can be related to the types as follows.

Lemma 3.29 Suppose that A,B ⊧ T and φ(x) is a strongly minimal formula
with parameters from X, where either X = ∅ or X ⊆ A0 where A0 ⊧ T ,
A0 ≺ A,B. If ā ∈ φ(A) is independent over X and b̄ ∈ φ(B) is independent
over X, then tpA(ā/X) = tpB(b̄/X).

proof : We first consider the case where φ(x) has parameters from X ⊆ A0

for some A0 ≺ A,B. We proceed by induction on n, the length of ā and b̄.
Assume n = 1 and let a ∈ φ(A) ∖ acl(X), b ∈ φ(B) ∖ acl(X). Let ψ(x) be

any formula with parameters from X such that A ⊧ ψ(a). Since a /∈ acl(X)
we must have φ(A)∩ψ(A) infinite (otherwise φ∧ψ would witness a ∈ acl(X)).
Because φ is strongly minimal, φ(A) ∖ ψ(A) must be finite. Thus, there is
some m such that A ⊧ ∣{x ∶ φ(x) ∧ ¬ψ(x)}∣ = m. As A0 ≺ A, this means
A0 ⊧ ∣{x ∶ φ(x) ∧ ¬ψ(x)}∣ = m. But now, A0 ≺ B, so B ⊧ ∣{x ∶ φ(x) ∧
¬ψ(x)}∣ = m. Since b /∈ acl(X), no formula with parameters from X and
only finitely many realizations (in particular m realizations) can be realized
by b. Thus, B /⊧ φ(b) ∧ ¬ψ(b), so as b ∈ φ(B) we must have B ⊧ ψ(b). So
tpA(a/X) = tpB(b/X), as desired.

Now suppose the claim is true for n and let a1, . . . , an+1 ∈ φ(A) and
b1, . . . , bn+1 ∈ φ(B) be independent sequences over X. Let ā = (a1, . . . , an)
and b̄ = (b1, . . . , bn). By induction, tpA(ā/X) = tpB(b̄/X). Let ψ(w̄, x) be a
formula with parameters from X such that A ⊧ ψ(ā, an+1). Because an+1 /∈
acl(X, ā), it must be that, similarly to the previous case, φ(A)∩ψ(ā,A) is infi-
nite and φ(A)∖ψ(ā,A) is finite. So there is some m such that A ⊧ ∣{x ∶ φ(x)∧
¬ψ(ā, x)}∣ =m. Again, we have A0 ≺ A so A0 ⊧ ∣{x ∶ φ(x)∧¬ψ(ā, x)}∣ =m and
A0 ≺B so B ⊧ ∣{x ∶ φ(x) ∧ ¬ψ(ā, x)}∣ =m. Now, since tpA(ā/X) = tpB(b̄/X)
this gives us B ⊧ ∣{x ∶ φ(x) ∧ ¬ψ(b̄, x)}∣ = m and thus, since bn+1 /∈ acl(A, b̄),
we get B ⊧ ψ(b̄, bn+1). Therefore, tpA(ā, an+1) = tpB(b̄, bn+1) and by induction
this case is proved.

Now consider the case X = ∅. Again, we proceed by induction on n. Say
n = 1 and let a ∈ φ(A), b ∈ φ(B). Let ψ(x) ∈ tpA(a)). Then because φ is
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strongly minimal and a is not algebraic over ∅ we must have that φ(A)∩ψ(A)
is infinite (else φ ∧ ψ witnesses that a is algebraic over ∅). Thus, by strong
minimality of φ, we have φ(A) ∩ ψ(A) is finite. So there is m such that
A ⊧ ∣{x ∶ φ(x) ∧ ¬ψ(x)}∣ = m. Since T is a complete theory, this means
that T ⊧ ∣{x ∶ φ(x) ∧ ¬ψ(x)}∣ = m and so B ⊧ T gives us B ⊧ ∣{x ∶ φ(x) ∧
¬ψ(x)}∣ = m. Now, since b ∈ φ(B) is not algebraic over ∅, it must be that
B /⊧ φ(b) ∧ ¬ψ(b), i.e., must be that B ⊧ ψ(b). Therefore tpA(a) = tpB(b).

Suppose now that the result is true for n and let a1, . . . , an+1 ∈ φ(A)
and b1, . . . , bn+1 ∈ φ(B) be independent sequences of elements. Let ā =
(a1, . . . , an) and b̄ = (b1, . . . , bn). By induction, tpA(ā) = tpB(b̄). Let ψ(w̄, x) ∈
tpA(ā, an+1). Then similarly to the previous cases, because an+1 is inde-
pendent over ā we must have φ(A) ∩ ψ(ā,A) infinite. So there is m such
that A ⊧ ∣{x ∶ φ(x) ∧ ¬ψ(ā, x)}∣ = m. Now, since tpA(ā) = tpB(b̄), this
means that the formula ∣{x ∶ φ(x) ∧ ¬ψ(w̄, x)}∣ = m ∈ tpB(b̄) and thus that
B ⊧ ∣{x ∶ φ(x) ∧ ¬ψ(b̄, x)}∣ = m. Therefore, as previously, since bn+1 is in-
dependent of b̄, we must have B ⊧ ψ(b̄, bn+1), so ψ ∈ tpB(b̄, bn+1) and thus
tpA(ā, an+1) = tpB(b̄, bn+1) ◻

Definition 3.30 Let X = (xi ∶ i ∈ I) be a sequence of order indiscernibles in
a structure A. We define tp(X) to be

{φ(x̄) ∶ A ⊧ φ(xi1 , xi2 , . . . , xin), i1 < i2 < . . . < in ∈ I, n ∈ ω}

We call tp(X) the type of the indiscernibles

An immediate consequence of lemma 3.29 is:

Corollary 3.31 If A,B ⊧ T , X and φ(x) are as in theorem 3.29, Y is an
infinite subset of φ(A) independent over X and Z is an infinite subset of
φ(B) independent over X, then Y and Z are infinite sets of indiscernibles
of the same type over X.

Having defined a notion of independence, we can give a notion of a basis.

Definition 3.32 We say that X is a basis for Y ⊆ D if X ⊆ Y is indepen-
dent and acl(X) = acl(Y ).

Lemma 3.33 Let X,Y ⊆D be independent with X ⊆ acl(Y ).
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1. Suppose that X0 ⊆X,Y0 ⊆ Y,X0∪Y0 is a basis for acl(Y ) and x ∈X∖X0.
Then there is y ∈ Y0 such that X0∪{x}∪(Y0∖{y}) is a basis for acl(Y ).

2. ∣X ∣ ≤ ∣Y ∣.

3. If X and Y are bases for Z ⊆D, then ∣X ∣ = ∣Y ∣.

proof :

1. Let C ⊆ Y0 be of minimal cardinality such that x ∈ acl(X0∪C). Since X
is independent, x /∈ acl(X0), so we must have C ≠ ∅, i.e. ∣C ∣ ≥ 1. Let y ∈
C. Then x ∈ acl(X0∪(C∖{y})∪{y}) so by the exchange principle 3.26,
y ∈ acl(X0∪{x}∪(C∖{y})). This means that acl(X0∪{x}∪(Y0∖{y}))
contains y, so in particular acl(X0 ∪ {x} ∪ (Y0 ∖ {y})) ⊇ acl(X0 ∪ Y0) =
acl(Y ). Therefore, we get acl(X0∪{x}∪(Y0∖{y}) = acl(Y ). It remains,
then, only to show that X0 ∪ {x} ∪ (Y0 ∖ {y}) is independent.

Well, say x ∈ acl(X0 ∪ (Y0 ∖ {y})). Then y ∈ acl(X0 ∪ (Y0 ∖ {y})),
contradicting the fact that X0∪Y0 is a basis. Thus, since X0∪(Y0∖{y}),
lemma 3.28 X0 ∪ {x} ∪ (Y0 ∖ {y}) is independent.

2. First consider the case Y finite. Toward a contradiction, suppose that
∣Y ∣ = n and x1, . . . , xn+1 are distinct elements of X. Let X0 = ∅ and
Y0 = Y . Applying (1) repeatedly, we can find distinct y1, . . . , yn ∈ Y such
that {x1, . . . , xi}∪(Y ∖{y1, . . . , yi}) is basis for acl(Y ) for i ≤ n. But this
gives acl(x1, . . . , xn) = acl(Y ). Since xn+1 ∈ acl(Y ), this contradicts the
independence of X.

Now consider the case Y infinite. Let Y0 ⊆ Y be finite. Then X∩acl(Y0)
is independent since it is contained in X and is clearly contained in
acl(Y0). By the previous case, then, we have ∣X ∩ acl(Y0)∣ ≤ ∣Y0∣, so
X ∩ acl(Y0) is finite. Now

X ⊆ ⋃
Y0⊆Y finite

acl(Y0).

Since there are ∣Y ∣-many finite subsets of Y , we thus have ∣X ∣ ≤ ∣Y ∣×ℵ0 =
∣Y ∣, where the last equality holds because Y is infinite.

3. This follows immediately from 2.
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◻

Having the notion of a basis, we can now obtain our desired notion of
dimension.

Definition 3.34 If Y ⊆D, then the dimension of Y is the cardinality of a
basis for Y . We let dim(Y ) denote the dimension of Y .

An useful fact about dimension is the following:

Lemma 3.35 If D is a strongly minimal set and Y ⊆D is uncountable, then
dim(Y ) = ∣Y ∣.

proof : Say that A ⊂ Y is such that ∣A∣ < ∣Y ∣. We will show that A is not
a basis for Y . Since our language L is countable, there are only ∣A∣-many
formulas of the from φ(x, ā) for ā ∈X. Thus, there are at most ∣A∣-many for-
mulas of this from with finitely many realizations, say {φα ∶ α < λ} for some
cardinal λ ≤ ∣A∣. Then acl(A) has size at most ℵ0×λ =max{ℵ0, λ} ≤ ∣A∣ < ∣Y ∣.
Thus acl(A) ≠ acl(Y ), so A is not a basis for Y , so no set of size strictly less
than ∣Y ∣ can be a basis for Y , so dim(Y ) = ∣Y ∣. ◻

An important result for proving Morley’s Categoricity theorem is the
following.

Lemma 3.36 Suppose T is a strongly minimal theory. If A,B ⊧ T , then
A ≅B if and only if dim(A) = dim(B).

More generally, if A,B and φ are as in lemma 3.29, and dim(φ(A)) =
dim(φ(B)), then there is a bijective partial elementary map f ∶ φ(A) →
φ(B).

proof : Let X be a basis for φ(A), Y a basis for φ(B). Since dim(φ(A)) =
dim(φ(B)), we have ∣X ∣ = ∣Y ∣ so there is a bijection f ∶ X → Y . By 3.31,
X and Y are sets of indiscernibles of the same type, and thus f is elemen-
tary. Let I = {g ∶ X ′ → Y ′ ∶ X ⊆ X ′ ⊆ φ(A), Y ⊆ Y ′ ⊆ φ(B), f ⊆ g partial
elementary}. By Zorn’s Lemma, there is a maximal g ∶ X ′ → Y ′. We will
show that φ(A) = X ′. Toward a contradiction, suppose otherwise and let
ξ ∈ φ(A) ∖X ′.

Claim: There is a formula ψ(x, d̄) isolating tpA(ξ/X ′).
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proof of claim: Because ξ is algebraic over X ′ there is an L formula θ(x, c̄)
for some c̄ ∈X ′ such that θ(A, c̄) is finite and A ⊧ θ(ξ, c̄). Let {a1, a2, . . . , ak}
be the set of elements of θ(A, c̄) that do NOT realize the same type over
X ′ as ξ. Then we have formulas α1, . . . , αk and c̄1, . . . , c̄k ∈ X ′ such that
for 1 ≤ i ≤ k we have A ⊧ αi(ai, c̄i) and A ⊧ ¬αi(ξ, c̄i). Let d̄ be the tu-
ple consisting of c̄ followed by each c̄i in order. Let ψ(x, d̄) be the formula
θ(x, c̄)∧¬α1(x, c̄1)∧ . . .∧¬αk(x, c̄k). Then the only realizations of ψ(x, d̄) in
A are realizations of θ(x, c̄) which have the same type over X ′ as ξ. Thus,
if µ(x) ∈ tpA(ξ/X ′) we have T ⊧ ∀x(ψ(x, d̄) → µ(x)), so ψ(x, d̄) isolates
tpA(ξ/X ′), as desired. ∎

Now, A ⊧ ∃x(ψ(x, d̄) ∧ φ(x)). Thus, because g is partial elementary, B ⊧
∃x(ψ(x, g(d̄)) ∧ φ(x)) so there is some η ∈ φ(B) such that B ⊧ ψ(η, g(d̄)).
This means that tpA(ξ/X ′) = tpB(η/Y ′) so we can extend g by mapping ξ to
η. This contradicts the maximality of g, and so we must have φ(A) =X ′. A
similar argument shows Y ′ = φ(B). ◻

Thus far, we have been assuming the existence of a strongly minimal set
in our results. We now show that in ω-stable theories strongly minimal sets
do exist.

Lemma 3.37 Let T be ω-stable.

1. If A ⊧ T , then there is a minimal formula in A.

2. If A ⊧ T is ℵ0-saturated and φ(x̄, ā) is a minimal formula in A, then
φ(x̄, ā) is strongly minimal.

proof : For (1), suppose for a contradiction that there is not a minimal
formula in A. We build a tree of formulas (φσ ∶ σ ∈ 2<ω) such that:

• if σ ⊂ τ , then φσ ⊧ φτ

• φσ,i ⊧ ¬φσ,1−i

• φσ(A) is infinite

Let φ∅ be the formula x = x. Suppose we have φσ with φσ(A)is infinite.
Since φσ is not minimal (by assumption), there is a formula ψ such that both
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(φσ ∧ψ)(A) and (φσ ∧¬ψ)(A) are infinite. Let φσ,0 be φσ ∧ψ and let φσ,1 be
φσ ∧ ¬ψ.

Let A0 be the set of all parameters from A occurring in any formula φσ.
Clearly, A0 is countable. Let f ∶ ω → 2. Then we have [φf ∣0] ⊇ [φf ∣1] ⊇
[φf ∣2] ⊇ . . . (where we recall that [φ] = {p ∈ SA

n (A0) ∶ φ ∈ p}). Because SA
n (A0)

is compact, there is some pf ∈ ⋂∞n=0[φf ∣n]. We will show that the map f ↦ pf
is one-to-one.

Let f, g ∶ ω → 2, f ≠ g. Then there is some m such that f(m) ≠ g(m)
but f ∣m = g∣m. By our construction of the φσ, φf ∣m+1 ⊧ ¬φg∣m+1 so we have
[φf ∣m+1] ∩ [φg∣m+1] = ∅. Thus pf ≠ pg, so f ↦ pf is one-to-one, as desired.
But this means that f ↦ pf is a one-to-one map from 2ω to SA

n (A0), so
∣SA
n (A0)∣ ≥ 2ℵ0 , contradicting ω-stability. Thus, there must be a minimal

formula.
Now, for (2) suppose otherwise and let B ≻ A witness that φ is not

strongly minimal. Then there is some b̄ ∈ B and some formula ψ such
that ψ(B, b̄) is an infinite, co-infinite subset of φ(B, ā). Now, since A
is ℵ0-saturated, there is b̄′ ∈ A such that tpA(ā, b̄′) = tpB(ā, b̄). Now, for
each n ∈ N, we have ∃x1 . . .∃xn(⋀i≠j xi ≠ xj ∧ ⋀i φ(xi, ā) ∧ ⋀iψ(xi, b̄)) and
∃x1 . . .∃xn(⋀i≠j xi ≠ xj ∧⋀i φ(xi, ā)∧⋀i ¬ψ(xi, b̄)) in tpA(ā, b̄′), so ψ(A, b̄′) is
an infinite, co-infinite subset of φ(A, ā), a contradiction. ◻

A potential difficulty with the notions of minimal and strongly minimal
sets is that we cannot, in general, express the idea that a formula has infinitely
many realizations within a first-order language. However, if we are interested
in subsets of a model of a theory with no Vaughtian pairs, we can get around
this. The key is the following result, which shows that in this context, having
infinitely many realizations is equivalent to having some finite number of
realizations.

Theorem 3.38 Suppose that T is an L-theory with no Vaughtian pairs. Let
A ⊧ T , and let φ(x̄, ȳ) be a formula with parameters from A. There is a
number n such that if ā ∈ A and ∣φ(A, ā)∣ > n, then φ(A, ā) is infinite.

proof : Toward a contradiction, suppose otherwise. Then for each n ∈ N
there is some ān ∈ A such that φ(A, ān) is a finite set of size at least n. We
work in the language L∗ = L∪{U} for pairs of models introduced in the proof
of lemma 3.5.

Let Γ(v̄) be the L∗-type containing T and asserting:
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• U defines a proper L-elementary submodel

• ⋀mi=1U(vi)

• there are infinitely many elements x̄ such that φ(x̄, v̄)

• φ(x̄, v̄)→ ⋀ki=1U(xi)
Let B be a proper elementary extension of A (such exists, for example,

by the Upward Löwenheim-Skolem theorem). Since φ(A, ān) is finite, there
is some N ∈ N such that

A ⊧ ∃x̄1 . . .∃x̄N (( ⋀
1≤i<j≤N

x̄i ≠ x̄j) ∧ ∀x̄(φ(x̄, ān)→
N

⋁
i=1

x̄ = x̄i))

Thus, this sentence is also true in B, so, as A ⊆ B, we have φ(B, ān) =
φ(A, ān). Say ∆(v̄) ⊆ Γ(v̄) is finite. Then for n sufficiently large, ān realizes
∆(v̄) in (B,A). Thus, Γ(v̄) is finitely satisfiable and hence satisfiable.

Since Γ(v̄) is satisfiable, there is an L∗-structure C∗ such that some c̄ ∈ C∗

realizes Γ(v̄). As in the proof of lemma 3.5 we build L-structures A0 ⊆
B0 from C∗. Note that the realization c̄ of Γ(v̄) from C∗ is contained in
the universe of B0. Thus, from the assertions of Γ, it follows that B0 ≻
A0, φ(A0, c̄) is infinite and φ(B0, c̄) = φ(A0, c̄). This means (B0,A0) is a
Vaughtian pair of models of T , contrary to hypothesis. ◻
Corollary 3.39 If T has no Vaughtian pairs, then any minimal formula is
strongly minimal.

proof : Let φ(x̄) be a minimal formula over some A ⊧ T (where φmay contain
parameters). Suppose toward a contradiction that there is an elementary
extension B ≻ A, a b̄ ∈ B and an L-formula ψ(x̄, ȳ) such that ψ(B, b̄) is an
infinite, co-infinite subset of φ(B).

Then by lemma 3.38, there is a number n such that for any elementary
extension C of A and c̄ ∈ C, ψ(C, c̄) is an infinite co-infinite subset of φ(C)
if and only if ∣ψ(C, c̄) ∩ φ(C)∣ > n and ∣¬ψ(C, c̄) ∩ φ(C)∣ > n. Now, however,
since φ(A) is a minimal set, we have that

A ⊧ ∀v̄(∣ψ(A, v̄) ∩ φ(A)∣ ≤ n ∨ ∣¬ψ(A, v̄) ∩ φ(A)∣ ≤ n).
Because this statement is a first order statement and B ≻ A this statement
must also be true in B, a contradiction. ◻

Putting the last several results together, we deduce the following corollary.
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Corollary 3.40 If T is ω-stable and has no Vaughtian pairs, then for any
A ⊧ T there is a strongly minimal formula over A. In particular, there is a
strongly minimal formula with parameters from A0, the prime model of T .
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3.5 Morley’s Categoricity Theorem

We establish Morley’s Categoricity Theorem by establishing a characteriza-
tion of uncountably categorical theories due to Baldwin and Lachlan. To
start, we prove the following lemma.

Lemma 3.41 If T has no Vaughtian pairs, A ⊧ T and X ⊆ An is infinite
and definable then no proper elementary substructure of A contains X. If,
in addition, T is ω-stable, then A is prime over X.

proof : Let φ(x̄) be a formula that defines X. Say B is a proper elementary
submodel of A containing X. Then we have X = φ(A) = φ(B) and so (A,B)
is a Vaughtian pair of models of T , contrary to hypothesis.

Now say T is ω-stable. In this case, theorem 2.15 gives that there exists
a B ≺ A such that B is prime over X. As T has no Vaughtian pairs, it must
be that B = A, so A is prime over X. ◻

We are now ready to prove Baldwin and Lachlan’s characterization of
uncountable categorical theories.

Theorem 3.42 Let T be a complete theory in a countable language with
infinite models, and let κ be an uncountable cardinal. Then T is κ-categorical
if and only if T is ω-stable and has no Vaughtian pairs.

proof : If T is κ-categorical for some uncountable κ, then by corollaries 3.21
and 3.22, T is ω-stable and has no Vaughtian pairs.

Conversely, assume that T is ω-stable and has no Vaughtian pairs. By
theorem 2.13, since T is ω-stable, T has a prime model A0. By lemma 3.37
and corollary 3.39 there is a strongly minimal formula φ(x) with parameters
from A0.

Now suppose that A,B are models of T , each of size κ for some uncount-
able κ. We will show that A and B are isomorphic. Since A0 is prime, it
embeds elementarily into both A and B. Thus, we may assume without loss
of generality that both A and B are elementary extensions of A0. Consider
φ(A). If ∣φ(A)∣ < κ, then by the Downward Löwenheim-Skolem theorem we
can find C ≺ A such that φ(A) is contained in C and ∣C∣ = ∣φ(A)∣ < κ. This
contradicts the conclusion of lemma 3.41, so we conclude that φ(A) must
have cardinality κ. Similarly ∣φ(B)∣ = κ. By lemma 3.35, then, we must
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have dim(φ(A)) = dim(φ(B)) = κ. Thus, by theorem 3.36, there is a partial
elementary bijection f ∶ φ(A)→ φ(B).

Now, lemma 3.41 gives that A is prime over φ(A), so we can extend
f to an elementary function f∗ ∶ A → B. Since f∗ is elementary, f∗(A)
is an elementary substructure of B. Further, because f∗(φ(A)) = φ(B),
φ(B) ⊆ f∗(A). By lemma 3.41, B has no proper elementary substructure
containing φ(B) and so we must have f∗(A) = B. Thus, f∗ is an isomor-
phism, so A ≅B. Since A,B were arbitrary models of T of size κ, this means
that T is κ-categorical, as desired. ◻

From this characterization we easily deduce Morely’s Categoricity Theo-
rem

Theorem 3.43 (Morley’s Categoricity Theorem) If T is a complete the-
ory in a countable language then T is κ-categorical for some uncountable
cardinal κ if and only if T is λ-categorical for every uncountable cardinal λ.

proof : Say T is complete and κ-categorical for some κ ≥ ℵ1. Then by the
preceding theorem, T is ω-stable and has no Vaughtian pairs. But now, for
any uncountable λ, the preceding gives that because T is ω-stable and has
no Vaughtian pairs, T is λ-categorical. Thus, T κ-categorical for some κ ≥ ℵ1

implies that T is λ-categorical for all λ ≥ ℵ1. The converse is obvious. ◻
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Chapter 4

Further Directions

In this chapter, we try to give a brief sketch of where one might go next, now
that we have proved Morley’s Categoricity Theorem. Proofs will be deferred.
Throughout the chapter, T will be a complete theory with infinite models in
a countable first-order language L. The discussion is based on Marker [2],
except for the discussion of Shelah’s Main Gap theorem, which is based on
a paper of L. Harrington and M. Makkai [1].

A powerful notion for studying ω-stable theories is the concept of forking.
Before we can give a definition of this concept, we will need several other
definitions.

Definition 4.1 Let A be an L-structure and φ(x̄) an LA-formula. We define
RMA(φ), the Morley rank of φ in A, as follows:
First, for α an ordinal, we define RMA(φ) ≥ α if:

1. RMA(φ) ≥ 0 if and only if φ(A) ≠ ∅

2. if α is a limit ordinal, RMA(φ) ≥ α if and only if RMA(φ) ≥ β for all
β < α

3. if α is any ordinal RMA(φ) ≥ α+1 if and only if there are LA-formulas
ψi(x̄) for i ∈ N such that ψ1(A), ψ2(A), . . . is an infinite family of pair-
wise disjoint subsets of φ(A) and RMA(ψ) ≥ α for all i

Now, if φ(A) = ∅ then RMA(φ) = −1; if RMA(φ) ≥ α and RMA(φ) /≥ α + 1,
then RMA(φ) = α; if RMA(φ) ≥ α for all ordinals α, then RMA(φ) =∞.
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An unsatisfactory feature of this definition is its dependence on a particu-
lar model A of T . It can be shown, however, that if B,C ⪰ A are ℵ0-saturated
models of T , then for any LA-formula RMB(φ) = RMC(φ). Thus, we de-
fine the Morley rank RM(φ) to be the Morley rank of φ in an arbitrary
ℵ0-saturated extension of T .

Having defined Morley rank for a formula, it is a simple matter to extend
the concept of Morley rank to definable sets:

Definition 4.2 If A ⊧ T and X ⊆ An is definable by the LA-formula φ(x̄)
we define RM(X) = RM(φ).

A few basic facts about the Morley ranks of definable sets are as follows:

Lemma 4.3 Let X,Y be definable subsets of An for some A ⊧ T . Then

1. if X ⊆ Y , then RM(X) ≤ RM(Y )

2. RM(X ∪ Y ) =max{RM(X),RM(Y )}

3. if X ≠ ∅, then RM(X) = 0 if and only if X is finite

When concepts such as Morley rank, which a priori depend on the par-
ticular model being considered, are involved one can often become bogged
down in uninteresting and unenlightening details of proving that the (ap-
parent) dependence on the model can be avoided (such as by passing to an
appropriately saturated elementary extension). To avoid this, it is a com-
mon practice in model theory to fix a so-called Monster model M, such that
M ⊧ T , M is saturated and M is “very large,” i.e. of some cardinality large
enough that any model we consider can be considered as an elementary sub-
model of M (while we have not discussed it in this work, it can be shown
that if a model M is κ-saturated for κ ≥ ℵ0, any model of size less than κ can
be elementarily embedded in M).

This approach suffers from the problem that an arbitrary theory T may
or may not have arbitrarily large saturated models, hence may not have a
model large enough to server as our “Monster model.” For us, this will not
be an obstacle since we will be interested in ω-stable theories and it can be
shown that if T is ω-stable then T has arbitrarily large saturated models.
Throughout the rest of the chapter, we let M be our Monster model of T .
From now on, we think of RM(φ) as being RMM(φ).

A notion related to that of Morley rank is Morley degree.
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Proposition 4.4 Let φ be an LM-formula with RM(φ) = α for some ordinal
α. Then there is d ∈ N such that if ψ1(M), . . . , ψn(M) are LM-formulas such
that each ψi(M) ⊆ φ(M) and RM(ψi) = α, then n ≤ d

Definition 4.5 For φ, d as above, we call d the Morley degree of φ and
write degM(φ) = d.

The notions of Morley rank and degree can be extended from formulas to
types.

Definition 4.6 If p ∈ SM
n (A) then the Morley rank of p is RM(p) =

inf{RM(φ) ∶ φ ∈ p}. If RM(p) is an ordinal, then the Morley degree
of p is degM(p) = inf{degM(φ) ∶ φ ∈ p and RM(φ) = RM(p)}.

Having defined the Morley rank of a type, we are in a position to define
forking.

Definition 4.7 Let T be a complete ω-stable theory. Let A ⊆ B ⊂ M, p ∈
SM
n (A), q ∈ SM

n (B) be such that p ⊆ q. If RM(p) < RM(q), then we say that
q is a forking extension of p and that p forks over B. If RM(p) = RM(q)
we say that q is a nonforking extension of p.

We have the following existence theorem:

Theorem 4.8 Suppose that p ∈ SM
n (A) and A ⊆ B. Then

1. There is q ∈ SM
n (B) a nonforking extension of p.

2. There are at most degM(p) nonforking extensions of p in SM
n (B) and,

if M is an ℵ0-saturated model with A ⊆ M , there are exactly degM(p)
nonforking extensions of p in SM

n (M).

3. There is at most one q ∈ SM
n (B), a nonforking extension of p with

degM(p) = degM(q). In particular, if degM(p) = 1, then there is a
unique nonforking extension of p in SM

n (B).

Forking allows us to define a notion of independence for elements of models
of ω-stable theories.

Definition 4.9 Let A,B ⊂M and let ā ∈M. We say that ā is independent
from B over A if tpM(ā/A) does not fork over A∪B, i.e., if RM(tpM(ā/A)) =
RM(tpM(ā/A ∪B)). In this case we write ā ⫝A B.
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This notion of independence has several nice properties:

Lemma 4.10 Let ā, b̄, c̄ ∈M, A,B,C ⊂M, B ⊆ C. Then we have

• Monotnicity If ā ⫝A B, then ā ⫝A C

• Transitivity ā ⫝A b̄, c̄ if and only if ā ⫝A b̄ and ā ⫝A,b̄ c̄

• Finite Basis ā ⫝A B if and only if ā ⫝A B0 for all finite B0 ⊆ B

• Symmetry If ā ⫝A b̄, then b̄ ⫝A ā

These notions of independence and forking are useful for analyzing the so
called spectrum of a theory T : the number I(T,κ) of non-isomorphic models
of T of size κ. This analysis, however, is beyond the scope of the present
work. To give a flavor of this area, we close by stating a theorem of Shelah
concerning I(T,κ).

Theorem 4.11 (Shelah’s Main Gap Theorem) For a countable complete
theory T , the spectrum function I(T,−) is either I(T,ℵα) = 2ℵα or it satisfies
the inequality I(T,ℵα) < ℶω1(∣ω + α∣) for all α ≥ 1.
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