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ABSTRACT

2D LUNG THICKNESS ESTIMATION FROM CHEST X-RAYS USING U-NET

REGRESSION TRAINED WITH DIGITALLY RECONSTRUCTED RADIOGRAPHS

Name: Marsh III, John Joseph
University of Dayton

Advisor: Dr. Russell C. Hardie

Chest X-rays (CXRs) are one of the most common medical imaging procedures providing 

two-dimensional (2D) images of three-dimensional (3D) density data regarding a patient’s 

chest. Computed tomography (CT) scans give a more extensive look at a desired location 

by utilizing X-rays to provide a 3D view of a specified area of the human body in slices. CT 

scans are quintessential for getting lung measurements as well as identifying and tracking 

lung cancer nodule growth within said lungs. Many different computer aided detection 

(CAD) systems have the ability to read CT scan data and assist medical professionals in 

outlining essential information within the lungs such as providing lung outlines, detecting 

lung nodules, and more. The ability for a CAD system to take advantage of lung thickness 

information would assist with bounding CAD systems but also providing algorithms with 

information that can assist in determining the likelihood of a nodule present in certain lung 

areas. In this approach, a method by which CT scans are converted into synthetic CXRs 

is introduced. In the process of generating these synthetic CXRs, a corresponding set of 

relative 2D lung thickness values is generated for each pixel in which the lung exists within 

a scan as a beam travels through the lung from front to back. A regression neural network 

(RNN) is then created based on U-Net architecture to train a model to predict the relative 

thickness of the lungs using the data from the synthetic CXR generation. CT scans from 
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the Lung Image Database Consortium-Image Database Research Initiative (LIDC-IDRI) 

are used to generate synthetic CXRs and the associated lung thickness data. After the data 

has been processed, scaled, and augmented, it is used to train and test the U-Net RNN, 

which can predict relative lung thickness in other synthetic CXRs with an overall mean 

absolute error (MAE) of 0.0301 and an overall mean squared error (MSE) of 0.0047.
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CHAPTER I

INTRODUCTION

Chest X-Rays (CXRs) are a common medical imaging procedure that provides two­

dimensional (2D) images of three-dimensional (3D) density data of the chest. These images 

are used to detect and evaluate numerous lung conditions such as pneumonia, COVID-19, 

tuberculosis, lung cancer, and lung tissue scaring [1], [2]. However, for more invasive issues, 

more complex, detailed techniques are required, which is where computed tomography (CT) 

scans are best equipped. CT scans take X-rays and deploy them into scanning slices of an 

area which are then compiled into a 3D rendition of the area scanned. While a great source 

of information, CT scans prove to be more expensive and expose the patient to a much 

higher dose of radiation compared to that of a CXR. Because of this, methods to extract 

as much information from CXR images is an increasing desire within the medical imaging 

community. This can range from detecting lung nodule growth or infections as well as lung 

volume estimation [3].

Automated lung segmentation is a task in CXR analysis that comes with great im­

portance as it is a prerequisite step for many analysis methods [4]. The lung boundary 

that is created in the process of lung segmentation may be employed to limit the search 

for lung ailments using different algorithms for lung image analysis, specifically to ensure 

that false alarms coming from outside the lung are inhibited [5]. To our knowledge, only 

one prior work has investigated the estimation of lung thickness information using machine 

learning algorithms from CXR data. Lung thickness information would be useful for not 

only bounding computer aided detection (CAD) algorithms, but also providing them with 

valuable information about the amount of lung present at each 2D position of the lung itself. 

This could be especially useful in the detection of lung nodules where low lung thickness 
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could indicate a lower likelihood of lung nodule presence and vice versa. This could be 

highly salient information for CAD systems in their process of searching for lung disease 

as well. Furthermore, the lung thickness data gives more information for the system and 

its users to analyze regarding lung morphology as well as lung volume. The most efficient 

means to create this lung thickness data as well as train the network is to use CT scans to 

create synthetic CXRs, not to be confused with artificially generated CXRs.

Artificially generated CXRs are fundamentally different than synthetic CXRs. Artificial 

CXR generation is the idea of generating completely artificial data using a few examples 

of real CXRs. One such method to accomplish this is the use of Generative Adversarial 

Networks (GANs) which, by extrapolating key features from example data, can generate 

completely synthetic outputs. Segal et al. [6] evaluated the difference in clinical realism 

between artificially generated CXRs and real CXRs utilizing a Progressive Growing GAN 

(PGGAN). Karbhari et al. [7] developed an Auxiliary Classifier Generative Adversarial 

Network (ACGAN) in an attempt to create CXRs both with positive and negative diagnoses 

of COVID-19. Positive and negative COVID-19 cases were inputted into an ACGAN with 

the artificial outputs being utilized as additional training data for a COVID-19 classifier. 

By introducing the artificial CXR data into the training pool, the classification results 

improved across the board.

Synthetic CXRs, or digitally reconstructed radiographs (DRRs), are created using real 

data as their basis. The fundamental idea is that the sliced layers of a CT scan can be 

mathematically converted to appear as if a singular X-ray beam passed through each layer. 

This essentially flattens the CT data and outputs a synthetic CXR. The generation of DRRs 

from CT data has been around since before the turn of the century as seen in Galvin et al. 

[8], who desired to use the DRRs to assist in three-dimensional (3D) treatment planning.
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Methods in which these DRRs are generated have changed over the years with different 

methods discussed.

DRR generation is a very open-ended subject as the results depend solely on how re­

searchers choose to go about the creation of the data itself. Different researchers will 

approach the task in different ways. Li et al. [9] utilizes six different parameters consisting 

of three variables expressing translations and three expressing rotations, which were then 

used with the 3D Bresneham line generation algorithm. Staub et al. [10] utilize a method 

in which the CT numbers were converted to linear attenuation coefficients with scatter, 

beam hardening, and veiling glare removed from the attenuations before the conversion 

and re-added in post-processing. In [11], [12], and [13], a parallel projection model with lin­

ear attenuation coefficients included was utilized to simulate the X-rays from the CT data. 

DRRs are becoming so inundated in the medical imaging space that people are focused on 

optimization as well as further integration into existing systems. Dorgham et al. [14] gives 

a detailed explanation in which a 50% accelerated rendering of DRRs is achieved with the 

help of a proposed automatic body segmentation method. Lance Levine and Mark Levine 

[15] published an extension for a popular CT imaging reader, called 3D Slicer, which allows 

for a free, open-source means by which one can generate DRRs from CT data directly from 

the application. With the rise in popularity of DRR generation, these methods in synthetic 

CXR creation are being applied to train different neural networks within the medical field.

The idea of integrating generated DRRs with AI techniques is becoming more and more 

prominent within the medical imaging community. In [11], the emphysema percentage of 

a patient was analyzed with the use of simulated CXRs as well as a convolutional neural 

network (CNN). In [12], lung structures were enhanced within DRRs with the help of a fully 

convolutional neural network (FCNN) to create more accurate synthetic images. Both give 
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an in-depth look at the process of the mathematical portion of DRR generation but also 

use the DRRs with machine learning algorithms to extrapolate additional information that 

would otherwise go unlooked. Each uses its respective type of neural network architecture 

to accomplish the aforementioned research with one using a CNN and another choosing an 

FCNN. Sogancioglu et al. [16] utilize different transfer learning architectures and networks 

with the purpose of regression on synthetic CXRs to predict the total lung volume from 

CXRs rather than calculating it from the pulmonary function test (PFT).

As touched upon, varied network architectures and structures can be used to achieve 

different objectives. U-Nets, a CNN architecture, are popular for semantic segmentation 

and classification because of their data efficiency and performance, which is explained in 

more detail in [17]. This architecture continues to be built upon almost a decade later. In 

[18], a computationally efficient means by which chest radiographs (CRs) are semantically 

segmented via the use of U-Net-based networks is detailed. In this way, a CR is outlined 

by the network to find the boundaries of the total set of lungs, which potentially can 

assist medical professionals in structural analysis of the lungs as well as diagnosis. In other 

implementations, U-Nets are trained to segment other growths or changes as well as the 

lungs themselves using CXRs and CT scans. In [19], a 3D U-Net is trained along with 

other network implementations to segment 3D sections of CT scans as well as potential 

COVID-19 infection areas within the lungs themselves. In this way, the network is trained 

to intake CT scans and give a narrowed view of areas of interest for the doctors. Past this, 

U-Nets are also popular in their adaptation toward other uses as well.

The U-Net architecture is adapted for other uses past just segmenting or classifying. 

In [13], bone structures were extracted from DRR images to train a U-Net to create en­

hancements, specifically the creation of skeletal structures, for less detailed DRRs. U-Nets 
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can also be fundamentally modified to output different kinds of results. Image-to-image 

regression is performed by taking a U-Net and replacing its final layers with one that uti­

lizes some form of mean squared error (MSE) to give pixel-level estimations. The benefits 

of a U-Net are still present with its computational efficiency and performance. However, 

rather than attempting to classify an image or performing semantic segmentation to classify 

different sets of pixels, the U-Net predicts a continuous value at each pixel in the output. 

In [20], a pixel-wise regression utilizing a U-Net architecture is deployed to create U-Net 

for Pansharpening (PUNet), which gives excellent performance compared to other provided 

pansharpening networks. In [21], two multitask networks, which use U-Net and HRNet 

respectively, to segment the lungs created via a DRR conversion process from the pos- 

teroanterior view and the lateral view to then estimate lung volume capacity. Of interest 

was the use of volume ratios to train the regression aspects of the two networks, which 

allowed for much greater accuracy predictions.

Similarly, CT data is usable in creating DRRs as well as generating 2D lung thickness 

data. With that, a network can be trained to utilize a synthetic CXR to predict the 2D 

lung thickness, which can then be viewed in 3D space. This can assist in viewing different 

abnormalities on the lungs’ outer surface as well as determining the approximate lung 

thickness. This technology could assist in procedures like lung transplants, as donor lung 

size is an essential factor when determining donor-recipient compatibility. In many ways, 

the concept could act as a compression factor for physicians and medical professionals to 

glean more information from less physical data, saving time and money. However, a primary 

motivator is the ability to integrate predicted relative lung thickness values from a CXR into 

CAD algorithms, specifically as it relates to detecting lung nodules as well as assisting in 

areas of lung morphology. By integrating relativized lung thickness values, CAD algorithms 
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could further remove potential false positives by using the thickness of the lung at any given 

position to increase or decrease the likelihood of nodule growth, with thicker areas indicating 

higher percentages of nodule growth and thinner areas indicating lower percentages.

CAD systems with their associated tools and algorithms are a point of research that 

has attracted many within the past several years in an attempt to perfect methods of 

information extraction via CT scans and CXRs {[18], [22], [23], [24], [25], [26], [27], [28], 

[29], [30], [31], [32], [33], [34], [35], [36], [37], [38], [39], [40], [41], [42], [43], [44], [45], [46], 

[47], [48], [49], [50]}. Different methods by which these systems and their tools can be 

improved is a topic of intense study, especially with integrations of different deep learning 

techniques. By utilizing a 3D lung segmentation algorithm, as well as some other internal 

tools via the CAD, FlyerScan, which was developed by the University of Dayton Research 

Institute, relative 2D lung thickness values are derived from the data found in CT scans. 

These values can then be utilized with DRRs derived from CT scans to train a U-Net 

designed for regressions that predicts the relative 2D lung thickness values directly from a 

CXR. In [51], pixel-wise thickness maps are created along with synthetic CXRs from CT 

scans in the Luna16 dataset, a subset of the LIDC-IDRI database, to predict total lung 

volume utilizing two different U-Nets, one of which predicted the segmented the lungs to 

generate lung masks that could indicate area and the other U-Net with a linear activation 

function that enabled an image-based regression. The outputs of the two in conjunction 

with a corrective factor and a patient-specific posterior-anterior diameter measurement from 

the original set of lungs allowed for relatively accurate total lung volume predictions.

Rather than employing two separate U-Nets to derive total lung volume, a singular 

convolutional neural network is designed using a base U-Net architecture. However, a 

modification to the standard design replaces its softmax layer and its final output layer with 
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a singular regression layer. As will be seen in the following sections, the U-Net regression 

network for this project is designed to be larger and more complex, comprising a total of 5 

layers with its final output regression layer utilizing half mean squared error. Focusing on 

the accuracy of the relative 2D lung thickness maps allows for an extremely accurate relative 

prediction of lung thickness across the space of the 2D lung boundaries. This information 

has the potential to provide CAD tools, such as lung nodule detectors or lung morphology 

generation algorithms, with in-depth 3D predictions from a singular 2D image. The data 

could provide quintessential contextual information that lung nodule detection algorithms 

in particular could integrate that allow for relative lung thickness predictions to increase 

the likelihood of nodule growth in thicker lung regions or to decrease the prediction odds 

of a nodule if in a thinner region or the edge of the lung.
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CHAPTER II

MATERIALS

In this thesis, the data that is utilized to convert CT scans to DRRs as well as generate 

relative lung thickness values is from the Lung Image Database Consortium-Image Database 

Research Initiative (LIDC-IDRI) database which was provided at the National Biomedical 

Imaging Archive (NBIA) [38]. Created by the National Cancer Institute, the database was 

enhanced by the Foundation of the National Institutes of Health as well as the Food and 

Drug Administration [38]. This database is publicly available with the purpose of developing 

Computer-Aided Detection (CAD) systems that utilize CT scans as its primary motivation, 

especially in the area of lung nodule detection [38]. The LIDC-IDRI database is a reliable 

and stable resource for medical imaging researchers, and in recent years, it has become a 

primary resource for the training and testing of different AI models with a wide variation 

of architectures and processing techniques to test new ideas and concepts.

Within the LIDC-IDRI dataset, there are 1018 CT scans from 1010 unique patients that 

are each segmented by a team of radiologists included in the project [38]. The radiologists 

segment not just the lungs of the patients but also the nodules that were detected in each 

of the CT scans. With a total of 1018 scans, each has the lungs and the respective nodules 

of each lung segmented with the generalized truth of each segmentation coming out to be 

where the majority of the radiologists agreed at each pixel overlap. Of these 1018 scans, 

1017 of them are utilized in the process of CT to DRR conversion with the accompanying 

relative 2D lung thickness values also calculated. This is done via the Digital Imaging and 

Communications in Medicine (DICOM) data providing the categorized information such 

as CT slices and sizing variables. In one of the CT scans within the LIDC-IDRI, a slice 

thickness value was set to zero within the scan’s metadata. Consequently, it is omitted from 
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the number of overall CT scans available to convert, leaving the total number of 1017 scans 

used.
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CHAPTER III

METHODOLOGIES

3.1 Synthetic CXR and Lung Thickness Generation

The process of converting a CT scan to a DRR relies on a method based on the work of 

Ophir Gozes and Hayit Greenspan [13] as well as an understanding of the DICOM formatting 

process for CT scans and of the Hounsfield scale. A quintessential concept regarding X-rays 

is that as they travel through matter, the energy continues to decrease with said decrease 

relying on the distance that the X-ray travels as well as the attenuation coefficient. The 

specifics of this interrelation are shown in Beer Lambert’s law:

I = Io expAx (1)

where I is the intensity of the beam with Io as the incident beam, x being the distance 

traveled by the beam, and A being the attenuation coefficient [13]. A diagram of how this 

applies in physical space is seen in Figure 3.1. Using the same variables as above, Beer 

Lambert’s law is visualized with both a single attenuation material and distance as well as 

multiple, thereby detailing how an X-ray beam moves from its point of origin across one or 

multiple attenuation coefficients at the respective distances of each, it ends up as slightly 

decayed in its magnitude when it reaches it detection point. It is for this reason that X-rays 

show 3D density data for patients in a 2D image as the beam reflects differently based on 

the material it passes through whether that is air-filled lung or calcium-rich bone.
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Figure 3.1: Diagram detailing the practical working of Beer Lambert’s law with 
variations for single or multiple materials that an X-ray beam passes through moving from 
its origin to the X-ray detector. Each of the materials that a beam passes through has its 

respective attenuation coefficient and distance that the beam travels, which is denoted 
with subscript numbers on x and A. The top portion of the diagram shows a single 

attenuation material while the bottom shows multiple.

For a CT scan to be artificially converted into a CXR, each voxel of the CT scan 

undergoes a calculation for their respective attenuation coefficients. Each present voxel is 

given by its Hounsfield Unit (HU) which represents the original linear attenuation coefficient 

following a linear transformation [13]. Because of this, the values that constitute the linear 

attenuation are preserved. A parallel project model is utilized with a computation for the 

average attenuation coefficient occurring in line with the y-axis with a range of [1,N] with 

the N denoting pixel length of the posterior-anterior view [13]. Utilizing the attenuation 

coefficient of water, ^water, the attenuation coefficient of air, ^air, and the CT volume, 

CT(x,y,z), the following equation is utilized to compute the 2D average attenuation map:

N
^av (X,Z) = > 

y =1

(^water - ^air)(CT(x, y, z) + u(water)) 
(N ■1000)

(2)
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From that, Beer Lambert’s law from Equation 1 and Equation 2 are combined to get 

Equation 3:

lout(x,z) = In exp8-24(xz). (3)

Utilizing Equations 1 through 3, the only missing components round out to be ^, ^water, 

and ^air. The linear attenuation for water and air are 0.2 cm_ 1 and 0 cm_ 1 respectively. 

^, which designates the boosting of X-ray absorption through simulated tissue density, is 

set to 1 [52]. Of note, the ^ allows for differing views of the synthetic CXR specifically 

in which aspects of the CT data come through the most in the DRR outputs. While 1 is 

used, differing values potentially focus on different aspects of the scan, with different values 

focusing on aspects of the average 2D attenuation map for the scan; different values would 

clarify certain aspects of the body compared to others such as having an option to see more 

bone structure than lung area.

With the ability to generate DRRs examined, the next step becomes to properly create 

the DRR and the lung thickness arrays. The DRRs are generated using the data from 

the LIDC-IDRI DICOM CT scans which are inserted into Equation 2 to get the average 

2D attenuation map for each of the CT scans. These maps are then used with Equation 

3, which is the derived Beer Lambert’s law, to properly output a DRR image. Once the 

synthetic CXRs are generated, the lung thicknesses are created by taking the CT data and 

first applying a 3D lung segmentation algorithm to it. The output 3D lung segmentation 

matrix is then put through the same Beer Lambert’s law derivation by getting the average 

2D attenuation map via Equation 2 for the 3D lung segmentation followed by merging it
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into Equation 3. Visualizations showing the creation of the synthetic CXRs and the 2D

lung thickness value arrays are seen in Figures 3.3 and 3.2.

Law

Average Attenuation Map Compiled 
CT Scan Volume

_100 a1
>150

50 100 150 200 250
X (pixels)

Figure 3.2: Visualization of the average attenuation map across the CT scan volume 
followed by processing it with the derived Beer Lambert’s law to get the normalized 

synthetic CXRs (DRRs).

out

Apply Beer Lambert's

Average Attenuation Map of 3D 
Segmented Lungs

I , .
minnmee

Figure 3.3: Visualization of the average attenuation map across the 3D segmented lung 
volume created with CAD algorithms followed by processing with the derived Beer 

Lambert’s law to get the relative 2D lung thickness arrays.
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Figures 3.2 and 3.3 give a visualization of the synthesized X-ray beams across the average 

attenuation maps calculated from the compiled CT scan volumes and the 3D segmented 

lung volumes followed by the application of Beer Lambert’s law to get normalized synthetic 

CXRs and relative 2D lung thickness arrays. As a final step before the saving of the lung 

thickness and DRRs, the synthetic CXR is normalized by its highest values with the lung 

thickness values converted from millimeters to relative values ranging from [0,1]. These 

two measures allow for less variation for the network to train against with much better 

performance occurring after these measures are taken. The normalized synthetic CXR and 

the relative lung thickness array are then resized to 256x256, which is the desired input size 

of the U-Net with a later explanation given in Section 3.2. A flowchart detailing the move 

of CT information starting at the LIDC-IDRI DICOM data to the creation of synthetic 

CXRs and relative lung thickness values is seen in Figure 3.4.

Localized
DICOM Data

Pre-Processed 
CT Data

Synthetic 
CXR 

(DRR)

¿Relative 2D ƒ \ 
Lung

Thickness
y Array ƒ

Figure 3.4: Flowchart detailing the moving from LIDC-IDRI DICOM data, which 
contains the CT slice information of 1018 patients, to the creation of synthetic CXRs 

(DRRs) and relative 2D lung thickness values
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As seen in Figure 3.4, the desired CT data starts in the LIDC-IDRI DICOM format, 

which is downloaded and pre-processed into the CT data that is desired. From there, the 

CT data is placed into the derived Beer Lambert’s law via Equations 2 and 3. This gives 

an output of the desired DRRs. In order to get the relative 2D lung thickness arrays, 

the CT data is first placed into the 3D lung segmentation algorithm and then placed into 

the derived Beer Lambert’s law, which gives the lung thickness arrays. An example of a 

synthetic CXR following a histogram equalization and a relative lung thickness array can 

be seen in Figures 3.5 and 3.6.
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Figure 3.5: Synthetic CXR, or DRR, example sized at 256x256 for the training and 
testing of the U-Net RNN. This example is LIDC-IDRI case 0531 for reference. This 

image is shown following a histogram equalization for better visualization.
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Figure 3.6: This shows the relative, 2D lung thickness input array in 3D space with the 
following views: (a) Sagittal-Coronal plane view and (b) Coronal/Frontal plane view. The 

case used is LIDC-IDRI case 0531.

Figure 3.5 shows a synthetic CXR generated from the LIDC-IDRI CT data, which is to 

be used as an input image into the network that is to be trained. The image seen above is 

post-histogram equalization to better visualize the lungs following the CT to synthetic CXR 

conversion. Figure 3.6 shows the relative 2D lung thickness in 3D space from the sagittal- 

coronal plane of the lungs on the left and the coronal plane view on the right. The lung 

thickness, originally calculated in millimeters, is scaled from [0,1] to increase compatibility.

3.2 U-Net Regression Network

U-Net is a CNN architecture that has different encoder and decoder units paired in a U- 

shape acting as convolutional layers. In the first half of the U, encoder layers downsample 

the input image/array to get a smaller and smaller feature map that is ported to the 

corresponding decoder layer on the opposite side of the U; on the right side, or the decoder 

side, of the U, the feature maps generated during the encoding process are utilized to 
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decode said maps by upsampling the encoder layers’ outputs [17]. Because of the U-Net 

design, many different leaps in semantic segmentation performance in neural networks are 

achieved with a lesser number of training images able to produce more precise results than 

were previously possible. U-Net also is able to withstand more variations in data, making 

deformations or abnormalities in different medical images less impactful than in previous 

designs. The design for the proposed U-Net RNN is seen in Figure 3.7.
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Figure 3.7: Shown is the structure of the U-Net Regression Neural Network, which 
includes 5 layers as well as a regression output. This structure is a rather simple design 

following a typical U-Net with a 256x256x1 input and ending with a 256x256x1 regression 
output with predicted regression values reflecting the model’s predictions of the relative 

lung thickness data.
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Figure 3.7 shows the U-Net architecture in the proposed RNN. Of particular difference 

between a standard U-Net used for classification is the removal of the final softmax layer 

as well as a classification layer in exchange for a regression layer that employs half mean 

squared error loss. This allows for the benefits of the U-Net architecture with its flexibility 

in data learnability while allowing for the network to give variable values along the predicted 

output array. The images used are 256X256 in size with 64 filters in the first convolution 

layer, with the network coming out to be five layers real. All convolution operations that 

are performed in the network are 3x3 with the max pooling set to be 2x2 with a stride of 

2. Up-convolutions and bridge convolutions are performed with the deconvolution layers 

performing deconvolutions as well as unpooling operations that ensure the upscaling of the 

feature map for U-Net learning. For this design, the initial learning rate is set to 0.001 

utilizing the ’Adam’ optimization algorithm and having the max epochs set at 25. Tables 

3.1 through 3.4 show the parameter list in every one of the convolution layers included 

in the 5-layer U-Net, which includes the encoding, decoding, bridge, and up-convolutions 

stages of the layers.
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Table 3.1: Parameters during Encoding for Convolutional Layers in 5-Layer U-Net RNN

Encoding Stages Number of Filters Parameters (Excluding Bias)Stage Conv. #
1 1 64 3 x 3 x 1 x 64
1 2 64 3 x 3 x 64 x 64
2 1 128 3 x 3 x 64 x 128
2 2 128 3 x 3 x 128 x 128
3 1 256 3 x 3 x 128 x 256
3 2 256 3 x 3 x 256 x 256
4 1 512 3 x 3 x 256 x 512
4 2 512 3 x 3 x 512 x 512
5 1 1024 3 x 3 x 512 x 1024
5 2 1024 3 x 3 x 1024 x 1024

Table 3.2: Parameters during Decoding for Convolutional Layers in 5-Layer U-Net RNN

Decoding Stages Number of Filters Parameters (Excluding Bias)Stage Conv. #
1 1 1024 3 x 3 x 2048 x 1024
1 2 1024 3 x 3 x 1024 x 1024
2 1 512 3 x 3 x 1024 x 512
2 2 512 3 x 3 x 512 x 512
3 1 256 3 x 3 x 512 x 256
3 2 256 3 x 3 x 256 x 256
4 1 128 3 x 3 x 256 x 128
4 2 128 3 x 3 x 128 x 128
5 1 64 3 x 3 x 128 x 64
5 2 64 3 x 3 x 64 x 64
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Table 3.3: Parameters for Bridge Convolution Layers in 5-Layer U-Net RNN

Bridge Convolution # Number of Filters Parameters (Excluding Bias)

1 1024 3 x 3 x 1024 x 2048
2 2048 3 x 3 x 2048 x 2048

Table 3.4: Parameters for Up-Convolution Layers in 5-Layer U-Net RNN

Decoding Stage # Number of Filters Parameters (Excluding Bias)

1 1024 2 x 2 x 1024 x 2048
2 512 2 x 2 x 512 x 1024
3 256 2 x 2 x 256 x 512
4 128 2 x 2 x 128 x 256
5 64 2 x 2 x 64 x 128

3.2.1 Data Augmentation

To create more training data with additional variation, augmentation techniques are 

applied to the LIDC-IDRI data. While only slight, the augmentation allows for the increased 

accuracy of the training thanks to an increased pool of data which the U-Net RNN can 

use to train. To provide realistic changes that would not skew the data too far from the 

original data pool, only small augmentations are applied. The data is given the following 

augmentations: scaling from [0.9, 1.1], x-translation from [-2.5, 2.5], and y-translation from 

[-2.5, 2.5].
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CHAPTER IV

EXPERIMENTAL RESULTS AND DISCUSSION

In total, 1017 CT scans of the 1018 that appear in the LIDC-IDRI database are used, 

which are split between training, validation, and testing data categories. Each of the 1017 

CT scans is utilized to generate one DRR and one relative 2D lung thickness array respec­

tively. The separation of the LIDC-IDRI CT scan data into the different network splits is 

seen in Table 4.1.

Table 4.1: LIDC-IDRI CT Scans Split between Training, Validation, and Testing Cases

Network Version LIDC-IDRI CT Scans
Training Cases Validation Cases Testing Cases

U-Net RNN (95/5 Split) 864 102 51
U-Net RNN (90/10 Split) 864 51 102
U-Net RNN (80/20 Split) 783 31 203

Table 4.1 shows how each of the LIDC-IDRI CT scans is split for each of the trained 

networks for the training, validation, and testing pools. For the 95/5 split network, the 

training data utilizes 864 cases, the validation uses 102 cases, and the remaining 51 cases 

are used for testing while in the 90/10 split network, the training cases remain the same 

with the testing cases and validation cases swapping values. Finally, the 80/20 split network 

uses 783 scans for training, 31 for validation, and 203 for testing. The smaller validation 

number was done to keep with the minimum amount of validation cases needed to match 

the number of training cases in network training.

The results of the U-Net RNN networks are measured with MSE, mean absolute error 

(MAE), root mean squared error (RMSE), peak signal-to-noise ratio (PSNR) in decibels
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(dB), and structural similarity (SSIM). MSE, MAE, and RMSE results also have 95% 

bootstrap confidence intervals, given by the two values in which the range of taken intervals 

most appears, shown to the right of the average value given in the table. To calculate the 

average metric for each of the metrics, the metrics for each of the test cases are added 

together and divided by the number of test cases in total to get an overall mean value for 

each of the measurement methods. The results for the test cases averaged together are seen 

in Table 4.2 in each of the respective network versions based on the split of data used.

Table 4.2: Lung Thickness Test Metrics on Synthetic CXRs

Algorithm U-Net RNN (95/5 Split) U-Net RNN (90/10 Split) U-Net RNN (80/20 Split)
MSE 0.0047 [0.0020 - 0.0125] 0.0133 [0.0101 - 0.0192] 0.0520 [0.0481-0.0586]
MAE 0.0301 [0.0242-0.419] 0.0613 0.0548 - O.O72o] 0.1297 [0.1228 - 0.1398]

RMSE 0.0446 [0.0377-0.0634] 0.0837 0.0779 - O.O994] 0.1765 [0.1682 - 0.1909]

PSNR [dB] 26.6652 20.7344 14.0539
SSIM 0.8529 0.7790 0.5582

The predictions and the actual lung thickness values are then evaluated visually. To do 

this, an example from the 95/5 split network is selected for qualitative comparisons. This 

example is seen from the 31st test case correlating to LIDC-IDRI case 0346, which gives a 

very accurate prediction of relative 2D lung thickness within the 95/5 split network. This 

is visually evaluated through the comparison of lung depth isocontours, which shows 10 

total, as well as the lung thickness data in 3D space. These 3D visuals are compared from 

the sagittal-coronal plane as well as the coronal/frontal plane to give an accurate. The 

comparison between isocontours can be seen in Figure 4.1, whereas the 3D visuals are seen 

in Figures 4.2 and 4.3.
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Figure 4.1: Utilizing 10 sets of isocontours, the DRR is overlayed with the relative lung 
depths for the (a) actual lung thickness and the (b) predicted lung thickness. The 
isocontours give a rounded view of the lungs projecting 3D values into 2D space.

(a) (b)

Figure 4.2: Showing the relative 2D lung thickness values in a 3D space, the (a) actual 
lung thickness values and the (b) predicted lung thickness values are displayed from the 

Sagittal-Coronal plane view. Of particular note is the smoother texture of the lung 
thickness in the predicted lung depth compared to the actual lung depth; the U-Net RNN 
predictions do not give the grainy, imperfect texture of the lungs that the actual values do.
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Figure 4.3: The relative 2D lung thickness values are displayed using a heat map to 
visualize each pixel in which the lung is present as well as the relative height of that pixel.

The (a) actual lung thickness values show more layering of the lung itself with clear 
hazings between viewable areas of the lungs while the (b) predicted lung thickness values 

give a much more sanitized look to the lungs almost like segmented lung masks.

Figure 4.1 shows the lung depths with 10 isocontours against the synthetic CXR. The 

left shows the actual lung depth whereas the right shows the predicted. The predicted set 

of isocontours appears to be much more rounded with much fewer jagged and straight lines. 

The actual set is biological so they are more erratic across the lungs, with some almost 

crisscrossing and overlapping.

Figures 4.2 and 4.3 show the same test case with the 2D lung thickness displayed in 3D 

space, with Figure 4.2 from the sagittal-coronal plane and Figure 4.3 from the coronal, or 

frontal, plane. Just as in the isocontours, the actual lungs are displayed on the left with 

the predicted set on the right. Overall, the predicted and the actual lungs look remarkably 

similar. From the sagittal-coronal view, the actual lungs prove to have more jagged edges 

that move around the surfaces of the lungs. The predicted lungs are much smoother, with 
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what appears to be slightly thicker lungs, which may allow for smoother surfaces compared 

to the jagged set in the actual lungs. As for the frontal view, the actual lung depth shows 

a very crisp image with many parts of the lung seemingly layered over one another. In 

contrast, the predicted lungs appear to be completely melded together with faded sections 

from the peaks to the bottom of the lungs.
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CHAPTER V

CONCLUSIONS AND FUTURE WORK

In this thesis, an efficient way of estimating relative 2D lung thickness from CXRs made 

via DRRs using a U-Net RNN is presented. By utilizing the LIDC CT scans, CT scan data 

is placed into a CT two synthetic CXR conversion process to properly acquire several DRRs. 

The same CT data is also processed using CAD algorithms from FlyerScan to calculate a 

3D segmentation of the lungs. This data is placed into the same CT to synthetic CXR 

conversion, via the derived Beer Lambert’s law in order to get relative 2D lung thickness 

values. Both of these are separated into training and testing groups to be placed into a 

5-layer U-Net RNN that allows for image to image-regression to take place after proper 

training. The performance of the test cases, given by the low MSE, MSA, and RMSE 

values in 4.2, show that the network does an efficient and accurate job of recreating the 

relative 2D lung thicknesses using just the synthetic CXR data inputted. This is further 

secured when comparing the test results between the actual 2D lung thickness array values 

and those that are predicted by the network qualitatively in Figures 4.1, 4.2, and 4.3.

This network potentially serves as a new method in which CAD algorithms can move 

forward. By integrating this deep learning model with CAD algorithms for nodule detection, 

the ability for potential nodule locations to be referenced on a relative 2D lung thickness 

map allows for an additional characteristic to aid in classifying between possible positive 

and negative nodule detections in lungs, with thicker regions providing potentially higher 

likelihoods of nodule growth and thinner regions providing potentially lower likelihoods. 

This would allow for more data to be derived from 2D CXR images when 3D-compiled CT 

scan data is not available for a patient. Furthermore, this can ensure patients get less of a 
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radiation dose from more X-ray scans, via CXRs or CT scans, when the same information 

can be found from a single X-ray instead.

In terms of future work, integrating this algorithm into CAD algorithms could prove to 

be beneficial in increasing the performance of nodule detection algorithms. Another idea is 

finding a way to ensure accurate millimeter-levels of data for the lung thickness values rather 

than using relative values, which could assist lung morphology predictions further using just 

X-ray data. Another method of increasing the performance of the U-Net RNN model would 

be partnering with hospitals or creating new public databases that have matching CT scan 

data with accompanying X-ray data. This would allow for more training and testing data 

to be placed into the model, possibly increasing performance. Furthermore, the addition of 

real CXRs that match CT scan data, especially when taken in close succession and similar 

conditions, would ensure that a model could be created that was based on real-world data 

rather than a hybrid mix of real-world values derived into synthetic outputs.
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