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ABSTRACT 

OBJECT DETECTION AND CLASSIFICATION BASED ON POINT SEPARATION 

DISTANCE FEATURES OF POINT CLOUD DATA 

 

Name: Ji, Jiajie 

University of Dayton 

 

Advisor: Dr. Edward Watson 

 

 Today, with the development of artificial intelligence and autonomous driving in full 

swing, lidar is playing a vital role. As an important sensing and detection component, lidar uses 3D 

point cloud images as a medium to allow artificial intelligence systems to perceive the outside 

world and perform reasoning work. Therefore, the processing and operation implementation of 

point cloud is an important part of the information processing of a lidar system, which will 

determine the accuracy and feasibility of artificial intelligence judgment. 

In this thesis, an analysis method based on extracting point cloud point separation distance 

distribution features is used. First, we will introduce how a lidar system works and how a lidar 

system collects information and generates a 3D point cloud. Afterward, feature analysis of point 

cloud point separation distribution for dimensionality reduction will be proposed. At the same time, 

we will use the point separation distribution feature to do object classification, object recognition 

and segmentation of whether there are vehicles on the road. What's more worth mentioning is that 

we also provide deep learning results and analysis based on point cloud point separation distribution 

features. On this basis, we discuss the significance and practicality of this feature analysis. 
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CHAPTER I 

INTRODUCTION 

 

1.1 Background Information 

  With the development and maturity of commercial lidar, many assisted driving systems 

based on lidar have been mass-produced and applied. LiDAR has been widely used in Advanced 

Driver Assistance Systems (ADAS) systems such as Adaptive Cruise Control (ACC), Forward 

Collision Warning (FCW) and Automatic Emergency Braking (AEB) [1]. Vehicle lidar has natural 

advantages in long-distance detection, so lidar always occupies a place in emerging automatic 

driving systems. The current research on autonomous driving technology mainly focuses on 

achieving higher level of autonomous driving. However, the improvement of software systems and 

data processing can greatly compensate for the disadvantages of hardware systems. In this context, 

the processing and analysis of 3-D point cloud has become a key research object. In order to keep 

up with the ever-increasing application needs, the significance of researching and developing 

relevant algorithms for efficient storage and processing to process point clouds is rising 

significantly. Traditional analysis algorithms deal with point clouds and mainly focus on encoding 

the local geometric features of points. Deep learning has achieved enormous success in the field of 

image data processing, which makes it extremely urgent to study the corresponding point cloud 

neural network structure. Current research hotspots mainly involve the development of deep neural 

networks for various point cloud processing tasks. More than 140 key contributions have been made 

in recent 5 years on deep learning (DL) applied in point cloud for autonomous driving [2]. These 

3-D point clouds DL frameworks are used for multiple tasks of automatic driving, such as semantic 

segmentation and understanding [3], object detection [4] and classification [5]. However, there are 

still some limitations and challenges for DL applied in point cloud for autonomous vehicle. Point 

cloud data are usually large-scale, high-dimensional, and irregular, which bring DL models 

computational complexity. Moreover, DL models for point cloud processing are often complex and 



 
 

11 
 

prolix. Point-separation distance features may help on the DL in point cloud by providing a novel 

and efficient way to extract features from point cloud data that are invariant to rotation, translation, 

and scaling. Point-separation distance features can also reduce the computational complexity, as 

they only require a histogram which is a 1-D sequence data to represent an object. Moreover, Point-

separation distance features as quantified by a Probability Mass Function (PMF) can be easily 

integrated with existing DL architectures. 

  

1.2 Introduction to Research 

In this thesis, we mainly focus on the processing and analysis of point cloud data generated 

by lidar scanning. Compared with operating directly on the 3D point cloud, we use a dimensionality 

reduction method to reduce the complexity of analysis and processing. But we still retain the point 

separation distance characteristics of the point cloud data at the same time. The distance between 

points in the point cloud image will not change with different viewing angles. On this basis, we 

demonstrate a method for point cloud analysis independent of viewing angle [29]. Furthermore, 

based on this viewpoint-independent point cloud analysis method, we try to realize object detection, 

recognition and classification. Simply, analyzing the point separation distribution characteristics of 

point cloud data is a new type of point cloud preprocessing tool. It offers a totally new aspect to 

process point cloud data. In addition, this new methodology can realize the transformation of three-

dimensional data into a simple one-dimensional feature distribution. Therefore, this preprocessing 

can provide more possibilities for reducing data complexity, eliminating noise and improving point 

cloud processing speed, making the neural network speedier and more efficient. Moreover, deep 

learning and neural network could help point cloud data analysis based on distribution of point 

separation distances develop and derive more functions. 

 In the next chapter, lidar systems and how lidar supports autonomous driving technology 

will be introduced. In the third chapter, we propose point-separation distance features of point cloud 
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and introduce in detail the method of extracting and analyzing this feature from point cloud. In 

addition, we try to apply point-separation distance features to realize object classification and 

detection. In the fourth Chapter, we briefly summarize the AI methods applied to autonomous 

driving technology. Beyond this, we also propose a new artificial intelligence structure combined 

with point-separation distance features to realize the detection of vehicles on the road. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
 

13 
 

 

CHAPTER Ⅱ 

INTRODUCTION TO LIDAR 

 

2.1 Lidar System and Automotive Driving 

LiDAR (Light Detection and Ranging) is also known as Laser Radar or LADAR (Laser 

Detection and Ranging). It is an active remote sensing device that uses a laser as a source of 

emission and uses photoelectric detection technology. Lidar is an advanced detection method 

combining laser technology and modern photoelectric detection technology. It is composed of 

transmitting system, receiving system, and information processing. The transmitting system is 

composed of various forms of lasers, such as carbon dioxide lasers, neodymium-doped yttrium 

aluminum garnet lasers, semiconductor lasers, wavelength-tunable solid-state lasers, and optical 

beam expanders; the receiving system uses telescopes and various forms of photodetectors, such 

as photomultiplier tubes, semiconductor photodiodes, avalanche photodiodes, infrared and visible 

light multiplex detection devices. Lidar can be categorized by its many types of measurements 

including Mie scattering, Rayleigh scattering, Raman scattering, Brillouin scattering, Fluorescence, 

Doppler, Reflection. Of interest in this research is lidar for measuring reflection measurements, 

though Doppler lidar can also be useful in autonomous vehicle applications.  Lidar for reflection 

adopts two primary working modes of pulse or continuous wave. These two modes are useful for 

point cloud generation for use in autonomous vehicles. 

Under the direction of Malcolm Stitch, the Hughes Aircraft Company introduced the first 

lidar-like system in 1961, shortly after the invention of the laser. Intended for satellite tracking, this 

system combined laser-focused imaging with the ability to calculate distances by measuring the 

time for a signal to return using appropriate sensors and data acquisition electronics [6]. Shortly 

thereafter, lidar was used in meteorology to measure clouds and pollution. The public became 

aware of the accuracy and usefulness of lidar systems in 1971 during the Apollo 15 mission, when 
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astronauts used a laser altimeter to map the surface of the moon [7]. But today, its application in 

object detection and transportation assistance systems has attracted so much attention. In DARPA's 

Urban Challenge in 2007, five of the six vehicles that finished had Velodyne lidars spinning on top 

[8]. Luminar is built its Orlando factory to begin production of its first 10,000 lidars in 2018 [9]. 

After nearly 20 years of development and research, LiDAR manufacturers provide longer detection 

range, higher resolution and cost-effective products for the autonomous driving industry.  

In fact, in order to improve the level of autonomous driving as much as possible, in addition 

to lidar, millimeter wave radar, optical camera, ultrasonic are all integrated in the sensing system 

[10]. The vehicle's central control system needs to combine and analyze the information conveyed 

by various sensors. This process is called fusion sensing. The fusion sensing system needs to deal 

with various situations of complex road traffic to make decisions to ensure safety and comfort. 

Although lidar is expensive compared to other sensors, lidar is installed in most driving systems 

with high automation. Due to the high accuracy and high efficiency of lidar in long-distance 

ranging, millimeter-wave radar is not dominant in the field of long-distance detection. However, 

for object recognition, an optical camera that can obtain background information greatly reduces 

the difficulty of object recognition. But in the dimension of spatial information, camera detection 

lacks the ability of distance prediction. Lidar can not only complement the prediction of physical 

distance, but also can grasp the global information by scanning the scene around the vehicle to form 

a 3-D point cloud map. After the laser transmitter emits light, the receiver receives the light 

reflected from the surface of the object. The receiver will collect information including the position 

of transmitter, the laser scanning angle and the transmit and receive time interval. From the position 

of the laser and the direction of laser emission, the Cartesian Coordinates (X, Y) of the object can 

be accurately calculated. Using the time interval and the speed of light, Z is calculated.  The 

scanning mechanism of the lidar enables the laser illumination to cover the surrounding 

environment. After the reflected light detection and the signal processing, the lidar system generates 

a 3-D point cloud. Combining the above-mentioned various detectors and the intelligent control 
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system based on deep learning, the automatic driving system can achieve object detection, 

classification, tracking and behavior prediction. It is believed that in the near future, higher-level 

automatic driving systems will enter daily life, bringing more convenience and efficiency [11]. 

 

2.2 Lidar Components and Working Principles 

The basis of lidar operation is described below:    

• Lidar rangefinder principles: 

Specifically for vehicle-mounted lidar, there are mainly two laser detection principles. 

Pulsed lasers are usually used in lidar based on the principle of TOF (Time of Flight), while 

frequency-modulated continuous wave (FMCW) calculates the distance and speed through the 

Doppler effect [12]. TOF laser ranging measures the time difference between laser emission and 

reception, and then calculates the distance to the detection object as shown in the following equation 

(1): 

𝑑 =
1

2𝑛
𝑐Δ𝑡 (1) 

In the equation, c is the speed of light, n is the refractive index of the light propagation medium, 

and Δt is the time interval between laser emission and reception. TOF is the most common and 

lower-cost solution for automotive lidar [13]. It has won the preference of lidar developers with 

simple hardware solutions and simpler signal processing. However, since the laser wavelength of 

the TOF solution is mostly concentrated at around 900nm [14], its detection at ultra-long distances 

and larger field of view is limited by the laser emission power required for human eye safety. 

Moreover, the simple structure of hardware system and easy signal processing make the lidar 

system vulnerable to interference and influence of ambient light and other lidars when collecting 

signals. 

Coherent detection is another mainstream method of vehicle lidar, which is Frequency 

Modulated Continuous Wave (FMCW) lidar. FMCW lidar interferes the local carrier signal and 



 
 

16 
 

the collected signal to realize demodulation. Therefore, the phase and frequency shift information 

of the laser signal can be obtained, so as to obtain the distance and speed of the detected object 

[12]. The frequency of an FMCW laser source varies linearly with time. As shown in Figure 1, the 

transmitted light (green line) together with the received light (blue line) produces a linear 

modulated function (red line). Equation (2), (3) show how FMCW lidar use frequency shift 

information to accomplish measurements [12]. 

𝑓𝑖𝑓
+ = 𝑓𝑖𝑓 + 𝑓𝑑 , 𝑓𝑖𝑓

− = 𝑓𝑖𝑓 − 𝑓𝑑 (2) 

𝑓𝑖𝑓 =
4𝑟𝐵

𝑐𝑇
=

𝑓𝑖𝑓
+ + 𝑓𝑖𝑓

−

2
, 𝑓𝑑 =

𝑓𝑖𝑓
+ − 𝑓𝑖𝑓

−

2
(𝑤ℎ𝑒𝑛 𝑓𝑑 < 𝑓𝑖𝑓) (3) 

Where, 𝑓𝑑 is the Doppler frequency shift, 𝑓𝑖𝑓 is the time varying intermediate frequency, 

𝑓𝑖𝑓
+  is the waveform up-ramp frequency,  𝑓𝑖𝑓

−  is the waveform down-ramp frequency, B is the 

modulation bandwidth, r is the detection distance, T is the waveform period, and c is the speed of 

light. The measurement of speed can be obtained by the following formula: 

𝑣 =
𝑓𝑑𝜆

2
(4) 

where λ is the wavelength of the laser. Compared with the TOF solution, coherent lidar can 

directly measure the detection distance and speed at the same time. On top of this, FMCW can also 

effectively reduce the effect of background light and other lasers. The sensor of FMCW lidar is 

specially designed to respond only to its emitting light pulses. If the returning light does not match 

frequency, and wavelength of what was originally transmitted, the sensor will filter it out. The filter 

works by comparing the frequency and phase of the transmitted and received signals and rejecting 

any signals that do not match the expected signature. This way, FMCW lidar can filter out 

unwanted illumination and other laser sources that may interfere with the measurement. However, 

along with these excellent characteristics, FMCW lidar requires ultra-low noise of the laser light 

source and extremely strict linear chirps [15]. This will undoubtedly lead to more complexity and 

higher requirements for the entire system [16]. 
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Figure 1: The principle of FMCW lidar  

 

• Laser source:  

TOF lidar is required to use pulsed laser. Diode Laser is most popular laser source for lidar 

system in automotive driving applications [17]. VCSEL (Vertical-Cavity Surface-emitting 

Semiconductor Laser) and EEL (Edge-Emitting Laser) are two typical diode lasers suitable for 

lidar. Compared with VCSEL, EEL can have higher output power and better SNR (signal-to-noise 

ratio) [18], which allows lidar to have a longer detection distance. But it is easier to integrate 

VCSELS on a chip to form a 2D laser array, which can improve the resolution of lidar [15]. FMCW 

lidars require a continuous frequency modulated laser. 

• Receiver: 

The receiver of the lidar system needs to convert the collected light signals into electrical 

signals. Since the reflected light signal is feeble, the receiver is required to have high light 

sensitivity. Equally indispensable, to ensure the lidar system to collect accurate information, the 

receiver is also required to have a high signal-to-noise ratio. The most commonly used 

photodetectors are PIN photodiode, APD (Avalanche Photodiode), SPAD (Single-Photon 
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Avalanche Diode), SIPM (Silicon Photomultiplier) [19]. As a simple photosensor with a wide 

dynamic range, the PIN photodiode has a stable and uniform sensitivity [20]. However, they cannot 

deliver high SNR performance and fast response which is required by automotive lidar. As a result, 

Lidar based on PIN detector can only be applied to short range detection. As another low-cost lidar 

sensor, APDs provide an optimal SNR ratio and short response time. Thus, it will be possible to 

capture the signal reflected from further target distances than PIN diode. Similar to APDs, SiPM 

and SPAD are compatible with analogous CMOS technology. But they have extremely high 

internal amplification which will cause a degradation of SNR ratio. Because the noise is also 

enlarged by the high gain of SiPM/SPAD. As a result, ghost object detection becomes a serious 

issue while SiPM/SPAD is selected as detector. In addition, the high gain also brings saturation 

problems which will easily affected by ambient light. These disadvantages make them hard to be 

qualified as the detector of long-range Lidar [19]. 

 

• Scanning system: 

In addition to transmitting and receiving devices, the scanning system is also crucial. 

Scanning system (or beam steering system) is designed to enable the transmitted lasers to rapidly 

explore a large area [15]. Mechanical spinning is the most mature and widely used scanning method 

today [21]. By rotating the entire lidar device, a 360-degree horizontal FOV can be achieved. 

Velodyne's HDL64 is a typical product of a rotating lidar. MEMS (Microelectromechanical system) 

technology equipped with lenses can realize fast scanning in a large field of view and make the 

complete system almost static [22]. Compared with mechanical rotation that makes the whole 

system susceptible to vibration interference. Because mechanical vibration will cause the deviation 

of the emission angle and acceptance angle, resulting in wrong estimation of the position of the 

detection point. MEMS semi-solid state lidar solutions are increasingly favored by autonomous 

driving today as semiconductor integration industries become more developed. The Flash lidar 
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removes the scanning device entirely, so the system is completely solid state. Flash lidar was 

originally used on space shuttles and satellites [23]. To increase the detection FOV, Flash lidar 

emits laser divergently and uses 2D array of photodiodes as a receiver to form a 3D point cloud. 

Although Flash radar has particularly good immunity from vibration, but its detection distance is 

limited by human eye safety since only one high power emitting laser is used to illuminate the 

entire detection area. OPA (Optical Phased array), as another completely solid-state lidar, uses an 

optical phase modulator to change the phase of light propagation [24]. Therefore, OPA can change 

the wavefront shape of the emitted light to control the angle of light propagation. However, OPA 

technology has not been commercially applied yet. 

 

                

2.3 3-D Point Clouds and Application 

Emerging application scenarios based on 3D vision are booming, and 3D point cloud has 

attracted increased attention [25]. Point clouds have a wide range of applications including robotics, 

3D graphics, autonomous driving, Extended Reality (Augmented Reality/Virtual Reality/Mixed 

Reality) A 3D point cloud is a data set of points in three-dimensional space, and the point cloud is 

used to represent the 3D surface of an object. Each point consists of three coordinates (X, Y, Z) 

that uniquely identify its position relative to orthogonal axes coordinate system. Often, additional 

information such as R, G, B color values and surface features can also be embedded as point 

attributes, depending on the sensor used to capture the point. A point cloud in the usual sense 

contains a large number of points (thousands or even more). Unlike 2D images, which are 

represented by regular grids, 3-D point clouds can be unordered; that is, they are not necessarily 

gathered in a particular order.  When dealing with point clouds, a particular consideration about the 

disordered nature of point cloud data should be included. 
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Semantic understanding based on two-dimensional (2D) image data (such as RGB images, 

remote sensing images) has been widely researched and applied. 2D images provide key features 

such as color, texture, and spectrum of objects. However, the scene reproduced by a 2D image from 

passive illumination may be distorted by nonuniformity of external illumination. It is easily affected 

by the surrounding environment during the generation process. At the same time, the 2D image 

does not contain depth information. Therefore, the robustness of scene understanding based on 2D 

image data has challenges. It is often difficult to accurately extract key information such as target 

outline (segmentation) and spatial position. 

In order to cope with more complex road traffic, two-dimensional images may not fully 

meet the requirements for autonomous driving. In terms of physical appearance, the object's shape, 

pose, and movement speed are all necessary. Estimating the type of objects and predicting their 

behavior are also indispensable functions for autonomous vehicles. Point clouds provide more 3-D 

spatial information to describe the geometric features of objects, which offers a solution for 

autonomous driving. The most common way to obtain a 3D point cloud image is to use laser 

scanning, collect the reflected light signal, obtain the three-dimensional coordinates of the target, 

and construct a point cloud. Geometric features collected in point clouds can be immune to the 

direction of viewing and are not as susceptible to error due to variation in illumination intensity 

because they are generated using their own light source and are not dependent on solar illumination. 

With the rapid development of lidar, researchers can obtain more accurate 3D point cloud data at a 

lower cost. 

How to efficiently and reasonably process and make use of point cloud data has become 

the key. The point cloud applied in autonomous driving technology is mainly divided into two 

aspects, 1) Real-time environment perception and object detection; 2) Generate and establish high-

precision environment point cloud and implement positioning and localization [2]. The purpose of 

point cloud data processing is to achieve 3D point cloud segmentation, object detection and 
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localization, object recognition and classification. Many new deep learning structures and methods 

for processing 3D point cloud data have been proposed to achieve these capabilities [26].  Due to 

the demand of deep learning, the demand for point cloud data has greatly increased. However, the 

format of 3D point cloud data is different from conventional data. Therefore, opportunities and 

challenges coexist as development of the DL (Deep Learning) in the field of 3D point cloud data. 
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CHAPTER Ⅲ 

POINT SEPARATION FEATURES ANALYSIS AND APPLICATIONS 

 

3.1 Introduction to Point Separation Features 

In order to achieve accurate and efficient point cloud data processing, the method and 

architecture of deep learning are very important. Input point cloud feature and data and the purpose 

of processing determine the practical DL architectures. According to the characteristics of the data, 

the point cloud related data input into the deep learning system can be divided into two categories: 

1) Direct Input Point Feature Representations 2) Geo-Local Point Feature Representations [2]. 

Typical Direct Input Point Features include XYZ coordinates and Intensity. Several commonly 

used 3D local features include local density, local normal and local curvature.The local density 

describes the quantity of points in selected areas. The local normal represents the direction of the 

normal at a specific point on the surface. The local curvature is determined by the rate of change 

of direction along a curve.  These point cloud local features are essentially point relations based on 

XYZ three-dimensional coordinates preprocessing. Similar to these local features, point-separation 

features are also a kind of information describing the physical relationship between points. Point-

separation features we demonstrate here is a view independent one-dimensional point separation 

distance distribution data. Unlike 2-D images, in 3D point cloud data, the viewing angle direction 

of observation does not change the distance between data points. So we are more interested in the 

distance between the data points. Therefore, the focus of our work is to obtain the geometric 

information of the point cloud rather than the density or number of points. To reduce the complexity 

of preprocessing and improve the speed, we adopt an idea similar to Multiscale Voxelization [27]. 

For point cloud data with a large amount of data, We first adopt a point binning to generate 

representative filtered point cloud. In fact, this process reduces the sampling of the point cloud 

image to a certain extent, but generally retains the necessary contour points.We first select a certain 
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view angle and rotate point cloud data to that view. Then the points will be grouped into voxels 

with customized size in cross range. Each voxel has an associated (X, Y) coordinate. Within each 

voxel the point closest to the sensor is selected for the Z coordinate. All the voxel (X, Y) coordinates 

and their associated Z coordinates are then formed into a list of points. From the filtered point cloud 

data, take their related coordinates and calculate the distance between every point and every other 

point, taken two at a time. One measure of distance between two points is the Euclidean distance 

shown in the equation below: 

𝑑(𝑝1, 𝑝2) = √(𝑥1 − 𝑥2)2 + (𝑦1 − 𝑦2)2 + (𝑧1 − 𝑧2)2 (5) 

Where (𝑥1, 𝑦1, 𝑧1)  and (𝑥2, 𝑦2. 𝑧2)  is the Cartesian coordinates of 𝑝1, 𝑝2  respectively. 

Generating the distribution histogram can more intuitively display the point separation distance 

features. After calculating the distance between all pairs of points, we use a histogram to represent 

the number of occurrences of the different distances between points. After normalizing the 

histogram, we obtained the probability mass function (PMF) [29] of the point separation distance. 

So far, we have extracted the point separation distance features from the point cloud data, and the 

processing object has changed from a 3D point cloud to a one-dimension sequence. The point 

separation distance feature can present special physical information concisely and intuitively, 

which is still an open space that needs to be explored. The change in the form of feature data makes 

the structure of DL more diverse. Many structures that are unaccommodatedin 3D point cloud 

processing can show their advantages in one-dimensional data. 

 

3.2 Point Separation Features Analysis Method and Applications 

3.2.1 Point Separation Features Analysis 

A new feature derived from the point cloud has been recently proposed [29].  The point 

separation distance feature describes the distribution of point distance between each selected 

representative points of point cloud. To extract point separation distance feature, we first select a 
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certain view angle and rotate point cloud data to that view. Then the points will be grouped into 

voxels with customized size in cross range. When treating point cloud with different point density 

and scale, we need to choose appropriate size of voxels to better extract the point-separation 

features.  Each voxel has an associated (X, Y) coordinate. Within each voxel the point closest to 

the sensor is selected for the Z coordinate. All the voxel (X, Y) coordinates and their associated Z 

coordinates are then formed into a list of points. After the above binning process, the characteristic 

point cloud will be plugged into computation of Euclidean distance between each point. All the 

calculated point separation distances will be sorted by the different lengths.  A histogram will be 

generated to exhibit the number of times each point separation distance occurs. All the point 

separation distance will be approximated as an integer multiple of voxel size. The size of voxels 

will be considered as the minimum unit to measure the point-separation distance, which is a 

important parameter to generate point-separation feature histogram. After this, we normalize the 

histogram so the area underneath equals one.  Thus, the probability mass function (PMF) is created 

to describe the point separation distance feature of point cloud. 

The point separation distance feature is related to the size of the voxels we pick. The size 

of voxels is not randomly specified. Referring to the GSD(Ground Sample Distance) of the actual 

lidar system and the size of the object of interest, the size of voxels is set at about 10-50cm. GSD 

is a parameter used to describe the resolving capability of a digital imaging system. GSD is defined 

as the distance between the centers of two adjacent pixels measured on the ground [28]. Moreover, 

the point separation distance feature will not change much due to the angle of observation [29]. 

The type, brand, and even action of the object can be judged by the point separation distance feature. 

This feature also provides a new method to distinguish different categories. In the following 

chapters, we use point separation distance features to analyze and discuss different types of objects, 

different types of vehicles, and roads with or without vehicles. 
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3.2.2 Distinguishing the Category of the Object 

Different types of objects have relatively different point cloud data due to their differences 

in size and shape. The one-dimensional point-separation feature can show the difference between 

different types of objects simply and clearly. Here, we will calculate the point-separation distance 

distribution PMF of different objects and compare them. For the purpose of verifying the ability of 

the point-distance PMF to distinguish object types, we selected four models, a bicycle, a 

motorcycle, a human child and a car, and their 3D point clouds are shown in Figure 2. The following 

point cloud models are formed by 3D modeling or laser scanning [30]. Because these 3-D point 

cloud images are relatively three-dimensional and complete, they are different from laser radars 

that illuminate and scan from a certain direction. The laser is irradiated on the surface of the object 

and then reflected, and the information on the back side that is blocked will not be revealed. To 

simulate the process of forming a point cloud of a vehicle mounted lidar scan, we will observe the 

point cloud surface data from multiple angles.  In the binning process, the associated cross range 

(X, Y) coordinate of voxel and the Z coordinate of the point closest to the detector within the voxel 

will be retained to form a new representative point which takes the place of the entire points inside 

the voxel. Once the complete object has been modeled or scanned, we obtain the point-separation 

distance characteristics of these point cloud models more comprehensively.We took 37 different 

horizontal viewing angles and a constant vertical viewing angle for each model, and each viewing 

angle has a difference of 5° in the horizontal dimension. Taking the average of 37 point-separation 

distance feature PMFs obtained from different perspectives, we can obtain their average PMF. 

Because the data acquisition sources are different, we need to properly adjust the size and point 

density of the model to maintain consistency with the actual situation. First, we need to keep the 

ratio between the sizes of different types of models consistent with reality. We set the ground 

sample distance, GSD, to 10cm.   That is, the size of the voxel is 10cm on a side.  We applied the 

binning process described in Sec. 3.2.1 to the point cloud data of the four objects. The results we 

obtained are shown in Figure 3 below. From the Figure 3, the difference of the point-separation 
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distance PMF of different objects can be clearly distinguished. The PMF of small human child is 

all distributed in short distances. As the size of the object increases, the distribution of point 

separation distance PMFs of bicycles, motorcycles, and cars shift to longer separations. It can be 

seen from this that different types of detected objects can be easily distinguished by using the point-

separation distance feature. But in this condition, the size of our detection objects is quite different. 

We want to see if the feature is different for objects with similar body shapes.We will analyze and 

discuss this in the next chapter. 

 

 

Figure 2: Point cloud models of a child, bicycle, motor bike and car (not the same scale) 
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Figure 3: PMF comparison of 4 different objects 

3.2.3 Distinguishing Different Types of Objects 

In the previous section, we distinguished several types of detected objects through point 

separation distance features. But when we compare objects of similar body size, whether the point 

separation distance feature can still have enough ability to distinguish them is worthy of our 

verification. Therefore, in this chapter, we mainly study objects of the same type but with different 

brands and models. The main usage scenario of the vehicle lidar system is on the road, so our 

research object is as close to the actual usage as possible. A total of 7 toy cars with different brands 

and models were used as the research objects, as shown in Figure 4 below. The point clouds of 

these toy vehicles are obtained by laser scanning, and they have high resolution. So before 

calculating the point separation distance feature, we need to do some filtering and sampling to 

simulate the results obtained from the on-board lidar scan. In order to better correspond to the 

realistic vehicle size, we uniformly scaled the point cloud models of the toy vehicles to correspond 

to real world dimensions. For the point clouds of toy vehicles obtained from laser scan, they 
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maintain the structure details of realistic vehicles with higher point density. After appropriate 

scaling, point clouds of toy cars can simulate realistic vehicles point clouds scanned by a lidar 

system with high resolution. In addition, we also need to ensure that the point cloud unit and the 

real-world unit maintain a fixed ratio to facilitate the analysis and processing of the real situation. 

The size of the GSD in the real world is set to 30cm, 37 different viewing angles are also used to 

observe and calculate the PMF for each car, each viewing angle differs by 5° in the horizontal 

orientation. The point separation distance feature PMF of the vehicle is obtained from the average 

value of 37 viewing angles. Finally, we compare and analyze the average PMF of these 7 types of 

vehicles, as shown in Figure 5 below. From the comparison, the average point separation distance 

PMF of different vehicles is still distinct. The average point separation distance PMF of the models 

Ford F-150 and Renagade is apparently different from other vehicles. Due to their larger size and 

special structure, the point-separation distance PMF of SUVs and pickups is quite different from 

that of other cars. The point-separation distance PMF curves of sedan cars are more concentrated 

and have a similar trend. Even so, their point feature PMFs are inconsistent and vary with different 

brands and design. However, whether the PMF differences of different models of sedan cars can 

be used as the basis for us to distinguish them, or even become valuable input data for deep learning, 

requires further research, describe in later chapters. To sum up, the point-separation distance feature 

is capable of being used as the basis for estimating and distinguishing point cloud data of vehicles 

with significant differences, such as SUVs, pickups, and sedan cars. 
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Figure 4: Point cloud data of vehicles 

 

 

Figure 5: PMF of different vehicles 

 

3.2.4 Detection of Vehicles on the Road 

In the previous two chapters, point separation distance features have been proven to be 

able to successfully achieve a certain degree of distinctions and classifications. This undoubtedly 

provides a new direction for scene data acquisition and semantic understanding. On the other hand, 

object detection, the most important task for self-driving cars and lidar systems, should also be 
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included in our discussion. The main information obtained by object detection is whether there is 

a detection object in front and the distance to the detected object. The distance information can be 

easily obtained from the 3D coordinates of the point cloud. Accurately judging whether there are 

obstacles has become the key research of object detection. Compared with directly processing 3D 

point cloud data, the point-separation distance feature extracted from point cloud data can reduce 

the difficulty of processing as one-dimensional data. A 3D scene always includes thousands of 

points which contains the information of Cartesian coordinates (X, Y, Z). As a result, point cloud 

data has a large amount of data. However, the point-separation features will only perform as short 

sequence of dozens of units. In this section, in order to verify the performance of point cloud data 

point separation distance features in detecting objects, we use point cloud data from Oakland 

Dataset [31].  Oakland Dataset is built by using side looking SICK mono-fiber lidar on a moving 

platform to collect around CMU campus in Oakland. The data were gathered over a distance of 

1510m. Over 1.6M points were provided in the dataset including 17 subscenes with each subscene 

containing about 100,000 3-D points. The vehicle equipped with laser scanning system drove with 

a speed of up to 20km/h [33]. As a result, some non-negligible variations in point density exists in 

the Oakland Dataset. 

These point cloud data are all laser-scanned urban road scenes as shown in Figure 6, which 

reflects the actual road conditions. We will analyze the most common problem of autonomous 

driving, which is to determine whether there is a vehicle on the road. Then we manually pick 2.5m 

wide lane road parts as shown in Figure 7. In the analysis method, to highlight the difference of 

point-separation distance features and speed up the calculation, we cut the road into 20 equal-sized 

areas along the road direction. Each equal-sized road area has the size of 2.5m × 2.5m. We 

calculate their point separation distance distribution PMF for each area separately, as shown in 

Figure 8. Finally, we respectively average the PMFs of the regions containing vehicles and the 

PMFs of regions not containing vehicles. As shown in Figure 9 below, we can see that there is a 

clear difference between the PMF of the area containing the vehicle area and the PMF of an area 
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not containing a vehicle area. To quantify this difference, we introduced the Jensen-Shannon 

Divergence as our standard for judgment. JSD [32] is a credential that quantifies the similarity 

between two probability distributions and is defined in equation (6). 

 

𝐽𝑆𝐷(𝑃||𝑄) =
1

2
∑ 𝑃(𝑙𝑜𝑔𝑃 − 𝑙𝑜𝑔𝑀) +

1

2
∑ 𝑄(𝑙𝑜𝑔𝑄 − 𝑙𝑜𝑔𝑀) (6) 

 

Where 𝑀 =
(𝑃+𝑄)

2
, and𝑃, 𝑄 are two distributions we need to compare. The result of JSD 

calculation should be bounded by 0 and 1. When JSD is closer to 0, there is less difference between 

two probability distributions. After we get the average PMF of road regions containing vehicles 

and the average PMF of road regions without vehicles, the JSD value between this two different 

point separation distributions PMF is calculated as 0.0751.  The JSD value between the point 

separation PMF of two similar road patches is computed as 0. 0003.The calculated value of JSD 

between the average PMF of road pieces containing vehicles and the average PMF of road pieces 

without vehicles is sufficient to support that the point separation distance feature can be used to 

distinguish the road area with vehicles and the road area without vehicles. On this basis, the point 

separation distance feature has the potential to realize the detection of vehicles on the road in the 

point cloud data. 

 

 

Figure 6: Point cloud of urban scene. 
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(a) 

   

(b)                                                                 (c) 

Figure 7: Point cloud of road and examples of road patches 

(a) Point cloud of road (b) Point cloud of road patch with vehicle (c) Point cloud of road patch 

without vehicle 
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Figure 8: Point separation probability mass function of 20 road pieces. 

 

 

 

Figure 9: Comparison of average PMF of road pieces with car and average PMF of road pieces 

without car. 
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CHAPTER Ⅳ 

POINT SEPARATION FEATURES AND ARTIFICAL INTELLIGENCE 

 

4.1 Artificial Intelligence and Autonomous Driving 

Artificial Intelligence (AI) is the simulation of intelligent human behavior. Artificial 

intelligence is a branch of computer science that attempts to understand the essence of intelligence 

and produce a new intelligent machine that can respond in a manner similar to human intelligence. 

Research in this field includes robotics, language recognition, image recognition, natural language 

processing. It is usually a computer or a system designed to sense its environment, understand 

behavior and take action. Self-driving technology are under the spotlight: These AI-driven systems 

integrate AI algorithms such as machine learning and deep learning into complex environments 

that support automated technologies. Under the influence of AI, the entire manufacturing industry, 

human life and even every application field are undergoing transformation. In addition to 

autonomous driving, AI is widely used in the following fields: Personal Assistant, Security, 

Healthcare, Online Shopping, Finance, Education. 

In this article, we focus on the application and development of artificial intelligence in the 

field of intelligent driving. In autonomous driving, lidar is used as a sensor to detect and collect 

external information, which is fed back to the artificial intelligence system in the form of 3D point 

cloud images. The artificial intelligence system needs to combine the information of all the sensors 

of the driving system to finally form a perception of road condition information. An autonomous 

driving system needs to control the vehicle's speed, direction and provide passengers with a 

comfortable and efficient journey based on road condition information and destination navigation. 

More importantly, the premise of self-driving cars is to ensure safety, which means the judgment 

of automatic driving must be almost 100% correct. In order to meet this requirement, the 
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autonomous driving system conducts thousands of times of training on specific scenes in advance 

to ensure a relatively stable and accurate prediction. This process includes the training of object 

recognition, object detection, behavior prediction and other functions. Simultaneous localization 

and mapping (SLAM) based on point cloud images is widely used in automatic driving. The 

artificial intelligence system aims to process 3D data has been developing in a blowout. The first 

to be proposed is the traditional machine learning method based on pre-extract features. In 2012, 

Li extracted KPCA (Kernel Principal Component Analysis) of 3D data and combined two classic 

machine learning methods RF (Random Forest) and GBT (Gradient Boosting Trees) to realize 

detection and recognition [34]. In 2014, Chen applied SVM (Support Vector Machine) combined 

with global descriptors extracted from 3D point cloud data to realize object recognition [35]. 

However, with the rapid development of machine vision and speech recognition, deep learning as 

a branch of machine learning has also started a trend in 3D data processing. 

Traditional deep learning techniques were developed for image recognition and natural 

language processing. Different from 1D or 2D data, 3D data has a more complex data structure and 

carries more valuable information. In this regard, researchers have proposed many methods 

successively. With different category of input data, the currently proposed deep learning methods 

can be divided into three types: 

1) Extracting high-level features based on low-level features. 

First, a certain number of low-level features of the 3D model are extracted, and then trained 

by deep learning methods to obtain high-level features, which are used as the final feature descriptor 

of the 3D model. Fang [36] proposed the DeepSD (Deep Shape Descriptor) of the 3D model in 

2015. First, the HKS (Heat Kernel Signature) features of the 3D data was extracted, and then the 

model vertices were clustered to obtain the HeatSD (Heat Shape Descriptor). Finally, the HeatSD 

Deep learning is performed for the features to obtain the DeepSD features of the 3D model. Guo 

[37] proposed in 2015 to firstly extract seven traditional geometric features of 3D data to complete 

the region segmentation function. A total of seven features including Curvature, Principal 
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Components Analysis, Shape Diameter Function, Distance from medial surface, Average Geodesic 

Distance, Shape Context, and Spin Image will be used to form a 2D matrix. Then CNN will be used 

to learn more effective high-level features. 

2) Extrinsic methods.  

Transform 3D models to Euclidean spaces such as images, voxels, or point clouds to 

accommodate traditional deep learning methods 

• Voxels: 

Expressing the 3D model as the distribution probability of 2D variables on the 3D voxel 

grid [38].  Reserve the voxel if the voxel is interior the 3D surface, and abandon the voxel otherwise, 

which is a direct extension from 2D to 3D. After the 3D model is voxelized, the deep neural network 

can be used for training and learning. Maturana [38] proposed a three-dimensional convolutional 

neural network Voxnet for real-time object detection in 2015. This structure first represents the 

point cloud data in voxels, and then performs operations such as convolution, pooling, and full 

connection. Finally, effective features are obtained. Wu [39] proposed 3D ShapeNets in 2015. After 

voxelizing the 3D model, use CDBNs (Convolutional Deep Belief Networks) to learn the joint 

distribution between 3D voxels and labels. 3D ShapeNets infer full 3D voxels from depth maps. 

• Image:  

First obtain a 2D image from the 3D model through projection or other methods. Processing 

in the image field, it can make better use of the existing image processing methods. Su [40] 

proposed MVCNN (Multi-View Convolutional Neural Networks) in 2015. First, a set of views is 

obtained from 12 different perspectives of the 3D model through the camera, which is used as the 

input of the first layer of CNNs to obtain a view-based features. Then following by pooling and the 

second layers of CNNs, MVCNN finally obtains the description features of the 3D model for 

classification. In 2017, Bai [41] proposed a search engine GIFT based on model projection images. 

• Point cloud:  

Although the traditional deep learning framework can be used by converting 3D data, these 



 
 

37 
 

methods obliterate the efficiency and accuracy of 3D coordinate information, while increasing the 

amount of calculation. Therefore, in 2017, Qi [42] et al. proposed PointNet, a network framework 

for direct deep learning on point cloud data, for 3D point cloud classification and segmentation. Its 

basic idea is to learn the spatial encoding of each point, and then summarize all the individual point 

features into a global point cloud feature. However, the local structure in the metric space cannot 

be obtained, which limits its ability to identify fine-grained models and generalize to complex 

scenes. To improve these problems, Qi [43] proposed PointNet++ in the same year. The PointNet++ 

network is a layered structure, which solves the problem that the network loses mass of information 

in the process of PointNet maximum pooling. 

3) Intrinsic method.  

To design a deep learning model that can handle three-dimensional data, the three-

dimensional model is usually regarded as a two-dimensional manifold, or a graph composed of 

points. Masci [44] proposed GCNN (Geodesic Convolutional Neural Networks) on the Riemannian 

manifold in 2015. The construction of GCNN is based on the local geodesic system of the polar 

coordinate system. Extract the small blocks of each point, the send them to cascade filters, perform 

linear and nonlinear operations on them. The weight coefficients of filters and linear combination 

are optimized variables. These variables are learned to minimize the loss function of a specific task. 

The 3D feature descriptor learned by GCNN can be effectively used for 3D model retrieval tasks. 

Boscaini [45] In 2015, based on GCNN, proposed the use of local spectral convolutional networks 

to learn specific class descriptors for deformation models. 

From another aspect, based on AI system’s function, the typical methods proposed so far 

can be summarized into the following two types: 

1) Shape classification and segmentation: 

In automatic driving, it is extremely important to segment or attribute point cloud data with 

similar features or attributes, which provides a guarantee for the environmental semantic segment. 

In 2016, Qi [46] improved voxel CNN and multi-view CNN and introduced two different voxel 
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CNN network structures. Zhou proposed MVPointNet [47]  in 2019 by using 2-dimensional CNN 

to extract and fuse image features. Its view is obtained by using the transformation matrix generated 

by the transformation network to determine multiple identical rotation angles, which ensures the 

invariance of the network to geometric transformations. In 2017, Qi proposed the network 

framework PointNet [42], which directly performs deep learning on point cloud data, for 3D point 

cloud classification and segmentation. 

2) Target detection and tracking: 

In autonomous driving, 3-D target detection and tracking are crucial. In practical 

applications such as obstacle avoidance of autonomous vehicles and auto pilot, obstacle detection 

and tracking are involved. In 2019, Yan [48] proposed RPM-Net. Its specific architecture is capable 

of predicting the motion of multiple moving parts of an object in subsequent frames, while 

autonomously deciding when to stop the motion. In 2019, Shi [49] proposed PointRCNN, which 

uses the point cloud in the scene to generate a real segmentation mask based on the bounding box 

and generates a small number of high-quality bounding box pre-selection results while segmenting 

the foreground points. Optimize the pre-selected results in the standard coordinates to obtain the 

final detection results. 

From the brief summary above, it is not possible to fully present the achievements of the 

AI developer community in the field of deep learning of 3D data. After nearly ten years of 

development, many artificial intelligence models for processing three-dimensional data have 

grown. Despite the efforts of researchers, the performance of the algorithm is constantly improving, 

but there are still many problems and challenges. The lack of 3D data sets, 3D deep learning is too 

time-consuming, and the complexity and diversity of 3D data are all difficulties faced by the field 

of 3D data deep learning today [50]. 

Since the concept of point separation features of point cloud data was first presented [29], 

there is still not a developed AI system based on processing point separation features of point cloud. 

In this chapter, we try to combine artificial intelligence with point separation distribution 
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characteristics of 3D point cloud data to realize the detection of vehicles on the road which is a 

completely new propose. In this chapter, we try to combine artificial intelligence with point 

separation distribution characteristics of 3D point cloud data to realize the detection of vehicles on 

the road.This is the first time that point separation is applied in AI technology. From the previous 

chapter, we can know that the point separation distance feature PMF of the road part with vehicles 

and the road part without vehicles has a distinguished difference. We quantified the difference 

between the two distribution curves using the Jensen-Shannon Divergence. However, we still need 

to explore whether this difference is enough for artificial intelligence systems to make accurate 

distinctions. So in the following sections, we first use a simple Log-Likelihood Ratio computation 

combined with point separation features to predict and judge whether there are vehicles on the road. 

Secondly, we built a set of machine learning models that can classify the point separation 

distribution features of roads with vehicles and roads without vehicles. 

 

4.2 Vehicles on Road Detection by Log-Likelihood Ratio and Point-Separation Features 

In this section, we try to use LLR (Log-Likelihood Ratio) to evaluate the ability of point-

distance features to predict the presence or absence of vehicles on the road. In statistics, LLR is 

used to assess the goodness of fit of two competing statistical models [51]. When LLR is applied 

in this paper, it can be used to compare the similarity between the point separation feature PMF of 

a random road and the point separation feature distribution PMF of road with vehicles and the point 

separation feature distribution PMF of road without vehicles. The first step is to generate templates 

of  PMF of road with vehicles and PMF of road  without vehicles for LLR calculations. After 

collecting all the road pieces point cloud data and manually labeling each road pieces as containing 

vehicles or no vehicles,We Compute the point separation PMF of each road pieces and label them 

as “with vehicle” and “without vehicle” correspondingly.Next, we calculate the point-separation 

PMFs for the two kinds of data respectively and then average the PMFs in each class to obtain the 

average point distribution of the road point cloud data with vehicles 𝑃𝑀𝐹𝑉𝑒ℎ𝑖𝑐𝑙𝑒, and the average 
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point separation distance distribution of the road point cloud data without vehicles 

𝑃𝑀𝐹𝑁𝑜𝑛𝑣𝑒ℎ𝑖𝑐𝑙𝑒.Here, segmented testing data ‘PMF calculation results will not be used to calculate 

the average of  PMF of road with vehicles and PMF of road  without vehicles. The average PMF is 

a good representation of the central tendency of the point separation distance feature distribution 

of this type of road patch.The average PMF is calcualted as the sum of  PMF values deviding by 

the number of road patches of this category.  𝑃𝑀𝐹𝑇𝑒𝑠𝑡 is presented as the point-separaton distance 

distribution of the road patch to be tested.  To figure out which of the road patch templates is the 

more fitting to the point-separation PMF of test road patch, we compute the probability that the test 

PMF result from the templates [52]. The similarity between the 𝑃𝑀𝐹𝑇𝑒𝑠𝑡  and 𝑃𝑀𝐹𝑉𝑒ℎ𝑖𝑐𝑙𝑒  at a 

certain point separation distance can be obtained by the following formula (7): 

 

𝑝𝑟𝑜𝑏(𝑃𝑀𝐹𝑇𝑒𝑠𝑡|𝑃𝑀𝐹𝑉𝑒ℎ𝑖𝑐𝑙𝑒) =
1

√2𝜋Δ𝑣

𝑒
−(𝑡−𝑢𝑣)2

2Δ𝑣
2

(7)  

 

Among them, t is the distribution value of 𝑃𝑀𝐹𝑇𝑒𝑠𝑡 at this point separation distance, 𝑢𝑣 is 

the distribution value of 𝑃𝑀𝐹𝑉𝑒ℎ𝑖𝑐𝑙𝑒 at this point separation distance, Δ𝑣 is the standard deviation 

of 𝑃𝑀𝐹𝑉𝑒ℎ𝑖𝑐𝑙𝑒 at this point separation distance. Analogously, the similarity between 𝑃𝑀𝐹𝑇𝑒𝑠𝑡of the 

road point cloud data to be tested and the 𝑃𝑀𝐹𝑁𝑜𝑛𝑣𝑒ℎ𝑖𝑐𝑙𝑒 of the non-vehicle road point cloud data 

can be obtained by the following formula (8): 

 

𝑝𝑟𝑜𝑏(𝑃𝑀𝐹𝑇𝑒𝑠𝑡|𝑃𝑀𝐹𝑁𝑜𝑛𝑣𝑒ℎ𝑖𝑐𝑙𝑒) =
1

√2𝜋Δ𝑛

𝑒
−(𝑡−𝑢𝑛)2

2Δ𝑛
2

(8) 

 

Where t is the distribution value of 𝑃𝑀𝐹𝑇𝑒𝑠𝑡 at this point separation distance, 𝑢𝑛 is the 

distribution value of 𝑃𝑀𝐹𝑁𝑜𝑛𝑣𝑒ℎ𝑖𝑐𝑙𝑒 at this point separation distance, Δ𝑛 is the standard deviation 

of  𝑃𝑀𝐹𝑁𝑜𝑛𝑣𝑒ℎ𝑖𝑐𝑙𝑒 at this point separation distance. . Since each bin is considered as an independent 
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random variable, the total similarity comparison should be the product of similarity comparison of 

each bin [52].The LLR comparing the similarity of 𝑃𝑀𝐹𝑇𝑒𝑠𝑡 with 𝑃𝑀𝐹𝑉𝑒ℎ𝑖𝑐𝑙𝑒 and 𝑃𝑀𝐹𝑁𝑜𝑛𝑣𝑒ℎ𝑖𝑐𝑙𝑒 

is given by: 

 

𝐿𝐿𝑅 = log (∏
𝑝𝑟𝑜𝑏(𝑃𝑀𝐹𝑇𝑒𝑠𝑡|𝑃𝑀𝐹𝑉𝑒ℎ𝑖𝑐𝑙𝑒)

𝑝𝑟𝑜𝑏(𝑃𝑀𝐹𝑇𝑒𝑠𝑡|𝑃𝑀𝐹𝑁𝑜𝑛𝑣𝑒ℎ𝑖𝑐𝑙𝑒)
 ) 

= ∑ log(𝑝𝑟𝑜𝑏(𝑃𝑀𝐹𝑇𝑒𝑠𝑡|𝑃𝐷𝐹𝑉𝑒ℎ𝑖𝑐𝑙𝑒)) − log(𝑝𝑟𝑜𝑏(𝑃𝑀𝐹𝑇𝑒𝑠𝑡|𝑃𝑀𝐹𝑁𝑜𝑛𝑣𝑒ℎ𝑖𝑐𝑙𝑒)) (9) 

 

If the calculated LLR>0, we can think that the similarity between 𝑃𝑀𝐹𝑇𝑒𝑠𝑡 and 𝑃𝑀𝐹𝑉𝑒ℎ𝑖𝑐𝑙𝑒 

is higher, and we can predict that there are vehicles on the tested road. On the contrary, if LLR<0, 

it means that the similarity between 𝑃𝑀𝐹𝑇𝑒𝑠𝑡 and 𝑃𝑀𝐹𝑁𝑜𝑛𝑣𝑒ℎ𝑖𝑐𝑙𝑒 is higher, and we can predict that 

no vehicle is detected on the road under test. 

In order to make the average PMF of point separation distance features more representative, 

it is necessary to obtain as much point separation distance feature distribution of road data as 

possible. The all roads in point cloud models of the Oakland Dataset were reserved and divided 

into equal-sized areas. We finally obtained a total of 1176 road patches. Among them, 174 road 

patches contain vehicles, and the remaining 1002 do not contain vehicles. After calculating their 

point separation distance distribution PMF one by one, 80% of the data is randomly selected as 

training data, and the remaining 20% is used as test data to maintain better robustness. Because of 

the limited amount of data, testing data here is only used for validation. Due to the unbalanced 

distribution of the number of two types of roads, we need to keep the ratio of the number of two 

types of roads in the training data and the test data consistent. Therefore, 841 road pieces is included 

in training data, including 139 road areas with vehicles and 802 roads without vehicles. There are 

235 test data patches in total, including 35 road areas with vehicles and 200 road areas without 

vehicles. After that, LLR is used to give a prediction whether there are vehicles within the patches. 

Here, to verify the accuracy of the prediction, we first need to obtain the average PMF of the point 



 
 

42 
 

separation of the road pieces with vehicles in the training data and the average point separation 

PMF of the road without vehicles in the training data respectively shown in Figure 10. From Figure 

10, we can see that the point separation distance features of road areas without vehicles have a 

higher distribution probability at short distances, while the point separation distance features of 

road areas with vehicles have higher distribution probability at long distances. These two classes 

of average point separation distance PMF have such distribution characteristics result in the road 

area with vehicles has more three-dimensional and complex distribution points, which greatly 

increases the probability of a long distance between two points. In contrast, the distribution of 

points on road areas without vehicles is more complanate, which increases the probability that the 

distance between two points is a short distance. However, there are some fluctuations at very long 

distance in average PMF of road patches without vehicles. Traffic lights and road signboards is the 

main reason results in the distribution of very long distance. It is also required to calculate the 

standard deviation of the PMF of the road area with vehicles with its corresponding average PMF, 

and the standard deviation of the PMF of the road area without vehicles with its corresponding 

average PMF. For the next step, the LLR values of the test data compared to both the average PMF 

of the vehicle road area of the training data and the average PMF of the non-vehicle road area in 

training data are calculated. Whether the computed LLR value is positive/negative becomes a 

metric to predict whether there are vehicles in the corresponding road area. Comparing the 

decisions from the LLR with the truth gives a prediction accuracy rate of 89.79% for all test data; 

but from another statistical aspect, if the accuracy rate is calculated separately for the two types of 

roads, the LLR’s prediction accuracy of the non-vehicle road can reach 97.5%, while the LLR’s 

prediction accuracy of the road with vehicles is only 45.71%. The LLR’s prediction demonstrate 

that it has high accuracy if the road patches do not contain vehicles. But for road patches with 

vehicles, LLR’s prediction is more likely to make mistake, which means LLR may still be unable 

to precisely distinguish if there is vehicle on the road. 

 From the above results of classification prediction combined with LLR, although the 
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overall accuracy rate is good, the accuracy rate is too low in the prediction of road patches with 

vehicles. The inaccurate detection of vehicles on the road is an unacceptable result for an automatic 

driving system. The poor results of LLR to resolve PMFs of two types of roads can be attributed to 

the fact that LLR is a relatively simple prediction structure. It is not reasonable to judge the point 

separation PMFs generated by complex road point cloud data with a single calculation. 

 

 

Figure 10: Average PMF of road pieces with car and average PMF of road pieces without car  

 

 

 

 Table 1:  Accuracy of LLR’s prediction 

 

 

 

 
  

 Total 

Accuracy 

With Car 

Accuracy 

Without Car 

Accuracy 

Test 89.79% 45.71% 97.5% 
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4.3 Point-Separation Features Combined with Machine Learning 

Self-driving technology has come a long way thanks to the continuous efforts of the 

artificial intelligence and auto-driving development communities. Due to the complex real-time 

traffic environment, vehicles that reach a high level of automation must be able to improve 

capacities such as depth measurement, object detection, semantic segmentation, tracking and online 

cross-sensor calibration [25]. To meet these challenges, a variety of emerging machine learning 

methods and structures have been proposed and applied. Some pioneering Models like PointNet 

[42] and PointCNN [53] are presented to process point clouds data in classification and 

segmentation tasks . In addition, there are also many methods that reduce the dimension of 3-D 

point cloud data extraction features into 2-D data or non-Euclidean data Image data. Therefore, 

mature and developed CNN(Convolutional Neural Network) structures can be used. The concept 

of image and point cloud fusion is also widely used to precisely realize dynamic object detection 

and behavior prediction [54]. Up to now, there are still incremental and efficient new models 

designed and built to realize the functions required for autonomous vehicles. But it has to be 

admitted that accurate detection, classification and behaviour prediction are not trivial tasks. 

Point-separation features extracted from 3-D point clouds are also in the process of 

contributing to autonomous driving. As introduced in chapter Ⅲ of this paper, the sparse sequence 

data as 1-D can provide new ideas and perspectives for detection, recognition, and classification. 

The difference between road patches with vehicles and road patches without vehicles in point cloud 

data are transformed into the distinction between two classes of 1D PMF sequences. The detection 

of vehicles on the road can also be realized through distinguishing two types of one-dimensional 

sequences. In the previous subsection, LLR was proved to have a certain ability to distinguish the 

point-separation PMF of the road area with vehicles and the road area without vehicles. However, 

due to the relatively simple structure and monotonous calculation, we need to use more complex 

machine learning models with multiple-dimensional comprehensions. We first tried comparatively 
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simple deep learning models such as LSTM and 1-D convolution for sequence classification. 

LSTM is a recurrent neural network that can learn long-term dependencies and complex temporal 

patterns in sequential data. 1-D convolution neural network is a feedforward neural network that 

can apply convolution filters to extract local features and patterns in sequential data. There are 1176 

road patches in total. Among them, 941 road pieces is included in training data, including 139 road 

areas with vehicles and 802 roads without vehicles. There are 235 test data patches in total, 

including 35 road areas with vehicles and 200 road areas without vehicles. We respectively tried 

LSTM with 128 hidden units and 1-D convolution with 16 filters whose size is set as 2 for sequence 

classification. PMF sequences of each road patches will be the input to these two models 

respectively. The output of models will determine whether this road patch contain vehicles. If 

models’ prediction matches realistic classification, the decission made by DL model will be 

recognized as correct. Otherwise, the model will be deemed to make wrong classification. 

However, because of  the lack of  variety and complexity, the overall accuracy of PMF sequence 

classification of simple deep learning models are lower than 85%. From the PMF we calculate , 

there are only 10 bins of data is avaliable to form averages, while another 20 bins are 0 in data. Due 

to the peculiarityof the distribution of point-separation 1-D sequence data and the low data density, 

simple deep learning models cannot bring desired results.  Because the trained model’s 

performance is highly dependent on the training data, more effective data will build a stronger deep 

learning model [55].   Therefore, the ensemble model may become our preferred solution. Ensemble 

learning is an algorithm that combines several machine learning techniques into one predictive 

model, as disscussed in detail below. Usually, the classification performance of an ensemble learner 

will be better than that of a single classifier. The integrated model brings multiple classification 

methods together to make decisions and improve the precision of classification. 

To cope with the characterizatics of the one-dimensional point-separation PMF generated 

by point cloud data, our integrated model combines SVM (Support Vector Machine), RF (Random 
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Forests), and a deep learning model that combines TextCNN and BILSTM. SVM and RF have 

certain advantages when training data is limited, which is the case in our research. SVM is 

dependent on the support vector but not the whole training data. Random Forests make use of 

bootstrap sampling and feature random selection to guarantee the stability and generalization even 

if there are limited amounts of data. The deep learning model composed of TextCNN and BILSTM 

is designed for processing one-dimensional sequences. Before describing our ensemble model in 

detail, we briefly introduce the machine learning methods use: 

• Support Vector Machine (SVM) 

SVM is a supervised learning method for binary classification. Fitting is performed by 

maximizing the width of the gap between the two categories of the learning samples [56].  It does 

this by finding the best boundary between the different categories.  This boundary is called a 

hyperplane. In addition to linear classification, SVM can also perform nonlinear classification 

through the kernel method. In the application of this article, we selected the Radial Basis Function 

(RBF) kernel to deal with sequentially complex distributions.The RBF kernel measures the 

similarity between two data points as a function of the Euclidean distance between them. 

• Random Forests (RF) 

RF is a classifier that includes multiple decision trees. It uses random extraction to train a group 

of decision trees to complete the classification task. RF uses two random selections; one iseach tree 

is built with random subsets of data; the other is each decision tree choose a random features [57]. 

The features from which a random selection is made are the variables or attributes that describe the 

data.This is mainly to solve the problem of limited sample size. This randomness reduces the risk 

of bias and overfitting by creating uncorrelated trees, which will the diversity and accuracy of the 

model. Since each decision tree is trained with only partial variables and segmental samples, the 

individual classification accuracy may not be very high. But when a group of such decision trees 
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are combined to make judgments on the input data separately, the output of the random forest is 

the class selected by most trees for classification tasks, it can bring a higher precision. 

• TextCNN 

CNN (Convolutional neural network) is usually considered to belong to the CV (Computer 

Vision) field. However, in 2014, Yoon Kim [58] made some deformations for the input layer of 

CNN and proposed a text classification model TextCNN. TexCNN  is a specific application of 

CNN for sequence data.In this thesis, one-dimensional convolution is used when performing 

convolution processing on one-dimensional sequences. Using 1D data for deep learning can be 

simpler, faster, more robust, and more suitable for temporal or sequential patterns than using 2D 

data. 

• BILSTM 

LSTM is a type of RNN, but compared to the hidden state of traditional RNN, LSTM adds a 

cell state that can selectively forget, memorize, and output [59]. The output of an LSTM at a 

particular point is dependent on three things: The current long-term memory of the network known 

as the cell state; The output at the previous point known as the previous hidden state; and the input 

data at the current step. BILSTM is composed of forward LSTM and backward LSTM. The single-

layer BILSTM is composed of two LSTMs, one is to process the input sequence in the forward 

direction; the other is to process the sequence in reverse. Then stitch the output of the two processed 

LSTMs together. Compared with LSTM, BILSTM can refer to the bidirectional semantics of 

sequences. BILSTM increases the amount of information avaliable to the network, improving the 

context available to the algorithm. 

 From the Figure 11 shown below, we can see that the final decision of the integrated model 

is jointly made by the three basic classifiers, SVM, RF and deep neural network. The deep learning 

system first increases the number of features of sparse point separation distance distribution data 
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through a linear connected layer. Because of the sparse effective features from PMF, linear 

connected layers are essential to follow after the input to make more available input data for 

TextCNN.This can help to capture more information and features from the sparse data and improve 

the performance of the subsequent layers. The one-dimensional convolutional layer is followed by 

the ReLU function as the activation function. The ReLU function layer will add non-linearity to 

the neural network and decide whether the neuron’s input to the network is important or not in the 

process of prediction using simpler mathematical operations.  It works by setting the output of a 

neuron to zero if the input is negative, and to the input value if it is positive. There are four parallel 

1-D convolutional layers with different kernels  whose size vary from 2 to 5 in the one-dimensional 

convolutional layer. Each parallel 1-D convolutional layer contains 16 filters with same kernel size. 

Each filter produces a feature map by convolving over the input,  and then the output of the layer 

combines these feature maps by concatenating them into a single vector. This way, the 

convolutional layer can capture different local features of the sequence with different window 

sizes.  The results of four different 1-D convolutional layers are combined and input to the BILSTM 

layer and Attention layer. Because there are many characteristics of the input BILSTM layer, the 

existence of attention layer can provide different weights to the input features of Long Short Term 

Memory (LSTM), highlighting the key influencing factors, helping LSTM to make accurate 

judgments, and will not increase the calculation and storage overhead of the model. In our model, 

the attention scores is calculated by applying a softmax function to normalize the multiplication of 

a trainable weight vector and the ReLU activation function of the output of the BILSTM layer.The 

outcome of BILSTM passes through the fully connected layer and the activation function layer. 

They will perfom a general mapping to conclude the output from BILSTM and give weight 

allocation to each neuron.  The deep learning model  finally gives the prediction under the judgment 

of the Sigmoid function layer.The sigmoid function has an S-shape curve and can map any real 

value to a value between 0 and 1. The sigmoid function can help the neural network to make 

decisions by creating a non-linear decision boundary between different classes of data.  
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To train a better model, we need more training data to remove the randomness of the data 

and the influence of noise data. At the same time, trying to simulate the point cloud data collected 

by the vehicle lidar, we added some random noise to the point cloud data based on the ideal Oakland 

Dataset. Adding random noise can help to reduce overfitting in machine learning models, or to 

create more realistic point cloud. The random noise is added along Z axis with normal distribution 

whose  standard deviation is 0.05. A noise-added example is shown in figure 12 . We need to 

balance the noise level so that it does not compromise the quality of the point cloud data, but still 

introduces some random uncertainty. Using noise, we obtain different point clouds and their 

corresponding point-separation PMFs as our training data and test data. We repeated adding noise 

5 times so the total data is counted as 7056, including 1044 road pieces with vehicles and 6012 road 

pieces without vehicles. Among 7056 road pieces, there are 1176 original road pieces and 5880 

road pieces with random noise. When training the deep learning network, our data set is randomly 

split, of which the training set accounts for 80%, and the test set accounts for 20%. The proportion 

of the two types of data in the training set and the test set is adjusted to be the same. During the 

training process, each training epoch will randomly select 128 data scenes from the training set. 

300 iterations will be run during the training process. Iterations will allow the model to learn from 

different combinations of training examples and adjust its parameters accordingly. Iterations also 

help to avoid overfitting or underfitting by real-time monitering. Different from deep learning 

models, SVM model and RF model are directly fit by input of the complete training data when 

using Scikit-Learn library in Python. The fit method will require training data including features 

and labels as arguments. 

When using the test data to verify the integrated model, the test data is input to the ensemble 

model which includes the trained deep learning network, the fitted SVM model and the trained RF 

model. The integrated system outputs the final classification prediction with a balanced judgment 

of results of three models. In the process of test, the overall accuracy of the integrated model is 
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calculated as 94.97% shown in Table 2, the precision of classification of road area with vehicles is 

88.03%, and the accuracy of identification of road area without vehicles reaches 96.17%. 

Compared with LLR’s direct comparison results, the ensemble model achieves better 

performance with a more complex and stable structure. The overall precision and the accuracy of 

the classification of the road area with vehicles have been significantly improved, which is of great 

significance for the point-separation features to be used to detect vehicles on the road. Compared 

with other existing deep-learning-based models to achieve object detection performance, the 

vehicle detection performance achieved by combining point cloud point-separation distance 

features and the integrated model used in this paper is remarkable. However, in fact, when an 

autonomous vehicle detects the surrounding environment in real time, it will not actively conduct 

the segmentation between road and the surroundings. The complex circumstances and the distortion 

of the lidar system will all affect the collected point cloud data accordingly, thereby affecting the 

point cloud point-separation features. These are the challenges for the practical application in object 

detection of point-separation features. 
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Table 2:  Accuracy of the ensemble model’s prediction 

 

 
 Total 

Accuracy 

With Car 

Accuracy 

Without Car 

Accuracy 

Ensemble model 94.97% 88.03% 96.17% 

LSTM 82.13%          42.86% 89.00% 

1-D Convolution 84.68%          48.57% 91.00% 

LLR 89.79% 45.71% 97.50% 
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Figure 11: Architecture of the ensemble model 

 



 
 

53 
 

 

 

(a) 

 

(b) 

Figure 12:  Examples of noise point cloud 

(a)original point cloud (b) noise added point cloud 
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CONCLUSION 

In this thesis, point-separation features based on point cloud data is applied in the field of 

autonomous driving. This thesis demonstrates the corresponding capabilities and potential of point-

separation features in object detection, object recognition, and object classification. In addition to 

this, we convert the identification of road vehicles to the classification of one-dimensional 

sequences. A system corresponding to this kind of 1-D sequence classification was built and 

verified to have good performance. Although the point distance feature cannot fully represent the 

characteristics of point cloud data, it can efficiently extract simple 1-D data from it. Reaching an 

accuracy of 95% even for a simple task is remarkable performance. For future work based on this 

works, using point separation features to realize object detection and classification could be a next 

step. From my aspect, the fusion processing of point-separation features and other point cloud 

processing methods and image processing also has great potential. In the future, more research 

efforts and a more complete and mature machine learning system will allow point-separation 

features to be practically applied in more fields. 
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