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ABSTRACT

MEASUREMENT OF THERMO-MECHANICAL PROPERTIES OF CO-SPUTTERED

SiO2-Ta2O5 THIN FILMS

Name: Lankford, Maggie E.

University of Dayton

Advisor: Dr. Andrew Sarangan

The durability of thin film optical interference filters, integrated in systems ranging

from imaging sensors to energy-efficient IR-blocking windows, is affected by its stress. The

purpose of this work is to explore the thermal stress in thin films, the result of a contrast

in the coefficient of thermal expansion (CTE) between the substrate and the film. While

much research is focused on film intrinsic stress, thermal stress should also be considered

for systems designed for high temperature variability and for systems where the film and

substrate material properties vary greatly.

This work characterizes the coefficient of thermal expansion and the Young’s Modulus of

SiO2 and Ta2O5 films, common low and high-index optical materials, along with composite

SiO2-Ta2O5 thin films grown by reactive co-sputtering. A model for the variation of the

CTE as a function of film composition is proposed, showing general agreement with the

measured data.

Characterization of the thermal stress in the film-substrate system is measured using a

custom-built instrument, and the Young’s Modulus is verified using nano-indentation. A

method for evaluating the instrument noise, and its effect on the precision of the calculated

CTE and Modulus values is characterized for this instrument. A model is proposed to

enhance future designs-of-experiment using this instrument.
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CHAPTER I

INTRODUCTION

Thin film interference filters are the keys which unlock the potential of modern optical

systems. Durable anti-reflection coatings allow for the design of complex, high-transmission

optical systems, and spectral filters allow for a large range of applications from spectroscopy

to energy-efficient IR-blocking windows.

Material properties such as index of refraction and absorption are critical to understand-

ing the performance of thin film interference filters, and extensive research has been done

in order to design and build these interference filters based on these properties. However,

given the wide range of application for these filters, it is imperative also to understand the

impact the coating material properties will have on the stress and durability of the systems

into which they are incorporated.

Stress in thin films can be categorized into three areas: intrinsic, thermal, and applied

stress. Intrinsic stress is the stress in the film due to the deposition process, thermal stress

is the stress due to the difference in thermo-mechanical properties between the film and the

substrate, and applied stress is any external force that is applied to the system which may

come from handling or installing into a fixture.

In a significant fraction of the literature on stress in thin films, the thermal stress is

ignored. However, this is not appropriate in applications with large temperature ranges or

in applications where the system is comprised on materials with vastly differing thermo-

mechanical properties.

There are many applications for thin film interference filters or thin films of dielectrics,

where environmental durability under dramatically changing temperature conditions are of
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critical importance. One example of this is the application of solar cells in space. Typical

materials for these types of solar cells may be silicon, gallium arsenide, germanium, gallium

indium phosphide, or a combination of these materials depending on cost and efficiency, as

they all have bandgaps appropriate for absorption of solar radiation [8]. One of the key

innovations which dramatically increases the efficiency of solar cells is the application of

an anti-reflection coating on the surface of the solar cell. Typical broadband anti-reflection

coatings are made by depositing an interference filter made from dielectric materials. Under

most conditions, the relatively small difference in the thermal and mechanical properties

between the semiconductor materials and the dielectrics (like SiO2 and Ta2O5) will be

negligible. However, the utilization of solar cells in space applications such as travel to

and operation on Mars, requires great durability over an extended lifetime, and for space

conditions, the temperature changes experienced by the semiconductor-dielectric system

are dramatic. For instance, temperatures experienced on the surface of Mars range from

−140◦C (−284◦F) to 30◦C (86◦F), and temperatures on the surface of Earth’s moon swing

from −183◦C (−298◦F) to 106◦C (224◦F) each day [9, 10].

To demonstrate a simple example of the effect that the thermal stress will play in the

durability of these systems, consider an SiO2 layer on a GaAs semiconductor. Using the

material properties found in [11], an estimate of the thermal stress in a solar cell in operation

on Mars would be approximately 50MPa from its day to night temperatures. Using the

measurements from the same paper, the thermal stress in the solar cell on the Moon would

be 80MPa. This can be compared to the intrinsic stress of the film, which is reported

to range from 60-500MPa depending on the deposition processes outlined in [12]. In the

scenario described in [12], where dense SiO2 films had a stress of 60MPa, the thermal stress

in the solar cell would be approximately equal to the intrinsic stress for Mars operation and
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would exceed the intrinsic stress for Moon operation. In either scenario, and even for the

high intrinsic stress films, the thermal stress is non-negligible, increasing the total stress by

anywhere between 10% and 130%, depending on application. The successful operation of

solar cells in these extraordinary temperature conditions requires thoughtful consideration,

knowledge, and mitigation of thermal stress in the system. Thus an understanding of the

thermal and mechanical properties of thin films can contribute to the increased durability

and longevity of such systems.

There is another category of systems in which environmental durability is impacted

by the thermo-mechanical properties of the materials incorporated in it. There are many

systems in which materials of greatly differing mechanical properties are bonded together.

One such example of this comes from a commonly-used re-writable compact discs (CD-

RW and DVD-RW). Re-writable discs are typically made from a plastic substrate which

is coated with a phase-change material, such as an alloy of germanium, indium, silver,

antimony, and/or tellurium, which dramatically changes its optical properties between the

crystalline and amorphous states [13]. This phase-change material is layered between two

dielectric layers in order to control the heating of the recording medium. In order to write or

erase the information on the disc, a laser is used to heat the phase-change material quickly

to high temperatures causing it to change from transparent to absorbing. The longevity of

the disk, and the number of re-writes that it can withstand are partially dependent on the

durability of the multi-layered system which contains both elastic (plastic substrate) and

inelastic (dielectric and phase-change) materials.

To demonstrate the magnitude of the thermal stress relative to intrinsic in this type of

scenario, consider two cases: the phase-change material Ge2Sb5Te5 (GST) bonded to an

acrylic resin (plastic-like) dielectric heat-control layer, and second the phase-change material
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GST bonded to an SiO2 (glass-like) dielectric heat-control layer. It is common to use pulsed

focused laser light to heat the phase-change material above its melting point to create an

amorphous layer. Using published values of the melting point, the CTE and the Young’s

Modulus of crystalline GST [14, 15], and the CTE of both SiO2 and Acrylic materials

[11, 16], we can estimate that the GST bonded to the acrylic would have a thermal stress

of 1.94GPa, and the GST bonded to the SiO2 would have a thermal stress of 515MPa upon

changing from the crystalline state to the amorphous state during writing of the data to

the disc. This can be compared to a reported intrinsic stress of 214MPa for GST [17]. The

thermal stress for the acrylic-GST system would be over nine times that of the intrinsic

stress. Similarly, the thermal stress for the SiO2-GST system would be nearly 2.5 times the

intrinsic stress.

The change in expansion of these materials during rapid heating and cooling causes

thermal stress in the system, which can induce fractures in the brittle layers over time

due to cyclic fatigue. Understanding the mechanical and thermal properties of thin film

dielectric materials is the first step to learning how to minimize thermal stress in such

systems to increase longevity.

Here only two applications are detailed where understanding the thermal and mechanical

properties of thin films are critical to the success and longevity of the systems, however they

each demonstrate a category of system for which understanding and mitigating thermal

stress in optical coatings creates the conditions for systems with better durability and

longevity: a system which experiences large temperature variation, and a system which

is made from materials with different thermal and mechanical properties. Interference

filters are incorporated into almost all optical systems. In order to design and build filters

with great environmental durability, one must consider both optical and thermo-mechanical
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properties of the materials involved. Material properties such as the Coefficient of Thermal

Expansion (CTE), and the Young’s Modulus contribute to the thermo-mechanical properties

of the interference filter, and must also be considered in the design of environmentally robust

filters.

A great deal of consideration has been given to the understanding of the optical prop-

erties of common materials used in interference filters. However, the investigation of the

thermo-mechanical properties of these materials is less studied.

In addition to discrete-layer spectral filters, there exists a category of interference filters

which utilize gradient-index profiles. These gradient-index films are used for applications

from narrow-band reflectors to novel anti-reflection coatings [18, 19]. In order to design

and manufacture these gradient-index filters, the optical properties of the materials, as a

function of mixed-oxide composition, are well understood and follow a theory called the

Effective Medium Theory [20].

The goal of this work is to investigate the thermo-mechanical properties of two common

high and low-index materials as a function of blending composition. SiO2 and Ta2O5 will be

used in this study, as they are commonly used materials for gradient index films, and their

optical properties as a function of mixed-oxide composition are well-characterized [21, 22].

For this work, a series of depositions will be made where SiO2 and Ta2O5 are co-sputtered

together to form an effective medium of varying compositions ranging from 100% SiO2 to

100% Ta2O5. The optical properties of these materials will be analyzed using the Effective

Medium Theory (EMT), and the thermo-mechanical properties of coefficient of thermal

expansion (CTE) and Young’s Modulus will be measured in order to determine how these

properties change as a function of film composition.
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CHAPTER II

DEPOSITION OF THIN FILMS

This chapter will outline the theory of reactive pulsed DC magnetron sputtering and

the deposition conditions used to fabricate the samples for this study.

2.1 Theory of Reactive Pulsed DC Magnetron Sputtering

Reactive pulsed DC magnetron sputtering is a process in which a material is atomized

by ion collision with the “target” material. These atomized particles are ejected from the

material toward the substrate. During the trajectory from the target to the substrate and

at the substrate surface, the atomized particles interact with a reactive gas to condense and

grow as a compound material on the substrate. Like many highly technical terms, the name

“reactive pulsed DC magnetron sputtering” is a comprehensive descriptor of the processes

involved. The following section will detail the physical phenomenon described by each word

in this term, and fit them together to form a picture of the process more generally.

In general, magnetron sputtering falls under the category of physical vapor deposition,

which is characterized by the creation of a gaseous material, which condenses on the sub-

strate. This gaseous phase can be obtained using a variety of methods, including evaporation

due to resistive heating or electron-beam heating, laser ablation, and sputtering [23].

For sputtering deposition, the energy source for the creation of the gaseous material

is ion bombardment. Here the atoms of the target are ejected from momentum transfer

from the ions. This deposition method is useful because the high momentum of the ejected

particles results in a dense film at the substrate. In addition to this, the deposition can be
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done at room temperature, which is the preferred method for oxides and nitrides which can

decompose at elevated temperatures [23].

In order to have sputter deposition, there must be a sustained plasma located near the

magnetron in order to have an ion source which will eject target material upon collision.

The magnetron is also used as the cathode for a DC power supply. In order to ignite

a plasma, the DC power supply is used to create a high voltage between the magnetron

cathode and the substrate/chamber anode. This process is usually done under vacuum

conditions, with a low pressure, inert argon gas. Free electrons in the vacuum chamber

will accelerate between the cathode and anode due to the high electric potential. If they

accelerate to a kinetic energy above the ionization energy of the Ar atoms in the chamber,

they will ionize the Ar atoms upon collision. With each collision, an additional pair of free

electrons and Ar ions are formed, which creates an avalanche effect. Some recombination

of free electrons and Ar ions will occur, creating the characteristic plasma glow.

This process necessitates a precise balance between the electric potential, which accel-

erates the free electrons, and the Ar pressure. A high electric field is needed such that the

electrons can accelerate past the ionization energy of the Ar atoms before collision, however

in order to create the avalanche effect, the electrons must collide with an Ar atom before

reaching the anode. The relationship between pressure and the required electric field to ion-

ize the gas is described by Paschen’s law [24]. If the ionization rate and the recombination

rate are balanced, then the plasma will be stable and self-sustaining.

In order to sputter a material, the Ar ions created in the plasma will bombard the

material of interest, called the “target” as it is the material to be deposited on the substrate.

The plasma described above would naturally be resident over a large area between the
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cathode and anode. However, the rate of ion bombardment of the target directly effects

the rate of deposition of the target material. In order to increase the rate of ablation of

the target material, a magnetron can be introduced behind the target in order to trap the

plasma so that there is a high ion density close to the target.

The magnetron is a series of permanent magnets which are oriented so that alternate

north and south pole ends are close to the target side. This creates a permanent magnetic

field between the north and south poles of the magnets, as shown in Figure 2.1a [25]. Here

the magnetic field is oriented perpendicular to the direction of the electric potential, and

consequently the direction of travel of the electrons. Due to the nature of interaction be-

tween a traveling charged particle, and a constant magnetic field, as described by Maxwell’s

equations, the electrons will be trapped as they travel with helical motion along the mag-

netic field lines. Since the free electrons are responsible for the creation of Ar ions which

sputter the target material, this will concentrate the plasma in the area of high magnetic

field.

Figure 2.1: Diagram of the magnetron which contains the plasma to the target region. Part
a) shows the magnetic field caused by the presence of the magnets, and part b) shows a
silicon target that has been worn in the characteristic “racetrack” pattern.
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For circular magnetron configurations, this is evidenced by a “race track” wear pattern

which is observed as the target is used. The highest ablation of the target material occurs

in regions with the highest magnetic field. For a circular magnetron, the magnetic field is

radial due to the magnet configuration, which causes the greatest target ablation along a

circular “race track” pattern as shown in Figure 2.1b [26].

For the materials used in this work, SiO2 and Ta2O5, reactive magnetron sputtering

is used. In order to deposit these oxide compounds onto the substrate, targets of silicon

and tantalum are used. What makes the reactive sputtering different is that the vacuum is

filled with a low pressure of a reactive gas, in this case oxygen. As the silicon and tantalum

travels to, and arrives at the surface of the substrate, it reacts with the oxygen atmosphere

to form SiO2 and Ta2O5. Reactive sputtering is used in these cases, as the sputter yield

of the silicon and the tantalum are greater than the sputter yield of their respective oxides

[23]. This means that faster deposition rates can be achieved through reactive sputtering

than with sputtering of the oxide itself.

The compound material composition on the substrate and the deposition rate are highly

dependent on the partial pressure of the reactive gas in the chamber. There must be enough

oxygen in the chamber to fully react the silicon and tantalum. However too much oxygen

will result in the oxidization of the target material. This means that the sputtered material

will be the compound oxide, as opposed to the target material. As mentioned before,

the sputter yields of the compound oxides are much lower than of the elemental silicon

and tantalum. Therefore the excess of oxygen in the chamber will decrease the sputter

deposition rate. This is called “target poisoning” [1, 27]. The best oxygen flow rate is that

where the oxidization rate of the target is similar to the sputter removal rate, so that there
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is enough oxygen to create fully oxidized compounds, but maintain a reasonable deposition

rate [23]. A diagram of this effect is shown in Figure 2.2.

Figure 2.2: This is a conceptual diagram which demonstrates the trends for sputter yield
and gas/metal ratio in a re actively sputtered film as a function of reactive gas pressure.
Part a) shows the metal flux, or in other words, the sputter yield, as a function of reactive
gas pressure, while part b) shows that there is a minimum reactive gas pressure which
results in a film of ideal stiochiometry [1].

The graph in Figure 2.2a shows the “metal flux”, meaning the amount of material

ejected from the target, as a function of the reactive gas partial pressure. The sharp decline

in flux indicates that an oxide is forming on the substrate surface, and the lower sputtering
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rate at high reactive gas pressures is indicative of a “fully poisoned” target. In this region,

the ion bombardment is ejecting an oxide from the surface of he target. The graph below,

in Figure 2.2b, shows the dependence of the stoichiometry of the deposited film on the

reactive gas flow. As mentioned, there must be enough reactive gas in the chamber in order

to fully oxidize the film material. Otherwise, the deposited film will be more metallic than

anticipated and demonstrate some absorption.

The total chamber pressure also has an effect on the deposition rate. Each ejected

target atom undergoes collisions with gas atoms on its way to the substrate, losing energy

to the bulk gas. These collisions will randomize the trajectory of the sputtered atoms,

which expands the area of deposition and reduces the effective deposition rate. The chance

that a given ejected atom will reach the substrate contributes to the deposition rate of the

material, and the energy of the ejected atom, upon reaching the substrate, contributes to

the film density. The total gas pressure in the chamber, along with the partial pressure

of the reactive gas can be optimized for the best balance between target ablation, target

oxidation, and deposition rate.

The energy of the material ejected from the target during sputtering is typically on

the order of 1-10 eV, much higher than for deposition techniques such as evaporation [24].

The high energy atoms contribute to the film density, allowing for some surface mobility

upon reaching the substrate, and removing voids in the film. The pressure in the chamber

also contributes to the location where the metal/semiconductor-oxygen reaction occurs.

An example can be used which represents the conditions used to deposit these films. For

room-temperature deposition, with a total chamber pressure of around 3.5 mTorr, the total

mean free path of the ejected material will be on the order of 10 millimeters. With the

distance between the sputter target and the substrate being a few inches, there will likely

11



be on the order of 10 collisions between the ejected material and the other atoms in the

chamber. Given a partial oxygen pressure of around 0.5 mTorr, the chances that more than

one collision with oxygen is small. This leads to the conclusion that the majority of the

reaction between the ejected material and the reactive gas will take place at the substrate

surface.

Another consideration for reactive sputtering is the cathode voltage as the target oxi-

dizes. The oxide is an insulating material which builds positive charge as the ions bombard

the surface, as shown in Figure 2.3 [1]. In the metallic target case, demonstrated on the

right side of the graphic, the bombarding ions will become neutralized as they interact with

the electrons from the cathode. However, if an insulating material builds on the surface

of the cathode, the ions hitting the insulating surface will continue to build up charge, at-

tracting the electrons from the cathode, and resulting in a continually charging capacitor.

This situation can cause arcing, which destabilizes the plasma, can damage the target, and

can lead to defects in the deposited layer [1].

In order to avoid arcing and charge build-up, the DC power supply is pulsed so that

periodically the polarity of the magnetron is reversed resulting in a short period of time

where the surface of the target is bombarded with electrons. These electrons neutralize the

positive surface charge, and discharge the capacitor in order to avoid any arcing. With a

pulsed DC power supply, the frequency and pulse width of the power supply is chosen based

on the target material.

Alternatively, an RF supply can be used to neutralize the charge buildup on the target.

The RF supplies a sinusoidal alternating current to the magnetron, at 13.56MHz. The

advantage of the RF supply is that it can be used to sputter from insulating targets.
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Figure 2.3: This demonstrates the build up of charge along an insulating surface layer of the
cathode or target (left) and compares to the situation without the build-up of an insulating
layer where electrons and ions recombine and neutralize (right).

However, the duty cycle is set to 50%. Pulsed-DC supplies allow for optimizing the duty

cycle to allow for a higher deposition rate. The drawback, however, is that pulsed-DC

power supplies cannot be used with insulating targets. The typical pulse frequency for these

power supplies is in the 100kHz range. Many insulating materials, such as oxides, have a

high impedance at these frequencies which does not allow for igniting and maintaining a

plasma at voltages typically provided by a DC power supply. However at higher frequencies
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Figure 2.4: A diagram of the magnetron sputter chamber. [2]

provided by an RF power supply, the impedance reduces to allow for a plasma to form at

voltages which the power supply can practically deliver [28].

With this last piece, a general overview of the theory of reactive pulsed DC magnetron

sputtering has been given. All of the principles together are shown in Figure 2.4. This

diagram shows each of the components detailed above. The vacuum pump at the bottom

right shows how the chamber is evacuated so the gas in the chamber can be controlled,

and consequently the process can be controlled in order to create the desired film. In this

diagram, the argon gas is introduced at the lower right of the chamber, and the DC power
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supply shown at the top of the figure is turned on to form a plasma between the magnetron

cathode and the substrate anode. The magnetic field from the magnetron magnet array

enables a higher density plasma at the surface of the target (shown in orange). Ionized

argon atoms are accelerated toward the target, and upon collision, eject target material

toward the substrate, growing a film.

2.2 Details of the Vacuum Sputter System

The vacuum sputter chamber used for this experiment was made by AJA International.

It has four magnetron sputter sources, three of which are equipped with pulsed DC power

supplies, and one of which is equipped with an RF power supply. This allows for the use, in

this experiment, of two sputter guns simultaneously in order to grow these composite films.

The two other sputter sources can be used in a variety of ways, including co-sputtering of

up to four materials, and the growth of interference filters with up to four materials.

Each sputter source is slightly offset from the center of the chamber to accommodate the

quantity. In the vacuum chamber the substrate is physically above the sources, leading to a

“sputter up” configuration. This type of physical configuration allows for cleaner substrates.

In order to accommodate for the offset of the sources from the chamber center, the substrate

holder rotates. A load-lock vacuum chamber is attached to the system in order to quickly

change samples without venting the main chamber.

The pulsed DC power supply used to deposit from the tantalum target for this experi-

ment is the TruPlasma DC 4000 Series, made by Trumpf Huettinger, Inc. The maximum

output voltage is 800V, with a pulse frequency of 2-100kHz, and a pause duration of 1-

10us. The pulse frequency is the repetition rate of the pulse waveform, which is shown

in Figure 2.5. The pause duration defines the time over which the voltage output of the
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Figure 2.5: The voltage profile of the TruPlasma pulsed DC power supply [3].

power supply is positive. This change in polarity is what allows for the discharge of positive

surface charge on the target, and which helps to avoid arcing and the build-up of dielectric

material on the target surface, as was shown in Figure 2.3.

The voltage during the pause time (reverse voltage) is defined as -0.15 times the set

voltage, and the voltage peaks at 1.15 times the set voltage when the power supply switches

from reverse to forward voltage. The time period of this peak voltage, labeled in Figure 2.5

as “Aux time”, is equal to the pause time. Taken together the reverse voltage and the

peak voltage will average so that the total average power is equal to the set-point power,

independent of the pause duration.

The pulsed DC power supply used to deposit from the Silicon target is an ENI DC

Plasma Generator (RPG-50A). This power supply was used in place of another TruPlamsa,

in order to use a higher power set-point for the silicon deposition, increasing the deposition

rate. The frequency for this power supply was set at a fixed 120kHz.
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The magnetron sputter sources are designed and made by AJA International, as part

of their Stiletto Series, which house a two inch diameter round target. Each of these

sputter guns is equipped with a shutter, and shielding chimney. Gas injection can be made

internal to the sputter source, which in combination with the chimney can produce a higher

differential pressure on the target surface, while keeping the overall chamber pressure low

[29]. The tilt of the sputter source can also be adjusted to maximize uniformity over the

substrate area.

Gas flow into the chamber is controlled by an MKS G-Series Digital Mass Flow Con-

troller, which controls the flow rate into the chamber of up to four different gases. The

technique used in this system to measure gas flow is differential heating. A sensor tube is

equipped with an external heater, and a small fraction of gas is flowed through the sensor

tube. A temperature sensor is located both before and after the heater. The amount of

energy it takes to raise the temperature of a volume of material is defined as the specific

heat capacity. For this situation, the gas is known, and therefore, the difference in heat

between the two temperature probes is directly related to the volume of gas that has flowed

between the two temperature sensors [30]. In this manner, the gas flow can be monitored

and adjusted to achieve the set point.

Once a gas is flowing into the chamber, it is critical to be able to precisely measure the

chamber pressure. While there are a large variety of pressure measurement instruments,

many of them use measurement techniques which rely on knowing the type of gas being

measured, as they must factor into the calculation the atomic mass of the gas. This type

of system is not ideal for this application, as there may be up to four different gasses

flowing into the chamber at any given time, with different partial pressures. To solve
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this problem, this system uses a capacitance manometer, e-Baratron by MKS, to measure

chamber pressure.

Capacitance manometers have the advantage of measuring absolute pressure (force/area)

which is agnostic to constituent gas atomic mass, albeit with a reduced sensitivity compared

to other techniques such as ion gauge and Pirani gauge. The mechanism of measurement is

a thin conductive diaphragm which is suspended between the environment (chamber with

process gasses) and a high vacuum environment. On the high vacuum side of the device

is a set of electrodes, which creates a capacitor between the diaphragm and the electrodes.

The pressure differential between the chamber and the high vacuum sides of the diaphragm

cause it to bend, changing the capacitance of the sensor.

This capacitance manonmeter can measure five decades of pressure, and is used for the

pressure ranges between 5.0×10−4 - 5.0 Torr, which is the ideal range for the measurement

and control of the process gasses. This pressure sensor interfaces with a gate valve control

system, from VAT, which acts like a shutter on the vacuum pump. These systems are

interfaced together in the AJA System computer control interface, allowing for independent

control of gas flow and chamber pressure.

2.3 Deposition Parameters and Samples Fabricated

During the initial investigation of appropriate deposition parameters for SiO2 and Ta2O5

for this chamber configuration, a number of observations were made. The first observation

is that the deposition rates in this chamber are relatively low, especially for SiO2 deposition.

This lead to the use of the ENI power supply described above in order to boost this material

deposition rate by enabling a higher power deposition. This observation is key to this work,
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as the relative deposition rates of the two oxides effect the available combinations of Si-Ta-O

films that can be made during co-sputtering.

Another early observation was the oxygen partial pressure levels for operation in the

transition mode between the metallic deposition and the “target poisoning” mode were

different between the two materials. Namely, the oxygen needed to fully oxidize the silicon

target was lower than what was needed to oxidize the tantalum target. This observation

was important because it would inform how the experimental setup was determined. The

end result would be the need to use more oxygen to co-sputter the films than would be ideal

if only re-actively co-sputtering from a silicon target.

It was determined that an optimal experiment would result if a series of films were

fabricated in which only one deposition parameter was varied. Since the goal was to have

a series of films with varying Si-Ta-O composition, that one parameter needed to be either

the Si target power of the Ta target power. As mentioned above, it was found that the

deposition rate of the SiO2 was lower than the deposition rate of the Ta2O5, leading to the

practical choice to vary the Ta target power.

The Ta power supply pulse frequency was set to 100kHz, the maximum rate for the

power supply, and the pause duration was set to 4us. The power supply for the Si target

was set at 120kHz with unknown pause duration.

It is generally understood that the options for thin film deposition include control of

the power supply by adjusting a power set-point (W), voltage setpoint (V) or a current set-

point (mA). For this study, all of the power supplies were operated in the “Power Mode”,

with the specified target value being the wattage. With plasma ignition for the Ta target
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occurring just under 30W power, the lowest power setting for co-sputtering with this target

was limited to 30W.

The upper limit of the Ta target power was also a practical choice, and was limited

to 95W. Since the tantalum needs more oxygen than the silicon in order to fully oxidize

the film, increasing the highest tantalum power will increase the overall oxygen needed in

the chamber at the highest power condition for the two targets. Since this study does

not simultaneously vary the Ta target power and the oxygen flow, any additional oxygen

needed in order to fully oxidize the co-sputtered films will further poison the Si target.

Some balance point must be chosen.

The power level for the Si target was chosen by the highest operational power achieved

for which there was stable deposition conditions. These stable deposition conditions were

determined by two methods: a voltage which did no change over the course of minutes,

indicating that there was no charge build-up or heating at the target surface, and that

there was no observable arching in the plasma.

A list of the resultant power levels chosen for the study is shown in Table 2.1. For the

series, co-sputtering occurs for five out of the seven samples. The other two samples are

pure SiO2 and pure Ta2O5.

Each series of seven depositions were deposited onto two sets of 2” diameter substrates:

single-crystal Silicon and Gallium Arsenide (GaAs). Images of all of the samples can be

found in Figure 2.6. Notice that all of the samples are similar color, indicating that all

samples have a similar optical thickness, defined as the product of the refractive index and

the physical thickness. The optical thickness is directly related to the phase change of the
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Table 2.1: The deposition parameter set-points utilized in this study.

SiO2 Target
Power (W)

Ta2O5 Target
Power (W)

0 95
200 95
200 80
200 65
200 50
200 30
200 0

light as it passes through the material, therefore maintaining a constant optical thickness

will produce the same interference effects between the samples.

Due to the geometry of the chamber, only one 2-inch diameter sample was grown during

each deposition. The in-situ ellipsometer had a fixed angle. While the deposition chamber

had the capability to vary the working distance by moving the sample up and down in

relation to the targets, there is only one substrate position in which the ellipsometer can

be used during growth. Since there was interest in having this in-situ data, the working

distance was fixed. It was observed for depositions done at this substrate height, the area

of high film uniformity was around 3 inches in diameter. This meant that for 2” diameter

samples, each deposition was repeated once for the silicon substrate and once for the gallium

arsenide substrate, giving a total of 14 depositions. The measured run-to-run variation in

composition was less than 3%, leading to a high confidence that the deposited films were

near-identical.

The base pressure in the chamber was between 4-6×10−8 Torr. The substrate rotation

speed was consistently between 6-8 RPM during the depositions.
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Figure 2.6: Images of each of the samples made for this work.

The method in which the chamber total and partial pressure was adjusted was the

following. First, the Ar flow rate was set to 30 sccm. Then the VAT gate valve control

system was set to a location where the total pressure in the chamber was 3.0± 0.1 mTorr,

and held there for the remainder of the deposition. This held the Ar partial pressure at

3.0 ± 0.1 mTorr. The oxygen flow rate needed in order to fully react the target material

when co-sputtering at the highest powers for both sources was 5.6 sccm. This value was

initially determined by watching the voltage of the two targets during co-sputtering at the

highest powers and determining the value of oxygen flow which allowed for stable voltage.

The flow rate was then confirmed by performing a co-deposition at full powers using this

flow rate, and verifying that the resultant film was indeed visibly transparent, meaning that

the Si and Ta were fully oxidized during deposition. The resultant total pressure during

deposition was 3.4 ± 0.1 mTorr. Due to the way in which the gas was handled, it can be

concluded the oxygen partial pressure in the chamber during deposition was 0.4±0.1 mTorr.
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Table 2.2: The deposition conditions under which the samples for this study were grown.

Chamber Base Pressure 5.0± 1.0× 10−8 Torr
Substrate Rotation 7± 1 RPM

Ar Flow Rate 30 sccm
Ar Partial Pressure 3.0± 0.1 mTorr
O2 Flow Rate 5.6 sccm

O2 Partial Pressure 0.4± 0.1 mTorr
Total Chamber Pressure 3.4± 0.1 mTorr

Ta target Pulse Frequency 100 kHz
Si target Pulse Frequency 120 kHz

Film Optical Thickness goal of 330 nm

SiO2 Deposition Rate 1.6± 0.05 nm/min
Ta2O5 Deposition Rate 3.65± 0.05 nm/min

Each film was grown to have the same optical thickness, which is defined as the product

of the refractive index and physical thickness. The stress measurement method necessitates

the reflection of a laser array off the sample surface. For thin films applied to substrates

with a higher refractive index, an optical thickness of half of the laser wavelength would

maximize the reflection off the sample into the detector, resulting in the best quality data

for the film stress measurements. At the time of the depositions, the expected laser source

for investigation was a laser diode at 660nm, leading to an optical thickness for all samples

of 330nm. As detailed in the following chapter, an in-situ ellipsometer was used in order to

model the index in real time and determine the target physical thickness.

The information about the deposition conditions described above can also be found in

Table 2.2, along with the deposition rates for the pure SiO2 and pure Ta2O5.

23



CHAPTER III

OPTICAL CHARACTERIZATION OF THE CO-SPUTTERED THIN FILMS

In order to monitor the film fabrication, and verify that the films have optical properties

consistent with published results, each of the films were characterized using ellipsometry in

order to identify physical thickness and optical dispersion. In addition to these properties,

ellipsometry can also give an estimate of the physical composition of the films, using an

effective medium model. In this chapter, the theory behind this measurement technique is

described, along with the results of these measurements and modeling of the films. The

results of these measurements are used to understand the film composition, and to quantify

the similarity of the sets of films grown on the two substrate materials.

3.1 Theory of Spectroscopic Ellipsometry

Ellipsometry is a useful tool in the determination of the optical properties of thin films.

This method measures the change in polarization state of light due to the interference

between the reflection off the thin film surface and the reflection off the substrate surface,

as shown in Figure 3.1. Each of the two reflected beams shown in this figure interfere

together. This encodes information about the phase difference of the two waves (a result of

the optical path length difference), as well as the relative magnitude of the two reflections

(a result of the refractive indices and absorption of each material). This information is most

easily accessed by analyzing the difference between the incident polarization state and the

polarization state of the reflected light. Ellipsometry is the measurement of the polarization

state of this combined reflection. This measurement can determine the index of refraction

of the film (n) and the extinction coefficient (k) of the film material over the measured

spectral range, along with the thickness of the film [31, 32, 33].
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Figure 3.1: A diagram of the reflections from the two interfaces present in a transparent
thin film scenario.

3.1.1 Measurement of Ellispometric Parameters

The polarization state of light is defined as the direction of oscillation of the electric

field component of the electro-magnetic wave. This polarization state cannot be measured

directly, as the frequency of oscillation of the waves are much too fast to measure with known

detector systems. Instead, the polarization state can be determined indirectly by measuring

the intensity change from a rotating polarizer and wave-plate. Four measurements are

needed in order to fully define the polarization state, and the values obtained from these

measurements are called the Stokes Parameters [34].

The Stokes Parameters, or sometimes called the polarization observables, represent: (1)

the total intensity, (2) the amount of light that is horizontally/vertically polarized, (3) the
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amount of light that is polarized at ±45◦, and (4) the amount of light that is right or

left-handed circularly polarized. Together, these parameters describe the polarization state

of light. From these parameters, a degree of polarization (DOP) can also be defined, which

defines the extent to which the light can be described by a single polarization state. For

instance, a DOP of unity means that the light is highly polarized, where a DOP of zero

means that the light is completely un-polarized.

Any polarization state can be described as a superposition of two vectors, each with

an amplitude, and with a relative phase between them. For ellipsometry measurements,

the reference vectors are the s and p-polarization states, which are defined by the plane of

incidence of the light. The plane of incidence is determined by taking two rays of light,

the incident ray and the reflected ray, and forming a plane from these two rays. The p-

polarization state is the electric field oscillation direction parallel to the plane of incidence.

The s-polarization state is the electric field oscillation direction perpendicular to the plane

of incidence.

The s and p-polarization components of light interact with material interfaces in different

ways. The direction of oscillation of the electric field determines its interaction at a material

boundary, due to the continuity conditions imposed by Maxwell’s equations. There are

three conditions that determine the interaction of an electro-magnetic wave at a dielectric

interface: the magnetic field component perpendicular to the interface is continuous across

the interface, the electric field component parallel to the interface is continuous across the

interface, and the phase of the electro-magnetic waves is continuous across the interface.
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These three conditions lead to the determination of the reflection and transmission

coefficients of the s and p-polarization components at an interface, which are described as

rp ≡
Erp

Eip
=
nt cos θi − ni cos θt
nt cos θi + ni cos θt

,

rs ≡
Ers

Eis
=
ni cos θi − nt cos θt
ni cos θi + nt cos θt

,

tp ≡
Etp

Eip
=

2ni cos θi
nt cos θi + ni cos θt

,

ts ≡
Ets

Eis
=

2ni cos θi
ni cos θi + nt cos θt

,

(3.1)

where rp,s is the reflection of the p or s-polarized light tp,s is the transmission of the p or

s-polarized light, Erp,rs,tp,ts,ip,is is the electric field where r is for reflected, t is for trans-

mitted, i is for incident, and s, p is for s or p-polarization, ni,t is the refractive index of the

incident and transmitted medium respectively, and θi,t is the incident angle of the incident

or transmitted ray respectively [4].

For light that is transmitted, it is important to also define a phase thickness of the

transmission. This takes into account the optical thickness of the material, the angle of

transmission which impacts the path length travelled by the light beam, and the phase

accumulated by the wave traveling that distance. This phase thickness can be described as

β = 2π

(
d1

λ

)
n1 cos θ1, (3.2)

where d1 is the physical thickness of the layer in question, n1 is the refractive index of the

layer in question, and θ1 is the angle of the ray propagating through the layer with respect

to the surface normal.

If there is a circumstance where a thin layer of transparent material is deposited on

a reflective surface, then some of the light will be transmitted and reflected at the air-

film interface, and some of the light will interact with the substrate-film interface. This

scenario is shown in Figure 3.2 with the notation of Eqn. 3.1, and Eqn. 3.2 [4]. This
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Figure 3.2: A diagram of the determination of the total reflection and total transmission of
a beam at oblique incidence on a substrate with a thin film [4].

figure shows the scenario of a transparent thin film on a substrate. Multiple reflections

from each interface contribute to an overall transmission, indicated at the bottom, and an

overall reflection, indicated at the top. Each interaction with an interface has an associated

reflection coefficient, each transmission through the bulk film has an associated transmission

and phase accumulation. The resultant total reflection is the superposition of each of the

reflected waves.

Ellipsometry measures the ratio between the component of reflected light which is p-

polarized, and the component of the reflected light that is s-polarized, and the relative

phase between them. Each of the waves describing the reflected light is a complex value, as

it has some components that have accumulated phase by traveling through the thin film.

The ratio of these two complex reflections can be described as an ellipse with amplitude

and phase, and the classic ellipsometry values associated with that ellipse are Ψ and ∆ as
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described in Eqn. 3.3 [4].

ρ ≡ r̃p
r̃s

= tan Ψei∆ (3.3)

From this definition of the polarization ellipse, one of the distinct measurement advantages

is that the state is self-referencing so is not affected by fluctuating or low light levels, or by

diffuse scattering.

One note of importance is that the equations above, determining the reflection and

transmission of the light at each interface are written as if the incident light is a single

wavelength. In spectroscopic ellipsometry, a large range of incident wavelengths are scanned

such that wavelength-dependent nature of the optical constants can be determined.

The basic components of the ellipsometer are a broadband light source, a polarizer, and

a compensator on the source side. The polarization state of the light emitted from this

instrument is wavelength-calibrated and well-defined. This light is then reflected from the

sample. The detector side contains an analyzer and a CCD spectrometer which is also

wavelength-calibrated. Based on the ratio of the reflected light that is p-polarized and

s-polarized, the ellipsometry parameters Ψ and ∆ are reported.

While the ellipsometry parameters are informative quantities, the useful information

from these measurements is a determination of the refractive index and the thickness of

the film. This presents an inverse problem. Here the result is measured, as opposed to

the cause, and in order to identify the material properties of the sample (the cause), an

“educated guess” must be made and a model formed to calculate the anticipated optical

constants and thickness of the film.

For most samples, the equations to convert the measured Ψ and ∆ values into the

refractive index, n, and the absorption coefficient, k, are transcendental, meaning that
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a model must be built and its parameters adjusted in order to fit the data. Typically, a

regression analysis is used in order to fit the data, where the values of Ψ and ∆ are calculated

for a given model and compared to the measured data to understand how “good” the model

is. A mean-squared error (MSE) is used to quantify the difference between the experimental

and model-generated data, where the smaller MSE implies a better fit.

3.1.2 Kramers-Kronig Relations

Since a variety of models have the capability to describe the same collected data, the

general rule of analysis is to find the simplest optical model that fits the experimental data,

and to verify the uniqueness of the model. The simplest unique model that fits the data is

assumed to be the model that best describes the physical film.

Another constraint on the model of the optical properties is the Kramers-Kronig rela-

tions. This states that the refractive index and the absorption coefficients of a material are

not independent parameters, and describes the physical relationship between the two as a

function of wavelength [35].

Conceptually, the interaction between light and matter can be thought of as a damped-

driven harmonic oscillator. The electric field of the light waves are the driving force, the

atoms in the material are the harmonic oscillators, and the damping is due to the inter-

atomic forces in the material. As is well-described in a physical model, the damped-driven

harmonic oscillator has a resonant frequency which is dependent on the material proper-

ties of the oscillator. In the light-matter interaction model, this can be interpreted as an

absorption resonance. The energy from the incoming electric field is absorbed, giving the

oscillator atoms the needed energy to have a heightened oscillation amplitude, characteristic

of the resonance response.
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Along with a resonant absorption, the oscillator model describes the time lag between

the driving frequency and the oscillator response. This characteristic lag changes the way

that the energy, carried by the electric field, propagates through the material. The greater

the response time, the longer the energy takes to be carried from one side of the material to

the other. This concept is called the electric susceptibility of the material, and is directly

related to its refractive index.

From the oscillator model, it can be calculated that there is a change in phase (from

positive to negative) between the driving frequency and the response frequency which is

centered around the resonant frequency. This change is due to the fact that the oscillation

amplitude has dramatically increased. Since the atoms in the material are moving larger

distances, the response time is longer.

This concept translates to the light-matter interaction model. In spectral regions with-

out absorption, the refractive index will increase with decreasing wavelength. This is known

as “normal dispersion”. Since the refractive index is like the phase delay and the absorption

is like the resonant frequency, the relation between the two is such that there can only be a

change in the direction of the index of refraction where there is an absorbing region. This

absorbing region, resulting in the refractive index decreasing with decreasing wavelength is

called “anomalous dispersion”. A diagram showing the relationship between the anomalous

dispersion and absorption is shown in Figure 3.3, where there are three absorption peaks

which correspond to three anomalous dispersion regions. This causal relationship between

absorption peaks and anomalous dispersion limits the models for the optical constants so

that the models have a physical interpretation.
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Figure 3.3: An example of anomalous dispersion of a material with three absorption reso-
nances. The real part shown here is the index of refraction, while the imaginary part is the
absorption coefficient. These are both shown as a function of frequency [5].

3.1.3 Optical Dispersion Analysis Techniques

Ellipsometric measurements result in two measured quantities (Ψ and ∆) for each wave-

length. Therefore, two pieces of information can be calculated from this data for each

wavelength. However, it is often necessary to know n, k, and thickness for the film. In

order to determine all three pieces of information, the transparent spectral region must be

used. If a film (or a spectral region of the film) is loss-less, then the extinction coefficient

(k) is equal to zero. Given this information, the two measured quantities (Ψ and ∆) can be

used to determine the other two values of interest: n and thickness. The index (n) will be

a function of wavelength, but the thickness will be constant over all wavelengths.
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One common model that is used to describe transparent films is the Cauchy model,

which is an empirical description of the index dispersion of transparent materials. The key

to this model is that it is valid only for regions where the extinction coefficient is zero. The

Cauchy model describes the dispersion relation as,

n(λ) = A+
B

λ2
+
C

λ4
, (3.4)

where A,B and C are the fit parameters. The transparent region gives the opportunity

to model the material with a simple Cauchy model in order to find both the index in the

transparent region, as well as the thickness of the film. This information, together with

the use of other models for the absorbing region, can allow for the determination of n, k

and thickness for the film over the full spectral range. It is common to model the optical

dispesrion of SiO2 films using a Cauchy function.

The other film of interest however, Ta2O5, has some small absorption in the UV spectral

range. The Cauchy model cannot accurately model these absorbing regions. Instead, a

model such as the Tauc-Lorentz Oscillator model can be used in order to model the UV

absorption region.

An oscillator model uses the concepts described in Section 3.1.2 to model the material

response to the incident electric field as an oscillator. There are a variety of oscillator

models, such as Drude, Gaussian, and Lorentz, which describe the shape of the material

response (dipole oscillations and dielectric polarization) as a function of incident photon

energy.

The Lorentz oscillator is the oscillator model that describes a classical harmonic oscil-

lator, which relates the dielectric constants (ε1 and ε2) to the incident photon energy. The
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complex dielectric function is related to the optical constants as

ε̃ = ε1 − iε2,

ε1 = n2 + k2,

ε2 = 2nk.

(3.5)

The Lorentz oscillator model describes the shape of the absorption peak as a Lorentz func-

tion with the form

ε2(E) =
AΓE0E

(E2
0 − E2)2 + Γ2E2

, (3.6)

where A is the peak amplitude, Γ is the full-width half-max peak width, and E2
0 is the peak

center energy [36].

While this oscillator model is useful for modeling the absorption behavior of metals,

the dielectric nature of SiO2 and Ta2O5 necessitate a different handling of the absorption

near the bandgap of the material. The dielectric nature of the two materials means that

the bandgap energy is high, putting it in the UV region. While the peak of the absorption

might not be measured, the response of the material to incident light with energies slightly

lower than the bandgap energies will not have the same response as those above the bandgap

energy. As the majority of the measured spectra will be in the range of energies starting

at slightly below the bandgap energy, a model must be used which takes into account the

bandgap of the materials.

The Tauc-Lorentz oscillator model uses a modified Lorentz oscillator which includes a

bandgap energy such that there is no absorption at energies below the bandgap. This model

is commonly used for dielectrics with UV absorption, and accounts for both the transparent

and the absorbing regions. Near the band edge of the material, the absorption is modified
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by the term

ε2(E) ∝ (E − Eg)2

E2
(3.7)

so that it reaches an absorption of zero at the bandgap energy (Eg) [36].

With this modification term, the imaginary part of the dielectric function for the Tauc-

Lorentz model becomes [36]

ε2TL(E) =


AE0Γ(E − Eg)2

(E2
0 − E2)2 + Γ2E2

1

E
, E > Eg

0, E ≤ Eg

 . (3.8)

The bandgap energy is used as the fourth fit parameter for this modified Lorentz oscil-

lator model. The dielectric constant, ε1, is calculated from the Kramers-Kronig relations

using the absorption shape determined in the Tauc-Lorentz oscillator model. From these

two functions, the optical constants can be calculated using Eqn. 3.5 for each measurement

wavelength.

In order to compare the shape of the two absorption functions, Eqn. 3.6 and 3.8 have

been plotted on the same graph using the parameters, A(Lorentz)=3.15, A(TaucLorentz)=100,

Γ=0.5, E0=3 eV, and Eg= 2.5 eV, as shown in Figure 3.4. This represents an absorption

peak that is close to the material bandgap. The Tauc modification to the Lorentz function

makes the absorption peak asymmetric, but accounts for the decrease in absorption due to

the presence of the material bandgap.

The material Ta2O5 can be accurately modelled into the UV region by using two Tauc-

Lorentz oscillators placed in the UV spectral region. These together model the shape of the

absorption in that region, and allow for a good fit across the entire measurement spectral

range.
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Figure 3.4: Plots of a Lorentz absorption peak and a Tauc-modified Lorentz absorption
peak. Center wavelength and bandgap are indicated and are the same for both cases.

3.2 Effective Medium Theory

The purpose of this study is to determine the optical and thermo-mechanical properties

of a composite SiO2-Ta2O5 materials, and investigate the change in these properties as a

function of material composition. Once the films are deposited onto their substrates, the

composition of the film can be estimated from their optical properties using ellipsometry.

An assumption is being made here that the films are indeed composites, and that there

is little to no Si-Ta bonds forming in the film. A brief literature review was conducted

to investigate the likelihood of this interaction taking place during the deposition process.

Based on the information from [37, 38, 39, 40], it appears that the formation of Si-Ta

bonds occurs at temperatures above 600◦C. Since the substrate was not heated during

deposition, it is unlikely that the substrate surface temperature reached this threshold,
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and therefore unlikely that these bonds were formed. Additionally, since both elemental Si

and Ta have non-negligible extinction coefficients in the visible and NIR spectral regions, it

would be expected that Si-Ta bonds would affect both the refractive index and the extinction

coefficient of the films. As will be discussed, the optical dispersion fits did not indicate

the presence of absorption in the measured spectral range. Based on this information, it is

deemed reasonable to use the effective medium approximation for films which are composite

SiO2-Ta2O5, and assume that Si-Ta bonds are not present.

Bulk film composition is approximated using the effective medium theory for heteroge-

neous materials. This theory states that the dielectric permitivity of a composite material

can be expressed in terms of a weighted average of the dielectric permittivities of its con-

stituent materials [20, 41, 42].

The effective medium approximation, as described in 1935 by Bruggeman, breaks down

the composite material into unit cells which contain a sphere of material “A”, encompassed

in a host material “B”. This model requires the size of the spheres to be below the resolution

limit of the optical waves, which is in fact the case for an aggregate material such as a co-

sputtered oxide. Thus, in order to determine the effect of the aggregate material, one must

find the effective permittivity of each unit cell, a sphere of material “A” in host material

“B”, and a sphere of material “B” in host material “A” and find the total permittivity by

weighing each unit cell by its probability of occurrence.

In order to find the permittivity of a unit cell that includes a sphere of material “A”

encompassed in a host material “B”, first it must be understood that the sphere of material

“A” can be treated as a dipole, which will react to an external electric field, such as incident

light. The external electric field applied to the unit cell will cause a charge build-up along
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Figure 3.5: A diagram of a unit cell with material “A” in host material “B”, and resulting
change in local field due to applied field.

the boundaries of the sphere, as the dipole moment aligns with the electric field, as shown

in Figure 3.5. This creates a local electric field around material “A”.

Using this concept, the change in electric flux through the unit cell, due to the presence

of the sphere of material “A” can be shown to be

∆ΦA = 2πr2εEApplied

(
εA − ε
εA + 2ε

)
, (3.9)

where r is the radius of the sphere, ε is the permittivity of the unit cell, EApplied is the applied

electric field, and εA is the permittivity of the material “A” [42]. A similar statement can

be made for the unit cell where the sphere is material “B” in a host of material “A”.
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Bruggeman’s effective medium theory states that the total change in flux of the compos-

ite material, which includes both types of unit cells, is equal to zero. This can be otherwise

stated as

ηA∆ΦA + ηB∆ΦB = 0, or

ηA

(
εA − ε
εA + 2ε

)
+ ηB

(
εB − ε
εB + 2ε

)
= 0

ε = ηAεA + ηBεB,

(3.10)

where ηA is the volume fraction of material “A”, and ηB is the volume fraction of

material “B” such that ηA + ηB = 1 [42]. Using this theory, if the permittivity of the two

constituent materials is known, and the permittivity of the composite material is measured,

the volume fraction of the two materials can be calculated.

The key conclusion from Bruggeman’s model is the material permitivities combine lin-

early with composition (but not linearly with refractive index). The insight can be gleaned

from this statement comes from the relationship between the permitivity, the dielectric

constant and the refractive index of a material, as shown in Eqn. 3.11 for non-magnetic

materials, where κ is the dielectric constant and ε0 is the permitivity of free-space.

n =
√
κ =

√
ε

ε0
(3.11)

A linear relationship in permitivity leads to a linear relationship in the dielectric con-

stant. However, the relationship between the composition and the index is non-linear.

Bruggeman’s model shows a composite material can be described by the volume-fraction

weighted average of the dielectric constants, and the index of refraction therefore, does not

vary linearly with composition.
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3.3 Modeled Optical Properties of Fabricated Films

In practice, the theory described in Sections 3.1.1-3.2 are incorporated directly into the

instrument and software used to do ellispometric measurements. For the measurements of

these films during fabrication, an in-situ J.A. Woollam M-2000 was used.

This in-situ measurement capability allowed for the calculation of refractive index of

the co-sputtered films during growth, and allowed for a target physical thickness to be set

in real-time based on the calculated index, resulting in the achievement of a series of films

which are close to a target optical thickness of 330nm. With the in-situ ellipsometry, the

determination of the physical thickness and the index could be determined and targeted

during a single growth.

It was found during the analysis of the in-situ ellipsometric measurements that the model

being used for the SiO2 films showed a refractive index much less than the literature values.

This affected not only the fits for the SiO2 films but also the estimates of the co-sputtered

film compositions using the Bruggeman effective medium approximation. Due to this find-

ing, ex-situ variable-angle spectroscopic ellipsometry (VASE) was completed using an α-SE

instrument from J.A. Woollam. This instrument has a smaller spectral measurement range

(380-890nm), but allows for simultaneous fitting of data collected by reflection from three

different incident angles: 65◦, 70◦, and 80◦. This type of fitting increases the precision of

the fits, and decreases the correlation between film thickness and refractive index.

In the spectral range of the α-SE instrument, good fits can be made with a Cauchy

model for the Ta2O5 material, as the imaginary part of the refractive index, k is zero in

this range. For the following fits done for this study, the α-SE data will be presented.
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The modeling of these layers incorporates a multi-layered structure, taking into account

not only the properties of the substrate and the deposited layer, but also the native oxide

layer on the substrate and any surface roughness present in the film. The properties of the

substrates and their native oxides have been measured and modelled by J.A. Woollam, and

their models were used in the fitting of the film dispersion curves.

The roughness in the films are modeled by J.A. Woollam by approximating a thin layer

at the surface of the film whose index properties are an effective medium with composition

50% film material and 50% air.

The calculated dispersion curves for all 14 samples are shown in Figure 3.6. The SiO2

dispersion is modelled well by the data reported in Palik’s 1985 Handbook of Optical Con-

stants of Solids [43]. The Ta2O5 is modeled with a Cauchy dispersion curve in this wave-

length region, which has an index value in the expected range for this material. All of the

co-sputtered films are then modelled using an EMA mixture of these two dispersion models.

One item to note is that the modelled dispersion curve for the Ta2O5 films on different

substrates is slightly different. However, as will be described, the EMA mixing models

predict very similar compositions between the sets of films on Si and GaAs substrates.

Another observation is that the dispersion curves of SiO2 and Ta2O5 have different shapes,

in the lower-wavelength region. While both curves are relatively flat in the NIR spectral

region, both have increasing index with decreasing wavelength, showing normal dispersion.

If the spectral range of these fits were extended farther into the UV, the shape of the

curves would not be adequately described by the same function, leading to the use of the

Tauc-Lorentz model of dispersion to characterize the Ta2O5 material.
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Figure 3.6: The modelled dispersion curves for each of the 14 films characterized in this
work. Each film is labeled by the target powers (W) that were used during film growth.
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It is additionally useful to look at the index of refraction at a single wavelength. Since

each of the films were grown to a target optical thickness of 330nm by using the calculated

index at 660nm during growth, this diode laser wavelength would be an ideal choice for

this analysis. These values are described in list format in Table 3.1, which also describes

the physical thickness of the films, as determined by the ellipsometer, and the calculated

optical thickness at 660nm. The difference in calculated index between the films on two

substrates is small, the maximum being for the two Ta2O5, the difference is 0.05. This gives

confidence that the films match across substrates. Additionally, even though the index

varies with composition, target optical thickness was reached for each film to within 30nm

or less. For most of the films, the target optical thickness was achieved to within 10nm,

however the larger discrepancy in the films with higher SiO2 composition can be explained

by the in-situ ellipsometry measurements indicating a low refractive index for SiO2. This

was resolved post-deposition using the VASE to increase the fit precision. The optical

thickness can be visualized in Figure 2.6, where all of the samples appear close to the same

color. Since there is some discrepancy in optical thickness of the SiO2 films and the 30WTa,

200WSi films, this shows up in a color that is a little more red than the other samples.

In addition to the modeled dispersion curves, the J.A. Woollam ellipsometer analy-

sis software CompleteEASE can be used to estimate the composition of the film, based

on Bruggemann’s Effective Medium Approximation (EMA). The composition is calculated

based on the EMA volume fraction mixtures of the dispersion curves for SiO2 and Ta2O5

shown in Figure 3.6.

The resultant estimated composition, plotted versus the refractive index at 660nm is

shown in Figure 3.7. This plot shows two fits: one for the films on Si substrates and

one for films on GaAs substrates. These are shown separately, as the films were grown at
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Table 3.1: The modeled refractive index at 660 nm, the physical thickness of the films
measured in nanometers, and the calculated optical thickness of the films, measured in
nanometers.

Si Substrates GaAs Substrate
Target Powers n Physical

Thickness
Optical
Thickness

n Physical
Thickness

Optical
Thickness

95W Ta, 0W Si 2.10 157 330 2.15 150 323
95W Ta, 200W Si 1.87 182 340 1.88 173 325
80W Ta, 200W Si 1.81 186 337 1.83 179 328
65W Ta, 200W Si 1.74 192 334 1.74 189 329
50W Ta, 200W Si 1.67 202 337 1.67 197 329
30W Ta, 200W Si 1.56 231 360 1.57 223 350
0W Ta, 200W Si 1.46 247 360 1.46 244 356

Figure 3.7: Modeled film composition and refractive index determined using the Bruggeman
Effective Medium model in J.A. Woollam’s CompleteEASE.
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different times and so could have a slightly different composition. However, the variation

in the modeled composition of the films between the two substrates is very small, with a

run-to-run variability of less than 3%.

Both fits show a linear relationship between tantalum target power and film composition,

with the R2 value being greater than 0.99 for both sets of films. The difference between

the slopes of the two curves is small, only 3.9%, indicating that the films are very similar

between the two substrates.

The demonstration that the composition variation between the films in each series is

small is important, as the measurements of the CTE and Young’s Modulus using the two-

substrate method will necessitate the use of two matching films, each on a different substrate.

The variation in composition between the films increases the error in any CTE and Young’s

Modulus calculation.

An additional feature that is modeled using ellipsometry is the surface roughness of the

film. This is modeled as a thin layer of effective medium %50 film and %50 air. Introducing

some surface roughness in the model improved the fit for the films. The surface roughness

is plotted in Figure 3.8 as a function of tantalum target power.

Based on this modeling, it appears that there is some surface roughness of the SiO2

films, and that there is very little surface roughness for the Ta2O5 films. The co-sputtered

films show a surface roughness between that of the two end-point materials, based on their

composition. In Figure 3.8 this relationship has been fit with an exponential, however it is

not self-evident that this will be the best fit function to describe the physical phenomenon

of the growth of the film. However, the fits for this exponential model has a higher R2 value
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Figure 3.8: Modeled surface roughness versus modeled EMA composition, %SiO2.

than those with a simple linear fit (6.7% higher for the Si substrate data, 12% higher for

the GaAs substrate data).

In order to demonstrate the efficacy of the models shown, where both dispersion and

composition are determined, the MSE values calculated by the CompleteEASE software are

published in Table 3.2. The MSE reflects the difference between the model and the measured

data, and is calculated over the 510nm spectral range. The lower the MSE, the better the

model matches the data. Generally, the acceptable maximum values for publishable MSE

depend on the system complexity. It should be noted here that the simplest model in this

series is the fit to the Palik data for the pure SiO2 film. As this is a relatively simple model,

these MSE values may be used as a demonstration of the lowest reasonable MSE for each

series of films.
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Table 3.2: The calculated MSE fits for the deposited films, calculated in connection with
the dispersion curves shown in Figure 3.6.

Target Powers MSE (Si Substrate) MSE (GaAs Substrate)

95W Ta, 0W Si 6.127 7.051
95W Ta, 200W Si 8.066 10.074
80W Ta, 200W Si 8.58 11.769
65W Ta, 200W Si 8.371 8.477
50W Ta, 200W Si 10.054 8.859
30W Ta, 200W Si 5.077 8.558
0W Ta, 200W Si 10.486 8.821

Each of the 14 films were characterized using variable-angle spectroscopic ellipsometry,

indicating that the films were high-quality SiO2 and Ta2O5 films, and various mixtures in

between. The ellipsometry data allowed for the estimation of the film material dispersion,

for its thickness, and for its roughness. From the film optical dispersion, the composition

was estimated, indicating that each series of films, while grown at different times, are indeed

very similar.

3.4 Additional Methods of Characterization for Material Composition

In addition to ellipsometry, two other methods of characterization were used: another

optical method using reflection spectra to ascertain the film optical constants, and energy-

dispersive x-ray spectrscopy (EDX). Based on the data collected for these two methods, in

addition to the ellipsometry, it was determined that ellipsometry was the best technique to

determine the film composition.

3.4.1 Dispersion Fits Using Reflection Spectra

Another way in which to model the material composition using optical measurements

is by using normal-incidence reflection spectra to determine the dispersion characteristics
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of the film material. Similarly to ellipsometry, an effective medium model can be used in

order to estimate the material composition based on its dispersion.

This method was used in order to obtain an estimate of the film composition. A Fil-

metrics normal-incidence spectrometer was used, which collected both normal-incidence

reflection and transmission spectra from the samples. Since there was very little transmis-

sion through the silicon and gallium-arsenide substrates at the wavelenths measured by this

spectrometer, only the reflection spectrum was used in order to find the best-fit dispersion

curves.

Similar to the dispersion properties from the ellipsometer fits, the SiO2 films fit well

to the data reported by Palik [43]. For the Ta2O5 films, good fits were found using the

dispersion curves which fit Ta2O5 films made by an industry partner.

The “goodness” of the fits were determined using a Global Merit Function, which in-

dicates the root-mean-square difference between the model and the measured data. Since

there is always some inherent noise in the measurement data, it is assumed that a Global

Merit Function of 1.0 or less indicates a fit to within 1% spread in the measurement data.

The composition of the mixed-oxide films were modeled as an alloy of the SiO2 and the

Ta2O5 layers, using the effective index approach first described by Southwell in [44].

Good fits were found for all 14 of the modeled films, with a Global Merit Function of

less than or equal to 2.0 for all modeled films. Two representative examples of the fits for

the spectral reflectance fits are shown in Figure 3.9.

A couple of features of the spectral reflectance fits are noteworthy. The first item of

note is that there are only two features that will be fit: the reflection minimum, and the
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Figure 3.9: Two examples of the fits for the spectral reflectance.
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reflection peak. The reflection minimum is indicative of the film index, as the depth of

the minimum reflectance indicates a condition at which there is an anti-reflection condition

met between the substrate and the film. Therefore, the precision to which this minimum is

characterized is critical to the modeling of the dispersion relation for these thin films.

The location of this minimum, along with the broader location of the reflectance maxi-

mum contribute to the determination of the film thickness.

The reflectance peak spectral feature indicates the wavelength at which there is an

absentee layer. These films were designed to have maximum reflectance at 660nm, which

for these films will occur when there is an absentee layer of optical thickness 330nm, also

known as the half-wave condition. If the measurements of reflectance have high precision,

and the film is homogeneuos, a single layer of half-wave optical thickness will meet the

conditions of the half-wave layer and have the same reflectance as the substrate. This

condition is met in the lower of the graphs in Figure 3.9, but not in the upper graph. This

difference could come from variation in reflectance measurements or in inhomogeneity in

the film.

It was found during the data analysis for these reflectance measurements that the cali-

bration and reflectance standard used for the measurements changed the magnitude of the

reflectance of the system. Since there is great sensitivity of the dispersion curves to the

magnitude of the reflectance at these key locations, it was determined that ellipsometry

would be a better method to estimate the film composition optically.
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3.4.2 Verification of Film Composition using EDX

Energy-dispersive X-ray spectroscopy (EDX) is a direct way to measure the composition

of matter of thin films. This measurement method was done using a system from EDAX,

which mounts into a scanning electron microscope (SEM) instrument. A focused electron-

beam from the SEM instrument is used to eject the ground-state electrons from the atoms

in the bulk of the film. The electrons that decay to the ground state, replacing the ejected

electrons release X-rays which conserve the total energy of the system. The energy of these

X-rays correspond to the band-structure of the atom from which it came, each atom having

a unique structure. This phenomenon allows for the identification of the atomic composition

of the film through the use of an X-ray spectrometer [45].

For these films, the relative composition of silicon, tantalum, and oxygen could allow

for the determination of the film composition directly. However, it was discovered during

measurement that the X-Ray emission energy from the silicon and tantalum where too close

together to be resolved by the spectrometer.

Figure 3.10 shows a plot of the spectrometer counts versus energy for a film on a gallium-

arsenide substrate. The peaks for oxygen, gallium, and aresnic are well-defined and sepa-

rated from each other. However, the tantalum and silicon peaks are indistinguishable with

this resolution. According to the Periodic Table for EDS Analysis, published by JEOL [46],

the characteristic X-ray from Silicon has an energy of 1.709 keV, while the characteristic

X-ray from Tantalum has an energy of 1.739 keV, only 0.03 keV difference in energy.

To estimate the spectrometer resolution, the oxygen line can be investigated. It would

be expected that the oxygen measured energy would be a single line at 0.525 keV, how-

ever the limitations of diffraction spread the collected light over the spectrometer detector,
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Figure 3.10: The X-ray spectrometer counts versus energy (keV) for the X-rays emitted
during EDX.

broadening the peak. The full width of this oxygen peak appears to be approximately

0.015 keV. This value is close to the reported spectrometer resolution of 130 eV, which

defines the difference in energy peaks which can be distinguished by the instrument. Since

the two peaks needed to determine the composition of the films are closer together than this

resolution (30 eV energy difference), this method cannot be effectively used to determine

the composition of the films.
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CHAPTER IV

THEORY FOR CALCULATING THIN FILM THERMO-MECHANICAL PROPERTIES

Gerald Stoney was the first to describe how total stress in a thin film can be indirectly

determined by observing the response of the substrate to the force applied by the film. Due

to the adhesion forces between the substrate and film, the forces in the film, interacting

with the substrate at the film-substrate interface will cause the substrate to bend.

This chapter will derive Stoney’s stress equation from first principles, will apply it to

the determination of thermal stress in a system and relate this stress to the CTE and the

Young’s Modulus of the film material. A discussion is also included for the incorporation

of multiple sources of uncertainty into the calculations of these values.

4.1 Theory of Stress in Thin Films

The theory of stress-development in thin films is extensive and dates back over a century.

Stress, in general terms, is a measure of the force per unit area acting on a system, and

therefore has the same units as pressure (Pascal). There are many types of stress, which

refer to the geometry of the system, along with the direction of the force with respect to

the area in question. For stress in thin films, the typical type of stress referenced is a

uni-axial in-plane stress, meaning that the cross-section in question is the thickness of the

film, and the stress is perpendicular to that surface. Such in-plane stresses are referred

to as compressive and tensile stresses and a diagram of the forces involved are shown in

Figure 4.1.

The substrate curvature shown in this figure is a result of the balancing of forces between

the substrate and the film, which are adhered together. Using the compressive stress case as
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Figure 4.1: At left, compressive and tensile stress is shown in the film alone. The arrows
indicate force direction, which are normal to the cross-sectional thickness. The right demon-
strates that same film when applied to a substrate. The substrate will also be under tension
(above) or compression (below) to balance out the stresses in the films.

an example, the atoms in the film are closer together than their relaxed state, and if given

the opportunity would move apart, cause the film to elongate. Assuming the film remains

adhered to the substrate, it will limit the elongation of the film, causing strain. The balance

of the strain from the substrate limiting the expansion of the film and the strain from the

film elongating the substrate creates the characteristic substrate curvature.

Stress in thin films develops from a number of sources, including deposition parameters

and substrate and film material properties. Magnetron sputtering deposition techniques

typically result in compressive films. This compressive stress is the result of atomic peening

of the film during growth, where the bombardment of the substrate and film by the argon

ions in the plasma during the growth compress the film, removing voids [47]. Atomic peen-

ing, in addition to the high energies of the sputtered species upon arrival at the substrate

surface, can result in a high compressive stress in the film. Some compressive stress in

the film will prevent crack initiation and propagation through the film, however with too
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much compressive stress delamination of the film from the substrate can occur. The bal-

ance between the film-substrate adhesion strength and the film stress is key to the system

durability.

The stress introduced into the system through the process of film growth is called “in-

trinsic stress” (σint). In addition to the stresses introduced during growth, there are two

other ways in which stress is introduced into the system. One of these ways is “thermal

stress” (σtherm), and the other is “applied stress” (σap).

Thermal stress is introduced when the temperature of the film-substrate system varies

from the deposition temperature. At the deposition temperature, the thermal stress can be

assumed to be zero. However, all materials expand or contract with changes in temperature,

which is characterized by a Coefficient of Thermal Expansion (CTE). When the CTE of

the substrate is different from that of the film, the different rates of expansion/contraction

will introduce a thermal stress at the interface between the film and substrate as shown in

Figure 4.2. This stress is a function of both the amount of size change due to the differences

in the Coefficients of Thermal Expansion of the two materials, along with the elasticity of

the two materials, characterized by their Elastic or Young’s Modulus.

The equation for thermal stress in a system can be derived using the definition of the

Young’s Modulus (E), which is the ratio of the stress (σ) and strain (ε) in a material, as

shown in Eqn. 4.1, where F/A is a pressure, or force per unit area, and ∆l/l is the fractional

change in length of the object. In other words, this quantity is a measure of the amount of

pressure needed to cause deformation of the object (size change). For thin films, the only

length change that is considered is the in-plane length change. The Poisson ratio will later

be introduced to account for the two-dimensional change in the film.
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Figure 4.2: A demonstration of the origins of thermal stress. The combination of differ-
ing CTE’s between the substrate and film with high adhesion between them introduces
curvature in the system.

E ≡ σ

ε
=
F/A

∆l/l
(4.1)

From this definition of the Young’s modulus, it becomes apparent that the stress in the

system is the product of the Young’s Modulus and the strain, as shown in Eqn. 4.2.

σ = Eε = E × ∆l

l
(4.2)

Here it is prudent to stop and think about the cause of the strain in this system. As

shown in Figure 4.2, the strain in the system is due to the difference between the change

in size of the substrate and the change in size of the film. Therefore, Eqn. 4.2 should be

re-written to take into account the two materials involved: the film (f) and the substrate
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(s) so that the source of strain in the system is taken into account. Given that the film and

the substrate were the same size at the deposition temperature (Td), Eqn. 4.2 is re-written

as Eqn. 4.3, where Ef is the Young’s Modulus of the film.

σf = Ef ×
(∆lf −∆ls)

l
(4.3)

This change in size is a result of the heating and cooling of the system away from the

deposition temperature, and is described by the CTE of the materials, defined in Eqn. 4.4.

Here, the variable l denotes the length of the object, and the variable T is the temperature.

CTE =
1

l
× ∆l

∆T
(4.4)

This equation demonstrates a linear relationship, which is typically a good approxima-

tion over temperature ranges for which the materials involved do not experience any phase

change. For this study, the linear CTE that will be used is specified from 0− 100◦C, which

is well within that range for the materials investigated in this study.

The difference in CTE between the substrate and the thin film is shown in Eqn. 4.5.

Here it is important to note that at the deposition temperature, the size of the film and the

substrate are equal (lf = ls). Additionally, the temperature of the two parts of the system

will be equal in all but the most extreme cases (Tf = Ts). Given these pieces of information,

Eqn. 4.5 can be simplified into Eqn. 4.6

CTEf − CTEs =

(
1

lf
×

∆lf
∆lf

)
−
(

1

ls
× ∆ls

∆ls

)
(4.5)
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CTEf − CTEs =
1

l
×

(∆lf −∆ls)

(T − Td)
(4.6)

By combining Eqn. 4.3 and 4.6, the thermal stress in the film is shown in Eqn. 4.7. Unlike

intrinsic stress, thermal stress is independent of the deposition energy, and is dependent on

the material properties of the film and substrate along with the temperature. This equation

also follows the sign convention where compressive stress is negative, and tensile stress is

positive.

σtherm = Ef (CTEf − CTEs) (T − Td) (4.7)

The last source of stress can be called “applied stress” (σap), which includes any applied

stress to the system after deposition. This could include the bending of the substrate during

handling, the cutting of the substrate into smaller pieces, or the mounting or clamping of

the substrate into a holder. All of these things can add stress to the system, increasing

the total stress. An equation for the total stress in a thin-film-coated system is shown in

Eqn. 4.8.

σtotal = σint + σtherm + σap (4.8)

Many other papers which investigate the effects of thin film stress focus on the intrinsic

stress component and will therefore combine the thermal and other applied stress into a

single “extrinsic” stress category. In this work, the thermal stress is being isolated and

measured in order to determine the thermo-mechanical properties of the thin films. For
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this reason, the thermal stress has been singled out in the stress equation, and all other

applied forces in the substrate-film system are categorized under “applied” stress.

4.2 Determination of Total Film Stress through Substrate Bending

Total stress in a thin film can be measured indirectly by measuring the curvature of

the substrate. This phenomenon, where the properties of the film can be derived using the

properties of the substrate was the groundbreaking work of Gerald Stoney in his 1909 paper

“The tension of metallic films deposited by electrolysis” [48]. In his paper, he describes that

the metallic films that he has deposited cause their substrates to bend. He postulates that

this bending is due to the balancing of forces between the substrate and the films, and that

since the system is in equilibrium, a great deal of information regarding the film can be

deduced by measuring the curvature of the substrate.

Stoney derived his famous equation for stress by understanding that the bending in the

substrate is a result of the strain in the system, and this strain is the result of the balancing

of forces between the film and the substrate. The force in the film causes an equal and

opposite force within the substrate, distributed throughout its thickness such that the total

force in the system is zero. A diagram of the forces distributed throughout the substrate

is demonstrated by the horizontal arrows in Figure 4.3, which is a diagram inspired by the

detailed theory outlined by Southwell in [6].

Given the nature of a curved substrate, one edge of the substrate must be in tension,

while the other is in compression. This phenomenon is shown in also shown in Figure 4.3.

Given this, Stoney argued that there must exist some neutral plane, for which the force is

equal to zero, denoted as “b”.
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Additionally, the force from the film is acting within the plane of the film, which causes

a torque on the system, where the substrate thickness acts as a lever arm for the force.

Since the system is in equilibrium, the net torque must also be zero. Using these concepts,

Stoney’s Equation can be derived.

The argument that Stoney gives for the relationship between the radius of curvature of

the substrate and the stress in the film is centered around the concept of strain, which is

defined in Eqn. 4.1 as the fractional change in length of an object. The change in length of

an object is due to the force applied to it, in this case by the film. The relationship between

the stress (force per unit area) and strain is the Young’s Modulus (E).

As with the derivation of the thermal stress, the total stress in the system can be

derived starting from Eqn. 4.2. Referencing Figure 4.3, we can define the change in length

of the substrate with reference to the force-neutral plane as the original length. Using the

geometry of Figure 4.3, the strain can be shown in Eqn. 4.9, and given the assumption that

the radius of curvature is much larger than the substrate length, the trigonometry function

can be replaced with their small-angle approximations.

ε ≡ ∆L

L
=

(b+ z) tan θ

r sin θ
≈ (b+ z)

r
(4.9)

Young’s Modulus defines the relationship between strain and stress for a given material,

and therefore can be used in this case to solve for the stress in the substrate due to the film.

Subsequently, this stress definition can be used to define both the force and the torque in

the system, whose net total must be zero. Eqns. 4.10 show the stress, the force, and the

torque equations for the system.
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Figure 4.3: Diagram of the strain in the substrate due to the stress of a compressive film.
The horizontal arrows denote the force in the system.
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σ = Eε =
Es

r
(b+ z)

F = σdz =
Es

r
(b+ z)dz (4.10)

τ = Fz =
Es

r
(b+ z)zdz

The definitions of stress, force, and torque show that these values are defined by a given

plane of depth “z”, and that they are functions of depth. The solution to the stress equation

comes from the knowledge that a system in equilibrium has a net zero force and a net zero

torque. The net torque can be calculated by integrating the torque function over the system

depth, as shown in Eqn. 4.11. The equations can be simplified with the stipulation that the

thickness of the substrate is much greater than the thickness of the film (ts >> tf ). This

assumption that the film thickness is very small allows for the condition where there is no

torque contribution from the film, as it has no lever arm due to its very small thickness.

This is the condition that makes the Stoney Equation possible.

Στ =

∫ 0

−ts

Es

r
(b+ z)zdz = 0

= − b
2
t2s +

1

3
t3s = 0 (4.11)

The net torque equation, Eqn. 4.11, allows for the calculation of the location of the

neutral plane, which is key to calculating the stress and force from Eqn. 4.10. Using this

equation, it is a simple algebraic step to find that the location of the neutral plane is 2/3

the depth of the substrate (b = 2
3 ts).
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This is a notable conclusion in itself, as the location of the neutral plane is not dependent

on the magnitude of the stress in the thin film or on the relative thicknesses of the substrate

and film.

The next concept that Stoney utilizes to determine the stress in the thin film is Newton’s

Third Law. For this case, the force in the film must be balanced by the force in the substrate,

as the system is in equilibrium. Having solved for the position of the neutral plane, the

total force in the substrate can be calculated, as shown in Eqn. 4.12. It is noteworthy that

the determination of the total force only needs to consider the force in the substrate.

Fs =

∫ 0

−ts

Es

r
(b+ z)dz

=
1

6

Es

r
t2s (4.12)

Given that the force in the film is equal in magnitude (and opposite in direction) to the

total force within the substrate, the stress can be calculated from this equation, as shown

in Eqn. 4.13. The sign convention used for these equations defines compressive stress as

negative, and tensile stress as positive. Since the example that is worked in this paper,

shown in Figure 4.3 is that of a compressive film, a negative stress is consistent with the

sign convention.

σf = −1

6

Es

r

t2s
tf

(4.13)

There is one more piece of information to consider before the Stoney equation for stress

in thin films is completed. In his original paper, Stoney was considering the deposition of

63



nickel onto thin steel rules. In this context the length of the rule was nearly ten times as

long as the width. For this reason, Stoney considered only the dimensional change in a

single direction, and could therefore use the Young’s modulus in his stress equation [48].

For thin films on two-dimensional substrates, such as silicon or glass discs, a two-

dimensional shape change must be taken into account. In order to characterize the change

in width of the film in response to the change in length, the Poisson ratio can be used. It

is generally accepted that a Biaxial Modulus can be defined as in Eqn. 4.14 if the in-plane

stresses are equal in every direction [49]. This is a reasonable expectation for these thin

films, as we expect the stress to be in-plane and uniform over the film. Additionally, the

films in question in this report are amorphous, so should have equal stress distribution along

each of the in-plane axes.

E′ =
E

(1− ν)
(4.14)

Replacing the uniaxial Young’s Modulus in Eqn. 4.13 with the Biaxial Modulus in

Eqn. 4.14 so that the equation represents a two-dimensional film, the final version of the

Stoney’s Equation s shown in Eqn. 4.15.

σf = −1

6

t2s
tf

Es

r(1− νs)
(4.15)

This is the equation that is commonly used to relate the total stress in a film to the

bending curvature of the substrate. Notice that the stress is determined almost exclusively

from the substrate properties, and that the only film property that is considered is its
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thickness. Stoney’s Equation is the total stress in the system, which takes into account

both the intrinsic and the thermal components of stress.

4.3 Coefficient of Thermal Expansion (CTE) and Young’s Modulus (E) Calculations
from Thermal Stress

The effects of the thermal stress in the system can be isolated from the intrinsic stress

effects by recording the change in curvature versus temperature. It is assumed that intrinsic

stress is constant with temperature over the temperature range of interest (0-100◦C), as

the films are not expected to anneal. Therefore the change in curvature as a function of

temperature is a direct measurement of the thermal stress in the system.

Recall from Eqn. 4.7 that the thermal stress in the film is a function of both the CTE

and the Young’s modulus of the film and substrate materials. By isolating the effects of the

thermal stress alone, it is possible to solve directly for the CTE and the Young’s Modulus

of the film by combining Eqns. 4.7 and 4.15. This results is Eqn. 4.16, where ∆C is the

change in curvature with units of curvature-diopters (m−1). The ± indicates that opposites

trends will be measured if the curvature is measured from the film side versus the substrate

side. For this convention, measurements from the film-side use the positive sign, while

measurements from the substrate-side use the negative sign.

CTEf = CTEs ±
1

6

t2s
tf

Es(1− νf )

Ef (1− νs)
∆C

∆T
(4.16)

Assuming that the substrates are a well-characterized material, the values of the sub-

strate properties will be known. This results in two unknowns in the above equation:

the CTE of the film, and the Young’s Modulus of the film. Two ways in which these
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thermo-mechanical properties can be determined are explored in this work, in addition to

a discussion of the strengths and weaknesses of both methods.

The first method is to deposit the same film onto two substrates with different thermo-

mechanical properties. The curvature change with temperature will be different for each

substrate, allowing for two separate equations (one for each substrate) that can be used to

solve for both CTEf and Ef simultaneously [11, 50].

The second method is to measure the Young’s Modulus of the film by a different method,

and incorporate it into the above a equation as a known quantity. For this work, the direct

measurement of the Young’s Modulus was done using nano-indentation.

4.3.1 Calculation of CTE and Young’s Modulus using the Two-Substrate Method

For the Two-Substrate Method, the same film is grown on two different substrates with

different thermo-mechanical properties. Using Eqn. 4.16, an expression can be determined

for the calculation of the CTE of the films in terms of the film thicknesses and the substrate

parameters. This is shown in Eqns. 4.17.

CTEf = CTEs1 ±
1

6

t2s1
tf1

Es1(1− νf )

Ef (1− νs1)

∆C1

∆T

CTEf = CTEs2 ±
1

6

t2s2
tf2

Es2(1− νf )

Ef (1− νs2)

∆C2

∆T
(4.17)

This set of equations can be solved as analytic expressions for both the CTE and the

modulus of the film, as shown in Eqns. 4.18, where each film property is dependant on the

curvature change from both samples. The use of the factor Q is included only to simplify the
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CTE and Young’s Modulus equations, gathering together the constants, and highlighting

the measured quantities.

CTEf = CTEs1 ±
Q1 (CTEs1 − CTEs2)

(
∆C1

∆T

)

Q1

(
∆C1

∆T

)
−Q2

(
∆C2

∆T

)

Ef = ±(1− νf )

Q1

(
∆C1

∆T

)
−Q2

(
∆C2

∆T

)
CTEs1 − CTEs2

Q1 =
t2s1Es1

6tf1(1− νs1)

Q2 =
t2s2Es2

6tf2(1− νs2)
(4.18)

One of the strengths of this method is that both the CTE and Young’s Modulus can

be calculated from simple curvature measurements. This can be an easy way to measure

the Young’s Modulus of a thin film without the use of nano-indentation, which is often

expensive instrumentation.

The drawback, however, comes from the compounding of the uncertainties from two

measurements. As will be investigated thoroughly in a later section, data from the curvature

versus temperature slope is described by a linearly fit to measured data. Each of these fits

has some error. Both the CTE and the Young’s Modulus calculations here are then very

sensitive to any uncertainties in these fits.
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4.3.2 Calculation of CTE from Single-Substrate Method

The calculation of the film CTE from a single-substrate requires the knowledge of the

film modulus, which can be determined using nano-indentation. This is a reliable method

for determining the modulus of thin films, however the thinner the film, the more the

substrate properties will affect the measurement. After completing the nano-indentation

measurements, the measured modulus can be used in Eqn. 4.16 to find the film CTE.

The strength of this method is that only a single sample is needed in order to determine

both the CTE and the modulus of the film. This removes the need to deposit two identical

films. The drawback of this method is that nano-indentation is a destructive test, and can

be an expensive instrument to obtain and maintain.

4.3.3 Incorporation of Uncertainty from Two Measurement Sources

For both methods detailed above, it is important to be able to estimate the uncertainty

in the measurements. For the two-substrate method, the sources of the uncertainty that

are considered in this study come from the fits of the curvature versus temperature to

measured data points. Since both the calculated CTE and modulus depend on two slope

fits, it is imperative that both are taken into consideration in the calculations, and the total

uncertainty reported.

For the single-substrate method, the calculation of the CTE and the modulus depend

on a single fit for curvature versus temperature, but should also include uncertainty from

a series of nano-indentation measurements. As with the two-substrate method, the uncer-

tainty in the two measurements may be different magnitudes, and both must be taken into

account in order to report an accurate estimate of uncertainty.
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For this work, the method that is used to take into account uncertainty from two mea-

surement sources is as follows. First, a normal distribution is created for each measurement,

centered on the measured value, with a standard deviation equal to the standard deviation

of the measurement set (in the case of nano-indentation) or standard error in the fit (in

the case of the curvature versus temperature linear fits). Each of these distributions is

randomly sampled and that random number is used as an input into the calculation of the

CTE and the Young’s modulus. This results in a normal distribution of the CTE and a

normal distribution of the Young’s modulus, centered around the calculation which uses

the measured values, with a standard deviation equal to the uncertainty of the calculated

values. Therefore, the center of the normal distribution is the reported values, and the

standard deviation of the distribution is reported as the uncertainty.

In this way, uncertainties from multiple sources are incorporated into the calculations

of both the CTE and Young’s modulus, for both the single and two-substrate methods in

order to report most accurately the uncertainties in the measurements.
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CHAPTER V

MEASUREMENTS OF THIN FILM THERMO-MECHANICAL PROPERTIES

The coefficient of thermal expansion and the Young’s Modulus of the films were cal-

culated using two different methods. The two-substrate method utilizes the change in

curvature with temperature of the same film applied to two different substrate materials. It

became apparent that this technique was sensitive to measurement uncertainty. Therefore,

an additional technique was used in order to increase the measurement precision. This

technique utilized nano-indentation to determine the Young’s modulus of each of the films.

This measurement allowed for the calculation of the film CTE with a single thermal stress

measurement, increasing the precision. A discussion of these measurement instruments,

techniques, and results will be shown.

5.1 Thermal Stress Measurement Technique

As discussed in Section 4.3, the CTE and Young’s Modulus of a film can be determined

by measuring the substrate curvature, if the thermal stress can be isolated from the intrinsic

stress. One method to isolate the thermal stress effects is to measure the change in curvature

as a function of temperature. Here, it is assumed that the intrinsic stress in the film has

its origins in the deposition of the film, and is therefore temperature-invariant. This is a

reasonable assumption given that the source of this intrinsic stress is the atomic peening

effects during the sputter deposition of the film. Therefore, the total curvature measured at

any given temperature is the sum of the intrinsic and thermal stresses, however the change

in curvature as a function of temperature is a marker of the thermal stress only.
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5.1.1 Instrumentation

The system used to measure the curvature versus temperature is designed and custom-

built by Randy Hall of Conejo Valley Research, in collaboration with Bill Southwell of

Table Mountain Optics for this purpose. The instrument consists of three main parts: the

generation of parallel laser beams, the environmental chamber with sample holder, and the

camera capture of the reflected beams. The operating principle of the instrument is as

follows: parallel beams reflected off a curved mirror will deviate based on the curvature of

that mirror.

Two parallel beams are produced from a single HeNe (632nm) laser source operating

in the Gaussian mode. This is done through reflection from a thick optic which has been

coated with three unique interference filters, designed by Bill Southwell of Table Mountain

Optics and deposited by LohnStar Optics, Inc. The purpose of these coatings is to create

two, equal-intensity beams, traveling parallel paths, whose intensity is close to half of the

input laser intensity. The front of the optic is coated where half of the surface has a coating

designed for 50% reflection at the laser wavelength, while the other half of the surface is

coated with an anti-reflection (AR) coating. These two coatings were designed so that they

were deposited at the same time, with the first layers of the coating layers being the AR

coating, and the total coating creating the 50% reflection. The back surface of the thick

optic was coated with a 100% reflector interference filter. All three filters are designed

to be used at 45◦ incident angle. In summation, the dual-beam is created when 50% of

the laser is reflected upon interaction with that coating. The 50% of the beam that is

transmitted is reflected nearly 100% on the back surface of the optic. The thick optic

creates a displacement in the beam due which allows it to exit the optic through the side
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Figure 5.1: The custom-designed beam-splitter used to create the dual-beam for the thermal
stress measurements. Designs of the three applied interference coatings were done by Table
Mountain Optics, and the filters were grown by LohnStar Optics, Inc.

that is coated with an AR. These two beams travel in parallel, 5.4 mm apart. A picture of

this beam-splitter optic is shown in Figure 5.1.

After these parallel beams are generated, they are reflected off a turning “scraper”

mirror, and enter the environmental chamber through the optical port. The turning mirror

is referred to as a scraper mirror because the beams will be reflected at the top edge of

the mirror. Upon reflection from the sample, the system is aligned in such a way that the

reflected beams will pass just above the optic. This optic was used instead of a beam-

splitter, as the beam-splitter has more surfaces which cause multiple reflections which can

confound the data. The optical port in the chamber is a dual-pain window filled with

air. This allows for an optical probe to enter and exit the chamber while it maintains the

temperature setting.
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The environmental chamber is a Tenney Junior Environmental Test Chamber from

Thermal Product Solutions (TPS). This chamber has an interior size of 1.2 cubic feet, with

a temperature range of −68 to +180◦C. Inside the chamber is a mount which holds the test

sample or reference optical flat.

Images of the exterior and interior of the environmental chamber are shown in Figure 5.2.

In this image, the reference optical flat sits in the sample holder, and red arrows show how

the dual-beam enters the chamber. The two beams will be reflected from the sample, and

travel back along the same path in the opposite direction back out of the chamber. Shown

also is the fan which blows hot or cold air into the chamber during temperature set-point

changes. It was postulated during early testing that the effect of this fan blowing down onto

the substrate could cause it to change temperature much faster than the chamber interior,

introducing systematic noise. Therefore, an aluminum sheet was added which blocks the

direct airflow from the fan onto the substrate. Lastly, a thermocouple is attached to the

mounting fixture, to monitor the temperature of the mounting block.

The last part of the instrument is the capture of an image of the two laser spots. After

reflection off the sample, the two beams are directed back out of the chamber, through

the optical port. They pass above the “scraper” mirror and encounter a rotating screen,

which helps to eliminate the laser speckle. A camera is focused onto the plane of the rotating

screen. An exposure time of 1 second for the camera, coupled with a screen rotation speed of

120RPM allows for two full screen rotations during the camera exposure time, averaging out

the laser speckle in the image. An image of the exterior optics for the thermal measurements

are shown in Figure 5.3.
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Figure 5.2: Images of the exterior (left) and interior (right) of the environmental chamber.

Figure 5.3: An image of the exterior optics that are used in conjunction with the environ-
mental chamber to measure the thermal stress of the samples.
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The determination of the separation of the laser beams after reflection from the sample

is made by analyzing the raw image data from the camera. The image data from the camera

presents a distribution of pixel intensity. Since the laser is operating in the Gaussian mode,

and the laser speckle is removed by the rotating screen, the pixel intensity distribution is

remarkably Gaussian for both laser spots. A program designed Bill Southwell and written

by Joseph Peeples of Table Mountain Optics is used to analyze the camera data and find

the pixel location of the two spots. The reported data from this program is the pixel

separation of the two spots, and is accurate to sub-pixel resolution. The camera pixel size

is approximately 3 µm, so this method of measuring the separation of the two laser spots,

reflected off the substrate is very precise.

The pixel separation of the two laser spots on the camera focal plane can be converted

to a sample curvature by using the principles of the focal length of a curved mirror. The

pixel separation of the two beams, upon reflection off an optical flat is used as the reference

for zero sample curvature. This reference is taken before and after each measurement. The

pixel separation on the camera focal plane after reflection off the sample is then compared

to the separation from the optical flat. By knowing the distance from the sample plane

to the camera focus, the curvature of the sample can be characterized. The relationship

between the measured pixel separation and the curvature is described in Eqn. 5.1, where

the curvature calculated here has the units of m−1 or Curvature Diopters, and the variable

D is the distance (in meters) between the sample and the camera focal plane.

Cv =
1

2D

(
Sample Pixel Separation

Reference Flat Pixel Separation
− 1

)
(5.1)
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It should be noted that the substrate-film system may deviate somewhat from a perfect

sphere, which is the theoretical model that is being used to convert the spot separation

into substrate curvature. Any imperfections in the substrate may cause some small warping

which can result in a calculated spot separation which is dependent on the location on

the wafer. However, the thermal stress can still be obtained by probing a single spot and

observing the change in spot separation with temperature. This effect is dependent on

the differential thermo-mechanical properties of the substrate and the film, and will be

independent of the initial system curvature.

5.1.2 Temperature Cycling Profile

The temperature range that was measured for these samples was from 0-100◦C, using

the Tenney Environmental Chamber. A temperature cycling profile can be programmed

on the chamber, and a variety of different temperature profiles between the temperature

extremes were investigated.

The temperature profile that was originally used for these samples followed the profile

used for another program. It started at room temperature, increased to 100◦C in 25◦C

increments, decreased to 0◦C in 25◦C increments, and then returned to room temperature

in 25◦C increments. At each temperature set-point, the sample would soak for one hour,

resulting in a 9-hour test.

An example of the data collected during this 9 hour test is shown in Figure 5.4. The

raw data collected are the images from the camera, which record the two laser spots. These

are then processed, using the SpotFitter program from Table Mountain Optics to find the

spot separation by fitting the laser spots to Gaussian distributions. Plotted in blue on the

left axis in Figure 5.4 is the calculated spot separation from the camera images. During the
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Figure 5.4: Example of raw data for 9-Hr temperature cycling profile. Pixel separation
shown in blue, temperature set-point shown in orange, reference optical flat shown by the
dashed line.

test, the camera takes an image every six minutes, and the timer on the camera is synced

with the timer on the environmental chamber to within a few seconds. This gives 10 data

points every hour, and results in 10 data points for every set-point temperature.

Since it will take the environmental chamber and the sample some time to stabilize in

temperature, not all 10 data points are utilized for each set-point temperature. Instead, the

last 5 data points (30 minutes) are averaged in order to obtain the sample curvature at a

given temperature. For this to be high-quality data, the curvature of the sample needs to

be stable over at least a 30 minute period.

Scrutinizing the spot separation data in Figure 5.4, it is evident that this stable curvature

criteria has not been met. However, due to the shape of the curves toward the end of each

temperature set-point, it appears as if the curvature is about to reach a stable range. In

response to this hypothesis, the temperature profile was extended to a 2-hour soak for each

temperature set-point.
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Figure 5.5: Example of raw data for 10.5Hr temperature cycling profile. Pixel separation
shown in blue, temperature set-point shown in orange, reference optical flat shown by the
dashed line.

Due to the allotted time available for use of the instrument, the temperature cycling

profile was kept to under 12 hours so that two samples could be measured in one day. With

this limitation, the temperature cycling profile was modified to a 10.5 hour test, shown in

Figure 5.5.

For the 10.5 hour test, the sample is held at room temperature for 1Hr, followed by 2 hour

at temperatures 50◦C, 100◦C, 50◦C again, 0◦C, followed by 1.5 hour at room temperature.

As shown in Figure 5.5, the longer soak time resulted in a stabilization of sample curvature.

Based on the sharp change in curvature at the beginning of a temperature set-point

change in the 9Hr test, it was hypothesized that the fan inside the chamber, which blows

directly down onto the sample (as shown in Figure 5.2), was affecting the temperature

change and stabilization of the sample. In addition to the change to the 10.5Hr test, an

aluminum sheet was placed below the fan to block some of the direct airflow from the fan

onto the sample (shown in Figure 5.2). The two modifications combined show a region of

stable curvature for each temperature set-point.
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Figure 5.5 shows the pixel separation data for a single sample: SiO2 on a GaAs substrate.

This same data collection was done for all 14 samples, using the 10.5 hour temperature

cycling test. The reference optical flat was measured at the beginning and end of each data

set.

5.1.3 Thermal Stress Calculation from Measured Data

In order to convert the collected pixel separation data into a thermal stress curve, the

last five data points from the temperature set-point (the data from the last 30 minutes

of the soak) are averaged to calculated a pixel separation/curvature at that temperature.

It is then possible to plot both pixel separation and sample curvature as a function of

temperature, as shown in Figure 5.6 for SiO2 on a GaAs substrate.

Plotting both the pixel separation and the curvature calculations are useful for different

reasons. Plots of the pixel separation versus temperature give an idea of how close the

collected data is to the noise floor of the instrument, while curvature versus temperature

data gives a more tangible metric.

For Figure 5.6, the top graph shows the pixel separation versus temperature. The range

of the graph’s y-axis for this plot is only 10 pixels, which indicates that this measurement

could be influenced easily by noise as the measurement range is small. It is likely the

variation in this graph is not a hysteresis effect, but mostly influenced by instrument noise,

given the small pixel range.

The bottom graph shows curvature versus temperature. Here intuition can be gleaned

from the data, as curvature can be compared directly to other tangible metrics. It is worthy

of note here that all of the measured curvatures are negative, indicating that the film is in
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Figure 5.6: Thermal stress fits from measured data of SiO2 on GaAs substrate. Top graph
uses collected data and displays pixel separation versus temperature. Bottom graph converts
the pixel separation into calculated curvature versus temperature.
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compression for all measured temperatures. Additionally, the magnitude of the curvature

is very small.

Curvature, when reported in Curvature Diopters (1/m) can be used to gain intuition

about the system. For instance, curvature diopters and power diopters are conceptually

related. Curvature diopters indicate the curvature of a mirror, which will have a focal point

at half the radius of curvature, leading to a direct relationship between the surface curvature

and the magnification power. Optometrists will typically prescribe lenses to patients in steps

of 0.25 power diopters. Those who wear prescription eye-wear will have a sense that the

magnitude of 0.25 power diopters is small, and may be able to imagine the curvature of

a surface that would give that focal length. In Figure 5.6, the maximum curvature of the

sample is -0.005 curvature diopters, indicating that the sample is very flat. For the data

analysis, the pixel separation data will be used as it is the quantity that is measured, and

can be directly investigated for sources of noise or uncertainty. The accompanying curvature

plots are a reference to give a sense of scale to the reader.

Another observation from this data is that the slope of the best-fit line is negative.

This indicates that the curvature becomes more concave with increasing temperature. As

demonstrated in Figure 4.2, when the substrate expands more than the film with increasing

temperature, the sample (measured from the film side) will become increasingly concave.

This is consistent with predictions of the system shown in Figure 5.6, as the CTE of bulk

Fused Silica is 0.55 ppm/◦C [51], and the CTE of GaAs is 5.73 ppm/◦C [52].

A last key observation from Figure 5.6 is that the R2 value is low (0.4486), indicating

that the quality of the fit is in question. Since the fit of this curve is used, and it has been

shown in Section 4.3.1 that the calculation of CTE and Young’s Modulus are sensitive to
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the slope and its errors, it is important to fully characterize the uncertainty in the slope fit

for each thermal stress measurement set.

These data were analyzed in Microsoft Excel, which can report a linear best-fit slope,

along with its standard error, given any set of data. The reported standard error is used in

order to characterize the uncertainty of the linear fit. For the sample shown in Figure 5.6,

the reported standard error in the slope of the pixel separation versus temperature is 0.0268,

leading to a calculated slope of −0.0484± 0.0268. This is a high uncertainty, and must be

further explored to determine if this is anomalous data or holds some further information

about the samples and the measurement system.

These same measurements and analyses were completed for all 14 samples. These mea-

sured slopes and their associated errors are plotted in Figure 5.7, and shown in table format

in Table 5.1.

These data are worthy of some discussion. Figure 5.7 shows all of the pertinent infor-

mation on the linear fits for the slopes of pixel separation versus temperature. On the left is

the data for the films on Si substrates, on the right is the data for films on GaAs substrates.

The top line shows each point as the best-fit slope, and the error bars are the values for

the standard error in the slope. A linear trend-line has been superimposed on the graph to

underscore the trends in the data. The bottom line shows the associated R2 value for each

data point.

Focusing first on the films on silicon substrates, shown on the left side of Figure 5.7,

there is a trend of decreasing slope with increasing SiO2 content, which crosses the x-axis

with zero slope at some composition around 55% SiO2. This finding is consistent with the

current understanding of the material system. The CTE of single-crystal Si substrates is
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Figure 5.7: The measured slopes and their associated errors plotted as a function of %SiO2
film composition. The top two plots show the measured slope, error bars demonstrating
the standard error. On the left are the films on Si substrates, on the right are the films on
GaAs substrates. The bottom two plots show the R2 values of the linear best-fit slopes.

Table 5.1: The best-fit slope for thermal stress measurements, its error and its R2 values
for each measured sample.

Si Substrates

Target Powers Slope (Pixels/◦C) Slope Error (Pixels/◦C) R2

0WTa, 200WSi -0.0352 0.0164 0.5371
30WTa, 200WSi -0.0343 0.0311 0.2327
50WTa, 200WSi 0.0098 0.0175 0.0733
65WTa, 200WSi 0.0023 0.0110 0.0108
80WTa, 200WSi -0.0043 0.0192 0.0121
95WTa, 200WSi 0.0303 0.0136 0.5553
95WTa, 0WSi 0.0496 0.0307 0.3943

GaAs Substrates

Target Powers Slope (Pixels/◦C) Slope Error (Pixels/◦C) R2

0WTa, 200WSi -0.0484 0.0268 0.4486
30WTa, 200WSi -0.0786 0.0342 0.5684
50WTa, 200WSi -0.0571 0.0202 0.6671
65WTa, 200WSi -0.0332 0.0336 0.1958
80WTa, 200WSi -0.0576 0.0287 0.5012
95WTa, 200WSi -0.0160 0.0119 0.3116
95WTa, 0WSi -0.0147 0.0298 0.0574
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reported to be 2.6 ppm/◦C [53, 54], the CTE of Fused Silica is reported to be 0.55 ppm/◦C

[51], and the CTE of Ta2O5 is reported to be between 4.4-6.8 ppm/◦C [11, 55]. Recall from

Figure 4.2 that when the CTE of the substrate is larger than the CTE of the film, the film

will bend more concave with increasing temperature when measured from the film side.

With the curvature sign-convention used in this study, a negative slope is consistent with

a system where the substrate CTE is greater than the film CTE. Therefore, the slopes of

the films with higher SiO2 composition indicate that the film CTE is less than that of the

substrate (2.6 ppm/◦C), while those films with higher Ta2O5 contents indicate that the film

CTE is higher than the substrate. There will then be some film composition at which the

CTE of the substrate and the film match exactly resulting in no change in curvature with

temperature. Another observation from this data set is that the R2 values for the slope

values which are close to zero are also very small, reinforcing the idea that the best-fit slope

is nearly zero and fitting to noise.

Shifting focus to the films grown on GaAs substrates, a similar analysis can be done. The

reported CTE of GaAs is 5.73 ppm/◦C [52]. Since all of the best-fit slopes are negative, this

indicates that all of the film compositions have a CTE smaller than that of the substrate,

which is consistent with the understanding of the properties of the single-material films.

A similar observation regarding the R2 values for the films on GaAs substrates can be

made. The R2 value decreases as the best-fit slope decreases.

Lastly, it is important to note that the standard errors for these slopes are quite large,

given that the calculations for CTE and Young’s Modulus are sensitive to these values.

It is valuable information from the measurements of these samples that the trends in the
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best-fit slopes are consistent with intuition about these film-substrate systems. However,

an exploration of the source of these uncertainties will be further discussed.

5.1.4 Evaluation of Instrument Noise

One exploration that was done in response to the high uncertainty in the best-fit slope

data is to evaluate the noise level of the instrument. The definition of noise for this ap-

plication will be the variation in measured spot separation from reflection off the reference

optical flat. Other factors such as variation in temperature across the sample, or drift in the

instrument over time can also contribute to added uncertainty in the measurements, but

may be accounted for and corrected through modification of the data collection protocols

or through data-analysis techniques. The variation in the measurement of the optical flat

is indicative of the base-level noise in the system.

In order to characterize this noise threshold, the optical flat was placed in the sample

holder and the spot separation was measured 25 times at room temperature, removing and

replacing the optical flat between each measurement. The measured spot separation of these

two beams, reflected from the optical flat had a variation of 1.9 pixels. This translates into

a sensitivity in curvature of 0.0013 Curvature Diopters (1/m), which is a high instrument

sensitivity.

This noise threshold only comes into play when attempting to measure curvatures and

slopes that are close to zero. As shown in Figure 5.8, a slope that is 0.038 pixels/◦C will be

indistinguishable from a slope of zero for a temperature range of 100◦C.

With this in mind, an analysis of the data presented in Table 5.1 can be done to de-

termine if the measured slopes are larger than this noise threshold. This analysis is shown
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Figure 5.8: A diagram of the range of acceptable reported slopes with a variation of 1.9
pixels of noise.

in Figure 5.9, demonstrating that almost all of the measured points (or their uncertainty

bars) fall within this instrument noise range.

It is worth reiterating at this point that the instrument noise is in fact, very low, with

a sensitivity of 0.0013 Curvature Diopters (1/m). However, the curvature change with

temperature for these samples is also very small, leading to the conclusion that the effect

must be enhanced for future samples in order to calculate the thermo-mechanical properties

of these films with high precision. An exploration of how this can be achieved will be

explored through an instrument sensitivity analysis.

5.2 Sensitivity Analysis: Methods to Increase the Signal-to-Noise Ratio

The noise level of the instrument has been fully characterized, and determined to be

low. However, the signal from the thermal stress measurements of these samples is low

enough that most of the measurements fall at or below the noise threshold. This explains

the high-uncertainty in the measured values of the slope for curvature as a function of

temperature. For follow-on studies which use these measurement techniques, it will be
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Figure 5.9: The measured slopes and their associated errors, shown in conjunction with the
calculated instrument noise threshold, shown as the dashed lines.

useful to understand the factors that contribute to the measured slope, and the sensitivity

of the measurements to those factors. This will build the tools for future experiments to

be designed with the instrument limitations in mind, and be designed according to the

principles discussed in this work.

The limitation in the sensitivity of the thermal stress measurement instrument comes

from the spread in measurements of spot separation from repeated measurements of the

same sample. As discussed above, this case was done for an optical flat, demonstrating

the noise threshold of the instrument. This limitation comes from an analysis of the pixel

separation of the two spots on the camera focal plane array. Therefore, it can be useful to

describe the thermal stress calculation in terms of the pixel separation. This is a straight-

forward calculation by combining Eqns. 4.16 and 5.1 to express the factors which affect the

pixel separation. The resultant is Eqn. 5.2, where p is the sample pixel separation, D is the
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distance between the sample and the focal plane, ref is the reference flat pixel separation,

and E′ refers to the biaxial modulus.

∆p = ±12D(ref)(CTEs − CTEf )

(
E′f
E′s

)(
tf
t2s

)
∆T (5.2)

This makes it possible to see the factors that will increase the signal-to-noise ratio for

future experiments that will use the same instrument. With the limit in the sensitivity

being the variation is pixel separation, there are a variety of options that can be made to

increase the signal to be well above that threshold of 3.8 pixels for measurements of thermal

stress.

From Eqn. 5.2, it is a straight-forward argument that decreasing the substrate thickness

will most accentuate the change in curvature for a given material system, as this is the

only term that is squared in the expression. Additionally, there are other methods which

will increase the signal (∆p): increasing the film thickness, increasing the measurement

temperature range, and changing the substrate material to maximize the difference in CTE

and the biaxial modulus ratio.

There are a number of different ways in which to analyze this sensitivity. For the

purposes of being the most practical for this research group, what follows will be an in-

depth discussion of determination of the best film thickness to grow, given the substrates

available. It would be straightforward also to analyze instead, the thickness or material

choice of the substrate if a specific film thickness was desired. However, there are a variety

of practical purposes which might make variation of the substrate material and thickness

challenging, cost and availability being some of the most likely, whereas there exists the

capability to grown films of different thicknesses.
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Figure 5.10: Plots for the “Rule of Mixtures” model for the Young’s Modulus of the com-
posite thin films, and the “Hall CTE Model” for the CTE of the composite thin films.

Using Eqn. 5.2, it is straightforward to plot the film thicknesses needed in order to

measure a pixel separation slope that is at the noise threshold of the instrument. This can

be done to compare the film thicknesses grown for this project with the film thicknesses

that can be grown in the future to measure this effect with more precision.

In order to determine the film thickness required to be at the noise threshold of the

instrument for these mixed-oxide films, a model must be applied to estimate both the CTE

and the Young’s modulus of the films. It is not required to know these values precisely in

advance, however it is helpful to have an estimate which will guide a choice of film thickness.

There is a commonly accepted model for the estimation of the Young’s Modulus of

composite materials known as the “Rule of Mixtures” [56]. This model states that the

modulus of a composite can be approximated as the volume-fraction-weighted sum of the

two constituent materials. This is written explicitly in Eqn. 5.3, where Ecomp is the modulus
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of the composite material, Ea,b is the modulus of the constituent materials, and Va,b is the

volume fractions of the constituent materials such that Va + Vb = 1.

Ecomp = VaEa + VbEb (5.3)

At the point of this publication, it is the belief of the author that there exists no

model published in the open literature which can be applied for estimation of the CTE of

a composite thin film. However, Randy Hall of Conejo Valley Research has developed a

model which has shown to be effective at estimating the effective CTE of multi-layer thin

film stacks based on an adjusted, weighted volume fraction equation [6]. This model will be

applied in this work as a way to estimate the CTE of composite mixed-oxide thin films, and

will be referred to as the “Hall CTE Model”. This model is expressed in Eqn. 5.4, where

CTEcomp is the CTE of the composite material, and CTEa,b is the CTE of the constituent

materials.

CTEcomp =
VaCTEaEa + VbCTEbEb

(VaEa + VbEb)
(5.4)

The “Rule of Mixtures” can be applied to the estimate the Young’s Modulus of the

composite thin films, and the “Hall CTE Model” can be applied to estimate the CTE of

the composite thin films. These two models applied to the SiO2-Ta2O5 composite thin films

grown for this study is shown in Figure 5.10. Notice that the “Rule of Mixtures” Model

predicts a linear function for the Young’s Modulus as a function of composition, where the

“Hall CTE Model” predicts that the CTE of the composite films will vary non-linearly with

composition.
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Using these two models, in conjunction with the known properties and thicknesses of

the two substrates (Si and GaAs), the required film thicknesses can be plotted for each film

composition. This estimate for sets of films on 270um thick Si substrates and 315um thick

GaAs substrates is shown in Figure 5.11.

This figure contains come valuable insights into both the instrument system and the

theory of thermal stress. First, the blue curves in the figure indicate the film thicknesses

that would be required in order for the measured curvature to be equal to the noise threshold

of the instrument, given the substrate material and properties indicated in the graph title.

These thicknesses are plotted versus the composition of the film, with pure Ta2O5 on the

left and pure SiO2 on the right. As mentioned previously, the required film thicknesses can

be decreased if deposited onto thinner substrates.

The orange curves indicate the difference between the CTE of the substrate and that

of the film, predicted by the Hall CTE Model. As anticipated from the best-fit slope data

shown in Figure 5.7, there is a composition which will match the CTE of the Si substrate

exactly. The location of this match, which appears as the minimum in Figure 5.11 is

determined by the CTE’s of the two endpoint materials. Notice that as the CTE contrast

approaches zero, the required film thickness approaches infinity. This simply indicates that

if there is no CTE contrast, there will be no bending of the substrate with temperature. This

means that there will be no thickness of film which will achieve a bending with temperature

that exceeds the noise of the instrument, as the composition approaches that contrast

minimum. In practice, if the bending of the substrate with temperature is in the noise of

the instrument, the user has increasing confidence that the CTE contrast is small as the

film thickness increases. Put another way, a thick film which shows very little change in
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Figure 5.11: Required film thickness to be equal to the noise threshold of the instrument,
for SiO2-Ta2O5 composite films on 270um thick Si substrates (above), and 315um thick
GaAs substrate (below). The orange line indicates the CTE contrast between the film and
the substrate. The grey dots indicate the fabricated film thicknesses for this study.
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curvature with temperature is likely indicating that the CTE of the film matches that of

the substrate, creating an “athermal” coating.

Lastly, the grey dots in Figure 5.11 indicate the film thicknesses that were fabricated.

Notice that each of the film thicknesses are below the estimated required threshold. This

observation is consistent with the findings from Figure 5.9 which indicates that measured

slopes are below the noise threshold of the instrument.

It is worth pausing here to compare this model against measurements made under other

programs in order to give this model some validity.

5.2.1 Evidence in Support of the Sensitivity Model

The thermal stress measurement instrument described in this work was designed and

built by Conejo Valley Research in support of an effort for the Air Force Research Labo-

ratory, which was completed and documented in [6]. The instrument proved, with great

success, its ability to measure the thermal stress in thin films similar to the ones fabri-

cated under this study. This is part of the reason why the instrument was chosen for the

measurement of the films for this study.

However, a great deal of the films measured during the course of this contract were

thicker than the films fabricated for this study. With the proposal of this sensitivity model

as an explanation for the high uncertainty in the measurements of the films fabricated for

this study, it is useful to compare the uncertainty from measurements of thicker SiO2 and

Ta2O5 films, measured using this same instrument.

The hypothesis postulated in this work is that there is an instrument noise threshold in

the range of 0.038 pixels/◦C for the instrument measurement of curvature versus tempera-
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Figure 5.12: Plots of Best-fit slopes and associated error for SiO2 and Ta2O5 films of different
thicknesses grown under both this program as well as [6].

ture. This slope is influenced, in part by the CTE contrast between the film and substrate,

and also influenced by the ratio of film thickness to substrate thickness, and the ratio of

the film and substrate moduli.

Using measurements of SiO2 and Ta2O5 films from this program [6], it is possible to

compare films of different thicknesses (on Si substrates of roughly the same thickness as

were used during this work). This can allow for an evaluation of the measured slope and

its error to see how the error changes as a function of measured slope, and how the slope

changes as a function of film thickness. This analysis is shown in Figure 5.12, and also

includes the data points from films grown during this study.

Figure 5.12 shows the best-fit slope from the curvature versus temperature data, where

the error bars on each data point represent the reported standard error of the slope. These

data are plotted as a function of film thickness. This is then compared to the calculated

noise threshold of the instrument, shown as a horizontal dashed line. Notice that all of

the slopes are a negative value, meaning that slopes which have larger magnitude than the

noise threshold are below the line.
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The plots for the SiO2 films show a very small change in the best-fit slope with thickness.

For this material, there are only two points which measure a slope greater than the noise

threshold, even for film thicknesses out to 1200nm. These two factors may indicate that the

CTE contrast between the film and substrate may be less than what is estimated for the

films made in this study. However, notice that the errors for the measurements with slopes

greater than the noise threshold are significantly lower than those below this threshold.

The plots for the Ta2O5 films show a large variation in slope with film thickness, where

the slope with temperature is just above the threshold for the thinner film fabricated in this

study. As predicted in Figure 5.11, the Ta2O5 film on Si substrate is nearly thick enough

to provide a force on the substrate with temperature to measure a slope above the noise

threshold. Figure 5.12 confirms that the film is indeed just at this threshold. The other

three thicknesses of Ta2O5 films provide a much larger slope, and indeed indicate a smaller

error with slopes of increasing magnitude.

These two plots indicate that the model proposed in this paper is reasonable, and that

the calculated instrument noise threshold is a reasonable estimate of the instrument noise.

5.3 Two-Substrate Method: Calculation of CTE & Young’s Modulus

The measurements of curvature versus temperature discussed in Section 5.1.3 can be

used, along with their associated uncertainties to calculate the CTE and Young’s Modulus

simultaneously using the Two-Substrate method described in Section 4.3.1, where Eqn. 4.18

outlines the manner in which the curvature versus temperature data from the measurements

of the two films affects the calculation of both the CTE and the Young’s Modulus.
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Figure 5.13: A histogram of he 2000 generated random numbers, with normal distribution
centered around the best-fit slope, with a standard deviation equal to the standard error in
the fit. The dashed lines represent a normal distribution with the properties outlined.

For this two-substrate method, there are two sources of measurement uncertainty which

must be considered here. Each best-fit slope will together contribute to the uncertainty of

the calculated values of the CTE and Young’s Modulus. The general outline of how this is

done is described in Section 4.3.3, however in this section an example of the process will be

outlined, using the Ta2O5 films on GaAs and Si substrates.

The uncertainty from two measurements sources is incorporated into the calculations

through the use of a random number generator. A random number is generated for each

slope, where the generation is weighted by a normal distribution centered around the mea-

sured best-fit slope and with a standard deviation equal to the standard error of the slope

fit. An example of this is shown in the form of histograms in Figure 5.13 where 2000 itera-

tions were generated. This figure demonstrates the frequency at which each random number

is generated, showing agreement with the normal distribution function. This weighted ran-

dom number generator can be used to generate inputs for the values of the curvature versus

temperature slopes.
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Using this weighted random number generator for each slope input into Eqn. 4.18,

the CTE and Young’s modulus can then be evaluated 2000 times to form a distribution of

calculated results. This normal distribution for the CTE and modulus each have an average

and a standard deviation. The average of these distributions is reported as the calculated

CTE, while the standard deviation of this distribution is reported as the uncertainty in the

calculation.

The results of these calculations are shown in Figure 5.14, where the upper plot shows

the results of these calculations at full scale to show the extent of the error bars, while the

lower plot reduces the bounds to highlight the calculated values in the area of interest. Each

data point represents the calculated average of the distribution of 2000 CTE calculations

using the random number generator described above. The error bars represent the width

of the distribution in the 2000 calculated values of the CTE.

While some of the uncertainty in these calculations using the two-substrate method

can be orders of magnitude different, as shown in the upper graph in Figure 5.14, the

lower graph demonstrates that the uncertainty in the calculations exceed the sensitivity

needed to distinguish the effect that is being measured. This demonstrates one of the

weaknesses of this two-substrate method: that any uncertainty present in the measurements

is expounded in the calculation due to the necessity of incorporating two uncertainties in a

single calculation.

The bottom line here is that the film thicknesses are too small to induce curvature

change in the substrate which exceeds the instrument noise threshold. For these samples,

in order to tease out any quality CTE information from these thermal stress measurements,

it is imperative to reduce the uncertainty in the measurements. This can still be done with

97



Figure 5.14: Calculated CTE vs. film composition using the two-substrate method. The top
graph and the bottom graph hold the same data, but have different y-axis scales to highlight
the uncertainty (top) and the calculated values (bottom). The dashed line represents the
Hall CTE Model.
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Figure 5.15: Calculated Young’s Modulus using the Two-Substrate method.

the equipment available, using the same samples that were fabricated for this study. The

improvement here is to measure the Young’s Modulus directly, and to calculate the film

CTE using the Single-substrate method. For these direct Young’s Modulus measurements,

the uncertainties are much lower, meaning that the total uncertainty in the calculated values

will be lower.

The two-substrate method allows for the simultaneous calculation of the CTE and

Young’s Modulus from the same measurements. The Young’s Modulus calculations are

also done using Eqn. 4.18. Similarly to the CTE calculations, this uses as inputs for the

curvature versus temperature, the same random number generator described above. Again,

2000 iterations of the modulus are calculated, the average of which is reported as the cal-

culated modulus and the standard deviation of which is reported as the uncertainty in the

measurement. These calculated data are shown in Figure 5.15.
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It is noteworthy that the uncertainty in the Young’s Modulus values are significantly

lower than the uncertainty for the CTE calculations. While still high uncertainty, a trend

can be observed, demonstrating a decreasing modulus with increasing SiO2 composition.

This trend is consistent with the expectations for these materials. The “Rule of Mixtures”

model is plotted against the calculated data in Figure 5.15, which lies below all of the

calculated data points, however almost all of the uncertainty bars from the calculated

Modulus values fall in line with the model. This indicates that the anticipated values

of the modulus endpoints are lower than the values predicted by these calculations.

In order to decrease the uncertainty in these calculations, the Young’s modulus can be

measured directly through nano-indentation. A discussion of this technique, along with a

presentation of the measurements of these samples and the reduction in uncertainty in the

CTE calculations is discussed in the following sections.

5.4 Young’s Modulus Measurement Technique

The Young’s Modulus, also known as the elastic modulus is the ratio of stress to strain

for a material. In essence, it is a measure of how easily a material will change in size, given

an applied pressure. Low values of Young’s Modulus indicate an elastic material, meaning

that the material has a large change in size for a given applied pressure. High values of

Young’s Modulus indicate an inelastic material, meaning that the material changes in size

only very little given an applied pressure.

For bulk materials, this relationship is often measured using a Universal Testing Ma-

chine, where a rod of the material is fixed at two ends and pressure is applied to the rod

by pulling one end of the material away from the other, elongating the rod. The elongation
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Figure 5.16: A diagram of the nano-indentation process, along with a description of the
Berkovich tip [7].

length, along with the applied force and cross-sectional are of the rod together give a direct

measure of the Young’s Modulus.

For thin film materials, it can be expected that the material properties can diverge from

the bulk material properties, based on the growth method (film structure and density).

Therefore, a different method must be employed in order to measure the Young’s Modulus

of thin film materials. This method is known as nano-indentation.
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Nano-indentation is a method in which a small indenter tip is used to locally deform

the exterior layer of the material. For this work, the Berkovich tip was used, and is shown

in Figure 5.16. This tip is slowly forced into the material, while the applied force and the

penetration depth are monitored. The cross-sectional area of the indenter can be calcu-

lated using the geometry of the tip, leading to a direct measure of the material’s response

to the applied pressure. The measured quantities are the load on the indenter, and the

displacement of the indenter, which can be used to calculate the Young’s Modulus of the

film.

It is important to note that for measurements of thin films, the material properties of

the substrate will play a role in the response of the nano-indentation instrument. However,

the properties of the substrate can also be measured, and included in the model used by

the instrument to calculate the correct properties of the film.

The nano-indentation instrument used in this study was the iNano nano-indenter from

NanoMechanics Inc, now part of KLA-Tencor Corporation [57]. This instrument is designed

for measurement of thin films, and has the capability to provide 50mN of loading force, with

50um indentation depth. The system is also designed with an integrated microscope so that

any imperfections in the surface quality of the film can be identified and the points at which

the nano-indenter measures can be chosen based on feedback about the local surface quality.

An image of this instrument is shown in Figure 5.17, with the exterior of the instrument

shown on the left, and the interior of the instrument shown on the right, where two samples

have been loaded for measurement.

Each thin film measurement protocol collected data from 16 measurement sites, and

reported the average and the standard deviation of these measurements. The measurement
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Figure 5.17: Images of the iNano instrument exterior (left) and interior (right).

depth is equal to half of the film thickness. The Young’s Modulus of the substrate materials

were also measured directly, and incorporated into the thin film model in order to report

the most accurate information about the properties of the thin films.

Nano-indentation data from each film was collected using the iNano instrument, and the

Young’s Modulus is reported as a function of film composition in Figure 5.18, and shown

also in Table 5.2.

One observation about these data from the nano-indentation is that they all fall closely

along the model of the Rule of Mixtures for composite materials whose endpoints are the

average of the two film measurements of SiO2 and Ta2O5. These data also have uncertainties

which are between 8 and 30 times smaller than the uncertainties calculated in the two-

substrate method, which will be useful in reducing the uncertainty in the calculations of

the film CTE.
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Figure 5.18: Young’s Modulus determined using nano-indentation as a function of film
composition. The dashed line indicates the “Rule of Mixtures” model.

Table 5.2: Measured Young’s Modulus, using the iNano nanoindenter, for both Si sub-
strates and GaAs substrates, as compared to the calculated modulus using the two-substrate
method. All values are reported in GPa unless otherwise stated.

Si Subs: iNano GaAs Subs: iNano Two-Substrate Method

Target Powers Modulus Stdev Modulus Stdev Modulus Stdev

0WTa, 200WSi 39.03 2.08 42.09 3.38 46.17 64.28
30WTa, 200WSi 57.47 4.21 55.39 3.91 72.59 106.76
50WTa, 200WSi 68.80 7.80 65.29 6.76 170.82 73.20
65WTa, 200WSi 75.45 6.64 72.14 4.64 84.79 88.63
80WTa, 200WSi 80.43 4.63 79.93 5.54 143.39 84.12
95WTa, 200WSi 89.79 8.11 83.50 6.92 121.24 120.04
95WTa, 0WSi 114.53 13.50 105.98 13.88 206.07 120.04
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The measurements of the Young’s Modulus for the SiO2 films can also be compared

to the reported value of the modulus for Fused Silica, which is 71.2-74.8 GPa [51]. These

measurements can also be compared to other papers which report the modulus of SiO2,

one of which reportedly found the modulus of their SiO2 films, grown using dual-ion beam

sputtering were 91 GPa [11]. The nano-indentation measurements show that the modulus

of these SiO2 films are closer to 40 GPa, indicating more elastic films.

Similarly, the modulus found using nano-indentation of Ta2O5 films can be compared

to the calculated in [11], which were reported to be 137-8 GPa. These values are also larger

than the measured values for the Ta2O5 films fabricated for this study: 106-114 GPa.

As discussed in [11], it is expected that the micro-structure of the film can play a role

in the mechanical properties of the thin film. It is expected that the thin film material can

have mechanical properties which vary from the bulk material properties, and which can

vary based on deposition conditions. This is even indicated as a motivation in the paper to

develop methods, used in this work, to characterize the mechanical properties of the thin

films. The deposition conditions for the films fabricated under this effort and those made

for the referenced paper are different. The result being that the films fabricated under this

effort are more elastic.

There are many discussions in the literature about tailoring of the deposition condi-

tions to achieve different intrinsic stresses, however tailoring of the deposition conditions to

achieve films of specific elasticity could also be used to tailor the thermal stress in the thin

film system. Films which are more elastic are able to withstand a greater stress without

damage or fracture, which could be used to create more durable systems.
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Figure 5.19: The measured Hardness of the films, along with their reported uncertainty,
using nano-indentation. The models compare the data with a linear mixing model and a
modulus-weighted model.

In addition to the modulus calculations, the iNano instrument also reports film material

hardness, which will be reported here for each fabricated film. Hardness is the ability of

the material to resist deformation, which can be reported in the units of pressure (GPa).

The measurements of the hardness for each film is shown in Figure 5.19 and reported in

Table 5.3.

The first observation that comes from these measurements is that Ta2O5-rich films

exhibit larger hardness values than SiO2-rich films. Additionally, the manner in which

the hardness changes as a function of composition does not appear to be a simple linear

combination.
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Table 5.3: Measured Hardness, using the iNano nanoindenter, for both Si substrates and
GaAs substrates.

Si Substrates: iNano GaAs Substrates: iNano

Target Powers Hardness (GPa) Stdev (GPa) Hardness (GPa) Stdev (GPa)

0WTa, 200WSi 4.60 0.29 5.10 0.37
30WTa, 200WSi 5.88 0.35 5.66 0.37
50WTa, 200WSi 6.29 0.33 5.99 0.44
65WTa, 200WSi 6.20 0.35 6.04 0.37
80WTa, 200WSi 6.34 0.23 6.16 0.27
95WTa, 200WSi 6.58 0.38 6.20 0.21
95WTa, 0WSi 6.88 0.26 6.94 0.26

In Figure 5.19, two models are posed which demonstrate possible ways in which the

hardness of the co-sputtered films might vary with composition. The first is a simple linear

combination model, which predicts that the hardness of the composite material is equal to

the hardness of the two constituent materials, weighted by their volume fractions. This uses

the same principle as the “Rule of Mixtures” model used for the Young’s Modulus of the

composite materials.

The second model for the hardness of the co-sputtered films as a function of composition

follows the principles of the Hall CTE model [6], where the Hardness values are weighted

by the Young’s Modulus of the film. This is a plausible model for the hardness of the

composite materials, as the resistance to deformation (hardness) and the elasticity (extent

of deformation with applied load) are related quantities.

Lastly, the measurements of the hardness of the SiO2 films and the Ta2O5 films can

be compared to other measurements. The reported hardness of Fused Silica ranges from

4.5-5.0GPa [51], while [50] reports that the hardness of their SiO2 films are closer to 9.5GPa.

This article also reports a measured hardness for Ta2O5 of about 7.0GPa. Interestingly, the
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measurements of the films fabricated under these efforts match very closely the values of

the Ta2O5 made in [50], but the films of SiO2 align more closely with the hardness of Fused

Silica.

The finding that the hardness of the composite oxide thin films varies are the Modulus-

weighted average of the constituent materials provides a valuable finding for the tailoring

of the mechanical properties of thin film coatings. Additionally, the deposition of films

which match the hardness of bulk fused silica and other reported Ta2O5 film, while having

a smaller Young’s Modulus (being a more elastic film) could be valuable in the reduction

of thermal stress in the thin films, while maintaining the film hardness.

5.5 Single-Substrate Method: Calculation of CTE using Measured Modulus

The direct measurement of the Young’s Modulus using nano-indentation for each in-

dividual film has significatnly reduced its uncertainty, by up to 30 times. These direct

measurements allow for the calculation of the thermo-mechanical properties of each film,

using only a single substrate, as outlined in [6, 50]. Additionally, the reduction in uncer-

tainty from these measurements allow for a calculation of the CTE of each film with higher

precision than is available for these films using the two-substrate method.

The strengths of the single-substrate method come from being able to calculate the CTE

and the Young’s Modulus without having to fabricate and measure two identical films on

different substrate materials. In the case of this study, where it was discovered that the films

grown were not thick enough to induce a curvature change with temperature larger than

the instrument noise, there is the additional benefit of increased precision of the calculated

CTE values based on the reduction of noise from the modulus measurements.
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The theoretical basis for these calculations are outlined in Section 4.3.2, which uses

Eqn. 4.16 to calculate the film CTE. For this method, there are still two sources of mea-

surement error which must be accounted for in the calculation of the film CTE uncertainty.

These are the uncertainty in the modulus measurements, reported by the nano-indentation

instrument, along with the uncertainty in the best-fit slope for curvature versus tempera-

ture, as discussed at length in Section 5.1.3.

The same method for handling the two sources of measurement uncertainty is used in

these calculations as was outlined in the calculation of the CTE and modulus using the two-

substrate method. Both the modulus and the curvature versus temperature are determined

by an random-number generator, which outputs a random number which has a weighted

distribution equal to a normal distribution whose peak is located at the reported value, and

whose standard deviation is the standard deviation of the reported value. These random

numbers are used as inputs to the film CTE calculation which is evaluated 2000 times. The

average of this distribution of evaluations is reported as the calculated film CTE, while the

standard deviation of these 2000 evaluations is reported as the uncertainty in the calculated

film CTE.

For the two-substrate method, only a single film CTE value was reported for each com-

position, as both the films on the Si substrates and those on the GaAs substrate contributed

to the calculation of the CTE. For the single-substrate method, the film CTE can be cal-

culated for each of the 14 fabricated samples, which allows for the comparison of two CTE

calculations for the films of given composition.

A plot of the calculated CTE vs. film composition, using this Single-Substrate method

is shown in Figure 5.20, and reported in Table 5.4. The results from all 14 samples are
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Figure 5.20: Plot of the CTE vs. film composition, as calculated using the Single-Substrate
method with Young’s modulus measured with nano-indentation.

Table 5.4: Calculated CTE and uncertainty of each film using the Single-Substrate Method.
All values are reported in units of ppm/◦C unless otherwise stated.

Si Substrates GaAs Substrates

Target Powers CTE (ppm/◦C) Stdev CTE (ppm/◦C) Stdev

0WTa, 200WSi -2.44 2.26 -1.93 4.34
30WTa, 200WSi -2.20 4.45 -3.92 4.24
50WTa, 200WSi 4.01 2.48 -1.43 2.66
65WTa, 200WSi 2.89 1.46 2.00 3.58
80WTa, 200WSi 2.22 1.70 -0.54 3.13
95WTa, 200WSi 5.29 1.25 3.81 1.33
95WTa, 0WSi 6.76 2.64 4.24 3.24
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evaluated and compared to the Hall CTE Model, where the SiO2 CTE value is that of fused

silica (0.55 ppm/◦C), and the Ta2O5 CTE value is the reported value from (5.1 ppm/◦C)

[6].

The first observation is the uncertainty in the reported CTE values has decreased sig-

nificantly from the incorporation of the Young’s Modulus from the nano-indentation mea-

surements, by up to 60 times. This demonstrates how the two-substrate method is very

sensitive to uncertainty in the curvature versus temperature measurements, and how the in-

corporation of the two error sources compound together to magnify the uncertainty in these

reported values. To belabor this point, the reduction in the uncertainty in the Young’s

Modulus values was reduced up to 30 times by using the nano-indentation method for these

thin films, due to the change in curvature with temperature being below the noise threshold

of the instrument. The reduction in uncertainty of the CTE calculations was reduced up to

60 times, due to the incorporation of the more precise modulus measurements. This is due

to the high sensitivity of the CTE calculations to the measurement error, when using the

two-substrate method.

Another observation of these calculated values is that for each set of two films with the

same (or very similar) composition, the error bars of the two calculated CTE values overlap,

with only one exception at approximately 65% SiO2 whose values come within 0.3 ppm/◦C

of each other. This indicates general agreement in calculated CTE between the two sets

of films. It is possible that for the set of films which do not match, that the nature of the

random number generator for the calculation of the CTE and its uncertainty played a role,

as high error in this case means a very broad normal distribution. It is also worth noting

that this is the set of films whose reported composition is the most different between the

111



two films (2.8%). This might also contribute to the difference between the two measured

calculated values of the CTE.

This measurement set is the first test of the Hall CTE Model for the application of

co-sputtered thin films. While the individual uncertainty of each measurement is still high

due to the small ratio of film-to-substrate thickness, trends in the data can still be analyzed.

Figure 5.20 shows that 10 out of the 14 points have error bars which fall on the Hall CTE

Model, indicating that this is a reasonable description of the films. It should be noted that

each of these calculated values which do not intersect with this Hall CTE Model report

values of CTE which are negative, indicating that the film is contracting with increasing

heat. It is not the belief of the author that a negative CTE is a realistic scenario for

the materials presented in this work, and that it is an artifact of the high measurement

uncertainty. Indeed, 13 of the 14 samples have error bars which allow for positive values of

the film CTE, and the only film which has this exception comes to within 0.18 ppm/◦C. It

is possible that for the film which does not allow a positive value of CTE, the nature of the

random number generator for the calculation of the CTE and its uncertainty played a role

in this film maintaining its negative reported value, as the high uncertainty indicates broad

distributions.

These data generally support the use of the Hall CTE Model as a way to predict the CTE

of a co-sputtered oxide film. The trend of increasing CTE with higher Ta2O5 composition

supports the idea that the CTE of the Ta2O5 films will be larger than the SiO2 films.

Lastly, it has been demonstrated that direct measurements of the Young’s Modulus, using

nano-indentation can be used as a method to increase the precision in the calculated CTE

of the films, when the uncertainty is high.
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CHAPTER VI

CONCLUSION

This study set out to learn about the thermo-mechanical properties of composite-oxide

thin films. The film properties, namely the coefficient of thermal expansion (CTE) and the

Young’s Modulus of the films in comparison with the properties of the substrate drive the

extent of thermal stress in a system. Generally, research regarding thin film stress focuses

on the intrinsic stress in the film, which is a consequence of the film deposition conditions.

However, there are two categories of systems where thermal stress can be on the same order

or magnitude or larger than the intrinsic stress in the system: systems designed to experience

high temperature fluctuations, and systems where the thermo-mechanical properties of the

film and substrate are very different.

There are studies which demonstrate these thermo-mechanical properties of single-

materials thin films [6, 11, 50], however these studies focus only on single-material thin

film layers. Not all thin film applications use discrete single-material layers, and can in-

clude graded-index films where two materials are co-deposited together to form a composite.

The optical properties of these systems are well-known and used in creating novel interfer-

ence filters [18], but the thermo-mechanical properties which play a role in the durability

of these films for incorporation into systems has only begun to be explored with this work.

During the course of this research, two matching sets of films were deposited, one onto

silicon substrates, the other onto gallium arsenide substrates. The two sets of films ranged

in composition from SiO2, a commonly used low-index dielectric material, to Ta2O5, a com-

monly used high-index optical material. A total of 14 films were fabricated using Reactive

Pulsed-DC Magnetron Sputtering, by varying the power to the tantalum target. High re-

flectance at the laser wavelength of the thermal stress instrument was a high priority, so
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the physical thickness of each film was targeted to allow for a constant optical thickness of

330nm across all of the samples. In-situ ellipsometry was used in real-time during deposition

to achieve the targeted optical thickness to within 30nm.

After deposition of these series of films, ex-situ variable-angle spectroscopic ellipsometry

(VASE) was used. These measurements use the properties of the polarization state of

light reflected from the film to calculate its physical thickness, its index dispersion, and

its surface roughness. Additionally, based on the reported index dispersion, and using

the Bruggeman Effective Medium Theory, an estimate of the film compositions could be

determined. Additionally, energy-dispersive X-Ray spectroscopy (EDX), was attempted

for these samples in order to more directly measure the film composition. However during

measurement, it was determined that the difference between the silicon and tantalum energy

lines were below the instrument resolution, making it an unreliable method of determining

the composition for SiO2-Ta2O5 films. Therefore, the film composition reported in this

work used the results from the optical measurements.

After optical characterization of the films, the thermal stress in the film-substrate system

was measured by calculating the curvature change with temperature from parallel beams

reflected from the film surface. Measurement of the film stress must be measured indirectly

by its effect on the substrate. Gerald Stoney was the first to express this relationship

analytically in 1909 [48], and the principles that he outlined over 100 years ago are still

being used today to investigate the material properties of thin films.

It is expected that the materials involved will have a constant CTE in the measurement

temperature range from 0-100◦C, leading to a linear relationship between the substrate

curvature and the temperature. However, during analysis of the thermal stress in the film-
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substrate system, the fits showed high variance from a linear model. Both the data and

the system were carefully investigated, with modifications incorporated in the measurement

protocol to reduce uncertainty from systematic sources. After careful examination, it was

determined that the source of the high variance from the linear model was because the

measurements were close to the instrument’s noise limits.

The factors that contribute to an increase in signal were investigated, and a model was

built which inputs estimates for film and substrate material properties and outputs the

required film thickness that must be fabricated in order to achieve a signal which is equal

to the instrument noise. This was used to evaluate the samples fabricated for this study,

and can be used in the future to guide a design of experiments.

Additionally, data from thicker films of SiO2 and Ta2O5 which were grown under a dif-

ferent program and measured using the same instrument were discussed [6]. The data from

these samples further supports the model and hypothesis laid out that the instrument noise

is around 0.038 pixels/◦C, and that thicker films can produce higher-precision measurements

due to an increase in the signal-to-noise ratio.

Future work can incorporate the knowledge gained in this study, including the in-depth

investigation of the instrument noise threshold to choose an appropriate film and substrate

thickness to reduce the uncertainty in the measurements of these film materials, and others.

It is recommended that the single-substrate method is used in the future, in order to

maintain the ability to measure both CTE and Young’s Modulus of a single film, removing

the need to deposit two identical films. Additionally, it may be of interest measure the

thermo-mechanical properties of films with relatively small physical thickness. This can

be done by designing experiments based on the instrument sensitivity threshold, while
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maintaining films having physical thicknesses representative of what might be included in

optical interference filter designs.

If maintaining film physical thicknesses of 100-300 nm is important in future experi-

ments, it is recommended to try decreasing the substrate thickness. This factor has the

greatest ability to decrease the measurement uncertainty. However, there may be some

practical limit to how thin of a substrate can be utilized (handling challenges, availabil-

ity/cost, flatness). Additionally, it is important to keep in mind that Stoney’s equation

is valid only for circumstances where the film thickness is orders of magnitude less than

the substrate thickness. If increasingly thin substrates are pursued, this must be carefully

evaluated. To combat some of this, the measurement temperature range can be expanded

by a factor of two, which will increase the measurement precision of thin films.

The CTE and Young’s Modulus of the films were determined using two different meth-

ods. The first of these methods utilized the same film material grown on two different

substrate materials. With the assumption that the two films are indeed the same, a ther-

mal stress equation from each film-substrate system can be solved to find both the CTE and

Young’s Modulus of the film material using the same data sets. The measured values for

the inputs to these equations were the curvature versus temperature of the film-substrate

systems.

For these measurements in particular, it was important to properly characterize the

uncertainty in the CTE and Young’s Modulus calculations, as the uncertainty in the cal-

culated values were the result of the uncertainty in two measurement sources: curvature

versus temperature on the silicon and the gallium arsenide substrates. In order to incorpo-

rate both sources of uncertainty into the calculations, a method was developed which used a
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random number generator, weighted to a normal distribution with the center at the best-fit

value and the standard deviation equal to the standard error in the fit. Then the reported

CTE and modulus value was the average of 2000 iterations of calculations of the CTE and

modulus, using these random numbers as inputs for the curvature versus temperature. The

uncertainty reported in the CTE and modulus value was then considered to be the standard

deviation in these 2000 iterations.

The calculations of the CTE and Young’s Modulus using the two-substrate method

showed high uncertainty, beyond the magnitude of effect which was attempting to be un-

derstood. An understanding was developed of the high-sensitivity of the two-substrate

method to uncertainties in the measurements.

Luckily, a second method could be used to determine the Young’s Modulus of the films

directly, through nano-indentation, reducing the uncertainty in the modulus by up to a

factor of 30. Using this measurement method, it was shown that the modulus of the films

vary linearly with composition, as predicted by the “Rule of Mixtures” [56].

Additionally, the nano-indentation provided information about the film hardness, which

was shown to vary non-linearly as the volume-fraction weighted by the Young’s Modulus.

This finding would be worth further investigation in the future. An in-depth comparison

on this finding to other models for composite materials would be of interest.

Lastly, the CTE could be calculated again, using the more precise measurements of

film modulus from nano-indentation. The same method was used in these calculations to

incorporate the source of uncertainty from the curvature versus temperature measurements,

along with the uncertainty from the nano-indentation measurements. Due to the increase
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in measurement precision, the uncertainty in the CTE calculations was reduced by up to a

factor of 60.

The understanding of the sensitivity of the two methods (two-substrate, and single-

substrate) to measurement uncertainty was developed in this work. Future film measure-

ments can be evaluated using this new lens, in order to determine the most appropriate

method to use for calculating film thermo-mechanical properties.

While the uncertainty in the calculated CTE values was still high due to the low signal-

to-noise ratio for these samples, evaluation of the data can be used to determine trends.

It has been postulated by Randy Hall of Conejo Valley Research that the effective CTE

of a multi-layer thin film can be expressed as a modulus-weighted average, based on the

volume fraction of the two constituent materials [6]. This Hall CTE Model is used here as a

prediction of the CTE of the co-sputtered composite materials. The results of CTE versus

composition from the single-substrate method are in general agreement with this model,

when applied to film composition. Further work will need to be done to confirm this finding

with high precision, however this work provides a first step to understanding the variation

of thermo-mechanical properties of thin films as a function of composition, and proposes a

model for the CTE of these composite films.
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