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 ABSTRACT 

APPLICATIONS OF DIGITAL HOLOGRAPHY IN DIRECT PHASE RETRIEVAL 

USING TRANSPORT OF INTENSITY AND IN 3D SURFACE FEATURE EXTRACTION 

 

 

Name: Zhou, Haowen 

University of Dayton 

 

Advisor: Dr. Partha P. Banerjee 

 

 Phase information plays an important role in three-dimensional (3D) imaging.  Digital 

holography (DH) has been widely used in 3D imaging to reconstruct the phase distribution from 

optical fields.  The transport of intensity equation (TIE) is a way to retrieve true or unwrapped 

phase from phase objects with multiple captures of intensity images along the light propagation 

direction.  In this thesis, solving TIE with the help of the transport of phase equation (TPE) is first 

proposed.  Combining TIE with TPE can further improve the accuracy of the Fourier transform 

based TIE solution with no extra captures of intensity images and little sacrifice of computational 

efforts.  Next, the combination of DH and TIE is investigated to retrieve phase without any phase 

unwrapping and multiple captures of intensities.  Finally, correlation of holograms is proposed to 

extract 3D surface features directly from 2D holograms.  As an illustration, an application to face 

recognition is presented.   
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 CHAPTER I 

INTRODUCTION 

 

1.1 Phase Objects and Phase Retrieval    

Phase objects are common in our daily life, viz. window glass, window glass with raindrops, a 

glass of water, human cells, etc.  When light transmits through these objects, the phase of the light 

is delayed by different amounts, while the amplitude of the light remains relatively unchanged 

during transmission.  Similarly, when light is reflected off an opaque object, its phase can be 

spatially modulated depending on its depth or height profile.  Phase retrieval has many applications, 

viz., in the biosciences for 3D imaging of phase objects [1-3], inspection of products in industry 

[4-5], in security for fingerprint and face recognition [6-7], to name a few.  

In 1942, Zernike [8] invented the phase contrast microscope, which gave the first visualization 

of phase objects.  In 1952, Normarski [9] invented the differential interference contrast (DIC) 

microscopy by employing the principle of polarized interference and shear interferometry.  These 

methods have been well-developed and can give the qualitative phase profile. 

To get a better understanding or illustration of phase distributions of phase objects, various 

methods for quantitative phase imaging has emerged over several decades.  Based on the principle 

of interference, interferometry can be used to obtain phase information.  The Laser Interferometer 

Gravitational-wave Observatory (LIGO) is a well-known example, which employs a giant 

Michelson interferometer [10].  Another quantitative phase imaging technique based on 

interference is holography, and more recently, digital holography (DH).  The concept of holography 

was proposed by Gabor in 1948 [11].  With the advancement of computers and digital detectors, in 

1967, Goodman and Lawrence introduced digital holograms, and phases were retrieved 

numerically [12].  More details about DH will be introduced in Section 1.3 and Section 3.1.   
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In addition to interferometric quantitative phase imaging techniques, there are also various non-

interferometric methods.  Iterative methods employ the intensity information at two different planes 

along the longitudinal (light propagation) axis.  Then, phases are iteratively solved back and forth 

between two planes, with an error reduction algorithm [13].  In 1972, Gerchberg and Saxton 

proposed an efficient iterative phase retrieval algorithm [14], which is appropriately named the 

Gerchberg-Saxton (GS) algorithm.  The GS algorithm has been widely used in coherent diffraction 

imaging (CDI) [15,16], adaptive optics [17,18], and computer-generated holography [19].  

Ptychography is another iterative phase retrieval method proposed by Rodenburg and Farulker in 

2004 [20,21].  In ptychography, the object is scanned by an optical field of finite size, and the 

diffraction patterns are recorded.  In 2013, Zheng et al. [22] extended the concept of ptychography 

to the spatial frequency domain, which has now come to be called Fourier ptychography 

microscopy (FPM).  Instead of illuminating the object with an aperture-constrained optical field, 

the object is illuminated by “plane waves” from different angles in high-resolution and for a wide 

field of view, thereby determining its angular plane wave spectrum.   

In addition to iterative algorithms, another non-interferometric method is popular in phase 

retrieval, one that uses the transport of intensity equation (TIE).  The equation is derived from the 

Helmholtz equation, which relates the intensity and the phase of the optical fields at each of the 

transverse plane.  From the recorded intensity information at different distances of propagation, 

one can retrieve the phase of the optical field.  More on TIE is discussed below and more 

extensively in Chapters II and III. 

1.2 Transport of Intensity Equation 

In the past four decades, transport of intensity has been widely studied and developed by using 

a sequence of intensity images along z-axis to solve for the true or unwrapped phase distribution 

[23].  TIE is derived by Teague from the Helmholtz equation for the complex optical field [24,25].  

Independently, the coupled equations between amplitude and phase leading to the transport of 
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intensity and transport of phase equations (TIE, TPE) in a nonlinear Kerr medium was derived by 

Banerjee et al. [26] and applied to understanding self-focusing and defocusing of beams.  The 

corresponding equations for propagation in a linear medium can be found in Banerjee and Poon 

[27].  These equations were an extension of the work by Akhmanov et al. [28] which now included 

the contribution from diffraction.  The uniqueness of the solution of TIE was first proved by 

Gureyev et al. [29].  A variety of methods to solve the TIE have been proposed, viz., multigrid 

method [30], Zernike polynomial expansions [31], iterative methods [32,33], fast Fourier transform 

(FFT) based methods [33,34], discrete cosine transform method [35], recursive methods [36], finite 

difference methods [37,38], etc.  Due to the advantages of simplicity and great time efficiency, the 

FFT-based method has been the most popular one, which is also adopted in our work.  In the past 

two decades, TIE has been applied to objects illuminated with a partially coherent source 

[29,39,40], to biomedical imaging [41,42], to X-ray imaging [43], etc. 

Avoiding a moving optical system required for multiple intensity registrations along the 

direction of propagation of the optical field to implement TIE can be of great convenience since it 

avoids registration issues stemming from the misalignment of multiple intensity images.  Zuo et al. 

[44] introduced an electrically tunable lens and a 4f system into a conventional bright-field 

microscope and realized the non-mechanical focus control for TIE.  In this technique, multiple 

captures of intensity images are still needed, but can be performed electrically, thus avoiding 

mechanical motion.  Waller et al. [45] proposed the idea of combining volume holographic 

microscope with TIE to capture multiple intensity images in one frame.  Though the single capture 

is achieved by this method, the image registration issue from the misalignment of several intensity 

images still exists. 

1.3 Digital Holography 

DH has been widely used in three-dimensional (3D) imaging and phase retrieval but needs a 

reference beam to first construct the hologram from interference of the object wave with the 
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reference [46-49].  Phase distributions of the object, or equivalently 3D profiles, can be 

reconstructed numerically by back propagation of the hologram function and subsequent phase 

unwrapping; however, issues such as the twin image problem during reconstruction need to be 

resolved.  This is done either by off-axis holography, where a small angle is introduced between 

the object and reference beams [46-49], or through multiple registrations of the hologram in an in-

line geometry where the phase of the reference is successively changed, as in phase-shifting DH 

(PSDH) [46-50].  Indeed, the principle of phase shifting to determine an unknown phase is general 

enough to be applied to other cases, viz., finding the phase, and thus, topography, of a 3D object 

using structured light [4]. 

1.4 Digital Holography with Transport of Intensity 

DH and TIE can be combined to retrieve the phase from phase objects.  For DH, phase 

unwrapping is needed to obtain the true phase values of the phase objects in the reconstruction 

process. Commonly used phase unwrapping algorithms like the phase unwrapping max-flow 

algorithm (PUMA) [51] suffer from some shortcomings.  As shown in this thesis, phase 

unwrapping using PUMA can be time-consuming for large two-dimensional (2D) matrices, 

especially when phase excursions are large, typically in the range of hundreds of radians.  

Furthermore, we have observed that PUMA yields unsatisfactory results especially when the phase 

gradients are large, typically more than π radians per pixel.  Now TIE, which yields the unwrapped 

phase, usually suffers from image registration issue for the moving components in the optical 

system.  By combining DH with TIE, the phase unwrapping process in DH can be avoided, and 

image alignment can be easily achieved by numerically reconstructing the intensities at multiple 

planes around the image plane.   Additionally, the unwrapped or true phase retrieval can be achieved 

with a single capture of the hologram. 

Recently, Pandey et al. [52] proposed to unwrap a 2D wrapped phase map using TIE and 

obtaining intensities by numerical propagation.  Martinez-Carranza et al. [53] developed a wave-
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propagation free phase unwrapping algorithm based on TIE.  Zhao et al. [54] proposed a robust 

phase unwrapping algorithm based on TIE using fast cosine transform.  Single-shot phase imaging 

can also be achieved using randomized light [55], coded aperture [56], wavefront sensors [57], etc.  

Zuo et al. [58] proposed the idea of combining off-axis digital holography microscope (DHM) with 

TIE and showed experimental results on micro-bumps and human macrophage cells, with phase 

excursions in the order of tens of radians.  Zhou et al. [59] combined in-line DH with TIE (DH+TIE) 

and performed experiments to find the phase across the cross-section of a tapered fiber.  Phase 

excursions in this case was of the order of 3 radians.  Both works demonstrate the advantages of 

combining DH with TIE, which are that there are no physical movements of sample or the detector, 

and no phase unwrapping is needed for determining the object phase.  Zhou et al. [60] also 

performed simulations on off-axis DH+TIE, their conclusion states that the DH+TIE technique 

shows better reconstruction ability for selected complicated phase distributions with large phase 

excursions in theory, but no further experimental verification was performed. 

1.5 Correlation of Holograms in 3D Recognition 

Face, fingerprint, iris, voice are popular biometrics in human verification and identification.  

Verification is a 1-to-1 match that compares one person’s feature with a template; while, 

identification usually refers to a 1-to-N problem by comparing one person’s characteristics with 

other persons [61].  For both verification and identification, biometric techniques currently offer 

great accuracy and require cooperation from the users.  For instance, 2D fingerprint acquisition 

requires physical contact with the sensor, and iris imaging requires users carefully matching their 

eye position with the sensor.  The excessive reliance on the subject cooperation can sometimes 

exhibit difficulties in high-throughput applications [62].  In this situation, face recognition can be 

superior to the other biometric techniques.  Two-dimensional face recognition by processing 2D 

intensity or color image has been reported a high recognition rate higher than 90% [61].  Even 
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though 2D face recognition has shown great potential, it still has limitations in illumination and 

drawbacks in security [63].  

Three-dimensional human characteristics revealing total geometric shape offer much more 

details than 2D biometrics.  For 3D fingerprint analysis, Abeywickrema et al. [6] proposed a 

topography approach for fingerprints by using multi-wavelength digital holography (MWDH).  

Based on the advancement of structured light scanning [64], the acquisition of 3D face data has 

been further realized.  Several methods using 3D facial geometric information has been proposed 

and used in 3D face recognition.  Blanz and Vetter [65] have proposed a 2D-based method for 3D 

face recognition.  They estimate the shape and texture of a face by fitting a morphable model of 3D 

face to 2D images based on a vector representation.  Then, comparison of two faces is achieved by 

Mahalanobis distances between the shape and texture parameters of the fitting model [66].  A 

typical 3D-based method is proposed by Ansari and Abdel-Mottaleb [67], which extracts feature 

points on eyes, noses, and mouths from frontal and profile images.  Then the recognition is 

performed by calculating Euclidean distance between 29 features points.  Multi-model approaches 

combining 2D face image and 3D face model have been investigated [68].  One method performs 

principle component analysis (PCA) on intensity and depth images and then synthesizes the results 

from both strategies to obtain a combined distance metric [69].  Recently, convolutional neural 

networks (CNNs) have become popular for 3D face recognition.  The recognition can be achieved 

by designing layers, nodes, and parameters of the CNN architecture to evaluate normalized mean 

error (NME) of visible landmarks and mean average pixel error (MAPE) [70,71].  For all the 

methods described above, two pre-processed 3D faces are compared by distance or position 

metrics.  All the 3D data are extracted or transformed into vectors or matrices; thus the information 

of the 3D data can be greatly reduced.  Unfortunately, it is difficult to reconstruct the 3D data from 

the generated vector or matrix.  
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Optical parallel correlators have been used for 2D face recognition with high speed and 

accuracy [72].  Digital correlation of CGHs for identification has been first proposed by 

Abeywickrema et al. [73].  Zhou et al. [74,75] have extended correlation of CGHs to surface 

authentication.  Their work reveals that CGHs are able to encode depth/height information of 3D 

objects into a 2D plane, and that 2D digital correlation of holograms can extract depth and intensity 

profile difference through evaluation of the correlation peak values.  Matching of 3D objects by 

Wigner analysis of the correlation pattern between the phase-only holograms extracted using 

optical scanning holography as a form of electrical signal has been introduced by Kim and Poon 

[76].   

1.6 Objectives and Significance of This Work 

In the first part of this work, phase retrieval using TIE with TPE is proposed.  A detailed 

description of the methodology is demonstrated.  Simulations are performed to analyze the error, 

in order to justify the use of TPE with TIE.  Experiments on onion epidermal cells and gratings are 

conducted to show the performance of TIE+TPE.  TIE+TPE is a non-iterative phase retrieval 

technique that can yield fast performance using FFT and only three captures of the intensity images.  

This method can be developed to perform high-definition biomedical phase imaging.  

The second part of this work is concerned with the retrieval of true unwrapped phase of phase 

objects using TIE.  Both in-line and off-axis configurations of holographic recording are 

investigated.  First, the twin image effect on phase retrieval using in-line DH+TIE is studied 

through simulations.  The idea of combining PSDH with TIE (PSDH+TIE) is proposed through 

simulations.  Thereafter, by defining suitable figures of merits, off-axis DH+TIE is compared with 

off-axis single-wavelength DH (SWDH) and dual-wavelength DH (DWDH) for different phase 

excursions, both in simulations and experiments.  A computational performance analysis of 

DH+TIE has been performed and compared with standard DH methods involving retrieving 

unwrapped phase using PUMA, showing the superiority of DH+TIE in computational speed.  
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DH+TIE can achieve single-shot phase imaging without any phase unwrapping process, which can 

be potentially applied to real-time 3D imaging.   

In the third part of this thesis, an idea of 3D face recognition by using 2D digital correlation of 

CGHs has been proposed.  Identification and verification of 3D faces by using correlation of CGHs 

through three CGH algorithms for different propagation distances are demonstrated.  The objective 

of this work is to achieve 3D face recognition in a 2D correlation scenario.  By adjusting the size 

and pixel number of the CGH, the computational time can be reduced.  A 2D hologram used as a 

face ID can be secure in privacy protection through encoding depth into 2D plane.  Real 3D face 

features can be reconstructed and displayed by backward propagation of holograms with potential 

applications in optical pattern recognition [77] and 3D visualization [78].  The technique can also 

be applied to digitally recorded holograms. This is beneficial in identifying 3D surface features, 

e.g. the surfaces of additively manufactured objects. 

1.7 Organization of the Thesis 

The organization of the thesis is as follows.  Chapter II introduces TIE phase imaging with TPE 

error correction method, along with simulations and experiments.  Chapter III shows the 

performance analysis using DH+TIE with different geometries.  Chapter IV gives the 

implementation of correlation of holograms in face recognition.  In the last Chapter, concluding 

remarks are presented and future work directions are pointed out. 

1.8 Publications  

A number of refereed journal articles, along with conference proceedings and conference 
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 CHAPTER II 

PHASE RETRIEVAL USING TRANSPORT OF INTENSITY  

WITH TRANSPORT OF PHASE  

 

As discussed in Chapter I, TIE can be solved to directly retrieve phase.  In this Chapter, a non-

iterative way of solving TIE with the help of TPE is proposed.  The effect of diffraction, which is 

embedded in TPE, will be included to find a more accurate phase solution compared to the FFT-

based TIE method.  Simulations of Gaussian phase are performed to show the feasibility of the 

method.  Experiments on phase objects such as onion cells and a grating are presented to analyze 

the performance of the proposed method.  

2.1 Methodology 

The TIE+TPE method can be considered as a two-step phase retrieval process.  First, the FFT 

method is used to retrieve the phase under the premise that intensity at focused or image plane is a 

constant.  In the second step, a correction factor is introduced to compensate the errors from finite 

difference of longitudinal derivatives of intensity and the nonuniformity of the intensity at focused 

plane.  TPE is used to calculate the longitudinal phase derivative in the correction factor.  Then, 

TIE is solved again with the correction factor using, once again, an FFT-based method.   

The starting point is the paraxial form of TIE (detailed derivation in Appendix A): 

𝛁⊥ ∙ (𝐼𝛁⊥𝜙) = −𝑘0
𝜕𝐼

𝜕𝑧
,                                                (2-1) 

where 𝐼 is the intensity of the optical field, 𝜙 is the phase of the envelope of the optical field, 𝛁⊥ is 

the transverse gradient operator, 𝑘0 =
2𝜋

𝜆
 is the wave number in free space, 𝜆 is the wavelength.  

Under the assumption that the intensity at the focal plane is approximately a uniform distribution, 
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the intensity term in the left-hand side (LHS) of Eq. (2-1) can be moved out of the 𝛁⊥ operator.  

Then, the TIE is reduced to a Poisson equation 

∇⊥
2𝜙 + 𝑘0

1

𝐼

𝜕𝐼

𝜕𝑧
= 0 ,                                                   (2-2) 

which can be solved by an FFT method.  The solution of the phase for Eq. (2-2) is: 

𝜙 = ℑ−1 {
1

𝑘𝑥
2+𝑘𝑦

2 ℑ {
𝑘0

𝐼̅

𝜕𝐼

𝜕𝑧
}}.                                           (2-3) 

where 𝑘𝑥 and 𝑘𝑦 are the transverse spatial frequencies, 𝐼 ̅is the intensity at the image (also called 

the focused) plane and can be taken as the average intensities at two symmetrically defocused 

planes [79].  To calculate the longitudinal derivative of the intensity, a finite difference method can 

be used, assuming the high-order derivative terms can be negligible.  Then the derivative in Eq. (2-

3) can be re-expressed as 

𝜕𝐼

𝜕𝑧
≈

𝐼(+𝛥𝑧)−𝐼(−𝛥𝑧)

2𝛥𝑧
.                                                      (2-4) 

The assumptions made in solving the TIE with the FFT method stated above limit the accuracy 

of the TIE.  Although the TIE is mostly used for phase objects to determine the focused phase, 

errors can be introduced in the phase retrieval result if the intensity is not ideally uniform.  Higher-

order errors in the finite differencing of the derivative 
𝜕𝐼

𝜕𝑧
 in Eq. (2-4) can be compensated by using 

more captures in TIE imaging [80]; however, this may require a large stack of intensity images 

along the z-axis.   

To maintain the exactness of Eq. (2-1) but express it as a Poisson-type equation as in (2-2), one 

can introduce a function 𝑛(𝑥, 𝑦) such that  

𝐼(∇⊥
2 𝜙) + 𝑘0𝑛

𝜕𝐼

𝜕𝑧
≡ 𝛁⊥ ∙ (𝐼𝛁⊥𝜙) + 𝑘0

𝜕𝐼

𝜕𝑧
= 0.                              (2-5) 

Then the correction factor can be expressed as 
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𝑛 = 1 +
1

𝑘0
𝜕𝐼

𝜕𝑧

𝛁⊥𝐼 ∙ 𝛁⊥𝜙 +
1

𝑘0

𝜕𝜙

𝜕𝑧
 ,                                          (2-6) 

which can be thought of as an effective inhomogeneous medium with a refractive index 𝑛(𝑥, 𝑦).  

To calculate 
𝜕𝜙

𝜕𝑧
, the TPE is employed.  A general non-paraxial expression of the TPE is 

 𝛁𝜙̃ ∙ 𝛁𝜙̃ = 𝑘0
2 +

1

√𝐼
∇2√𝐼,                                                 (2-7)  

where 𝜙̃ = 𝜙 + 𝑘0𝑧 denotes the phase of the phasor component of the optical field and 𝛁 is the 

three-dimensional gradient operator.  Since both the TIE and TPE are supposed to be satisfied 

simultaneously, the captured intensity and computed phase from Eq. (2-3) should satisfy the TPE 

at the focused plane.  Note that if the intensity is ideally uniform, or equivalently in the absence of 

diffraction [27], Eq. (2-5) is simplified to 

𝛁𝜙̃ ∙ 𝛁𝜙̃ = 𝑘0
2.                                                          (2-8) 

However, this condition is never true in any physical situation.  From Eq. (2-7), the derivative of 

the phase 𝜙 w.r.t. the longitudinal direction 𝑧 can be written as: 

𝜕𝜙

𝜕𝑧
= √𝑘0

2 +
1

√𝐼
∇⊥

2√𝐼 +
1

√𝐼

𝜕2√𝐼

𝜕𝑧2 − 𝛁⊥𝜙 ∙ 𝛁⊥𝜙 − 𝑘0.                         (2-9) 

With Eqs. (2-6) and (2-9), Eq. (2-5) can be solved again to obtain the phase with correction.  

The result, similar to Eq. (2-3), can be expressed as: 

𝜙 = ℑ−1 {
1

𝑘𝑥
2+𝑘𝑦

2 ℑ {
𝑘0𝑛(𝑥,𝑦)

𝐼̅

𝜕𝐼

𝜕𝑧
}}.                                        (2-10) 

As seen from Eq. (2-10), the “virtual” inhomogeneous medium now has a local propagation 

constant 𝑘(𝑥, 𝑦) = 𝑘0𝑛(𝑥, 𝑦) and is still a Poisson-type equation.  The solution method is still 

based on FFT; thus, it is easy to implement and efficient in computation.  The defocused intensity 

images in the simulations are generated by using the non-paraxial diffraction formula.  Since the 

optical fields need to be propagated in a very small distance (micro-scale) [81], the distances from 
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the defocused intensity image planes to the focused (image) plane are set as ±Δ𝑧 .  The 

(nonparaxial) impulse response of the propagation of light can be expressed as [59]: 

ℎ𝑝(𝑥, 𝑦; ∆𝑧) =
𝑗𝑘0

2𝜋

𝑒𝑥𝑝[−𝑗𝑘0√𝑥2+𝑦2+(∆𝑧)2]

√𝑥2+𝑦2+(∆𝑧)2
.                                     (2-11a) 

The corresponding nonparaxial transfer function is: 

𝐻𝑝(𝑘𝑥, 𝑘𝑦; Δ𝑧) = exp [−𝑗 (√𝑘0
2 − (𝑘𝑥

2 + 𝑘𝑦
2)Δ𝑧)],                 (2-11b) 

where 𝑘𝑥 and 𝑘𝑦 are the lateral spatial frequencies.  The paraxial versions of the impulse response 

and transfer function can be readily found by approximating the square roots in the above 

expressions. 

2.2 Error Source Analysis and Simulations 

In the FFT-based TIE method, the two major sources of errors considered are from  

(a) the finite difference estimation of the intensity at the focused or image plane;  

(b) the nonuniformity of the intensities and exclusion of the diffraction effect.   

To analyze TIE+TPE method’s correction for these errors, simulations for Gaussian phase 

distributions with uniform and non-uniform intensity profiles are conducted and results are shown 

below.   

2.2.1 Object with Uniform Intensity 

Starting from an ideal phase object, the intensity at the focused plane is set to be a uniform 

distribution (Figure 2-1(a)).  The FFT-based TIE method should give an almost exact solution of 

the phase profile, with possible minor errors coming from the finite difference approximation to 

the first derivative in longitudinal direction stemming from high-order derivative terms.  Under the 
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condition of constancy of the intensity in transverse plane, 𝛁⊥𝐼 = 0 and 
1

√𝐼
∇⊥

2√𝐼 = 0.  Then, the 

correction factor in Eq. (2-6) with Eq. (2-9) can be simplified as 

𝑛(𝑥, 𝑦) = √1 +
1

√𝐼

𝜕2√𝐼

𝜕𝑧2 −
1

𝑘0
𝛁⊥𝜙 ∙ 𝛁⊥𝜙.                                   (2-12) 

In what follows, we first test the effectiveness of using TIE and TPE through the usage of Eq. 

(2-12) with Eq. (2-10) in reducing the errors in the finite difference estimation.  To this end, a 

numerical verification is performed using a phase object with Gaussian phase distribution and a 

uniform intensity at focused plane 𝑧 = 0.  The peak of the Gaussian phase is 60 rad with a width 

of 50 μm.  This is shown in Figure 2-1(b).  The object is designed with a size of 1024 × 1024 

pixels with a pixel pitch of 0.31 μm.  For the simulation, a coherent illumination at a wavelength 

of 660 nm is used.  All the parameters are selected based on experimental parameters.  The 

TIE+TPE method is used to retrieve the unwrapped phase at 𝑧 = 0.  

 

(a)                                                               (b) 

Figure 2-1: The (a) intensity and (b) phase of the designed Gaussian phase object for simulation.  

The intensity is designed as a uniform distribution, which indicates the object is an ideal phase 

object.  The maximum phase value of the Gaussian phase is 60 rad with a width of 50 μm. 
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(a)                                                               (b) 

 

(c)                                                               (d) 

Figure 2-2: The numerical generated intensity images at the planes 𝑧 = (a) −Δ𝑧; (b) Δ𝑧.  Phase 

retrieval results using (c) FFT-based TIE; (d) TIE+TPE for the Gaussian phase object designed in 

Figure 2-1.   

 

Assuming the object is located at 𝑧 = 0, the object field is propagated to 𝑧 = ±Δ𝑧, where Δ𝑧 

is set to 10 μm.  By computing the convolution between the object field and the impulse response 

in Eq. (2-11a), the optical field Γ(𝑥, 𝑦; 𝑧) at defocused planes can be obtained.  The convolution 

can be achieved by taking the Fourier transform of the object field and the impulse response, 

multiplying them in the spatial frequency domain, and performing the inverse Fourier Transform 

for the multiplied field.  Then, the intensity can be calculated by 𝐼(𝑥, 𝑦; 𝑧) = |Γ(𝑥, 𝑦; 𝑧)|2.  The 

intensity images at the defocused plane are shown in Figures 2-2(a,b).  For simplicity, we define 

𝐼𝑎 = 𝐼(𝑥, 𝑦; 𝑎Δ𝑧), 𝑎 = −1,0,1.  From the intensity images, the phase distribution at the focused 

plane can be computed using the FFT-based TIE (see Eq. (2-3)), as shown in Figure 2-2(c).  Then, 

the intensity images and calculated phase distribution are used to calculate the correction factor in 
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Eq. (2-10), using Eq. (2-12) in this case.  The first-order derivative of phase at the focal plane is 

computed in transverse dimensions, respectively.  Once the correction factor 𝑛(𝑥, 𝑦) is obtained, 

the TIE is solved by using the updated TIE+TPE equation (Eq. (2-12)).  The solution of the original 

TIE is shown in Figure 2-2(c); the TIE+TPE result is presented in Figure 2-2(d).   The small DC 

components (~0.1 rad) in the results have been removed for better comparison.  Though the 

difference in both results may not be readily obvious, the subtle difference can be detected by using 

a performance metric such as root mean squared error (RMSE), defined as 

𝑅𝑀𝑆𝐸 = √
1

𝑀×𝑁
∑ ∑ [𝜙𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑(𝑖, 𝑗) − 𝜙𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ(𝑖, 𝑗)]

2𝑁
𝑗=1

𝑀
𝑖=1  .             (2-13) 

A small value of RMSE indicates that the retrieved phase is close to the ground truth.  The 

RMSEs for the Gaussian phase with a maximum value of 60 rad is calculated for FFT-based TIE 

and TIE+TPE by comparing with the ground truth of the Gaussian phase profile.  The result of 

RMSE for the FFT-based TIE is 5.49 × 10−2 rad; while for the TIE+TPE is 4.25 × 10−2 rad.  

Both are very small numbers and close to each other; however, the TIE+TPE shows a 22.6% 

reduction in error over the conventional TIE.  Since the only error here should be from finite 

differencing, it is evident that this has indeed been reduced using the TIE+TPE, thereby establishing 

the justification of the TIE+TPE method. 

2.2.2 Object with Non-uniform Intensity 

To check the performance of the TIE+TPE in the presence of non-uniform intensity, 

simulations are performed as follows.  The same Gaussian phase distribution in Figure 2-1(b) is 

used.  As stated earlier, in practice, it is hard to achieve a constant intensity.  Furthermore, even in 

the Gaussian phase case in Section 2.2.1, a slight displacement from the focused plane introduces 

a Gaussian-like intensity profile.  To examine the efficacy of the TIE+TPE technique, we have 

assumed a Gaussian profile with a maximum amplitude value of 0.01 and a width of 50 μm (same 

as the width of the phase profile) added to the constant intensity at the focused plane, as shown in 
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Figure 2-3(a).  A similar correction process using the TIE+TPE as described above is also 

performed with this complex object having the phase from Figure 2-1(b) and intensity from Figure 

2-3(a).  The phase retrieval results by using FFT-based TIE and TIE+TPE are shown in Figure 2-

3(b,c) respectively.  To show the difference in detail, a cut along the x-axis across the center of the 

phase profile is extracted and plotted in Figure 2-3(d).  The black line is the ground truth; the blue 

line is the result from the TIE+TPE method; the red line is obtained from FFT-based TIE result.  

The insets in Figure 2-3(d) clearly show the improvement using TIE+TPE.  

 

(a)                                                               (b) 

 

(c)                                                               (d) 

Figure 2-3: (a) Non-uniform intensity profile of the designed object in evaluating the performance 

of TIE+TPE.  Phase retrieval results using (b) FFT-based TIE; (c) FFT-based TIE+TPE for object 

with phase in Figure 2-1(b) and intensity in (a).  (d) Extracted profiles across the centers of (b,c) 

along x-axis.  The insets are the zoomed-in plots of the Gaussian phase peak and the right edge of 

the Gaussian phase peak. 

 

Once again, the RMSEs are calculated with the ground truth of the phase profile: for the FFT-

based TIE, it is 0.249 rad; while for the TIE+TPE method, it is 0.156 rad.  Though the performance 
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for both methods degraded as compared to the phase object case, the TIE+TPE gives a more 

accurate result than traditional TIE method.   

To further investigate TIE+TPE method performance with different perturbations in the 

intensity, the Gaussian intensity perturbation with amplitude of 0.01 to 0.07 in steps of 0.02 are 

applied to the constant intensity.  A similar process is done for all the cases.  The RMSEs are 

calculated and presented in Table 2-1.  From Table 2-1, it is clear that as the amplitude of the 

intensity perturbation increases, the RMSEs of the phase retrieval results for both methods will 

increase; however, the TIE+TPE method still outperforms the FFT-based TIE method. 

Table 2-1: RMSEs for TIE and TIE+TPE phase retrieval with different intensity perturbation 

RMSE (rad) 

Intensity perturbation amplitude 

0.01 0.03 0.05 0.07 

FFT-based TIE 0.249 0.794 1.33 1.86 

TIE+TPE 0.156 0.403 0.723 0.945 

 

2.3 Experimental Results  

2.3.1 Experimental Setup 

Experiments are conducted with a commercial Nikon Ti-E series inverted microscope, as 

shown in Figure 2-4.  A halogen lamp (12V 100 W) is used as the light source in the experiment, 

which provides a broad-band incoherent light.  The Kohler illumination setup is used in the 

microscope.  Light goes through filters and infrared region is blocked (> 800 nm).  The two 

diaphragms are used to control how much light will illuminate on the sample.  After light focuses 

on the sample, located on a 3D translational stage, it is collected by the microscope objective 

10×/0.30 NA.  An intermediate image will form at the rear focal plane of the tube lens system.  The 

intermediate image plane is indicated in Figure 2-4 with green dashed lines.  Finally, the intensity 
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image of the sample is formed at the CCD camera plane.  Note that the tube lens system consists 

of a Galilean telescope (a positive lens followed by a negative lens) with a magnification of 1.5 × 

and a single tube lens.    

 

Figure 2-4: Schematic (left) and photograph (right) of the experimental setup for TIE and 

TIE+TPE phase retrieval experiments. The halogen lamp (12V 100W) is the incoherent source.  

The Kohler illumination is used to avoid filament of the lamp from forming an image at the CCD 

plane.  The filters are used to filter out infrared light with a wavelength longer than 800 nm.  The 

3D translational stage can help select the region of interest and achieve 50 nm precision movement 

along light propagation direction.  The CCD camera has 1024 × 1024 pixels.  The pixel pitch after 

calibration is 0.31 μm/pix.  The green dashed line is the intermediate image plane.  

 

The movements of the 3D translational stage along the transverse x- and y-directions are 

mechanically driven; while along the longitudinal or z-axis is piezo-electric driven, which can 

achieve resolutions of 50 nm per step.  By moving the sample incrementally along the z-axis, 

defocused intensity images can be captured and used for phase retrieval using TIE and TIE+TPE 

methods.  The microscope system has a magnification of 15×, with a magnification of 10× from 

microscope objective and a magnification of 1.5× from an intermediate magnification changer 

(also known as optovar). The CCD camera has a pixel pitch of 4.65 μm/pix.  After system 

calibration, the effective pixel pitch for the original intensity images is 0.31 μm/pix .  Each 
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recorded intensity image is 1024 × 1024 pixels.  The (free space) wavelength of the incoherent 

source, averaged over the power of the spectrum of the light source (Figure 2-5), is 𝜆 = 659.5 nm.  

This wavelength is used to convert phase radians into height/depth values using the relation  𝜙 =

2𝜋𝑛

𝜆
𝑧, where 𝑛 is the refractive index of the transmissive sample.  

 

Figure 2-5: Spectrum of the halogen light source after filtering, measured at the sample plane.  

Different colors denote spectra with different sizes of the diaphragm.  The black line in the inset is 

the averaged wavelength weighted by the power of the spectrum for all measurements, which is 

659.5 nm. 

 

2.3.2 Phase Retrieval of Onion Epidermal Cells 

   

(a)                                                                            (b) 

Figure 2-6: (a) Onion epidermal cells preparation.  A tweezer is used to tear the epidermal layer 

off the onion.  (b) Onion epidermal cells in saturated salt water on a glass slide.  
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Cells are common phase objects in our daily life.  Here, onion epidermal cells are used as a 

transmissive phase object for the verification of TIE+TPE method.  The epidermal cells of onions 

provide plant tissues protection from viruses.  A single layer of onion epidermal cells can be 

obtained by using a tweezer to tear it off the onion (Figure 2-6(a)).  Then, the layer of onion 

epidermal cells is cut into two small pieces and put on a glass slide (Figure 2-6(b)).  One piece of 

the cell sample is placed in purified water for one minute; the other one is placed in a saturated salt 

solution (at room temperature) for one minute.  Then, the samples are illuminated by a halogen 

lamp and imaged by a microscope, as described above (see Figure 2-4 for details).  The intensity 

images at focused and defocused planes are captured (Figure 2-7).   

         

(a)                                              (b)                                               (c) 

Figure 2-7: Intensity images of onion epidermal cells after immersion in water for one minute at 

(a) 𝑧 = −Δ𝑧; (b) 𝑧 = 0; (c) 𝑧 = Δ𝑧; Δ𝑧 = 10 μm.  

 

From the three intensity images located at different planes along z-axis, the phase profiles can 

be retrieved by FFT-based TIE using Eq. (2-3) (Figure 2-8(a)) and TIE+TPE using Eq. (2-10) 

(Figure 2-8(b)).  The colors in Figure 2-8 indicate the scale of possible variations of the phase 

profile ranging from -8 rad to 4 rad.  According to Agarwal et al. [82], the phase values of cell 

walls are smaller than the phase values of the inner cell, and the phase variations range from -8 rad 

to 4 rad at a wavelength of 632.8 nm using structured light illumination exploiting the Talbot effect.  

However, from Figure 2-8(a), the phase variations retrieved by the FFT-based TIE are much less 

than the values reported in Agarwal et al. [82].  In the TIE+TPE result, a clear boundary of the cell 
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walls can be observed (green and blue sections in Figure 2-8(b)) along with a more marked phase 

variation, which also matches the result in Agarwal et al. [82].   

The other onion epidermal sample is placed in saturated salt water.  The three captures of 

intensity images are shown in Figure 2-9 and the phase retrieval results using FFT-based TIE 

method and TIE+TPE method are presented in Figure 2-10(a,b), respectively.  Compared to the 

result in Figure 2-10(a), improvements in correcting the phase values from TIE+TPE in Figure 2-

10(b) can be observed.  Figure 2-10(b), shows the plasmolysis effect where plant cells lose water 

in a hypertonic solution and the cell wall remains its original structure.  The green and blue sections 

indicate the cell walls.  The cell plasma membranes shrink (reddish edges in Figure 2-10(b)) and 

are detached from the cell walls (greenish and blueish edges in Figure 2-10(b)).  

  

(a)                                                                 (b) 

Figure 2-8: Phase retrieval profiles for onion epidermal cells in purified water using (a) FFT-based 

TIE; (b) TIE+TPE. Colormap indicates the phase variations of the sample using 𝜆 = 659.5 nm. 

         

(a)                                              (b)                                               (c) 

Figure 2-9: Intensity images of onion epidermal cells in saturated salt water solution for one minute 

at (a) 𝑧 = −Δ𝑧; (b) 𝑧 = 0; (c) 𝑧 = Δ𝑧; Δ𝑧 = 10 μm. 



24 

 

 

 

(a)                                                                 (b) 

Figure 2-10: Phase retrieval profiles for onion epidermal cells in a saturated salt water solution 

using (a) FFT-based TIE; (b) TIE+TPE.  Colormap indicates the phase variations of the sample 

using 𝜆 = 659.5 nm. 

 

2.3.3 Topography Retrieval of Gratings 

In this example, imaging of a grating using the setup in Figure 2-4 is performed by using FFT-

based TIE and TIE+TPE.  The grating is made of glass with a period of 6 μm, 50% duty cycle, and 

with etching depth of 100 nm.  The three intensity images are shown in Figure 2-11.  Phase retrieval 

by FFT-based TIE and TIE+TPE are presented in Figure 2-12(a,b), respectively, with phase values 

converted into depth information (in nm).  The grating depth profile is designed to be rectangular: 

a line scan by a profilometer yields the profile as shown in Figure 2-12(c).  Though the scanning 

result from profilometer may not be very accurate, it still gives an approximately value of the depth. 

Comparison of Figures 2-12(a,b) with Figure 2-12(c) shows that our TIE+TPE approach shows a 

closer agreement to the profilometer scan compared to the FFT-based TIE result.  It is encouraging 

to note that 3D surface mapping of 100 nm scale depths is resolvable using incoherent illumination 

and TIE+TPE.  This may offer obvious advantages over white light interferometry; and will be 

pursued in the future. 
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(a)                                              (b)                                               (c) 

Figure 2-11: Intensity images of one dimensional (1D) grating with a period of 6 μm, a depth of 

100 nm, and a duty cycle of 50% at (a) 𝑧 = −Δ𝑧; (b) 𝑧 = 0; (c) 𝑧 = Δ𝑧; Δ𝑧 = 10 μm. 

 

 

(a)                                                       (b) 

 

(c) 

Figure 2-12: Phase retrieval profiles for 1D grating with a period of 6 μm, a depth of 100 nm, and 

a duty cycle of 50% using (a) FFT-based TIE; (b) TIE+TPE. Color map indicates the depth 

information (unit in nm) of the sample using mean wavelength 𝜆 = 659.5 nm.  (c) A 1D scan of 

the grating using profilometer. 
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2.4 Conclusion 

In this Chapter, a non-iterative FFT-based TIE solution with error correction using the TPE is 

proposed.  A detailed description of the method is described.  Based on the commonly used FFT-

based TIE phase retrieval, a correction factor is introduced to compensate for the errors from the 

high-order derivatives from the finite difference in the estimation of longitudinal intensity 

derivation and the non-uniformity of the intensity.  The correction factor can be perceived as a local 

change of the refractive index: the physical concept is to compensate errors by assuming that light 

is traveling through a virtual inhomogeneous medium.  The computation of the correction factor is 

achieved by incorporating the TPE.  Furthermore, by using the TPE, the diffraction effect is 

automatically taken into account.   

Simulations are conducted to evaluate the performance of TIE+TPE in correcting expected 

errors.  From monitoring RMSEs, the improvements can be observed by comparing FFT-based TIE 

result for both ideal phase object (constant intensity) case and phase objects with intensity 

perturbations.  In experiments, onion epidermal cells in purified water and saturated salt water 

solution are studied.  TIE+TPE phase retrieve results show a better accuracy than FFT-based TIE 

method.  The same conclusion can also be reached in the 3D profilometry for gratings.  Experiments 

are done using incoherent light, and attests to the versatility of the TIE and TIE+TPE technique.   

In the next Chapter, the TIE will be combined with digital holography to retrieve phases from 

lenses. 
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 CHAPTER III 

PERFORMANCE ANALYSIS OF PHASE RETRIEVAL USING DH+TIE 

 

The reconstruction of the object, particularly phase objects, using DH requires back/forward 

propagation of the hologram function using the Fresnel diffraction formula or the transfer function 

for propagation.  However, the reconstructed phase is wrapped and, particularly for large phase 

excursions, can cause errors during unwrapping using PUMA.  In this Chapter, TIE is combined 

with DH to directly retrieve the unwrapped object phase from a single capture of the intensity, in 

this case, the hologram.  Multiple registrations of the intensities around the focus or image plane 

required for TIE are achieved numerically, thereby eliminating alignment issues encountered in an 

actual measurement.  Performance of the DH+TIE in different geometries are analyzed and 

compared.  Both simulations and experiments are conducted and show consistent results. 

3.1 Theory and Method of DH+TIE 

The general idea of DH+TIE consists of three steps: 

(a) recording the digital hologram from the object, 

(b) reconstructing intensity images at the image plane and two slightly defocused planes,  

(c) employing TIE using these reconstructed intensity images to retrieve the unwrapped object 

phase.  

3.1.1 Recording of Holograms 

The hologram recording process involves interfering the diffracted object field 𝐸𝑜𝑑(𝑥, 𝑦) =

𝐸𝑜(𝑥, 𝑦; 𝑧 = 𝑑) from the initial (phase) object 𝐸𝑜0(𝑥, 𝑦) = 𝐸𝑜(𝑥, 𝑦; 𝑧 = 0) = 𝐴𝑜𝑒−𝑗𝜙𝑜(𝑥,𝑦) at (see 

Figure 3-1) with a (plane wave) reference beam 𝐸𝑟(𝑥, 𝑦; 𝑧 = 𝑑) = 𝐴𝑟𝑒−𝑗𝜙𝑟 𝑒−𝑗(𝑘0𝑥𝑥+𝑘0𝑦𝑦) at the 

hologram (or detector) 𝑧 = 𝑑.  It is assumed that 𝐴𝑟 and 𝜙𝑟 are constants, as is 𝐴𝑜 (for an ideal 
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phase object) and 𝜙𝑜(𝑥, 𝑦) denotes the object phase.  Also 𝑘0𝑥 = 𝑘0 sin(𝜃𝑥), 𝑘0𝑦 = 𝑘0 sin(𝜃𝑦), 

where 𝜃𝑥  and 𝜃𝑦  are the tilt angles along x- and y-axes, respectively, and 𝑘0 =
2𝜋

𝜆
 is the wave 

number, where 𝜆 is the wavelength of the light.  For an in-line hologram, 𝜃𝑥 = 𝜃𝑦 = 0°.  The 

diffracted object field is related to the initial object field through the diffraction formula 

𝐸𝑜𝑑(𝑥, 𝑦) = 𝐸𝑜(𝑥, 𝑦; 𝑧 = 𝑑) = 𝐸𝑜(𝑥, 𝑦; 0) ∗ ℎ𝑝(𝑥, 𝑦; 𝑑) = 𝐸𝑜0(𝑥, 𝑦) ∗ ℎ𝑝(𝑥, 𝑦; 𝑑),  (3-1) 

where ℎ𝑝(𝑥, 𝑦; 𝑧) is the impulse response of propagation [59]: 

ℎ𝑝(𝑥, 𝑦; 𝑧) ∝
𝑒

−𝑗𝑘0√𝑥2+𝑦2+𝑧2

√𝑥2+𝑦2+𝑧2
 .                                            (3-2) 

 

Figure 3-1: A schematic diagram of the DH+TIE method.  The green arrows show the propagation 

direction of laser beams.  The distance from the object plane to the hologram plane is 𝑑.  Backward 

propagation process is from hologram plane to the reconstruction plane (the red plane) which is 

also located at 𝑧 = 0.  The blue and green planes are slight defocused from the red plane with a 

separation of Δ𝑧.  From each of the planes, the intensity images of the object field can be acquired, 

and these intensity images (viz. 𝐼1, 𝐼0, 𝐼−1) can be used in TIE to retrieve the phase of the object 

directly. [79] 

 

The hologram function, which is proportional to the intensity pattern resulting from the 

interference of the object and reference fields, is given by 

ℎ𝜙𝑟
(𝑥, 𝑦; 𝑑) = |𝐸𝑜𝑑(𝑥, 𝑦) + 𝐴𝑟𝑒−𝑗𝜙𝑟 𝑒−𝑗(𝑘0𝑥𝑥+𝑘0𝑦𝑦)|

2
 

= |𝐸𝑜𝑑(𝑥, 𝑦)|2 + 𝐴𝑟
2 + 𝐸𝑜𝑑(𝑥, 𝑦)𝐴𝑟𝑒𝑗𝜙𝑟 𝑒𝑗(𝑘0𝑥𝑥+𝑘0𝑦𝑦) + 𝐸𝑜𝑑

∗(𝑥, 𝑦)𝐴𝑟𝑒−𝑗𝜙𝑟 𝑒−𝑗(𝑘0𝑥𝑥+𝑘0𝑦𝑦) 

 (3-3) 
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where the proportionality constant has been neglected for convenience.  As stated earlier, the 

recording of the hologram demonstrated above is optically done in experiments, but in simulations 

Eqs. (3-1)-(3-3) are used for constructing computer-generated holograms (CGHs) numerically [81]. 

3.1.2 Reconstruction of Intensity Images 

The hologram function in Eq. (3-3) has four components.  The first two components are the 

zeroth order information from the intensity of the object and reference; the third component 

containing the object information is what we desire; the last term is a twin image of the third term.  

In off-axis holography, the angles where 𝜃𝑥 and 𝜃𝑦 introduce a carrier frequency in the hologram, 

which can separate the zeroth order, diffracted object field and twin image in spatial frequency 

domain.  By applying a band-pass filter to the Fourier transform of the hologram, the third term 

𝐸𝑜𝑑(𝑥, 𝑦)𝐴𝑟𝑒𝑗𝜙𝑟 in Eq. (3-3) can be selected.  The filtered spectrum is centered and zero padded 

to the same size as the original spectrum.  For reconstruction, upon multiplying this with the reading 

(plane) wave, the reconstructed object field at the hologram plane can be obtained.  For 

reconstruction around the object plane, 𝐸𝑜𝑑(𝑥, 𝑦) is back propagated to three planes along the z-

axis, a focused plane (red plane in Figure 3-1) and two defocused planes (blue and green planes in 

Figure 3-1).  In conventional reconstruction, the wrapped phase is extracted from the complex 

reconstructed field at the focused plane and unwrapped using commonly available methods such 

as PUMA.  For DH+TIE, intensity profiles 𝐼𝑛, 𝑛 = 0, ±1 are obtained numerically at the focused 

and defocused planes using the relations  

  𝐼𝑛(𝑥, 𝑦) = 𝐼𝑜(𝑥, 𝑦; 𝑛Δ𝑧) ∝ |𝐸𝑜𝑛
′(𝑥, 𝑦)|2 ≡ |𝐸𝑜𝑑(𝑥, 𝑦) ∗ ℎ𝑝(𝑥, 𝑦; −𝑑 + 𝑛Δ𝑧)|

2
, 𝑛 = 0, ±1. 

(3-4) 

Turning now to in-line holography, a way to find the diffracted object field at the hologram 

plane is to use the phase-shifting technique [50].  Instead of registering only one hologram, the 

phase-shifting technique usually requires nominally four in-line holograms with different phase 
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shifts 0,
π

2
, π,

3π

2
 added to the reference beams.  Then, the complex object field at the hologram plane 

can be obtained from 

𝐸𝑜𝑑(𝑥, 𝑦) =
1

4𝐴𝑟
[(ℎ0(𝑥, 𝑦; 𝑑) − ℎ𝜋(𝑥, 𝑦; 𝑑)) + 𝑗 (ℎ𝜋/2(𝑥, 𝑦; 𝑑) − ℎ−𝜋/2(𝑥, 𝑦; 𝑑))].  (3-5) 

As before, the diffracted object field can be back propagated to three planes around the focused 

plane and the three intensity profiles acquired using Eq. (3-4). 

If the phase shifting technique is not used, the second term in the expression for the hologram 

function in Eq. (3-3) may be possibly eliminated by subtracting the reference intensity, which can 

also be achieved in experiment by recording the reference intensity at the recording plane.  However, 

this still leaves the first and the last two terms.  When back-propagated, and assuming that the 

object field is much weaker than the reference, the reconstruction results are affected by 

contributions from the twin image; however, its effect can be minimized if the twin image is 

severely defocused.  The effect of twin image on in-line DH+TIE will be further demonstrated in 

Section 3.2. 

3.1.3 Phase Retrieval Using TIE 

TIE is applied to phase retrieval because of its advantages of yielding the unwrapped phase and 

computational speed.  TIE is partial differential equation (for a detailed derivation, see Appendix 

A) 

𝛁⊥ ∙ (𝐼𝛁⊥𝜙) = −𝑘0
𝜕𝐼

𝜕𝑧
,                                                    (3-6) 

where 𝐼 denotes the intensity and 𝜙 is the phase.  Under the assumption that the intensity of the 

object is approximately a constant (as is true for phase objects), Eq. (3-6) can be reduced to a 

Poisson equation:  

∇2𝜙 = −
𝑘0

𝐼̅

𝜕𝐼

𝜕𝑧
 ,                                                        (3-7) 
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where 𝐼 ̅is the intensity (ideally, constant) at the focus. 

Equation (3-6) can be solved by using the FFT numerically.  The longitudinal derivative 
𝜕𝐼

𝜕𝑧
 can 

be obtained by using finite difference of intensity images along the z-axis.  The final retrieved 

object phase is  

𝜙𝑜′(𝑥, 𝑦) = ℑ−1 {
1

𝑘𝑥
2+𝑘𝑦

2 ℑ {
𝑘0

𝐼̅

𝐼1−𝐼−1

2𝛥𝑧
}},                                    (3-8) 

where ℑ{∙} and ℑ−1{∙} stands for Fourier transform (FT) and inverse Fourier transform (IFT); 𝑘𝑥 

and 𝑘𝑦 are the spatial frequencies along x- and y-axes, respectively.  𝐼 ̅can be a constant, the average 

value of 𝐼1 and 𝐼−1, or 𝐼0.  From a preliminary verification, we find that using 𝐼 ̅ = 𝑐𝑜𝑛𝑠𝑡 or 𝐼 ̅ =

𝐼1+𝐼−1

2
 has a better accuracy performance than using 𝐼 ̅ = 𝐼0.  Thus, only first two conditions are 

investigated in the following simulations.  Note that if 𝑘𝑥 = 0  and 𝑘𝑦 = 0 , there will be a 

singularity.  Since this singularity only occurs at the zero spatial frequency, the term 
1

𝑘𝑥
2+𝑘𝑦

2  is 

intentionally set to zero at only the singularity point; this does not have any effect on the evaluation 

of the IFT integral. 

3.2 Simulations and Analysis 

In all simulations, unless otherwise stated, the recording distance is set at 200 mm. The pixel 

pitch is taken to be 4.65 μm.  Also, the defocus distance for TIE is taken to be Δ𝑧 = 0.1 mm, which 

is much less than the depth of focus corresponding to the object dimensions studied. The nominal 

operating wavelength is taken as 514.5 nm.  For simplicity, the reference and object intensities are 

assumed to be unity. This does not violate the usual assumption that the object field should be much 

weaker than the reference since the magnitude of the propagated optical field at the recording plane 

in our case is much less than unity.  



32 

 

 

(a)                                                                        (b) 

Figure 3-2: The object with a maximum phase value of 60 rad for a wavelength of 514.5 nm and 

a uniform intensity. (a) The intensity of the object; (b) the phase of the object. [79] 

 

A Gaussian phase object with a uniform (unity) intensity profile is simulated to predict the 

performance of DH+TIE and compared with SWDH, DWDH results.  The size of the object plane 

is designed to have a resolution of 1024 × 1024, similar to the resolution of the charged coupled 

device (CCD) array on the recording plane.  The width of Gaussian phase is 0.5 mm 

(approximately 108 pixels).  In Figures 3-2(a,b), the intensity and phase of a typical object are 

presented with a maximum phase value of 60 rad.  The recording distance, i.e., the distance from 

the object plane to the hologram plane, is set to 200 mm.  Then based on Eqs. (3-1)-(3-3), CGHs 

are computed numerically.   

3.2.1 In-line DH+TIE 

For in-line DH+TIE, reconstruction of the image can be distorted by its twin image and the 

zeroth order component (see Eq. (3-3), without the second term on the RHS).  The effect of the 

twin image on phase retrieval using DH+TIE for objects with different phase excursions are now 

studied.  

An in-line hologram is depicted in Figure 3-3(a) for the Gaussian object shown in Figure 3-2.  

The hologram is back propagated to the two planes 𝑧 = −Δ𝑧, Δ𝑧.  Intensity images at the these 

planes are shown in Figure 3-3 (b,c).  Then, TIE is applied to retrieve the phase. 



33 

 

   

                            (a)                                                    (b)                                                  (c) 

Figure 3-3: (a) A CGH generated by an in-line DH of the Gaussian phase object with a maximum 

phase of 60 rad.  (b) Reconstructed intensity profile at 𝑧 = Δ𝑧 (𝑧 = −Δ𝑧 is similar). (c) Retrieved 

phase using TIE and taking  𝐼 ̅ = 1. [79] 

 

   

                                                    (a)                                                                  (b) 

Figure 3-4: The figure of merit 
𝜙𝑜𝑚

′  

𝜙𝑜𝑚
 for Gaussian phase objects with widths σ =

0.1, 0.2, 0.3, 0.4, 0.5 mm, and peak value 5, 10, 20, 30, 40, 50, 60 rad, (a)  𝐼 ̅ = 1, (b)  𝐼 ̅ =
(𝐼1+𝐼−1)

2
. 

[79] 

 

By using Eq. (3-8), the object phase 𝜙𝑜′(𝑥, 𝑦) can be computed from the finite difference of 

the intensity images.  As discussed above, two cases are studied: (a) 𝐼 ̅ = 1; (b) 𝐼 ̅ =
(𝐼1+𝐼−1)

2
.  To 

investigate the twin image effect on the DH+TIE, Gaussian phase objects with widths σ =

0.1, 0.2, 0.3, 0.4, 0.5 𝑚𝑚and peak values 𝜙𝑜𝑚 = 5, 10, 20, 30, 40, 50, 60 rad are simulated with 

in-line DH+TIE.  For each of the cases, the reconstructed maximum value 𝜙𝑜𝑚
′
 is extracted and 

compared with the original maximum phase value 𝜙𝑜𝑚.  We define the ratio 
𝜙𝑜𝑚

′  

𝜙𝑜𝑚
 as a figure of 

merit to evaluate the reconstruction quality.  A ratio close to unity is an indication that the retrieved 
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phase is close to the original phase.  Figures 3-4 (a,b) show the figure of merit for all cases, and 

when (a)  𝐼 ̅ = 1, (b)  𝐼 ̅ =
(𝐼1+𝐼−1)

2
.  

From Figure 3-4, for both cases, as the peak phase value becomes larger, or the Gaussian phase 

width is smaller, the figure of merit 
𝜙𝑜𝑚

′  

𝜙𝑜𝑚
 tends to 1, implying a better reconstruction.  From the 

trends of peak ratios, we can conclude that accuracy of reconstruction with in-line DH+TIE depends 

on the spread of the phase object and its maximum phase.  For widely spread objects and small 

peak values, the accuracy is low because the influence of the remaining zero-order and, especially, 

the twin image is very strong.  However, for phase objects with large phase gradients, the twin 

image is severely defocused, thus, the effect on the phase retrieval results is less. 

3.2.2 Off-axis DH+TIE 

An off-axis hologram is simulated for a Gaussian phase object with 𝜎 = 500 μm (108 pixels) 

and a peak phase of 30 rad to yield the computer-generated hologram (CGH) as in Figure 3-5(a).  

An angle of 1.5° both along x- and y-axis is introduced, thus a carrier frequency, as evidenced by 

the straight-line fringes, can be observed in the figure.  Next, the recorded hologram is Fourier 

transformed, and a bandpass filter is applied to filter out the zeroth order and twin image in the 

spatial frequency domain.  The resulting filtered hologram is re-centered, zero-padded to the 

dimensions of the original recorded hologram and reconstructed through back-propagation to the 

three planes at 𝑧 = Δ𝑧, 0, −Δ𝑧.  At each of the planes, an intensity image can be calculated by Eq. 

(3-4).  Intensity images at 𝑧 = ±Δ𝑧 are shown in Figures 3-5(b,c).  Then, the phase can be retrieved 

by TIE assuming: (a) 𝐼 ̅ = 𝑐𝑜𝑛𝑠𝑡; (b) 𝐼 ̅ =
(𝐼1+𝐼−1)

2
.  The retrieved (unwrapped) phase profiles 𝜙0

′  are 

presented in Figure 3-6(a,b) respectively.   
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                               (a)                                                   (b)                                                 (c) 

Figure 3-5: (a) A CGH generated by an off-axis setup DH of the object with uniform intensity and 

phase profile in (a).  The reconstructed intensity images at the planes (b) 𝑧 = Δ𝑧; (c) 𝑧 = −Δ𝑧. [79] 

 

     

                         (a)                                               (b)                                                 (c) 

Figure 3-6: Retrieved unwrapped phase by using off-axis DH+TIE (a) 𝐼 ̅ = 𝑐𝑜𝑛𝑠𝑡; (b) 𝐼 ̅ =
(𝐼1+𝐼−1)

2
 

for a Gaussian phase with maxima radians of 30 rad.  (c) Retrieved unwrapped phase using SWDH 

with PUMA for the same object in (a,b). [79] 

 

For comparison, the reconstructions of object phase using off-axis (single wavelength) 

SWDH+PUMA (to be called simply SWDH for brevity) are also presented.  First, the wrapped 

phase can be computed from the object field 𝐸𝑜0
′(𝑥, 𝑦) at the reconstruction plane 𝑧 = 0 (see Eq. 

(3-4)) by using: 

𝜙0𝑤𝑟𝑎𝑝
′ (𝑥, 𝑦) = arctan (

𝐼𝑚(𝐸𝑜0
′(𝑥,𝑦))

𝑅𝑒(𝐸𝑜0
′(𝑥,𝑦))

).                                        (3-9) 

Due to the trigonometric function, 𝜙0𝑤𝑟𝑎𝑝
′  is wrapped within the interval [0,2𝜋].  PUMA [51] 

is used to unwrap the phase, and the unwrapped phase 𝜙0
′  for SWDH is presented in Figure 3-6(c). 

To get a better understanding of the performance of phase retrieval, the mean squared error 

(MSE) defined as  
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𝑀𝑆𝐸 =
1

𝑀×𝑁
∑ ∑ [𝜙0

′ (𝑖, 𝑗) − 𝜙𝑜(𝑖, 𝑗)]2𝑁
𝑗=1

𝑀
𝑖=1 ,                               (3-10) 

is used as a figure of merit, where 𝑀  and 𝑁  are the pixel numbers in x- and y-directions, 

respectively.  In this simulation, 𝑀 = 𝑁 = 1024.  The smaller values of MSE denotes a better 

reconstruction quality.  The MSEs are computed for the two cases of off-axis DH+TIE and off-axis 

SWDH  for a Gaussian phase with σ = 500 μm, and with peak phase values 5, 30, 60 rad, and are 

presented in Table 3-1. 

Table 3-1: MSE for off-axis DH and DH+TIE reconstructions 

Methods 

Mean Squared Error MSE (Gaussian phase for 𝜆 = 514.5 nm) 

(5 rad) (30 rad) (60 rad) 

Off-axis DH+TIE 

(𝐼 ̅ = 𝑐𝑜𝑛𝑠𝑡) 
0.0098 0.0070 0.0039 

Off-axis DH+TIE 

(𝐼 ̅ =
𝐼1 + 𝐼−1

2
) 

0.0697 0.0843 0.1118 

Off-axis SWDH 0.0069 0.0070 0.0070 

 

From Table 3-1, the MSEs indicate off-axis DH+TIE and SWDH have comparable accuracy 

performance.  For off-axis DH+TIE, the assumption that 𝐼 ̅is a constant can lead to a better result 

and the accuracy increases as the peak value of the Gaussian phase becomes larger. 

As is well-known, the use of dual-wavelength ( 𝜆1, 𝜆2 ) DH enables minimizing or even 

eliminating the need for phase unwrapping due to a larger synthetic wavelength.  We have therefore 

also compared our off-axis DH+TIE results with the results from DWDH+PUMA (again only 

called DWDH for brevity) and SWDH.  For DWDH, the wavelengths 𝜆1 = 514.5 nm and 𝜆2 =

496.5 nm have been used.  The wrapped phase map of two wavelengths are subtracted to obtain a 

phase map corresponding to the synthetic wavelength Λ =
𝜆1𝜆2

|𝜆1−𝜆2|
= 14.19 μm [6].  The difference 



37 

 

in wavelength introduces a scaling effect to the holograms, and this is compensated by zero padding 

the hologram for one wavelength and the wrapped phase for the other wavelength.  The pad size is 

given by [6]   

pad size = round (
𝑁

2
(

𝜆1

𝜆2
− 1) ).                                        (3-11) 

Simulations done for a Gaussian phase with a peak of 30 rad and width of σ = 500 μm, not 

shown here, show that the results of DH+TIE with 𝐼 ̅ = 𝑐𝑜𝑛𝑠𝑡 and SWDH match the best, while 

that for DWDH suffer from higher mean square errors due to (i) peak to peak retrieved phase not 

being exactly the same as in the other two cases, and (ii) some random fluctuations in the retrieved 

phase.  It is surmised that these random variations in simulations may arise from round-off errors 

stemming from Eq. (3-11); this is still under investigation.  Comparison between DH+TIE, SWDH 

and DWDH appears later in connection with actual experiments performed on phase retrieval. 

3.2.3 PSDH+TIE 

To complete the list of existing methods for phase retrieval, we consider PSDH and introduce 

the concept of combining PSDH with TIE.  As mentioned earlier, PSDH is an in-line holographic 

technique where the reference with nominally four different phase shifts, viz.,  0,
π

2
, 𝜋, −

𝜋

2
 are used 

to generate four holograms.  By using Eq. (3-5), the complex object field at the hologram plane is 

obtained.  The complex field is back propagated to two planes at 𝑧 = −Δz, Δz, as shown in Figures 

3-7(a,b).  Then, TIE is applied to the intensity images for (1) 𝐼 ̅ = 𝑐𝑜𝑛𝑠𝑡; (2) 𝐼 ̅ =
(𝐼1+𝐼−1)

2
. The 

reconstructed results are shown in Figures 3-7(c,d) respectively.  For comparison, the traditional 

PSDH+PUMA (abbreviated as PSDH) is also performed for the object and the retrieved unwrapped 

phase using PUMA is shown in Figure 3-7(e). 
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                                          (a)                                                               (b) 

 

 (c)                                              (d)                                             (e) 

Figure 3-7: The reconstructed intensity profiles at (a) 𝑧 = −Δ𝑧; (b) 𝑧 = Δ𝑧.  Retrieved phase by 

using PSDH+TIE under the condition (c) 𝐼̅ = 𝑐𝑜𝑛𝑠𝑡; (d) 𝐼̅ =
(𝐼1+𝐼−1)

2
.  (e) Retrieved phase by using 

PSDH with traditional phase unwrapping using PUMA. [79] 

 

Table 3-2: MSE for PSDH+TIE and PSDH phase retrievals 

Methods 

Mean Squared Error MSE (Gaussian phase for 𝜆 = 514.5 nm) 

(5 rad) (30 rad) (60 rad) 

PSDH+TIE 3.63×10-10 4.04×10-9 2.25×10-8 

PSDH 4.63×10-5 4.64×10-5 4.65×10-5 

Since both conditions, viz., 𝐼 ̅ = 𝑐𝑜𝑛𝑠𝑡 and 𝐼 ̅ =
(𝐼1+𝐼−1)

2
 in Figures 3-7(c,d), respectively, yield 

results to the same level of accuracy, we choose the condition  𝐼 ̅ = 𝑐𝑜𝑛𝑠𝑡 to compare with PSDH 

results.  MSEs are calculated for the simulations of Gaussian phase objects with peak phase of 

30, 45, 60 rad and width σ = 500 μm.  The calculated MSEs are listed in Table 3-2.  The MSE 

values in Table 3-2 are extremely small, which shows both PSDH+TIE and PSDH can give high 
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quality phase retrieval results theoretically; however, PSDH+TIE is more accurate compared to 

PSDH.   

3.2.4 Computational Performance 

It is in the computation time that phase retrieval using TIE shows its definite advantage.  A 

time performance evaluation is done for SWDH (+PUMA) and DH+TIE.  The numerical phase 

retrieval and reconstruction is performed by Matlab R2019b using a computer with Intel(R) Core 

(TM) i7-9700 CPU @ 3.00 GHz.  The computation time is averaged over 5 runs.  As shown in 

Figure 3-8, Gaussian phase objects with peak phase varying from 5 rad to 60 rad are retrieved using 

off-axis and in-line SWDH and DH+TIE.  Compared to off-axis SWDH, in-line SWDH requires 

more time, which may possibly result from PUMA requiring additional computation time due to 

distortions related to the existence of the twin images.  DH+TIE is far superior to DH+PUMA 

methods in time performance.  Particularly, as the peak phase becomes larger, DH+PUMA methods 

require substantially more computation time; in contrast, DH+TIE still shows very good time 

efficiency, and computational times are independent of the peak phase excursion.  

 

Figure 3-8: Time performance for phase retrieval using in-line and off-axis SWDH+PUMA and 

DH+TIE from CGHs for Gaussian phase object with a peak phase varying from 5 rad to 60 rad. 

[79] 
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3.3 Experimental Results 

3.3.1 Experimental Setup 

A typical off-axis setup for holographic recording in transmission geometry is used to digitally 

record holograms of phase objects as shown in Figure 3-9 [6].  Illumination is provided by an Ar-

ion laser at 514.5 nm for SWDH, while an additional wavelength of 496.5 nm is used for DWDH.  

The laser beam is collimated and expanded by a spatial filter assembly and a collimation lens with 

a focal length of 250 mm.  Then a Mach-Zehnder interferometer setup is used to obtain the 

interference pattern between the object beam and the reference beam.  By adjusting the aperture 

size of the two irises, the interference pattern can cover the whole active area of the CCD camera.   

 

Figure 3-9: A schematic diagram of the optical system used in the experiments.  An Ar-ion laser 

with wavelengths of 𝜆1 = 514.5 nm  and 𝜆2 = 496.5 nm  is used.  A spatial filter assembly, 

composed of a 10 × microscope objective and a 25 μm pinhole, together with a collimation lens 

𝐿1 is used to collimate and expand the laser beam.  A Mach-Zehnder interferometric setup is used.  

The reference beam path follows BS1-M3-BS2, while the object beam path is BS1-M4-BS2.  A 

small angle between the reference and object beams can be introduced by slightly tilting the mirror 

𝑀3 to achieve the off-axis setup.  Two irises are used to control the size of the laser beam.  L: lens; 

M: mirror; BS: beam splitter; CCD: Charged Coupled Device; PC: personal computer. [79] 

 

The distance from the object to the CCD camera is set to 200 mm.  The CCD camera (Thorlabs, 

DCU223C) has a resolution of 768 × 768 pixels and a pixel pitch of 4.65 μm in both x- and y-axis, 

which corresponds to an area of 3.57 × 3.57 mm2.  A small angle is introduced to the reference 
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beam to spatially discriminate reconstructed fields and zeroth term.  The angle is usually within 3°; 

the choice of the angle depends on the wavelength and pixel pitch of the CCD camera [83].   

3.3.2 Phase Retrieval Results and Analysis 

A set of plano-convex lenses are used as the phase objects in the experiments, in order to 

investigate the performance of DH+TIE, SWDH and DWDH for different phase excursions. 

Figures 3-10(a,b) are two representative holograms recorded by the CCD camera with 

wavelengths of 514.5 nm and 496.5 nm respectively.  The phase object used is a lens with a radius 

of curvature of 𝑅1 =  516.8 mm, a refractive index of 𝑛 = 1.52, and an aperture diameter of 𝐷 =

25.4 mm.  To mitigate the effect from the aberration of the lens, only a small part of the central 

part of the lens has been illuminated.  The diffracted field covers the whole area of the CCD camera. 

A similar reconstruction and phase retrieval process as discussed in Section 3.1 and 3.2 is also 

done for the experimental data.  After processing in spatial frequency domain and back propagating 

to two planes close to the reconstruction plane, two intensity images are computed numerically at 

𝑧 = −Δ𝑧, Δ𝑧, respectively (Figures 3-11(a,b)).  As noted earlier, the value of Δ𝑧 = 0.1 mm is used.   

          

                                                        (a)                                               (b) 

Figure 3-10: The holograms of recorded by the CCD camera with a wavelength of (a) 𝜆1 =
514.5 nm; (b) 𝜆2 = 496.5 nm.  The inset is a zoom in view for the hologram showing the carrier 

frequency by the off-axis setup. [79] 
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                                                           (a)                                             (b)                                          

Figure 3-11: The two reconstructed intensity images at 𝑧 = (a) −Δ𝑧; (b) +Δz. [79] 

 

The obtained intensity images can be used in TIE to retrieve the phase for the lens.  Given that 

a constant intensity for the phase object is not achievable in experiment, 𝐼 ̅ =
𝐼1+𝐼−1

2
 is used in TIE.  

Also, the phase is converted to height with the known value of refractive index and the 

corresponding wavelength.  Figure 3-12(a) shows the retrieved profile of the lens by using DH+TIE 

followed by phase to height conversion.  From the hologram in Figure 3-10(a), SWDH can be 

applied to reconstruct the lens.  The profile from SWDH is shown in Figure 3-12(b).  Also, 

reconstructed from holograms in Figures 3-10(a,b) respectively, two phase maps for two different 

wavelengths of 514.5 nm  and 496.5 nm  are derived and subtracted to yield the phase map 

corresponding  to the synthetic wavelength Λ = 14.19 μm.  The retrieved profile from DWDH is 

shown in Figure 3-12(c).   

 

                       (a)                                                   (b)                                                  (c) 

Figure 3-12: Three-dimensional topography of plano-convex lens with R1 = 516.8 mm by using 

(a) DH+TIE; (b) SWDH; (c) DWDH.  In (b) and (c), PUMA is used for phase unwrapping. [79] 
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For comparison, a line along the x-axis and passing through the center of the lens is extracted 

for each of the methods in Figure 3-12.  Figure 3-13(a) shows the extracted profile along 𝑥 for 𝑦 =

0 and the ideal lens profile.  From this plot, it is seen that all the methods perform very well, though 

the result from DWDH is noisier than the other two methods.  This is in general agreement with 

our results from CGH reconstructions in Section 3.2.  Thereafter, two other lenses with same 

aperture size and refractive index but smaller radii of curvatures are used as phase objects.  The 

radii of curvature for the two lenses are 𝑅2 = 387.6 mm and 𝑅3 = 258.6 mm, respectively.  The 

difference in radii of curvatures lead to a change in the peak phase (and the phase gradients) in the 

transverse plane.  The same experimental recording and numerical reconstruction process is also 

performed for these two lenses.  Figures 3-13(b,c) present the extracted lines for each of these lens 

by using all the three methods and the ideal lens profile.   

The figure of merit MSE given in Eq. (3-10) is calculated for each of the methods and are 

shown in Table 3-3.  MSEs give an insight on the quality of phase retrieval.  From the MSEs, 

DH+TIE and SWDH give comparable quality of results.  DWDH is noisier than the other two 

methods.  The experimental results are in accordance with our simulations in Section 3.2. 

  

                         (a)                                                  (b)                                                  (c) 

Figure 3-13: Extracted lines along x-axis and go through the center of the lens for lens with a radius 

curvature of (a) 𝑅1 = 516.8 mm; (b) 𝑅2 = 387.6 mm; (b) 𝑅3 = 258.6 mm.  The magenta line is 

the result from SWDH; the blue line is extracted from DWDH result; the red line is the result from 

DH+TIE; and the black line is the ideal lens shape.  For SWDH and DWDH, PUMA is used for 

phase unwrapping. [79] 
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Table 3-3: MSEs in heights for experimental results 

Methods 
Mean Squared Error MSE for heights [μm2] 

R = 516.8 mm R = 387.4 mm R = 258.6 mm 

DH+TIE 0.0463 0.0997 0.1352 

SWDH 0.0710 0.0880 0.2832 

DWDH 0.1062 0.1244 0.5494 

 

As mentioned in Section 3.2, phase retrieval results from DWDH in simulations using CGHs 

were noisier than SWDH and DH+TIE methods.  A probable reason was attributed to inaccuracies 

from zero-padding.  In actual experiments, the noise may also arise from the laser linewidth.  In 

SWDH, the fractional error in measurement of phase is of the order of  
|δ𝜑𝜆|

𝜑𝜆
=

|𝛿𝜆|

𝜆
 , where |𝛿𝜆| is 

the laser linewidth.  In DWDH, the fractional error in measurement of phase is 
|δ𝜑Λ|

𝜑Λ
=

|𝛿Λ|

Λ
.  Using 

the expression for the synthetic wavelength mentioned in Section 3.2, viz., Λ =
𝜆1𝜆2

|𝜆1−𝜆2|
≈

𝜆2

∆𝜆
, it can 

be shown that 
|δ𝜑Λ|

𝜑Λ
≈ 2

|𝛿𝜆|

𝜆
+

|𝛿𝜆|

∆𝜆
≈

|𝛿𝜆|

∆𝜆
.  Therefore, the ratio of the errors is 

𝐸𝑟𝑟𝑜𝑟𝐷𝑊𝐷𝐻

𝐸𝑟𝑟𝑜𝑟𝑆𝑊𝐷𝐻
≈

𝜆

∆𝜆
.  In 

our experiment, this ratio is of the order of 25, indicating that DWDH is expected to have much 

more error than SWDH.   

3.3.3 Computational Performance 

In Section 3.2.4, a computational performance analysis was done to compare phase retrieval 

from CGHs using DH+TIE with other SWDH methods using PUMA.  A similar computation time 

comparison is done for the experimental results.  Once again, numerical phase retrieval and 

reconstruction is performed by Matlab R2019b using a computer with Intel(R) Core(TM) i7-9700 

CPU @ 3.00 GHz.  The computation time is averaged over 5 runs.  Expectedly, DH+TIE shows its 

great advantage in time performance with a computational time ~0.5 s, as is presented in Table 3-

4.  DWDH+PUMA requires about 20 s  for reconstruction for all three lenses (phases).  The 
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computational time for SWDH+PUMA is in the order of a few minutes and increases with the peak 

phase (reduction of radius of curvature of lens), since more unwrapping is needed. 

Table 3-4: Computational time for phase retrieval from experimental results 

Methods 

Computation Time [s] 

R = 516.8 mm R = 387.4 mm R = 258.6 mm 

DH+TIE 0.498 0.499 0.499 

SWDH 124.103 132.983 164.398 

DWDH 20.902 20.032 21.202 

 

3.4 Conclusion 

In this Chapter, the general idea of DH+TIE is introduced, and a detailed description of the 

method is described.  Its performance is evaluated using convenient figures of merit such as MSE 

and computational time.  Specifically, conventional DH techniques such as SWDH and DWDH 

using PUMA for phase unwrapping have been compared with in-line and off-axis DH+TIE, along 

with a newly introduced PSDH+TIE technique.  Both CGHs as well as experimentally recorded 

holograms have been used for phase retrieval.  The advantages of using TIE coupled with DH as a 

convenient tool for phase retrieval are that multiple registrations of images are automatically done 

numerically with a single hologram capture and without the need for moving optical components, 

the computed phase is naturally unwrapped, and computation times are much smaller than PUMA.   

A few of the other results of the work are now listed.  The twin image effect on in-line DH+TIE 

has been studied.  For objects with larger phase excursions, the twin image is severely defocused; 

thus, in-line DH+TIE can perform better for large phase radians cases.  Off-axis DH+TIE is 

compared with standard DH methods in simulation and experiments.  Though SWDH has an 

accuracy performance comparable with DH+TIE, the computation time for SWDH is much higher.  

DWDH can potentially avoid/minimize phase unwrapping iterations; however, its accuracy is not 
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as good as DH+TIE – possible reasons being round-off errors during zero padding and the use of 

dual wavelengths.  The idea of combining PSDH with TIE is also proposed in this Chapter.  Our 

simulations with CGHs indicate PSDH+TIE can achieve excellent accuracy in an in-line geometry, 

albeit with multiple captures of the holograms.    

In the future, DH+TIE can be further developed by using higher-order intensity derivatives in 

TIE [80], non-recursive and recursive methods for combining TIE with TPE (see Chapter II and 

Ref. [36]), etc.  It is also worthwhile to explore DH+TIE using partially coherent light with the help 

of optical scanning holography [84] or Fresnel incoherent correlation holography (FINCH) [85].  

The next chapter will discuss the application of correlation of holograms in 3D surface feature 

identification.  
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 CHAPTER IV 

DIGITAL CORRELATION OF CGHS FOR 3D FACE RECOGNITION 

 

In this Chapter, we explore a potentially important application of DH in identification of 3D 

features from hologram correlation without the need for any reconstruction.  This is possible since 

the 3D information of objects is encoded in the 2D hologram.  Therefore, digital hologram 

correlation can reveal critical 3D surface features by comparing with a reference correlation result. 

This technique, first developed to compare surface roughness during 3D metallic additive 

manufacturing [82], is applied to facial recognition.  

4.1 Methodology 

4.1.1 Pre-processing of 3D Face Models 

The original human face point clouds used for simulations were acquired by a multi-view 

camera with structured light imaging, kindly provided by Prof. Yebin Liu’ group at Tsinghua 

University.  Each face point cloud roughly contains more than 100,000 points, covering the whole 

face part (eyes, nose, mouth), and some parts of the hair, ears, and shoulders.  In order to uniformly 

compare all the face models, pre-processing is manually done to align the faces and facing 

directions, crop redundant parts of the model, mesh the point cloud with triangles in Meshlab® and 

extract the feature points for each human face.  The feature points are the feature map of a human 

face.  A typical pre-processed image is shown in Figure 4-1.  The 32 red spheres represent 32 

feature points.  Points 1-10 show the contour of the face; points 11-22 gives the perimeter of the 

two eyes; points 23-26 represent the nose bridge; and points 27-32 are six points on the contour of 

the mouth.  These feature points contain typical 3D depth and intensity.   
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Figure 4-1: A schematic diagram of a pre-processed face model.  The red spheres labeled from 1 

to 32 represent the feature points of the face.  Points 1-10 is the contour of the face; points 11-22 

gives the perimeter of the two eyes; points 23-26 represents the nose bridge; and points 27-32 are 

six points on the contour of the mouth. [81] 

 

4.1.2 Calculations of the CGHs  

Based on selected feature points, three CGH algorithms are implemented respectively.  One 

way to generate CGHs is a point-oriented algorithm [86-88] to treat every feature point as a point 

source and propagate these points (considered as point sources) by Rayleigh-Sommerfeld 

diffraction.  Another way is an angular spectrum layer-oriented algorithm [89], which divides a 3D 

complex scene into multiple layers according to depth cues.  The third way is also a point-oriented 

algorithm based on the Fresnel approximation [90].  The Rayleigh-Sommerfeld point-oriented 

algorithm has the advantage in accurately interpreting point source propagation.  The angular 

spectrum layer-oriented algorithm shows great superiority in computing efficiency, which is above 

1000 times faster than the point-oriented models [89].  Fresnel approximation is a compromise 

between the first two algorithms with regard to computational efficiency.   

The feature points on the face model are considered as a collection of point sources, shown in 

Figure 4-2, whose holograms can be found by the point oriented or layer-oriented algorithms.   

For the point-oriented approach, each point propagates as a spherical wave and is recorded at 

the hologram plane.  The yellow star in the rectangular box represents point (source) 22 which 
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propagates along the 𝑧 direction and its CGH is computed at the hologram plane.  Then, a wavefront 

superposition of all propagated point sources is calculated and yields the complex amplitude of the 

CGH for a corresponding face.  The phase hologram can be obtained by: 

𝜙(𝑥, 𝑦) = 𝑎𝑟𝑐𝑡𝑎𝑛 (
𝐼𝑚(ℎ(𝑥,𝑦))

𝑅𝑒(ℎ(𝑥,𝑦))
),                                              (4-1) 

where ℎ(𝑥, 𝑦) is the complex hologram (similar to Eq. (3-5)), and 𝜙(𝑥, 𝑦) is a presentation of the 

phase hologram.  

 

Figure 4-2: A diagram of point-oriented and layer-oriented method for calculating phase 

holograms. [81] 

 

Figure 4-3 shows the coordinate system for point-oriented algorithms.  A collection of feature 

points is considered as a group of self-illuminated point sources, emitting a series of spherical 

waves.  These spherical waves are interfered and recorded at the hologram plane. In Figure 4-3, 

𝑃𝑖(𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖) is the 𝑖𝑡ℎ point near object plane; 𝑃(𝑥, 𝑦, 𝑑) stands for arbitrary point in the hologram 

plane; the distance between 𝑃 and 𝑃𝑖 is marked as 𝑟𝑖. 
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Figure 4-3 Schematic diagram of a point-oriented propagation coordinates.  The black dashed lines 

are the wavefront of the point source (star). [81] 

 

The propagation of Rayleigh-Sommerfeld diffraction is [27]:  

ℎ(𝑥, 𝑦) = 𝑗
𝑘0

2𝜋
∑

𝐴𝑖

𝑟𝑖
exp [−𝑗(𝑘0𝑟𝑖 + 𝜙𝑖)]32

𝑖=1 ,                                      (4-2) 

where ℎ(𝑥, 𝑦) is the complex amplitude distribution of the CGH, 𝐴𝑖 is the initial amplitude of the 

𝑖𝑡ℎ point, 𝑘0 =
2𝜋

𝜆
 is the wave number, 𝜆 is the wavelength of the light, 𝜙𝑖 is the initial phase (𝜙𝑖 

is set to a constant value in this case), 𝑟𝑖 is the distance between the 𝑖𝑡ℎ point 𝑃𝑖(𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖) and an 

arbitrary point 𝑃(𝑥, 𝑦, 𝑑) in the hologram plane where 𝑑 is the distance between object plane and 

hologram plane:  

𝑟𝑖 = √(𝑥𝑖 − 𝑥)2 + (𝑦𝑖 − 𝑦)2 + (𝑑 − 𝑧𝑖)2.                                 (4-3) 

In the layer-oriented approach, as shown in Figure 4-2, a set of feature points are sliced into 𝑙 

layers, according to the depth values (𝑧 axis).  Each layer contains a few point sources that have 

similar depth values.  The complex amplitude distribution is calculated by the angular spectrum 

method: 

ℎ(𝑥, 𝑦) = ∑ ℱ−1{𝐻𝑝𝑖 ∙ ℱ[𝐴𝑖(𝑥, 𝑦) exp(−𝑗𝜙𝑖(𝑥, 𝑦))]}𝑙
𝑖=1 ,                      (4-4) 
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where ℱ and ℱ−1 are Fourier and inverse Fourier transform respectively, 𝐴𝑖(𝑥, 𝑦) represents the 

amplitude distribution function of the initial field from the point sources in the 𝑖𝑡ℎ  layer, 𝜙𝑖 

represents the initial phase distribution, 𝑙 is the number of layers and 𝐻𝑝𝑖 is the angular spectrum 

transfer function for propagation: 

𝐻𝑝(𝑘𝑥, 𝑘𝑦; Δ𝑧) = exp [−𝑗 (√𝑘0
2 − (𝑘𝑥

2 + 𝑘𝑦
2)(𝑑 − 𝑧𝑖))].              (4-5) 

Figure 4-4 shows typical face models with extracted feature points and corresponding CGHs 

generated by the angular spectrum layer-oriented method [89].  Face 1 and Face 6 are obtained 

from the same person but with distinctive facial expressions; the other three faces shown in Figure 

4-4 are acquired from different individuals. 

 

Figure 4-4: Five typical face models and corresponding holograms.  Face 1 and Face 6 are the 

faces from the same person with different facial expressions.  Face 9, 11, 12 are the faces from 

different individuals. [81] 

 

For phase-only hologram, the initial phase is usually taken as random [89,91-92], in order to 

reduce the low frequency part of the CGH contributed by the modulation of amplitude distribution.  

We have taken the initial phase as a constant because in our case the number of points for face 

recognition is small.  The propagation and interference of these points cannot contribute a large 

variance in amplitude distribution of a CGH.  The randomness could introduce difficulty in 

correlation recognition and should be avoided.  
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Finally, the Fresnel diffraction method is achieved by approximation of 𝑟𝑖  in Rayleigh-

Sommerfeld method (see Eq. (4-2)), through applying the paraxial approximation and retaining the 

first two terms of the formula: 

𝑟𝑖 ≈ (𝑑 − 𝑧𝑖) [1 +
1

2
(

𝑥𝑖−𝑥

𝑑−𝑧𝑖
)

2
+

1

2
(

𝑦𝑖−𝑦

𝑑−𝑧𝑖
)

2
].                               (4-6) 

Then, Eq. (4-2) can be expressed as [27]:  

ℎ(𝑥, 𝑦) = 𝑗
𝑘0

2𝜋
∑

𝐴𝑖∙𝑒𝑥𝑝 [−𝑗𝑘0(𝑑−𝑧𝑖)]

(𝑑−𝑧𝑖)
𝑒𝑥𝑝 [−𝑗 (

𝑘0

2(𝑑−𝑧𝑖)
((𝑥𝑖 − 𝑥)2 + (𝑦𝑖 − 𝑦)2) + 𝜙𝑖)]32

𝑖=1 .   (4-7) 

According to Eq. (4-7), Fresnel diffraction can be used in a point-oriented scenario.  Note that 

scaling and rotating of 3D faces will affect the results.  This is because the Fresnel diffraction 

formula can be recast in terms of a scaled Fourier transform [49].  Since Fourier transformation is 

dependent on scaling and rotation, the performance of the proposed method will be affected.  This 

is also the reason why we align all the faces in pre-processing.   

4.1.3 Correlation and Performance Metrics 

Since 3D information of human faces is encoded in 2D CGHs, it is postulated that recognition 

can be achieved by 2D digital correlation of CGHs.  The correlation concept was, in fact, also used 

for estimating the similarity of other 3D objects [83].   Correlation peak values are extracted as a 

metric for evaluating similarity of human faces.   

Given that all the CGH algorithms have their own strengths, drawbacks and their own 

propagation range, we have tried and compared them in the application of 3D face recognition in 

this work.  Correlation performance metrics, known as figures of merits [93,94], viz. discrimination 

ratio (DR), peak-to-correlation plane energy (PCE), and peak-to-noise ratio (PNR) are studied for 

evaluating the quality of the correlation [95-99].  The DR is the ratio of the autocorrelation peak 

value to the cross-correlation peak value, which means the ratio between desired target peak value 

and nontarget peak value.  The PCE is defined as correlation peak value over correlation plane 
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energy, which denotes the amount of energy accumulated in the correlation peak. PCE can also 

measure the sharpness of the correlation peak [100].  The PNR is the correlation peak value over 

the mean energy of the correlation plane, showing the correlation peak value compared to the mean 

noise of the correlation plane.  Correlation coefficients 𝐶(𝑚, 𝑛) is defined in Eq. (4-8), where  𝑋1 

and 𝑋2 are the two matrix, 𝑘, 𝑙 are the discrete index along x,y-directions, the ranges of 𝑚, 𝑛 are to 

make the correlation result matrix size same as the original matrix size. Table 4-1 presents a 

summary for figures of merits used in this work, where 𝑃𝐴𝑢𝑡𝑜 is the autocorrelation peak value, 

𝑃𝐶𝑟𝑜𝑠𝑠  is the cross-correlation peak value, 𝐶(𝑚, 𝑛) is the correlation coefficient, M and N are 

number of pixels for CGH in x and y coordinates, respectively. 

𝐶(𝑚, 𝑛) = |∑ ∑ 𝑋1(𝑘, 𝑙)𝑋2(𝑘 − 𝑚, 𝑙 − 𝑛)𝑁−1
𝑙=0

𝑀−1
𝑘=0 |, {

−
𝑀

2
≤ 𝑚 ≤

𝑀

2
− 1

−
𝑁

2
≤ 𝑙 ≤

𝑁

2
− 1

.          (4-8) 

Table 4-1: A summary of performance metrics for correlation  

Metrics Definitions 

Discrimination ration (DR) DR =
𝑃𝐴𝑢𝑡𝑜

𝑃𝐶𝑟𝑜𝑠𝑠
  

Peak-to-correlation plane energy (PCE) PCE =
𝑃𝐴𝑢𝑡𝑜

𝐸
=

𝑃𝐴𝑢𝑡𝑜

∑ ∑ |𝐶(𝑚,𝑛)|2𝑁
𝑛=1

𝑀
𝑚=1

  

Peak-to-noise ratio (PNR) PNR =
𝑃𝐴𝑢𝑡𝑜

𝐸̅
=

𝑃𝐴𝑢𝑡𝑜
1

𝑀∙𝑁
∑ ∑ |𝐶(𝑚,𝑛)|2𝑁

𝑛=1
𝑀
𝑚=1

  

 

4.2 Results and Analysis 

The size of the hologram plane is set as 640 × 480 , with a pixel pitch of Δ𝑥 = Δ𝑦 =

8 × 10−3 mm.  In order to satisfy the sampling theorem in numerical diffraction and propagation 

[101], the 3D face feature points in x-y plane is scaled to a similar size as the hologram plane.  

Along 𝑧, the propagation distance from 𝑧 = 0 to hologram plane 𝑧 = 𝑑 varies among different 

CGH algorithms.  
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For the Rayleigh-Sommerfeld point-oriented algorithm, there is no restriction of the 

propagation distance.  We set 𝑑 = 500 mm.  For angular spectrum layer-oriented method, due to 

the Fast Fourier Transform algorithm (FFT) and Nyquist sampling theorem, 𝑑 has limitations [89]: 

𝑑 ≤ max{𝑀Δ𝑥√4(Δ𝑥)2𝜆−2 − 1, 𝑁Δ𝑦√4(Δ𝑦)2𝜆−2 − 1 }.                          (4-9) 

In our case, with λ = 532 × 10−6 mm, thus, 𝑑 ≤ 153.9 mm.  To meet the requirements of the 

propagation distance, we set 𝑑 = 150 mm.  Finally, the limitation of 𝑑 for Fresnel propagation 

comes from the approximation in Eq. (4-6).  The third term of the paraxial approximation is 

supposed to be much smaller than 
1

𝑘0𝑧
, which yields: 

𝑑3 ≫
𝜋

4𝜆
(𝐿0

2 + 𝑊0
2 + 𝐿2 + 𝑊2)2,                                          (4-10) 

where 𝐿 = 𝑀Δ𝑥, 𝑊 = 𝑁Δ𝑦, 𝐿0 and 𝑊0 are length and width of feature points in x-y plane, which 

have similar values as 𝐿 and 𝑊.  Therefore, 𝑑 ≫ 200 mm, and  𝑑 = 1000 mm is used in Fresnel 

diffraction case.  

4.2.1 Face Verification and Identification 

Twenty sets of feature points for 20 faces labeled from 1 to 20 are investigated.  Face 1 and 

Face 6 are obtained from the same person but with different facial expressions; other 18 faces are 

acquired from the other 18 different persons.   

In face verification, Face 1 is set as a reference and its CGHs computed by using three CGH 

algorithms with corresponding propagation distances are shown in Figure 4-5(a-c).  The reference 

CGH is then correlated with the other CGHs.  A typical cross-correlation pattern is shown in Figure 

4-5(d).  Then, the correlation peak value is extracted for further evaluations. 



55 

 

 

(a)                                               (b) 

 

(c)                                               (d) 

Figure 4-5: (a) A CGH generated by Rayleigh-Sommerfeld point-oriented algorithm with 𝑑 =
500 mm; (b) A CGH generated by angular spectrum layer-oriented algorithm with 𝑑 = 150 mm; 

(c) A CGH generated by Fresnel diffraction point-oriented algorithm with 𝑑 = 1000 mm; (d) a 

typical cross-correlation result for two CGHs.  The correlation peak value is 7.3 × 104. [81] 

 

Using each of the three methods for generating CGHs discussed in Section 4-1, the CGH of 

Face 1 is used as a reference CGH and is sequentially correlated with other CGHs one-by-one.  The 

correlation peak values for each 1:1 correlation are extracted from the correlation patterns.  The 

extracted correlation peak values are plotted versus the face number.  In Figure 4-6(a), the 

correlation values for Rayleigh-Sommerfeld point-oriented algorithm with 𝑑 = 500 mm  are 

labeled in red crosses; the peak values for angular spectrum layer-oriented algorithm with 𝑑 =

150 mm are shown in blue circles; the black asterisks denote the result for Fresnel diffraction 

point-oriented algorithm with 𝑑 = 1000 mm.  The autocorrelation peak value for the reference 

CGH is in the order of 10
6
, while cross-correlation peak values are generally much lower.  A 

noticeable standout is the peak value of correlation between Face 1 and Face 6, which is much 

higher than the other correlation peak values.  As mentioned previously, Face 1 and Face 6 are 

derived from the same person but with different facial expressions.  The correlation peak value of 
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Face 1 and Face 6 indicates that the two faces share considerable similarity in 3D space.  One may 

manually set a threshold, e.g., the dashed magenta line drawn in Figure 4-6(a), for verification of 

the reference face.  If the correlation peak value is larger than the threshold, the target face can be 

recognized as the same face as the reference and vice versa.  In general, it is observed that the 

angular spectrum method (𝑑 = 150 mm) gives lower values for the cross-correlation, while the 

Fresnel diffraction method (𝑑 = 500 mm) gives the highest values.  Also, the angular spectrum 

method requires the least amount of computations to generate the CGHs.   

Figure 4-6(a) has been regenerated using less (28) and more (36) feature points.  For 28 feature 

points, points 2,4,7 and 9 are eliminated; for 36, additional points are considered around the eyes.  

For both cases, the results are very similar to that in Figure 4-6(a), as shown in Figure 4-6(b) for 

the case of 28 feature points. 

 

(a)                                                                (b) 

Figure 4-6: The correlation peak values for verification of human faces.  The dashed magenta line 

is a threshold for distinguishing the same face as the reference or not, which is equal to 4 × 105. 

(a) 32, (b) 28 feature points. [81] 

 

As for facial identification, a reference face needs to be correlated to several faces 

simultanously, which is a typical 1-to-N problem.  Here Face 1 is selected as the reference face and 

its CGH is the reference CGH.  All the 20 CGHs are combined into a 4 × 5 cells, as shown in 

Figure 4-7(a), and correlated with the reference CGH.  The result is shown in Figure 4-7(b).   Two  

peak values are obvious as shown in Figure 4-7(b), Peak 1 denotes the autocorrelation peak value 
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for the reference CGH; Peak 2 is the correlation between Face 1 CGH and Face 6 CGH.  Even 

though there are 18 correlation peak values in Figure 4-7(b), these values are too small to be visually 

identified.  The identification using Face 1 as the reference is the same as the verification, 

previously shown in Figure 4-6(a). 

 

(a)                                                          (b) 

Figure 4-7: (a) CGHs for 20 faces by angular spectrum algorithm, mapping in 4 × 5 cells; (b) 

correlation coefficients for correlation between Figure 4-5(a) and Figure 4-7(a).  Autocorrelation 

peak is labeled as Peak 1 and correlation peak between Face 1 and Face 6 is labeled as Peak 2. [81] 

 

In order to verify the robustness of the proposed method,  each of the 20 faces are taken as 

references, one at a time, and their CGHs are used to correlate with all CGHs.  The results are 

shown in Figure 4-8.  In Figure 4-8(a), the highest values are the autocorrelation results, the next 

highest values are the cross-correlations between the CGHs of Face 1 and Face 6, which are derived 

from the same person.  The different colors and symbols denote the three different CGH algorithms 

with respective 𝑑’s, as before.  Once again, the dashed cyan line is a threshold for identification.  

This separation in peak values is sufficient for face recognition.  It is apparent from Figure 4-8 that 

the cross-correlation peak values are mostly distributed in three regions.  The black values obtained 

from Fresnel diffraction CGH algorithm (𝑑 = 1000 mm) are distributed between 8 × 104~2 ×

105; the red values for Rayleigh-Sommerfeld method (𝑑 = 500 mm) mostly fall in the range of 

5 × 104~1 × 105; and peak values of angular spectrum method (𝑑 = 150 mm) with blue markers 

are scattered approximately from 2 × 104~5 × 104.  The clusters of the correlation peak values 

reveal that CGH algorithms at different propagation distances perform distinctively.  
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Figure 4-8: Correlation peak values for Face 1-20 sequentially being set as reference.  A dashed 

cyan line is set as a threshold. [81] 

 

4.2.2 Correlation Performance Evaluation 

To further evaluate the correlation performance more quantitatively, the metrics introduced in 

Section 4.1 are calculated.  The DR of Figure 4-8 is calculated, and results are shown in Figure 4-

9(a).  The higher value of DR denotes the larger discrimination between the reference and the target; 

small DR values or values close to one means that the reference and the target shares more 

similarities.  In Figure 4-9(a), the three groups of colored cross stand for peak values obtained from 

three CGH algorithms at different propagation distances 𝑑 , respectively.  The DR for 

autocorrelation is equal to 1.  A dashed cyan line with a value of 3 is drawn to separate DR values 

into two groups: for the values below the dashed line, the reference and the target are from the same 

person; otherwise, the target does not match the reference.  A boxplot is drawn to analyze the 

correlation peak values in Figure 4-9(b).  In Figure 4-9(b), for each CGH algorithm at their 

corresponding propagation distance, two horizontal solid lines are the maximum and minimum DR 

for cluster of values; the two solid blue horizontal lines and the solid red line are the three quartiles.  

For simplicity, the solid blue horizontal line with a smaller value is first quartile, labeled as Q1; the 

solid red line is the second quartile or median, labeled as Q2; similarly, the solid blue horizontal 

line with a larger value is labeled as Q3.  For the values smaller than 𝑄1 − 1.5 × (𝑄2 − 𝑄1) or 

larger than 𝑄3 + 1.5 × (𝑄3 − 𝑄2), they are considered as outliers, which is shown in the red cross.  
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The blue circle showing the outliers corresponding to the values beneath the cyan dashed line in 

Figure 4-8(a).  In Figure 4-9(b), the DR of angular spectrum is significantly higher than the other 

two methods.  Upon comparing Rayleigh-Sommerfeld (𝑑 = 500 mm) and angular spectrum (𝑑 =

150 mm) methods, it is observed that they share a similar minimum value, but for DR values 

between Q1 and Q3, the Rayleigh-Sommerfeld shows a higher DR.  

 

(a)                                                          (b) 

Figure 4-9: (a) DR results for Figure 4-8(a).  A dashed cyan line with a value of 3 is drawn to 

separate PCE values into two groups to evaluate whether the target face and reference face are 

obtained from the same person.  Three colors and symbols denote three CGH algorithms.  (b) 

Boxplot for (a).  Black solid lines are the maximum and minimum values; blue horizontal lines are 

the first and third quartiles labeled as Q1 and Q3; red solid line is the median, labeled as Q2; the 

red cross are the values smaller than 𝑄1 − 1.5 × (𝑄2 − 𝑄1) or larger than 𝑄3 + 1.5 × (𝑄3 − 𝑄2); 

blue circle includes the values beneath the dashed cyan line in (a). [81] 

 

The PCE measures how much energy is accumulated in the correlation peak, or in other words, 

represents the sharpness of the correlation peak.  For easier comparison, a logarithm is performed 

on PCE values.  An obvious separation is shown in Figure 4-10(a): correlation of CGHs generated 

by angular spectrum with 𝑑 = 150 mm shows larger PCE values than the other two methods.  

Figure 4-10(b) gives the statistical result for Figure 4-10(a).  For angular spectrum and Fresnel 

diffraction, correlation peak values of angular spectrum with 𝑑 = 150 mm are roughly 4 times 

larger than the Fresnel diffraction with 𝑑 = 1000 mm, however, the PCE of angular spectrum 

method is more than 10 times larger than the Fresnel diffraction method.  The results indicate that 

the angular spectrum algorithm shows a better correlation peak sharpness compared to Fresnel 
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diffraction.  A similar comparison can be done between the angular spectrum method and Rayleigh-

Sommerfeld method.  

 

(a)                                                             (b) 

Figure 4-10: (a) log10PCE results for Figure 4-8(a).  (b) Boxplot for (a), showing a statistic 

analysis of log10PCE. [81] 

 

Finally, the PNR indicates the correlation peak value divided by the mean of correlation plane 

energy.  It is always preferred that the correlation peak is much higher than the mean of surrounding 

noise.  Results presented in Figure 4-11 give a straightforward comparison of PNR for three 

methods, and show that angular spectrum method shows a higher PNR than the other two methods, 

which are consistent to the DR and PCE results. 

 

(a)                                                            (b) 

Figure 4-11: (a) log10PNR results for Figure 4-8(a).  (b) Boxplot for (a), showing a statistic 

analysis of log10PNR. [81] 
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Investigation of figures of merits shows that angular spectrum layer-oriented method with 𝑑 =

150 mm is superior to the other two methods in CGH correlation performance.  By using the 

angular spectrum method, the correlation peak values give more separation between the reference 

human face and the target human face, and the correlation plane energy is much smaller with more 

energy accumulated in correlation peak values.  Among these three methods, the angular spectrum 

method (𝑑 = 150 mm) encoding of 3D face feature information into a 2D CGH, can be considered 

as the best candidate for generation of CGHs to be correlated for face recognition.  

Finally, the effect of propagation distance on the results obtained using the three methods is 

investigated.   Since Rayleigh-Sommerfeld method has no strict restriction on propagation distance, 

CGHs are generated by this method at 𝑑 = 150 mm and 1000 mm. Correlation results obtained 

using CGHs generated at 𝑑 = 150 mm and 𝑑 = 1000 mm are compared with correlation results 

from the Fresnel method (at 𝑑 = 1000 mm) and the angular spectrum method (at 𝑑 = 150 mm).  

The results are shown in Figure 4-12(a).  It is clear from the figure that overall the Rayleigh-

Sommerfeld method for 𝑑 = 1000 mm agrees well with the Fresnel method for the same distance; 

and the Rayleigh-Sommerfeld method for 𝑑 = 150 mm has reasonably good agreement with the 

angular spectrum method for the same distance.  A longer propagation distance may lead to the 

exclusion of some distinguishing higher spatial frequency information in the holograms, which in 

turn can give rise to higher cross-correlation peaks and may lead to a lower discrimination between 

CGH templates.  The DRs obtained using the angular spectrum method (𝑑 = 150 mm), Rayleigh-

Sommerfeld method (for 𝑑 = 150 mm), Fresnel method (𝑑 = 1000 mm), and the Rayleigh-

Sommerfeld method (for 𝑑 = 1000 mm) are shown in Figure 4-12(b).  While the DRs for the 

Rayleigh-Sommerfeld method and the Fresnel method for 𝑑 = 1000 mm are very similar, there 

are noticeable differences between the DRs using the Rayleigh-Sommerfeld method and the 

angular spectrum method for 𝑑 = 150 mm.  These differences possibly come from the slightly 

higher values for the cross-correlation observed in the case of Rayleigh-Sommerfeld compared to 
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the angular spectrum method.  This may be due to the fact that in the Rayleigh-Sommerfeld 

formulation taken for computations of the CGHs (see Eq. (4-2)), evanescent solutions are not 

included (and neither is the obliquity factor), whereas the angular spectrum approach derived 

directly from the Helmholtz equation using Fourier transformation) has no such assumptions.  The 

conversion from the transfer function to the impulse response which is used for the Rayleigh-

Sommerfeld method and the assumptions involved are discussed in detail in Stark [102] and Poon 

and Banerjee [103].  The DRs for 𝑑 = 150 mm are higher than those at 𝑑 = 1000 mm, for reasons 

discussed above. 

   

                                           (a)                                                             (b) 

Figure 4-12: (a) Correlation peak values for recognition of human faces with 𝑑 = 150 mm for 

Rayleigh-Sommerfeld and angular spectrum, 𝑑 = 1000 mm  for Rayleigh-Sommerfeld and 

Fresnel diffraction; (b) DR results for (a). [81] 

 

4.3 Conclusion and Discussion 

We have proposed a CGH correlation method for face recognition, providing a new way for 

3D face recognition.  Three-dimensional human faces are pre-processed and feature points are 

extracted for further evaluation.  The CGHs corresponding to the feature points are generated by 

three algorithms: Rayleigh-Sommerfeld point-oriented algorithm, angular spectrum algorithm and 

Fresnel approximation, respectively.  Correlations are performed on reference and target CGHs, 

and peak values are extracted for face verification and identification.  Faces of the same person 

with different facial expressions have been recognized and categorized; while, faces of different 
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individuals have been detected and identified.  Correlation performance metrics, viz. DR, PCE, and 

PNR, are computed to evaluate the quality of correlation results with different CGH algorithms.  

These figures of merits indicate the angular spectrum layer-oriented method with 𝑑 = 150 mm 

performs better than the other two methods for face recognition.  A shorter propagation distance 

for preservation of higher spatial frequency information in the angular spectrum-based layer-

oriented technique shows the best performance.  Furthermore, this method is computationally the 

fastest.  For high-throughput application of this method in 3D face recognition, further work still 

needs to be done.  In the future, we will investigate the optimal parameters of feature points and 

suitable range of all the parameters for facial recognition.  Automated preprocessing of the 3D 

models and extraction of the sampling points is necessary for a large database and could be useful 

in commercial/industrial applications; this will also be examined in future research.  Currently, the 

robustness of our method is dependent on selection of feature points.  However, the proposed 

method holds good promise for 3D facial recognition, with the advantage in encoding and decoding, 

possible combination with existing optical and numerical image recognition techniques, and 

hopefully reduction in computational effort.   
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 CHAPTER V 

CONCLUSIONS AND FUTURE WORK 

 

5.1 Conclusions 

In this thesis, phase retrieval using TIE with TPE, phase reconstruction using DH with TIE, 

and correlation of holograms are introduced.  

In Chapter II, a non-iterative FFT-based TIE+TPE phase retrieval method is proposed.  The 

method takes the diffraction effect into account by incorporating non-paraxial TPE.  The technique 

can achieve better accuracy than traditional FFT-based TIE method with little sacrifice in 

computational time, which has been shown numerically and experimentally.  

In Chapter III, the DH+TIE method is described.  The performance of DH+TIE, SWDH, and 

DWDH are evaluated using MSE and computational time.  Specifically, SWDH and DWDH using 

PUMA for phase unwrapping have been compared with DH+TIE in both in-line and off-axis 

geometry, along with a newly introduced PSDH+TIE technique.  CGHs as well as experimentally 

recorded digital holograms have been conducted in phase retrieval.  The DH+TIE method shows 

advantage in automatic multiple image registration in numerical reconstruction process; single 

capture of the hologram in achieving phase retrieval without any phase unwrapping process;  no 

moving components in the optical system are needed; and much shorter computational time 

compared to traditional DH methods. 

In Chapter IV, a CGH correlation method for face recognition provides a new way for 3D face 

recognition.  CGHs are generated from feature points of the human face data through optical 

propagation theories.  Peak values of correlations between reference and target CGHs are extracted 

for face verification and identification.  From the peak values, faces of the same person with 

different facial expressions are recognized and categorized; while, faces obtained different 



65 

 

individuals are verified and identified.  Figures of merits are calculated to show the quality of the 

correlation results, which indicate that the usage of the angular spectrum-based layer-oriented 

technique gives the best correlation quality. 

Chapter II’s work is presented at SPIE Photonics West 2021 Digital Forum and accepted by 

Proceedings of SPIE [104]; Chapter III’s work is published in Applied Optics [79]; Chapter IV’s 

work is published in Applied Optics [81].  

5.2 Future Work 

In the future, TIE+TPE method can be potentially applied to real-time phase imaging and 

amplitude-phase imaging.  Improvement can be made to achieve single-shot imaging by using 

grating in the system or combing with digital holography. DH+TIE method can be developed with 

a variety of TIE solvers in achieving better accuracy.  Also, partially coherent light can be 

introduced to DH+TIE method to reduce or avoid speckle noises.  For correlation of computer-

generated holograms in face recognition, further optimization can be made by introducing deep 

learning to the propagation modeling to increase the robustness of the system.    
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 APPENDIX A 

Derivation of TIE and TPE 

 

The starting point of the derivation of TIE is the Helmholtz equation for the scalar optical field 

∇2𝐸𝑝 + 𝑘0
2𝐸𝑝 = 0,                                           (A-1) 

where 𝑘0 is the propagation constant, and 𝐸𝑝 stands for the optical field phasor, 

𝐸𝑝(𝑟⃗⊥, 𝑧) = 𝐸𝑒(𝑟⃗⊥, 𝑧)𝑒−𝑗𝑘0𝑧,                                  (A-2) 

with 𝐸𝑒  representing the envelope of the optical field. 𝑟⊥  represents the transverse coordinates 

(𝑥, 𝑦), and z-axis the light propagation direction.  We can represent the optical field phasor and 

envelope as 

𝐸𝑝(𝑟⃗⊥, 𝑧) = 𝑎(𝑟⃗⊥, 𝑧)𝑒−𝑗𝜙̃(𝑟⃗⊥,𝑧), 𝐸𝑝(𝑟⃗⊥, 𝑧) = 𝑎(𝑟⃗⊥, 𝑧)𝑒−𝑗𝜙(𝑟⃗⊥,𝑧) ,                 (A-3) 

where 𝑎(𝑟⊥, 𝑧) = √𝐼(𝑟⊥, 𝑧) denotes the amplitude with 𝐼 denoting the intensity. It is noted that 

𝜙̃(𝑟⊥, 𝑧) represents the phase of 𝐸𝑝 and is related to the phase 𝜙(𝑟⊥, 𝑧) of 𝐸𝑒 through the relation 

𝜙̃ = 𝜙 + 𝑘0𝑧.   

Substituting Eq. (A-3) into Eq. (A-1), 

∇2(𝑎𝑒−𝑗𝜙̃) + 𝑘0
2(𝑎𝑒−𝑗𝜙̃) = 0.                                   (A-4) 

Then, using the operator identities: (a) 𝛁 ∙ (𝑎𝐴) = 𝛁𝑎 ∙ 𝐴 + 𝑎𝛁 ∙ 𝐴, (b)  𝛁(𝑎𝑏) = 𝑏𝛁𝑎 + 𝑎𝛁𝑏, 

Eq. (A-4) can be re-expressed as: 

(𝑒−𝑗𝜙̃)∇2𝑎 + 2𝛁(𝑒−𝑗𝜙̃) ∙ 𝛁𝑎 + 𝑎∇2
(𝑒−𝑗𝜙̃) + 𝑘0

2
(𝑎𝑒−𝑗𝜙̃) = 0.          (A-5) 



77 

 

Equation (A-5) can be further simplified to show the relation directly between the phase 𝜑̃ and 

the amplitude 𝑎:  

(𝑒−𝑗𝜙̃)∇2𝑎 − 2𝑗(𝑒−𝑗𝜙̃)𝛁𝜙̃ ∙ 𝛁𝑎 − (𝑒−𝑗𝜙̃)𝑎𝛁𝜙̃ ∙ 𝛁𝜙̃ − 𝑗(𝑒−𝑗𝜙̃)𝑎∇2
𝜙̃ + 𝑘0

2𝑎(𝑒−𝑗𝜙̃) = 0. 

(A-6) 

From the imaginary and real part in Eq. (A-6), two equations can be obtained: 

2𝑗𝛁𝜙̃ ∙ 𝛁𝑎 + 𝑗𝑎∇2𝜙̃ = 0,                                             (A-7) 

∇2𝑎 − 𝑎𝛁𝜙̃ ∙ 𝛁𝜙̃ + 𝑘0
2𝑎 = 0.                                          (A-8) 

Multiplying Eq. (A-7) by 𝑎, using the relation 2𝑎𝛁𝑎 = 𝛁𝑎2 and the vector identity 𝛁 ∙ (𝑎𝐴) =

𝛁𝑎 ∙ 𝐴 + 𝑎𝛁 ∙ 𝐴 once again, Eq. (A-7) can be expressed as: 

𝛁 ∙ (𝑎2𝛁𝜙̃) = 0.                                               (A-9) 

This is the non-paraxial form of the TIE, derived from the imaginary part of the Helmholtz equation.  

For the real part, with some algebra, Eq. (A-8) can be expressed as 

𝛁𝜙̃ ∙ 𝛁𝜙̃ =
1

𝑎
∇2𝑎 + 𝑘0

2
.                                               (A-10) 

This is the non-paraxial form of the TPE, which is similar to the eikonal equation in the presence 

of the diffraction term  
1

𝑎
∇2𝑎. 

Even though Eqs. (A-9) and (A-10) are very compact, they are hard to solve or implement.  In 

common scenarios, paraxial approximations are invoked.  Using the relation 𝜙̃ = 𝜙 + 𝑘0𝑧, Eqs. 

(A-9) and (A-10) become: 

𝛁⊥ ∙ (𝑎2𝛁⊥𝜙) +
𝜕

𝜕𝑧
(𝑎2 (

𝜕𝜙

𝜕𝑧
+ 𝑘0)) = 0,                                (A-11) 

𝛁⊥𝜙 ∙ 𝛁⊥𝜙 + 2𝑘0 (
𝜕𝜙

𝜕𝑧
) + (

𝜕𝜙

𝜕𝑧
)

2
=

1

𝑎
(∇⊥

2 𝑎 +
𝜕2𝑎

𝜕𝑧2).            (A-12) 
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Under the condition that 
𝜕𝜙

𝜕𝑧
≪ 𝑘0, Eq. (A-11) can be approximated to 

𝛁⊥ ∙ (𝑎2𝛁⊥𝜙) + 𝑘0
𝜕𝑎2

𝜕𝑧
= 0.                                          (A-13) 

Since 𝑎2 = 𝐼, Eq. (A-13) is the same as Eq. (2-6), the paraxial form of the TIE.  Also, using the 

above condition and the assumption, 
𝜕2𝑎

𝜕𝑧2 ≪ ∇⊥
2 𝑎, we can also obtain the paraxial form of the TPE: 

𝛁⊥𝜙 ∙ 𝛁⊥𝜙 + 2𝑘0 (
𝜕𝜙

𝜕𝑧
) =

1

𝑎
∇⊥

2 𝑎.                                      (A-14) 
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 APPENDIX B 

MATLAB code for DH+TIE simulation 

 

1 %% off-axis DH+TIE Simulation Code 

2 % Written by Haowen Zhou 

3 % ============================================================= 

4 close all;clear all;clc; 

5   

6    

7 %% parameters 

8 Nx = 1024; Ny = 1024;     % number of pixels along X and Y axes 

9 lambda1 = 514.5e-9;         % wavelength in m 

10 k0 = 2*pi/lambda1;           % wave number 

11 dz = 1e-4;                          % two adjacent intensity seaparation along z axis 

12 dzm = -dz:dz:dz;               % delta z in m 

13 dx = 4.65e-6;                    % pixel pitch in m  

14 dy = dx;                            % pixel pitch in y direction is the same as x-axis 

15 d = 20e-2;                         % obj to ccd distance in m 

16 x_obj = linspace(-dx*Nx/2,dx*Nx/2,Nx);           % row for ccd plane 

17 y_obj = linspace(-dy*Ny/2,dy*Ny/2,Ny);           % col for ccd plane 

18 [X, Y] = meshgrid(y_obj,x_obj);                         % meshgrid 

19 kx = -pi/dx: 2*pi/dx/Nx: pi/dx-2*pi/dx/Nx;        % kx axis 

20 ky = -pi/dy: 2*pi/dy/Ny: pi/dy-2*pi/dy/Ny;        % ky axis 

21 [Kx,Ky] = meshgrid(ky, kx);                               % kx and ky are transverse spatial 

frequency 

22   

23   

24   

25 %% Generation of a phase object 

26 Pmax = 30;                                                            % maximum peak for Gaussian  

27 [Phase, obj] = Single_Gaussian(Nx,Ny,Pmax);    % object/phase function 

28 sigma = 0.0005;                                                     % width of Gaussian phase in m 
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29 fdelta = dx/sigma; 

30 xx = ((1:Nx)-floor(2*Nx/4)).*fdelta; 

31 xx = xx.*xx; 

32 yy = xx; 

33 [XX, YY] = meshgrid(xx,yy); 

34 Int = 1;                                                                     % constant intensity distribution 

35 obj = Int.*obj; 

36 % figure of the designed phase 

37 figure; imagesc(y_obj*1000,x_obj*1000,Phase); axis square; colormap 

jet;colorbar;title('Object Phase'); 

38 xlabel('x (mm)');ylabel('y (mm)'); set(gca,'Fontsize',14); 

39 xlim([min(x_obj*1000),max(x_obj*1000)]);ylim([min(y_obj*1000),max(y_obj*1000)]); 

40   

41   

42   

43 %% CGH Generation 

44 thex = 1.5/180*pi;                                   % tilt angle for off-axis geometry along x-axis 

45 they = thex;                                             % along y-axis 

46 k0x = k0 * sin(thex);                              % tilt angle introduced transverse spatial frequency 

47 k0y = k0 * sin(they); 

48 ref = exp(1i*(k0x*X + k0y.*Y));           % reference plane wave 

49 for i = 1 

50 H = transfer_fn(Nx,Ny,d,dx,dy,lambda1);               % non-paraxial transfer function 

51 OBJ = fftshift(fft2(fftshift(obj)));                             % spectrum of the object field 

52 Complex_field = fftshift(ifft2(fftshift(OBJ.*H))); 

53 Holo1 = abs(ref + Complex_field).^2;                      % Hologram function (field) 

54   

55 % figure for the hologam 

56 figure; 

57 imagesc(y_obj*1000,x_obj*1000,Holo1); 

58 colormap jet; axis square; 

59 xlabel('x (mm)');ylabel('y (mm)'); set(gca,'Fontsize',14); 

60 xlim([min(x_obj*1000),max(x_obj*1000)]);ylim([min(y_obj*1000),max(y_obj*1000)]); 

61 title(['Holo',num2str(i)]); 
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62 axes('Position',[0.25 0.7 0.2 0.2]);imagesc(y_obj*1000,x_obj*1000,Holo1); 

63 colormap jet; axis square;xlim([-2 -1.8]);ylim([-2 -1.8]);set(gca,'Fontsize',11); 

64 end  

65   

66   

67  

68 %% Filtering 

69 for i = 1 

70 Holot1 =Holo1; 

71 spec = fftshift(fft2(Holot1));                                   % spectrum of the hologram 

72    

73 % find spectrum peak for first order frequency 

74 fim_temp = abs(spec); 

75 [xfim,yfim] = size(fim_temp); 

76 siz = 10; 

77 regx = ceil(xfim/2)-siz:ceil(xfim/2)+siz; 

78 regy = ceil(yfim/2)-siz:ceil(yfim/2)+siz; 

79 fim_temp(regx,regy) = 0; 

80 fim_temp = fim_temp/max(max(fim_temp)); 

81 [xp,yp] = find(fim_temp == 1); 

82 if length(xp) < 2 

83 disp('Reference Error: cosine spectrum is not symetric') 

84 end 

85    

86 % Design filter 

87 fsize = 80;          

88 xz = xp(2); yz = yp(2); 

89 padx = (Nx - 2*fsize)/2; 

90 pady = padx; 

91 specf = spec(xz-fsize:xz+fsize-1,yz-fsize:yz+fsize-1); 

92   

93 % Filtering 

94 specf = padarray(specf,[padx pady],0,'both'); 

95 obj_field1 = ifft2(fftshift(specf)); 
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96   

97 % figure of the filtered spectrum (absolute value) 

98 figure; 

99 surf(kx,ky,(abs(spec))); 

100 colormap jet; colorbar; shading interp; 

101 xlabel('kx (m^{-1})');ylabel('ky (m^{-1})'); set(gca,'Fontsize',14); 

102 xlim([min(kx),max(ky)]);ylim([min(kx),max(ky)]); 

103 end 

104   

105   

106   

107 %% Reconstruction 

108 for i = 1 

109 obj_temp = obj_field1; 

110 H1 = inv_transfer_fn(Nx,Ny,-d-dzm(1),dx,dy,lambda1);     % inverse propagated to three 

planes 

111 H2 = inv_transfer_fn(Nx,Ny,-d-dzm(2),dx,dy,lambda1); 

112 H3 = inv_transfer_fn(Nx,Ny,-d-dzm(3),dx,dy,lambda1); 

113 OBJ_temp = fftshift(fft2(fftshift(obj_temp))); 

114 CF1 = fftshift(ifft2(fftshift(OBJ_temp.*H1))); 

115 CF2 = fftshift(ifft2(fftshift(OBJ_temp.*H2))); 

116 CF3 = fftshift(ifft2(fftshift(OBJ_temp.*H3))); 

117   

118 I1 = abs(CF1).^2;                                                                   % intensity of the obejct field at 

three planes 

119 I2 = abs(CF2).^2; 

120 I3 = abs(CF3).^2; 

121   

122 % figures of the intensity images 

123 figure; 

124 imagesc(y_obj*1000,x_obj*1000,I1); 

125 colormap jet; colorbar; axis square; 

126 xlabel('x (mm)');ylabel('y (mm)'); set(gca,'Fontsize',14); 

127 xlim([min(x_obj*1000),max(x_obj*1000)]);ylim([min(y_obj*1000),max(y_obj*1000)]); 
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128   

129 figure; 

130 imagesc(y_obj*1000,x_obj*1000,I2); 

131 colormap jet; colorbar; axis square; 

132 xlabel('x (mm)');ylabel('y (mm)'); set(gca,'Fontsize',14); 

133 xlim([min(x_obj*1000),max(x_obj*1000)]);ylim([min(y_obj*1000),max(y_obj*1000)]); 

134   

135 figure; 

136 imagesc(y_obj*1000,x_obj*1000,I3); 

137 colormap jet; colorbar; axis square; 

138 xlabel('x (mm)');ylabel('y (mm)'); set(gca,'Fontsize',14); 

139 xlim([min(x_obj*1000),max(x_obj*1000)]);ylim([min(y_obj*1000),max(y_obj*1000)]); 

140   

141 end 

142   

143   

144   

145 %% Solve TIE  

146 tic 

147 Step1 = k0.*(I3 - I1)./(2*1.*dz);  

148 Step2 = fftshift(fft2((Step1))); 

149 g = 1./(Kx.^2 + Ky.^2); 

150 is = isinf(g); 

151 g(is) = 0; 

152 Step3 = g.*Step2; 

153 Step4 = (ifft2(fftshift(Step3))); 

154 Phase_TIE = real(Step4); 

155 toc 

156   

157 % figure of the final result 

158 figure;  

159 surfl(x_obj*1000,y_obj*1000,Phase_TIE);colormap gray;shading interp;lighting flat; 

160 set(gca, 'fontsize', 16, 'linewidth',1);view(37,47); 

161 xlabel('x (mm)');ylabel('y (mm)');zlabel('z (rad)'); 
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162   

163   

164   

165 %% single Gaussian 

166 function [Phase, obj] = Single_Gaussian(Nx,Ny,Pmax) 

167 Nxx = Nx/2; Nyy = Ny/2;  

168 sigma = 0.0005;                                     % for generation of Gaussian Beam 

169 delta = 4.65e-6;                                      % pixel pitch in m 

170 fdelta = delta/sigma; 

171 Phase1 = zeros(Nx,Ny); 

172   

173 for i = 1:Nx 

174 x = (i-floor(2*Nxx/2))*fdelta; 

175 xx = x*x; 

176      for j = 1:Ny 

177           y = (j-floor(2*Nyy/2))*fdelta; 

178           yy = y*y; 

179           Phase1(i,j) = Pmax*exp(-(xx+yy)); 

180      end 

181 end 

182   

183 Phase = Phase1; 

184   

185 hreal = cos(Phase);                    % real part of the recorded complex amplitude 

186 himag = sin(Phase);                  % imaginery part of the recorded complex amplitude 

187 obj = complex(hreal,himag);    % complex amplitude in the plane of the phase object 

188 % Int_obj = obj.*conj(obj);      % intensity of the object  

189 end 

190   

191   

192   

193 %% Transfer function (non-paraxial) (forward propagation) 

194 function H = transfer_fn(Nx,Ny,dzm,dx,dy,lambda)  

195 fac1 = (2*pi/Nx)*dzm/dx; 
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196 fac2 = Nx*dx/lambda; 

197 H = zeros(Nx,Ny); 

198 for n = -Nx/2:Nx/2-1 

199     for m = -Ny/2:Ny/2-1 

200          argG = fac2^2-n*n-m*m; 

201          if argG <= 0.0  

202               H(n+Nx/2+1,m+Ny/2+1) = 0; 

203          else 

204               H(n+Nx/2+1,m+Ny/2+1)=exp(-1i*fac1*sqrt(argG)); 

205          end 

206      end 

207 end 

208 end 

209   

210   

211   

212 %% Transfer function (non-paraxial) (backward propagation) 

213 function H = inv_transfer_fn(Nx,Ny,dzm,dx,dy,lambda)  

214 fac1 = (2*pi/Nx)*dzm/dx; 

215 fac2 = Nx*dx/lambda; 

216 H = zeros(Nx,Ny); 

217 for n = -Nx/2:Nx/2-1 

218      for m = -Ny/2:Ny/2-1 

219         argG = fac2^2-n*n-m*m; 

220         if argG <= 0.0  

221               H(n+Nx/2+1,m+Ny/2+1) = 0; 

222         else 

223               H(n+Nx/2+1,m+Ny/2+1)=exp(1i*fac1*sqrt(argG)); 

224          end 

225     end 

226 end 

227 end 
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