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ABSTRACT

ROTATION INVARIANT HISTOGRAM FEATURES FOR OBJECT DETECTION AND

TRACKING IN AERIAL IMAGERY

Name: Mathew, Alex
University of Dayton

Advisor: Dr. Vijayan K. Asari

Object detection and tracking in imagery captured by aerial systems are becoming increasingly

important in computer vision research. In aerial imagery, objects can appear in any orientation, vary-

ing sizes and in different lighting conditions. Due to the exponential growth in sensor technology,

increasing size and resolution of aerial imagery are becoming a challenge for real-time computation.

A rotation invariant feature extraction technique for detecting and tracking objects in aerial imagery

is presented in this dissertation. Rotation invariance in the feature representation is addressed by

considering concentric circular regions centered at visually salient locations of the object. The in-

tensity distribution characteristics of the object region are used to represent an object effectively. A

set of intensity-based features is derived from intensity histograms of the circular regions and they

are inherently rotation invariant. An integral histogram computation approach is used to compute

these features efficiently. To improve the representational strength of the feature set for rotation and

illumination-invariant object detection, a gradient-based feature set is derived from normalized gra-

dient orientation histograms of concentric regions. Rotation invariance is achieved by considering

the magnitude of the Discrete Fourier Transform (DFT) of the gradient orientation histograms. A
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novel computational framework called Integral DFT is presented for fast and efficient extraction of

gradient-based features in large imagery. A part-based model, which relies on a representation of

an object as an aggregation of significant parts, using the gradient-based features is also presented

in this dissertation. Integrating the features of significant parts gives robustness to partial occlusions

and slight deformations, thus leading to a better object representation. The effectiveness of the

intensity-based feature is demonstrated in tracking objects in Wide Area Motion Imagery (WAMI)

data. The object detection capability of the gradient-based feature extraction technique is evalu-

ated on three different types of targets in low altitude aerial imagery. It is observed that the speed

of computation is several times faster than state-of-the-art methods while maintaining comparable

detection accuracies. Research work is continuing to automatically identify significant parts of an

object to build the part-based model. Another direction of this research is to use the gradient-based

rotation invariant features for scene matching.
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CHAPTER I

INTRODUCTION

Artificial intelligence is increasingly being used to reduce human labour. An essential com-

ponent of an intelligent system is the ability to ‘see’ the world around it and understand visual

imagery. Building intelligent machines with the power of visual perception opens up endless pos-

sibilities such as self-driving cars, robots that can cook, automatically tagging friends on a social

networking website and building efficient visual search engines. Computer vision is the sub-field of

artificial intelligence that is concerned with acquiring and processing visual imagery. The ultimate

goal of computer vision is developing human-like vision and scene understanding. One of the most

fundamental tasks in computer vision is object detection and recognition. It has several applications

including image retrieval, robotics and surveillance. The difference between object detection and

recognition is in the degree of specificity. The goal of object detection is identifying an object as

belonging to a particular category. Object recognition, on the other hand, is identifying a particular

object within a category of objects. For example, identifying an object as a car among a category

of objects such as cars and humans is object detection, while identifying a particular car is object

recognition. The challenges in object detection and recognition include background clutter, view

point changes, object rotation, object deformation and noise. Object detection, in general, consists

of two steps - feature extraction and classification. A feature is a distinctive attribute of an object

represented in some mathematical form. For example, one of the features extracted from an object
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that always appears in the same color in all scenes, could be the intensity histogram extracted from

the object region.

1.1 Properties of a good feature

As outlined in [1], a good feature should have the following properties -

• Repeatability - A high percentage of features should be matchable across images of objects

captured under different viewing conditions.

• Distinctiveness - The feature should be such that the background and the object can be easily

distinguished.

• Locality - The features should be local, so as to reduce the effect of occlusion and to allow

approximations of global photometric and geometric variations of the object under different

viewing conditions.

• Accuracy - The detected features should be accurately localized, in image location and scale.

• Efficiency - Feature detection should be fast enough for use in time-critical applications.

The following two properties are required for repeatability -

• Invariance - Objects typically undergo some form of geometric deformation, caused either by

a change in viewpoint, or by a change in relative position of parts of objects. The common

approach to model these deformations is to build a mathematical deformation model and

develop feature extraction methods that do not depend on deformations.

• Robustness - In addition to geometric deformations, object appearance can be affected by

image noise, lighting changes and blur introduced by viewing distance. The parameters in the
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feature extraction technique can be adjusted such that these deformations are accommodated.

Doing so may reduce the overall accuracy of the system slightly. Feature robustness tackles

these small deformations.

Often times, it is hard to achieve all the desired properties simultaneously. The relative impor-

tance of each property depends on the application. Increasing the invariance level of the descriptor

causes the distinctiveness of the descriptor to go down. Accuracy and efficiency are clearly two

other conflicting requirements; a complex algorithm may be highly accurate, but computationally

expensive. Of the myriad number of image processing techniques developed over the years, most

methods fall short of efficiency. In this dissertation, we attempt to formulate a method that meets

the conflicting requirements of accuracy and efficiency without sacrificing other requirements for a

good feature.

1.2 General object detection vs. object detection in aerial imagery

Several hundreds of methods have been proposed over the last few decades for detecting specific

categories of objects such as faces, pedestrians and cars. In most object detection problems, an

orientation of the object of interest is assumed. For example, pedestrians are assumed to be upright

and a car is not expected to be upside down in a scene. However, this assumption cannot be made in

the case of aerial images, where there is equal probability of an object appearing in any orientation.

These differences are illustrated in Figure 1.1. Although humans can easily identify an object as

belonging to a particular category even if it is rotated, it is a surprisingly difficult task for a computer

vision algorithm.

Aerial imagery is captured either by flying platforms such as unmanned aerial vehicles (UAVs),

aircrafts or by satellites. High resolution satellite imagery, such as Google Earth, is now readily

available to civilians. Reconnaissance, surveillance and traffic monitoring with UAVs are becoming
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(a) (b)

Figure 1.1: Difference between aerial imagery and images captured from a ground-based camera,
(a) Natural upright orientation and (b) Aerial imagery with equal probability of any orientation.

(a) (b) (c)

Figure 1.2: Challenges in aerial imagery, (a) Low-resolution, (b) Motion blur and (c) Self-shadow.

increasingly common. UAVs were originally developed for military applications, but recently their

use has extended to civilian applications also. For example, Amazon.com recently announced plans

to deploy UAVs for door delivery. Such applications involve some form of object detection. A single

frame of aerial imagery typically corresponds to a large area. This poses an additional problem

- large processing time. This requirement dictates that the algorithm is fast enough to achieve

reasonably good detection speed. In addition to problems encountered in general object detection,

object detection in aerial imagery also has to cope with motion blur and environmental aberrations

such as fog and clouds. Some representative examples of objects in aerial imagery are shown in

Figure 1.2. Large viewpoint changes are not usually encountered in aerial images - only slight

variations of ‘top-view’ are encountered. A simple way to detect an object in different orientation is

to rotate either the reference template or the scene and look for the object in multiple orientations.
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Figure 1.3: Concentric regions for feature extraction. A concatenation of rotation invariant features
extracted from these regions is rotation invariant.

The fineness of rotation depends on the robustness of the feature and the classifier. However, this is

a very costly process. This will also produce many more false positives as the classifier is evaluated

several times at the same location. This problem can be solved by building a rotation invariant

feature. Rotation invariant features can be built either from image intensity or gradients. In order

to add a spatial constraint for target localization, the target is divided into circular regions as shown

in Figure 1.3. A concatenation of rotation invariant features collected from circular regions is also

rotation invariant. It can be seen that even if the target image is rotated, the feature extracted from a

circular region remains the same. Formally we can define the rotation invariant feature F (x, y) of

an image patch centered at (x, y) as

F (x, y) = [f1(x, y), f2(x, y), f3(x, y), . . . fr(x, y)] (1.1)

where f1, f2, ... ,fr are rotation invariant features collected from concentric regions 1, 2, . . . , r.

Since F (x, y) is a concatenation of features collected from several regions, it encodes spatial infor-

mation in addition to intensity or gradient information.
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A common feature of interest in computer vision is the distribution of gradients in an image.

Objects are represented rather well by their silhouette or contour. The disadvantage of using contour

is its sensitivity to noise. This problem can be tackled by forming a histogram of orientation of

edges or gradients. Furthermore, features derived from edge information are relatively robust to

illumination and color changes. Histogram of gradient orientations can be made very robust to

illumination changes by normalizing the histogram [2][3][4]. The idea of using edge information

for object detection dates back to as early as late 70s [5]. The importance of edges in object detection

is also supported by psychological studies [6] and [7]. Intensity histograms are rotation invariant;

the intensity histogram of an image and that of the rotated image are the same. However, this

principle does not hold true for histogram of gradient orientations. As an object rotates, there is a

cyclic shift in the histogram of gradient orientations. In Fourier domain, a cyclic shift corresponds

to a change in phase. Therefore, the magnitudes of the Fourier coefficients of a gradient orientation

histogram remain the same even if the object is rotated. In this work, two features, intensity-based

and gradient-based, are presented. Gradient-based features work well except when resolution of the

targets in the image is extremely low. For example, in high-altitude Wide Area Motion Imagery

(WAMI) data, objects such as vehicles span only a few pixels.

While feature F (x, y) extracted using the isotropic image division described above may be

enough to describe simple objects, the method may fail in certain cases. Specifically, F (x, y) is

enough to describe objects that are nearly radially symmetric, like circular or rectangular objects.

An example is shown in Figure 1.4(a). In Figure 1.4(b), most of the object region is contained within

region 1. A large area within region 2 and region 3 are not part of the object. The feature collected

from these regions are, therefore, prone to background clutter. Similar methods such as Histogram

of Oriented Gradients, collect samples from dense rectangular regions to form a concatenated fea-

ture vector [4]. Such methods are not rotation invariant. Another problem is that these methods do
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(a)

Region 1

Region 2

Region 3

(b)

Figure 1.4: Concentric division of image region, (a) Case where concentric division performs well
and (b) Case where concentric division may fail.

Part 1

Part 2

Part 3

Part 1

Part 3

Figure 1.5: Object rotation and deformation.

not address deformation of objects and partial occlusion. In deformable or non-rigid objects, the

overall geometry of the object can change, although the geometry of individual parts of the object

stays the same. An example of a non-rigid object is shown in Figure 1.5, where, in addition to the

overall rotation of the image, the relative positions of parts of the target can also change. When this

kind of deformation occurs, most feature extraction methods fail, unless the method is part-based.

To address object deformation, we apply the isotropic division on distinctive parts of an object. For

example, for an aircraft, parts could be the wings and the mid-section of the fuselage. The idea of
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Figure 1.6: Model of an object can be multi-part or single part, depending on its complexity, rigidity
and symmetry.

applying the descriptor on object parts is illustrated in Figure 1.6. If the object is rigid and approxi-

mately radially symmetric, it suffices to use a single part (the whole object) as shown in Figure 1.6.

1.3 Framework

Intensity histograms are widely used in image retrieval [8]. In this work, intensity-based features

are used to track moving vehicles. The problem of target tracking is dealt with as a tracking-by-

detection problem. From a list of possible target candidates, the actual target is selected as the one

that has minimum distance to the reference target. Finding the right candidate in successive video

frames can also be interpreted as an image retrieval problem. The basic idea presented in this work

is shown in Figure 1.7. From a set of candidate features, the one that belongs to the actual target is

taken as that which gives the minimum distance to the reference feature.

Gradient-based features are used for object detection. As in most object detection algorithms,

the proposed method consists of a training phase, where the characteristics (features) of the target

of interest are learnt by a classifier. The training phase of the algorithm is shown in Figure 1.8. The

method consists of dividing each part into concentric regions and concatenating DFT magnitudes of
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Figure 1.7: Candidate selection using intensity-based features.

gradient orientation histograms to form a rotation invariant gradient-based feature. These features

are learnt by a classifier to build a model for each part. A specific rule (part configuration feature)

is designed to model the relative location and sizes of parts. This rule is learnt by another classifier

to build a part configuration model.

The testing phase of the algorithm, i.e., obtaining the decision when presented with a candidate

image, is shown in Figure 1.9. For the candidate image to be the object (target), its part features and

part configuration feature have to confirm to the learnt part feature and part configuration models

respectively. If either of the features does not confirm to its corresponding model, the candidate

image does not represent the target.

Integral formulation of feature extraction allows fast computation of feature vectors. There

is performance advantage in moving as much computation as possible to integral computation.
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Figure 1.8: Training phase of the gradient-based approach.
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Figure 1.9: Testing phase of the gradient-based approach.
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Intensity-based features are computed using integral histogram [9]. Gradient-based features are

computed using a novel framework called Integral DFT.

There is a three-fold advantage in using the proposed part-based model.

• The method can handle partial occlusion. Even if a few parts are not detected because of

occlusion, we can infer that the object is present based on the detected parts. For example, in

Figure 1.5, if part 3 is not detected, we can be fairly confident that object is present if part 1

and part 2 are detected, provided the part-based model is built using part 1 and part 2.

• The method can handle object deformation to some extent. If all the detected parts confirm to

a learnt part-geometry rule, we can infer the presence of the object.

• Since we use rotation invariant features for detecting parts, the part-based model is rotation

invariant.

Once the parts of an object are determined, the parts can be assembled into the complete object

based on the learnt rule modeling the relative size and position of individual parts. In this work, the

object is modeled as a complete graph with nodes formed by object parts.

1.4 Specific objectives

The specific objectives of this dissertation are outlined below.

• To perform a detailed literature survey of research in object feature extraction and represen-

tation methodologies.

• To develop a feature for robust object representation by considering concentric regions en-

closing the distinctive regions of the object.

• To represent the object feature by concatenating individual features of each concentric region.
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• To characterize the properties of the surface of the enclosing circular regions by considering

intensity distribution of the circular regions.

• To characterize the properties of the surface of the enclosing circular regions by considering

the distribution of intensity gradients of the circular regions.

• To represent the gradient features by considering the normalized spectral magnitudes of the

histogram of gradient orientations.

• To develop a methodology for efficient computation of the features using an integral compu-

tation framework.

• To classify the object in feature-based tracking by employing Earth Mover’s Distance based

nearest-neighbour search.

• To perform object detection by employing a Radial Basis Function (RBF) kernel SVM.

• To define the object as a set of distinctive parts for robust object representation.

• To represent object parts using the concatenated spectral magnitudes of gradient orientation

histogram features.

• To develop a rule-based approach for combining the part features to infer the presence of the

object in the scene.

• To evaluate the performance of the feature extraction methods in aerial imagery.

• To compare the performance of the proposed methods with state-of-the-art techniques.

1.5 Contributions

The main contributions of this dissertation can be summarized as follows:
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• Exploiting the surface characteristics of concentric regions centered at visually salient loca-

tions of the object for feature representation.

• Concatenated intensity histograms of concentric regions representing surface characteristics

of the object for defining the feature for robust object tracking.

• Concatenated spectral magnitudes of gradient orientation histograms of concentric regions

representing variations in surface characteristics of the object for defining the feature for

robust object detection.

• Unique way of representing surface variations employing normalized spectral coefficients of

integral histograms for efficient feature extraction.

• Transformation of the feature to a uniform range to achieve illumination invariance.

• Feature representation without considering the phase component of the spectrum of his-

tograms of concentric regions for achieving rotation invariance.

• Representation of an object as an aggregation of significant parts.

• A rule-based object detection strategy using concentric region surface features of various parts

of an object for accurate object detection.

1.6 Dissertation outline

An overview of methods that are used in object detection are presented in Chapter II. Since this

work is comprised of two components, feature-based tracking and feature-based detection, Chapter

II includes point features used in feature tracking, and holistic approaches and part-based methods

used in object detection. In Chapter III, the details of tracking by detection are presented. Gradient-

based features, integral DFT framework and object modelling as parts are explained in detail in
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Chapter IV. Detailed analysis of the choice of algorithm parameters, experimental backing of the

components of the proposed method and qualitative and quantitative comparison of the proposed

method with state-of-the art algorithms are presented in Chapter V. Finally in Chapter VI, conclusion

and possible future directions of current research are presented.
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CHAPTER II

LITERATURE REVIEW

In this chapter, an extensive review of research in object detection and recognition is presented.

The methodologies presented are divided into three major categories - interest point detectors and

point features, holistic approaches, and part-based methods. An interest point is a well-defined

location on an object that can be located accurately under affine and photometric variations. Point

features are local features extracted over interest points. In addition to other applications like general

object recognition and stereo matching, they are used in object tracking [10]. In holistic approaches,

a feature corresponding to the whole object is used, rather than features collected from interest

points. Part-based approaches combine information from different parts, in the form of features, to

make robust inferences about the presence and position of the whole object.

2.1 Interest point detectors and point features

In tracking applications, tracking every pixel on the object is computationally expensive. In-

stead of doing this, a set of interest points is first found. Corners are typically good interest points

because of their well-defined positions and stability under affine and photometric variations. One of

the most popular corner detectors is the Harris corner detector [11]. The ‘cornerness’ of a point is

determined by analyzing the Eigenvalues of the structure tensor (second moment matrix) obtained
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from image gradients. For corners, both Eigenvalues have large values. To avoid explicit computa-

tion of Eigenvalues λ1 and λ2 of the structure tensor A, the quantity det(A)− κtrace(A)2 is used.

The value of the parameter κ is determined experimentally. Shi-Tomasi corner detector uses the

same structure tensor, but the quantity min(λ1, λ2) is used to determine whether a point is a corner

or not [12]. A number of detectors have been proposed that do not rely on image gradient. Smallest

Univalue Segment Assimilating Nucleus (SUSAN) corner detector uses the idea of Univalue Seg-

ment Assimilating Nucleus (USAN) [13]. A circular template of radius 3.4 is placed on a pixel

location termed the nucleus. The number of pixels within a threshold of the intensity of nucleus,

or the USAN area, depends on where the nucleus is located. The key idea is that USAN area is

minimum when the nucleus is at a corner location. Thus, corners give Smallest USAN (SUSAN).

The advantages of SUSAN over methods that rely on image gradient is that it is less sensitive to

noise. Using a circle of radius 3.4 amounts to testing 37 pixel locations. Features from Accelerated

Segment Test (FAST) is similar to SUSAN, but differs in two aspects - first, instead of testing all

pixels in the circular mask, only the pixels along the boundary of the circle are tested and second,

a machine learning approach is used to classify a point as a potential corner [14]. The nucleus is

compared with 16 pixels along the boundary of the circle. The central pixel is considered a corner

if at least S connected pixels are brighter or darker within a threshold of the central pixel. The value

of S determines the angle of the corner. The original choice of S in the algorithm was 12 because

it allowed for a high speed Accelerated Segment Test (AST). First, pixels 1 and 9 are examined; if

these pixels are not within the threshold, the central pixel is not a corner. If the central pixel can be

corner, pixels 5 and 13 are examined. For the central pixel to be a corner at least three of pixels 1, 5,

9 or 13 should be brighter or darker by the threshold. If this condition also proves to be true, all the

remaining pixels are examined. As can be seen, the high speed test quickly rejects points that are

not corners. It is obvious that for S < 12, a large number of tests are required. To address this issue,
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a machine learning approach is used. Each of the 16 pixels on the circle can fall into one of the three

categories - brighter, similar or darker. The ID3 decision tree learning algorithm is applied on all the

16 pixels to determine best order in which the pixels can be tested [15]. In most applications S = 9

is used. In an improved version of FAST, called FAST-er, instead of a circle of thickness 1 pixel,

a thicker circle of 3 pixels is used. The disadvantage of FAST is its dependence on learning based

on application domain. In recently introduced AST based detector called Adaptive and Generic

Accelerated Segment Test (AGAST), learning is not based on a particular problem domain [16].

Although computationally expensive, Scale-Invariant Feature Transform (SIFT) is one of the

most popular feature point detectors [2][3]. In the context of object detection, an object can be

identified based on the number of robust feature point matches between the reference object and

the target object. In SIFT algorithm, after a set of interest points called keypoints are found, a

feature histogram is computed around it. Interests points are computed as follows. First the image

is convolved with a Difference of Gaussian (DoG) filter, a filter constructed by finding the difference

of Gaussian filters at two different scales. The DoG filter derived from Gaussians at successive scale

σ and kσ as

DoG(x, y, σ) = Γ(x, y, kσ)− Γ(x, y, σ) (2.1)

where Γ(x, y, σ) = 1
2πσ2 e

−x
2+y2

2σ2 .

The convolution with DoG filter can be computed efficiently as the difference between the con-

volution of image with Gaussians at successive scales. After the convolutions for each scale is

computed, local extrema in scale space are selected as keypoints. A local extrema is a point which

is either smaller than or larger than its neighbors in space, and two adjacent scales above and below

it, as shown in Figure 2.1. The interpolated location of the keypoint is found by fitting a quadratic

function to the candidate keypoints. The true extrema are found by equating the derivative of the

function to zero [17]. Some keypoints may represent edges. Keypoints along edges have a low
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Figure 2.1: Scale space extrema in SIFT are those that are larger or smaller than all neigbhors in
space and scale.

value for the ratio of principal curvature in direction perpendicular to the edge, to that in the direc-

tion along the edge. Keypoints with values of this ratio smaller than a threshold are eliminated. To

achieve rotation invariance, the image patch around the keypoint is rotated such that the dominant

orientation points upwards. SIFT feature is a 128 element vector built by computing 8 bin his-

tograms of gradient orientations in a 4 x 4 patch region around the keypoints. Trilinear interpolation

is used to vote into this spatial-orientation histogram. The histograms are normalized to achieve

illumination invariance. Finally, a Gaussian is applied over the region to give higher weights to

locations closest to the center. A more compact and accurate version of SIFT, called PCA-SIFT, is

presented in [18]. Principal Component Analysis (PCA) is a popular technique for dimensionality

reduction. In PCA-SIFT, instead of applying Gaussian weight on the image patch, PCA is applied

to the spatial-orientation histogram around the keypoint to produce a more compact descriptor. De-

spite PCA-SIFT feature vector being much more compact than SIFT, it has been proven to be more

accurate. In Fast Approximated SIFT, a speed-up of 8 times is achieved by approximating DoG as

Difference of Mean (DoM) and using integral formulation [19].

Color information is discarded when computing SIFT descriptor. A number of methods have

been developed to incorporate color information into SIFT [20]. Bosch et al. introduced HSV-

SIFT [21], where the feature vector is a concatenation of SIFT feature computed in H, S and V
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spaces. In HueSIFT, SIFT feature vector is concatenated with hue histogram. Other schemes include

computing the SIFT feature vector in opponent color space or RGB color space.

Yet another popular extension of SIFT is Gradient Location-Orientation Histogram (GLOH),

designed to have higher robustness and distinctiveness [22]. This is achieved by computing the

SIFT descriptor in a log-polar location grid, with three bins in radial direction and eight in angular

direction. The central bin is not divided into angle bins. A 16 bin quantization is used for gradient

histogram. This results in a 272 element descriptor. Finally, PCA is applied to reduce the size of the

descriptor. The covariance matrix for PCA is computed based on 47,000 image patches collected

from random examples. In GLOH the feature patch is rotated in the direction of dominant gradient,

as in SIFT, to achieve rotation invariance. Finding dominant orientation can be ambiguous when

there are multiple peaks with similar values in the orientation histogram. To avoid rotating the

patch, all shifted versions of the descriptor are used to find the best match in [23]. In [24] binary

hashing is used to convert descriptors obtained by rectangular grid binning as in SIFT and SURF

or log-polar binning as in GLOH to short binary codes called Compact and Real-time Descriptors

(CARD). Descriptors that are binary strings can easily be compared using Hamming distance.

Spin images achieve rotation invariance of image patches [25]. The method was developed by

Johnson and Hebert [26] for 3D surface registration and object registration. The intensity domain

spin image is a two-dimensional histogram of distance from the center and intensity values. To give

more importance to the pixels closest to the bin centers, pixel intensities contributions are weighted

according to the distance from the center. Lazebnik et al. have proposed a rotation invariant feature

called Rotation Invariant Feature Transform (RIFT) [25]. The patch is a normalized circular region

divided into concentric rings of equal spacing, and the histogram of gradient orientation is computed

in each ring in the radial direction.

19



Rotation Invariant Fast Feature (RIFF) descriptor is similar to RIFT, but uses a binning technique

that reduces the dimensionality of the histogram of gradient orientations [27]. RIFF is based on

Radial Gradient Transform (RGT), in which a coordinate system consisting of radial and tangential

directions is used. An approximate RGT, obtained by using only 8 directions is used to improve

speed. FAST is used as the interest point around which the descriptor is computed. RIFF-Polar

is a newer variant of RIFF [28]. In RIFF-Polar, to improve the expressiveness of annular binning

in RIFF, an angular and radial binning pattern is used as in GLOH. It is obvious that this kind of

binning removes the rotation invariance property of RIFF. To retain rotation invariance property of

the descriptor, all the cyclic shifts of the descriptor are considered. The distance D(p, q) between

two descriptors p and q can then be expressed as

D(p, q) = min
θ
{D(p, qθ)} (2.2)

where qθ represents rotations of feature q by discrete angles.

Speeded-Up Robust Features (SURF) is similar to SIFT but is several times faster [29]. To

compute keypoints, SURF relies on an approximation of Hessian matrix rather than on DoG. The

Hessian matrix H(x, y, σ) at scale σ is

H(x, y, σ) =

[
Lxx(x, y, σ) Lxy(x, y, σ)
Lxy(x, y, σ) Lyy(x, y, σ)

]
(2.3)

where Lxx(x, y, σ), Lxy(x, y, σ) and Lyy(x, y, σ) are the convolution of the image with the second

derivatives of Gaussian G(x, y, σ). The computational efficiency of SURF arises from approximat-

ing the second derivatives of Gaussian as 9× 9 box filters as shown in Figure 2.2. The convolution

of these filters with the image can be computed very fast using integral images. With this approxi-

mation, the approximate determinant of Hessian is computed as

det(Happox) = DxxDyy − (0.9Dxy)
2 (2.4)
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Figure 2.2: Approximating Gaussian derivatives as 9× 9 box filters.

where Dxx, Dyy and Dxy are box filter approximations. Keypoints are those at which the determi-

nant of Hessian becomes maximal. A dominant orientation is assigned to each keypoint. To find

the dominant orientation, the response to Haar wavelets in x and y direction are first computed. In

a sliding angular window of angle 60◦, a vector is computed by summing the responses in x and

y directions. The direction of the longest of such vectors is taken as the dominant orientation. To

compute the SURF feature vector, a 4× 4 patch around the region is considered. In each region, the

vector [
∑
dx,
∑
dy,
∑
|dx| ,

∑
|dy|] is computed, where dx and dy are the responses of the Haar

wavelets in x and y directions. The final feature vector is formed by concatenating these vectors

collected from each subregion, resulting in a feature length of 4× 4× 4 = 64.

Keypoints in Central Surround Extrema Feature (CenSurE) are based on Bilevel Laplacian of

Gaussian (BLoG) approximation of DoG [30] [31]. The BLoG filter, shaped like an annular region,

has only two levels, 1 and -1. Despite its simplicity, the response to this kind of filter is hard

to compute because of its geometry. To circumvent this difficulty, CenSure approximates BLoG

as octagonal, hexagonal or square ring-shaped regions. Square ring shaped region is the coarsest

approximation of annular region. The best trade-off between accuracy and speed is achieved for

octagonal region. Responses to octagonal ring shaped filters are computed as the difference of

responses to two concentric octagonal filters. The response to each octagonal region is computed

by dividing the region into two trapezoids and a rectangular region. The sum of intensities in

trapezoidal region is computed using slated integral histograms. The descriptor centered around
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the keypoint is built in a manner similar to SURF. DAISY is a descriptor inspired by SIFT and

GLOH [32]. Instead of using the square binning pattern as in SIFT and SURF, DAISY uses a

circular grid. In this aspect, it is closer to GLOH than SIFT. Instead of computing the histogram in

a circular bin, DAISY computes a smoothed orientation map GoΣ = GΣ ∗
(
∂I
∂o

)+
where GΣ is a

Gaussian kernel of standard deviation Σ,
(
∂I
∂o

)+
is the gradient operator in direction o and (.)+ is the

operator such that (a)+ = max(a, 0). The quantity hΣ(u, v) =
[
G1

Σ(u, v), . . . , GH
Σ(u, v)

]
is the

equivalent of histogram in SIFT, with H representing the number of bins. The final descriptor is a

concatenation of normalized hΣ(u, v) collected from each circular region. Circular binning allows

for some robustness to rotation, but not full invariance to rotation. Binary Robust Independent

Elementary Features (BRIEF) is a binary descriptor similar to CARD [33]. While CARD builds a

large descriptor first, and then reduces the size of the descriptor, BRIEF computes a binary descriptor

directly. The basis of BRIEF computation is a test τ defined on a patch p of size S × S

τ(p;x,y) =

{
1, ifp(x) < p(y)

0, otherwise
(2.5)

where p(x) and p(y) are the pixel intensities at point x and y in the smoothed version of patch p.

Choosing nd unique location pairs, the binary feature is

fnd(p) =
∑

1≤i≤nd

2i−1τ(p;xi,yi) (2.6)

Hamming distance can be used to compare BRIEF descriptors. It may be noted that BRIEF is not

a rotation invariant descriptor. Sensitivity of BRIEF to rotations is addressed in Oriented FAST and

Rotated BRIEF (ORB) [34].

2.2 Holistic approaches

Holistic methods work best for detecting objects that are nearly rigid. Viola-Jones object de-

tection framework is one of the seminal works in real-time object detection. It uses a set of Haar
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Figure 2.3: HOG computation flow.

features and an AdaBoost cascade to achieve real-time performance. In the recent work by Leitloff

et al., Haar-like features in a boosting framework are used to detect vehicles in satellite imagery

[35]. Based on the observation that humans identify an object by analyzing their general shape

rather than pixel intensities, Belongie et al. proposed ‘Shape Contexts’ [36]. Shape context is based

on the distribution of edge pixels. These edge pixels are not landmark points such as local extrema.

For each point on a shape with n points, the histogram of relative positions of the remaining n− 1

points, is computed. The histograms are computed on a log-polar grid. A method to deal with illu-

mination changes, called GradientFaces, is presented in [37]. In their method, the image I is first

smoothened using a Gaussian kernel. The smoothened image is differentiated in x and y directions

by convolving with the differential of Gaussian in x and y directions, to get Ix and Iy respectively.

GradientFaces is defined as tan−1(
Iy
Ix

). Many state-of-the-art holistic approaches are based on His-

togram of Oriented Gradients (HOG) [4], Local Binary Patterns (LBP) [38] or combination of both

[39][40]. The HOG descriptor was originally developed for pedestrian detection, although it can

be applied in most object detection problems. HOG can be thought of as a denser version of SIFT.

It is essentially a feature vector built from histograms of orientations of gradients collected from

overlapping spatial regions in the region of interest. It consists of the following steps - gamma

and color normalization, gradient computation, spatial and orientation histogram binning and con-

trast normalization. The system architecture for general object detection using HOG is shown in

Figure 2.3. Gamma correction is a technique to improve contrast in an image. The basic form of
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gamma correction is given by Iout = αIγin where Iin is the input image and Iout, the output image.

The parameter α is a scaling factor and γ is the value of gamma applied. In color images such as

RGB images, gamma correction is applied to each channel.

Before computing the gradients, a Gaussian smoothing can be performed to remove high fre-

quency noise. There are several schemes for computing gradients. The gradient of an image (G) is

composed of horizontal gradient (Gx) and vertical gradient (Gy). They are computed by convolving

the image I with a kernel as shown in (2.7) and (2.8).

Gx = Kx ∗ I (2.7)

Gy = Ky ∗ I (2.8)

In (2.7) and (2.8), Kx andKy are the horizontal and vertical kernels respectively. The kernels used

are usually [1 -1], [-1 0 1], [1 -8 0 8 -1], 3 × 3 Sobel masks and 2 × 2 diagonal masks. From the

horizontal gradient Gx and vertical gradient Gy, the gradient magnitude G and gradient orientation

θG are computed as

G =
√
G2
x +G2

y (2.9)

θG = tan−1

(
Gy
Gx

)
(2.10)

Fundamental to the computation of HOG are the terms cells and blocks. A cell is a local spatial

region, while a block is a group of cells. The most commonly used configuration is called R-HOG,

in which cells are square-shaped. The number of pixels in a cell (η) and the number of cells in a

block (ς) are parameters in HOG computation. The choice of η and ς depends on the application.

As a rule of thumb, the number of pixels in a cell should correspond to the size of parts of the object.

For example, this can be the size of limbs in case of pedestrian detection and the size of windshield

for vehicle detection. The idea of cells and blocks is shown in Figure 2.4. The pixels near the edges

of a block are down-weighted by applying a Gaussian with standard deviation σ on it. A β bin
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Cell Cell

Block

Figure 2.4: Cells and blocks in HOG.

histogram is built corresponding to each of the ς × ς spatial bins. Hence, a histogram in a block is a

ς×ς×β spatial-orientation histogram. Orientations can be evenly spaced over 0−180◦ or 0−360◦.

When the bin orientations are spaced over 0− 180◦, the sign of the gradient orientation is ignored.

In general, accuracy increases with increasing the number of angle bins β upto 9. For pedestrian

detection, the best results are given when unsigned gradients are used. However, there is significant

improvement when signed gradients are used for vehicle or motorbike detection. The gradient value

at a particular spatial location can make contributions to any of the four neighboring spatial bins and

any of the two neighboring angle bins as illustrated in Figure 2.5. The contributions made to these

bins can be calculated using trilinear interpolation. Let bx, by and bθ be the bandwidths along x, y

and θ. Bandwidth of a histogram is the distance between neighboring bins. The gradient magnitude

G at location (x, y, θ) is distributed to the neighboring bins in histogram H based on distances to

the bin centers. An example of histogram update is

H(x1, y1, θ1)← H(x1, y1, θ1) +

(
1− x− x1

bx

)(
1− y − y1

by

)(
1− θ − θ1

bθ

)
G (2.11)

where (x1, y1, θ1) is a spatial-orientation bin. The bin update expressions for other bins can be

formulated in a similar manner. Beside the R-HOG configuration, there can be several other ge-

ometries for the HOG. Blocks can be vertical (e.g., 2 × 1 cells) or horizontal (e.g., 1 × 2 cells).
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Figure 2.5: Building the spatial-orientation histogram in HOG. A point votes into four spatial bins
A, B, C and D, and two angle bins θ1 or θ2.

Dalal and Triggs have also proposed the C-HOG, which has a ‘circular’ configuration. This config-

uration is similar to GLOH. Another variant of C-HOG is one in which the region is divided into

angular sectors. To reduce the effect of variations in illumination, the histogram in each block is

normalized. It can be done in several different ways. Commonly used schemes are shown below.

f =
v√

‖v‖22 + ε
(2.12)

f =
v

‖v‖1 + ε
(2.13)

f =

√
v

‖v‖1 + ε
(2.14)

In (2.12), (2.13) and (2.14), f is the normalized vector, v the vector to be normalized, and ‖v‖k,

the Lk norm of v. ε is a small value used to avoid divide-by-zero error. Clipped L2 norm is

another normalization scheme related to L2 normalization. It is calculated by finding the L2 norm,

clipping the maximum value to 0.2 and then renormalizing the clipped histogram. The normalized

histograms collected from all the blocks in the detection window are concatenated to form the final

descriptor. Blocks typically overlap. This gives a certain degree of translation invariance to the

descriptor. Dalal and Triggs have suggested using the highest gradient among all color channels
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when color information is available. However in [41], it is demonstrated that this is not the best

strategy to incorporate color information. They have shown that HOG feature vector formed by

concatenating HOG computed in Y, Cb and Cr components of YCbCr space performs significantly

better than HOG computed with highest gradients. The method was tested in traffic sign recognition.

Although this method may work reasonably well for detecting traffic symbols in a particular country,

it may not be generalizable enough to detect any type of traffic symbol. Binary tests similar to those

in FAST and BRIEF are done in HOG space to train a Random Fern classifier for pose estimation

in [42]. Once the pose is estimated, the classifier corresponding to the pose can be used to detect

a potential target. Another popular feature is the Local Binary Pattern (LBP). The original LBP

operates on 8 neighbors of a pixel by thresholding them with the value of the pixel. If a pixel

intensity is greater than or equal to the intensity of the central pixel, it is assigned a value ‘1’. A

value of ‘0’ is assigned otherwise. The assigned values are read in a counter-clockwise fashion

starting with the pixel on the left of the central pixel. The LBP value associated with the pixel is the

decimal value corresponding to the binary pattern. A histogram of LBP is constructed by binning

the number of possible types of LBPs. Formally, LBP operator can be defined as

LBP (x, y) =

7∑
0

s(in − ix,y)2n (2.15)

where in are the intensities of the neighbors of (x, y). ix,y is the intensity of the pixel at (x, y). The

function s(.) is defined as s(x) =

{
1, if x ≥ 0

0, otherwise
.

LBP is more sensitive to illumination variations than HOG. In [43], color information is integrated

into LBP to address this issue. With this approach, LBP is successfully used to recognize objects

in Pascal Visual Object Challenge (VOC) 2007 images. As an image rotates, its LBP histogram

undergoes a cyclic shift. A method that combines this idea with Fourier transform to achieve ro-

tation invariance is presented in [44]. A similar approach is used to achieve rotation invariance in

Equivariant Histogram of Oriented Features (EHOF) descriptor [45]. In this method, the 2D DFT
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of a spatial-orientation histogram matrix is taken to achieve rotation invariance. Computation of

2D DFT and soft binning with trilinear interpolation causes the descriptor computation to be slow.

Other methods that use DFT include [46] and [47]. The circular geometry of the grid pattern in these

methods makes admissibility into integral formulation hard. Using a single rotation sensitive feature

like HOG and multiple classifiers corresponding to multiple orientations for aerial object detection

is prohibitively expensive. A common approach in this domain is to combine several features and

high level information such as context. For example, in [48], Maximally Stable Extremal Regions

(MSER) [49] are used to extract salient regions. Once these regions are extracted, a symmetry

detection technique using Directed Chamfer Matching (DCM) [50] is used to detect airplanes.

2.3 Part-based methods

Part-based models are motivated by the fact that most objects are formed by a set of parts. For

example, a vehicle can be described by the appearance and relative position of its doors, hood, wind

shields, windows and tires. The concept of part-based model dates back to early 70s in the highly

influential work by Fischler and Elschlager [51]. They used a pictorial structure to represent an

object as a collection of object parts. The appearance and spatial integrity of an object was modeled

as parts connected by a set of springs as shown in Figure 2.6.

Some approaches model the parts, but not the relationship between parts. The most popular

among this class of methods is the bag-of-visual-words (BoV) model. The commonly used steps

in BoV are keypoint extraction, extracting patches centered around keypoint and clustering to form

a visual vocabulary [52]. In [53], BoV built with SIFT points clustered using k-means clustering

is employed to classify objects such as buildings, crop fields and water bodies in aerial imagery.

In contrast to BoV model, constellation model accounts for the spatial relationship between every

part of the object. Constellation model is a generative probabilistic model. Part locations, part
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Figure 2.6: Part-based model introduced by Fischler and Elschlager [51].

appearances or both are modeled as joint probability distribution functions. The first constellation

model was introduced by Burl et al. [54]. In their method, the parts are manually labelled to build

the probability distribution model describing part relationships. A correlation-based method is used

as part detectors. The tediousness of hand-labeling training data can be solved by using an unsu-

pervised learning mechanism. In the constellation model introduced by Weber et al., unsupervised

learning is achieved by considering patches extracted around interest points as object parts [55].

Interest points are extracted using Förstner corner detection [56]. Image patch features used in the

approach are DoG filtered versions of the patches. The large set of keypoints is clustered together

using a clustering method to reduce the number of parts. Fei-Fei et al. further improved the Weber’s

method by using Bayesian estimation and Maximum Likelihood learning [57].

Recently, Felzenswalb et al. described a star-shaped model in which a root is connected to parts

[58]. The model is learnt using a latent SVM. A rotation invariant part based model is presented
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in [59]. SIFT features computed along edges is used to build a codebook of features. Rotation

invariance is achieved by using polar coordinates to specify the position of the features.

A part-based framework to detect aircrafts in aerial imagery is presented in [60]. The basic idea

in the algorithm is finding the SIFT feature vector of an object part. The histogram of gradient

orientation is computed at a point for a square-shaped image region centered at a manually selected

point. The highest peak in the histogram corresponds to the dominant orientation. The image

patch is rotated such that the dominant orientation points in a canonical direction (e.g., upwards).

Histogram of Oriented Gradients is then computed on the rotated patch. This feature is termed

Rotation Invariant Histogram of Oriented Gradients (RIHOG). A rotation invariant part based model

is realized by representing the object as an (n+ 1)-tuple (P0, P1, . . . , Pn) with P0 representing the

whole object and Pi representing the ith part. Each entry in the representation (P0, P1, . . . , Pn) is a

tuple defined as

Pk = (ϕ(pk), pi, θk) (2.16)

where ϕ(pk) and θk are the RIHOG feature and dominant orientation respectively of the kth part

centered at position pk.

The position pk is

pk =

{
(x0, y0), if k = 0

(rk, αk), otherwise
(2.17)

where (x0, y0) is the location of the whole object. The locations of parts (rk, αk) are the polar

coordinates of the parts with respect to the center of the whole object. The score of a detection

window is calculated as

score(p0, p1, . . . , pn) =

n∑
i=0

fi.ϕ(pi)−
n∑
i=2

di.ϕd(dri, dαi)−
n∑
i=1

ei.ϕe(dθi) (2.18)

In (2.18), fi represents the weights for the RIHOG features of the whole object and object parts,

di the weights of deformation cost ϕd(dri, dαi) and ei, the weights of rotation cost ϕe(dθi). This
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formulation is very similar to that used in Felzelswalb’s discriminatively trained parts based model

described earlier. The deformation of the model relative to the whole object is normalized to the

first part (landmark part) as in (2.19).

(dri, dαi) = (
ri
r1
, αi − α1) (2.19)

ri and αi are the distance to the ith part and the angle that the ith part makes to a fixed reference.

αi − α1 is therefore the angle between the line joining the ith part to the center and the first part to

the center.

The deformation term is

ϕd(dri, dαi) = (dri, dαi, dr
2
i , dα

2
i ) (2.20)

Normalizing the dominant orientation of the ith part with respect to the whole object as

dθi = θi − θ0 where i = 1, 2, . . . , n (2.21)

the rotation cost of the ith part is

ϕe(dθi) = (dθi, dθ
2
i ) (2.22)

The score in (2.18) can be expressed as a dot product between model parameters and model feature.

score(γ) = β.Φ(γ) (2.23)

β = (f0, f1, . . . , fn, d2, . . . , dn, e1, . . . , en) (2.24)

Φ(γ) = (ϕ(p0), . . . , ϕ(pn),−ϕd(dr2, dα2), . . . ,−ϕd(drn, dαn),−ϕe(dθ1), . . . ,−ϕe(dθn))

(2.25)

γ = (p0, p1, . . . , pn) (2.26)

(2.23) establishes the connection between this model and linear classifiers like SVMs. To detect an

object of interest in a scene, a sliding window detector is used to search for the whole object using
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feature ϕ(p0). If the whole object is detected, a second sliding window is used in the detection

window to search for all parts. If all parts are detected, a linear SVM is used to test the feature

Φ(γ).

2.4 Summary

In this chapter, several features used in object detection and tracking were discussed. Those

methods with which the proposed method are compared, were discussed in detail. In the domain

of tracking in low resolution aerial imagery, many point detectors fail as they are based on some

form of gradient or intensity comparisons. Those methods that are highly accurate are computa-

tionally expensive. Several methods that rely on annular division of a local neighborhood were

also presented. These methods do not allow admissibility into a fast computation framework such

as integral histogram. In the domain of object detection in aerial imagery, it is imperative that the

method is highly computationally efficient because of the size of imagery. The traditional way is

to use methods that work on ground-shot imagery, but with classifiers trained for different orienta-

tions. Obviously this is also computationally expensive. The method presented in this dissertation

is reminiscent of some of the methods discussed in this chapter, but is significantly better in terms

of computational efficiency.
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CHAPTER III

INTENSITY-BASED ROTATION INVARIANT FEATURES FOR OBJECT
TRACKING

Intensity-based rotation invariant features are used in applications like tracking by detection. In

this chapter, we show how rotation invariant intensity features can be used for tracking in Columbus

Large Image Format (CLIF) Wide Area Motion Imagery (WAMI) [61]. The resolution of the im-

agery is extremely low, with targets spanning only 10 to 20 pixels. At this resolution, gradient-based

features do not work well, as will be shown in the results section. In tracking applications, where

targets are tracked by detecting the reference target taken from the first frame, the system cannot be

trained for two reasons. First, training process is expensive; it involves manual selection of training

examples and a time-consuming decision boundary computation process. Second, only a single

positive example is available. In such applications the target is found using a distance measure.

In general, any available cue is of interest in object detection. There are several cues that are of

interest in tracking.

They include :-

Physical characteristics: Features such as color, texture, physical structure, location, orientation

and depth map [62] [63] [64] are not available in low resolution high-altitude imagery.

Behavioral patterns: This includes behavioral patterns such as the gait of a person, the trajectory,

acceleration and speed of a vehicle etc. This can be used for targets with predictable movements

33



like vehicles.

Environment context: These are the features of physical environment that co-occur with a target

feature. For example, a car is likely to be on a road or a parking spot rather than on the top of

a building. Such contexts are very useful for effective search and detection of objects. However,

in WAMI data, areas such as road cannot be reliably extracted since there is very little texture

information available.

Points: An object can be represented as its centroid or as a set of points on it. This is suitable

for objects that span a small region of the image [65][66]. However, point features and interest

points such as SIFT, SURF and Harris corners are not effective in identifying points in the objects

in high-altitude low resolution data.

Tracking aims at generating the trajectory of a moving object over time, by locating its position

in consecutive frames. The following steps need to be done to do this − image registration, search

space identification and sliding window detection.

3.1 Image registration

Image registration reduces or eliminates global camera motion by transforming the data into

a particular coordinate system. Descriptors such as SURF and SIFT can be used for image regis-

tration. The computation of SIFT descriptor is relatively expensive. SURF, on the other hand, is

several times faster than SIFT. Interest points are located in the reference frame and the frame to be

registered. The frame to be registered is transformed in such a way that the corresponding interest

points are matched in spatial location. We use SURF keypoints for image registration. Figure 3.1

shows two frames registered with respect to one another.
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(a) (b) (c)

Figure 3.1: Example of image registration in CLIF WAMI data [61], (a) Reference image, (b) Frame
to be registered and (c) Registered frame.

3.2 Search space identification

The search region is a rectangle that extends three times the target size to the left and the right,

and two times the displacement in the forward direction and two times the target size in the backward

direction. The position of the target, along with its velocity, is predicted in each frame based on the

previous observation of position and velocity. The current velocity of the target is proportional to the

difference between the current position and that in the previous frame. Reducing the search space

to a smaller area, instead of the entire frame, allows us to eliminate false positives significantly and

reduce computation time.

3.3 Sliding window detection

Sliding windows are commonly used in object detection algorithms to search for an object of

interest in an image. The approach involves scanning the image with a fixed-size window, extracting
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Figure 3.2: A scanning window is moved over the image in raster order. Based on the feature
extracted from the window, a classifier determines whether the window contains an object or not.

features from each window and determining whether the feature corresponds to the object or not.

In the proposed algorithm, the geometry of sliding windows is circular. The idea is illustrated in

Figure 3.2. As will be discussed in section 3.4, circles are approximated as squares for speeding-up

the algorithm. This can potentially result in some loss of accuracy. The intensity feature F (x, y) =

[f1(x, y), f2(x, y), f3(x, y), . . . , fr(x, y)] extracted from the target of interest in the first frame is

taken as the reference feature. A sliding window is used to search for the target in the identified

search space. Integral histogram is used to compute intensity-based features in each sliding window

[9]. The distance

D(x, y) = d(f1(x, y), f ′1(x, y)) + d(f2(x, y), f ′2(x, y)) + . . .+ d(fr(x, y), f ′r(x, y))) (3.1)

between the feature F ′(x, y) = [f ′1(x, y), f ′2(x, y), f ′3(x, y), . . . f ′r(x, y)] extracted from each slid-

ing window at position (x, y) and the reference feature F (x, y) are recorded. The notation d(.)

represents some distance measure between two intensity histograms. The position of the target is

taken as the location (x, y) that gives the smallest value of D(x, y). This idea is illustrated in Fig-

ure 3.3. The distance measure d(.) can be any histogram comparison metric such as
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Figure 3.3: Tracking with rotation invariant intensity-based features.
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Histogram intersection -

d(r, s) =

N∑
i=1

min(ri, si) (3.2)

Log-likelihood statistic

d(r, s) = −
N∑
i=1

rilog(si) (3.3)

Chi-square statistic

d(r, s) =

N∑
i=1

(ri − si)2

ri + si
(3.4)

Match distance

d(r, s) =
N∑
i=1

|Ri − Si| (3.5)

where Ri =
i∑

j=1
rj and Si =

i∑
j=1

sj are the ith bin of the cumulative histograms corresponding to

N -bin histograms r = {ri}i=1,2,...,N and s = {si}i=1,2,...,N respectively. Histogram intersection,

log-likelihood statistic and chi-square statistic are bin-bin similarity metrics, meaning they consider

only the corresponding bins. If there are slight shifts in intensity histogram due to illumination

changes, bin-bin similarity measures may give inaccurate results. For example, consider an 8 bin

histogram r = [1 0 0 0 0 0 0 0]. Let r′ = [0 1 0 0 0 0 0 0 0] be the histogram r shifted by

one bin. The distance between s = [0 0 0 0 0 1 0 0] and r is the same as the distance between

r and r′. Since r′ is the histogram of the image produced by a slight change in illumination of the

image whose histogram is r, we expect the distance between r and r′ to be much smaller than the

distance between r and s. This problem is partly solved by using cross-bin similarity metrics. Match

distance is an example of a cross-bin similarity metric. It is a special case of Earth Mover’s Distance

(EMD), originally used for image retrieval [67]. EMD reflects the minimum cost that must be paid

to transform one distribution to another. Let P = {(xi, wi)}i=1,2...m and Q = {(yi, ui)}i=1,2...n be

two feature clusters with xi and yi representing the mean of ith cluster, and wi and ui representing
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their weights. The cost (W ) of transforming one feature cluster to the other is

W =

m∑
i=1

n∑
j=1

dijfij (3.6)

where dij is some distance measure between xi and yj and fij is the flow or the amount of mass

moved from the ith cluster to the jth cluster. The flow fij is subject to the following constraints.

fij ≥ 0 ; 1 ≤ i ≤ m, 1 ≤ j ≤ n (3.7)

n∑
j=1

fij ≤ wi ; 1 ≤ i ≤ m (3.8)

m∑
i=1

fij ≤ uj ; 1 ≤ j ≤ n (3.9)

m∑
i=1

n∑
j=1

fij = min

 m∑
i=1

wi,
n∑
j=1

uj

 (3.10)

The Earth Mover’s Distance (EMD) between P and Q is defined as

EMD (P,Q) =

m∑
i=1

n∑
j=1

dijfij

m∑
i=1

n∑
j=1

fij

(3.11)

3.4 Approximating circular regions

An integral part of our algorithm is computation of histograms within regions defined by cir-

cles. A circle can be thought of as a polygon with infinite number of sides. However, this kind of

approximation does not fit into the integral histogram framework. Another method is to use a finite

number of sampling points on the circle. The point may not fall at the center of a pixel location.

This will require costly interpolation. Yet another way is to have a set of ‘corrugated’ edges as

shown in Figure 3.4.

The number of ‘ridges’ is limited since images are quantized as pixels. The representation in

Figure 3.4(a) is the most accurate approximation of the circle among the four shown in the figure.
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(a) (b)

(c) (d)

Figure 3.4: Approximations of circle where (a) is the most accurate while (d) is the least accurate.
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(a) (b)

Figure 3.5: Fitting a circle approximation into the integral histogram framework.

The approximations shown in Figure 3.4 can be evaluated using integral histograms by dividing

them into rectangular regions horizontally or vertically as shown in Figure 3.5.

To compute the histogram of a rectangular region using integral histogram, 3 summations are

required. Since there are 7 rectangular regions in Figure 3.5, there are 3× 7 = 21 summations. The

number of summations required is 27, 21, 15 and 3 in Figure 3.4(a) , Figure 3.4(b), Figure 3.4(c)

and Figure 3.4(d) respectively. A square is a very crude approximation of the circle, but requires

only few computations to calculate the region histogram. It is possible to have a target part fully

contained in a square region such that even if it is rotated, the histogram associated with the target

part does not change. This idea is illustrated in Figure 3.6.
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Figure 3.6: Fully enclosed target in sliding window.

3.5 Summary

In this chapter, we presented a method to detect objects in low-resolution high-altitude data

using intensity-based rotation invariant features. The speed of the method arises from using integral

histogram in a small search space. We also showed that circles could be approximated as squares

to allow fast feature computation using integral histogram. The experimental results supporting this

method are presented in Chapter V.
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CHAPTER IV

GRADIENT-BASED ROTATION INVARIANT FEATURES FOR OBJECT
DETECTION

Intensity-based rotation invariant features presented in Chapter III are not expressive enough to

be used in object detection. As mentioned previously, a better approach is to use features derived

from gradients. An overview of gradient-based features was presented in Chapter I. In this chapter

we discuss the method in detail.

A detection algorithm usually consists of a training process. In the training process, a classifier

is trained to learn a decision boundary separating positive and negative examples. Once a model

is obtained, a sliding window is used to search for possible location of object parts. The detection

stage consists of feature extraction in a sliding window, feature classification, detection clustering

and part assembly (for a multi-part model). The system architecture of the method is shown in

Figure 4.1.
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Figure 4.1: Detection based on rotation invariant gradient-based features: system architecture.
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4.1 Gradient orientation histogram computation

The methodology for computing gradient orientation histogram is similar to computing the his-

togram of oriented gradients (HOG) in Dalal-Triggs algorithm. The image is first converted to

grayscale. It may be recalled that each part is represented by a feature F (x, y). If the feature is

gradient-based, each element fi(x, y) of the feature is derived from gradient orientation histogram

computed in the region. Each region is analogous to a cell in Dalal-Triggs HOG algorithm. The

process of gradient computation enhances noise within the region. For best results, the gradient

kernel should compute the gradient and at the same time, alleviate the problem of enhancing noise

component. This can be done by convolving a gradient kernel such as [−1, 0, 1] with a Gaussian

filter to obtain a noise reducing kernel. An example of such a kernel is

[−0.1286,−0.2310,−0.1523, 0, 0.1523, 0.2310, 0.1286].

The gradient of the region in x and y directions, Gx(x, y) and Gy(x, y) respectively, are com-

puted using a noise reducing differentiating kernel described above. The gradient magnitudeG(x, y)

at location (x, y) is computed as
√
Gx(x, y)2 +Gy(x, y)2 . The gradient orientation θ(x, y) at lo-

cation (x, y) is computed using the four quadrant tangent function

θ(x, y) =



tan−1
(
Gy(x,y)
Gx(x,y)

)
, Gx(x, y) > 0.

tan−1
(
Gy(x,y)
Gx(x,y)

)
+ π, Gx(x, y) < 0, Gy(x, y) ≥ 0.

tan−1
(
Gy(x,y)
Gx(x,y)

)
− π, Gx(x, y) < 0, Gy(x, y) < 0.

π
2 , Gx(x, y) = 0, Gy(x, y) > 0.

−π
2 , Gx(x, y) = 0, Gy(x, y) < 0.

Not defined, Gx(x, y) = 0, Gy(x, y) = 0.

(4.1)

For a window W of size (2w + 1) × (2w + 1) centered at location (x, y), an N -bin gradient

orientation histogram is constructed by accumulating votes V (x, y, b) from each pixel, as shown in

(4.2).

h(x, y, b) =

w∑
m=−w

w∑
n=−w

V (x+m, y + n, b) where 0 ≤ b ≤ N − 1 (4.2)
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Although this is not a true histogram, we call this a gradient orientation histogram for convenience.

Since the angle bins are discretized, the gradient orientation at a pixel may not fall on the center of

an angle bin. As an example, let the range (−π,+π) be divided into 4 bins. The bin centers are,

therefore, at −3π/4, −π/4, +π/4 and +3π/4. The gradient magnitude corresponding to value at

angle 0◦ can vote into the bin centered at −π/4 or +π/4. When this kind of situation arises, that

is to say, when the value does not fall on a bin center, bilinear interpolation is used to vote into two

neighboring bins. Within the window W , let θ1(x, y) and θ2(x, y) be the bin centers of the bins

closest to θ(x, y). Let b1(x, y) and b2(x, y) be the indexes corresponding to bin centers θ1(x, y) and

θ2(x, y) respectively, in the gradient orientation histogram h(x, y, b). When bilinear interpolation

is used, the vote V (x, y, b) at the location (x, y) consists of contributions to two bins b1(x, y) and

b2(x, y) as in (4.3).

V (x, y, b) = V (x, y, b1(x, y))δ(b− b1(x, y)) + V (x, y, b2(x, y))δ(b− b2(x, y)) (4.3)

where δ(.) represents the discrete time impulse function. In (4.3), the contributions V (x, y, b1(x, y))

and V (x, y, b2(x, y)) are calculated as

V (x, y, b1(x, y)) =

(
1− θ(x, y)− θ1(x, y)

B

)
G(x, y) (4.4)

V (x, y, b2(x, y)) =

(
θ(x, y)− θ1(x, y)

B

)
G(x, y) (4.5)

where

b1(x, y) =

⌊
θ(x, y)− B

2

B

⌋
+ 1 (4.6)

b2(m,n) =

{
0, b1(x, y) = N − 1.

b1(x, y) + 1, otherwise.
(4.7)

θ1(x, y) = (b1(x, y)− 0.5)B (4.8)

B =
2π

N
(4.9)

B is called the histogram bandwidth. The operator b.c represents the flooring function.
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(a)

(b)

Figure 4.2: Two synthetic images and corresponding gradient orientation histograms. The image in
(b) is the rotated version of that in (a). As can be seen, the histogram undergoes a shift.

4.2 Rotation invariance

Gradient orientation histogram of a region is not rotation invariant. As the region rotates, the

histogram undergoes a cyclic shift. Two synthetic images and the corresponding histograms are

shown in Figure 4.2. In the figure, the second image is the rotated version of the first. If a vector

undergoes a cyclic shift, there is a phase change in Fourier domain. Let v(n) be an N -dimensional
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vector and v′(n) be the vector produced by the cyclic shift of v(n) by m elements, i.e.,

v′(n) = v((n−m)modN) (4.10)

where mod represents the modulo operator. The Discrete Fourier Transform (DFT) of the vector

v′(n) is

V ′(k) = V(k)e−j2π
km
N where k = 0, 1, 2, . . . , N − 1 (4.11)

where V(k) is the DFT of v(n). The magnitude of V ′(k) is

|V ′(k)| = |V(k)e−j2π
km
N | = |V(k)||e−j2π

km
N | = |V(k)| (4.12)

Therefore, the magnitude of DFT of the vector remains unchanged when it undergoes a cyclic shift.

Applying this idea to gradient orientation histograms, the magnitude of DFT of gradient histogram

remains unchanged when the image region is rotated. This allows us to derive a rotation invariant

feature from gradient orientation histogram.

4.3 Deriving the feature from gradient orientation histogram

Based on the analysis in the previous section, each element fi(x, y) of the feature F (x, y) in

(1.1) is

fi(x, y) =
[
|H̃i(x, y, 0)|, |H̃i(x, y, 1)| . . . |H̃i(x, y,N − 1)|

]
(4.13)

where
H̃i(x, y, k) = F

{
h̃i(x, y, b)

}
(k)

=

N−1∑
b=0

h̃i(x, y, b)e
−j2π kb

N where k = 0, 1, 2, . . . , N − 1
(4.14)

h̃i(x, y, b) =
hi(x, y, b)

‖hi(x, y, :)‖2
(4.15)

In (4.14), F denotes the Discrete Fourier Transform (DFT) with b representing spatial domain and

k, the frequency domain. The gradient orientation histogram hi(x, y, b) in region i is normalized as

48



hi(x,y,b)
‖hi(x,y,:)‖2

= h̃i(x, y, b) to make it robust to illumination and color changes. This can be illustrated

with an example. Figure 4.3 shows three images and the corresponding normalized histograms. It

can be seen that the histograms corresponding to the three images remain almost the same. An

alternative normalization scheme to achieve illumination invariance is to use L1 norm in (4.15).

Using L1 norm instead of L2 significantly speeds up computation. However, this may result in a

slightly lower accuracy; for example, the highest-cross validation accuracy for the mid-section of

aircraft is 98.46% with L2 norm and 98.27% with L1 norm. The loss of accuracy is also reported in

[4]. For real signals, the DFT magnitude is symmetric. Since histograms are real signals, this idea

can be applied to reduce the size of the feature. The DFT magnitude of a 32 bin gradient orientation

histogram is shown in Figure 4.4. As can be seen from the figure, barring the DC part (shown in

blue), the feature is symmetric. Therefore, for a feature of lengthN , onlyN/2+1 coefficients need

to be used to build the feature.
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(a)

(b)

(c)

Figure 4.3: Effect of normalizing gradient orientation histogram - images and corresponding gra-
dient orientation histograms, (a) Image with gray levels 10 and 240, (b) Image with gray levels 10
and 100 and (c) Image with gray levels 115 and 167.
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Figure 4.4: Symmetry of DFT coefficients.

4.4 Fast feature computation with Integral DFT

Using the linearity property of the Fourier transform, fi(x, y) in (4.13) can also be written as

fi(x, y) =

[
|Hi(x, y, 0)|
‖hi(x, y, :)‖2

,
|Hi(x, y, 1)|
‖hi(x, y, :)‖2

. . .
|Hi(x, y,N − 1)|
‖hi(x, y, :)‖2

]
(4.16)

where

Hi(x, y, k) = F {hi(x, y, b)} (k) where k = 0, 1, 2, . . . , N − 1 (4.17)

It can be shown that the vector

f̃i(x, y) =

[
|Hi(x, y, 0)|
‖Hi(x, y, :)‖2

,
|Hi(x, y, 1)|
‖Hi(x, y, :)‖2

. . .
|Hi(x, y,N − 1)|
‖Hi(x, y, :)‖2

]
(4.18)

representing normalized magnitudes of Fourier coefficients is proportional to fi(x, y) and is there-

fore illumination invariant. To establish the relationship between f̃i(x, y) and fi(x, y), we start with

the Parseval’s theorem
N−1∑
b=0

|hi(x, y, b)|2 =
1

N

N−1∑
k=0

|Hi(x, y, k)|2 (4.19)
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Using the definition of L2 norm, Parseval’s theorem can also be written as

‖hi(x, y, :)‖2 =
1√
N
‖Hi(x, y, :)‖2 (4.20)

Substituting ‖Hi(x, y, :)‖2 =
√
N‖hi(x, y, :)‖2 from (4.20) into (4.18) and comparing with (4.16),

we have

f̃i(x, y) =
1√
N
fi(x, y) (4.21)

Integral histogram ψ(x, y, b) at a point (x, y) in an image is defined as the histogram collected

from the rectangular region with diagonally opposite corners at the point (x, y) and the top-left of

the image (origin) [9]. If this representation is available, the histogram hi(x, y, b) of any region with

corners at (x+ w, y + w), (x− w, y + w), (x+ w, y − w), (x− w, y − w) and centered at (x, y)

can be calculated as

hi(x, y, b) = ψ(x+w, y+w, b)−ψ(x−w, y+w, b)−ψ(x+w, y−w, b)+ψ(x−w, y−w, b) (4.22)

where

ψ(x, y, b) =
x∑

m=0

y∑
n=0

V (m,n, b) (4.23)

This idea is shown in Figure 4.5.

Taking Fourier transform of (4.22),

Hi(x, y, k) = F {ψ(x+ w, y + w, b)} (k)−F {ψ(x− w, y + w, b)} (k)

−F {ψ(x+ w, y − w, b)} (k) + F {ψ(x− w, y − w, b)} (k)

(4.24)

We define the Integral DFT at position (x, y) as

Ψ(x, y, k) = F {ψ(x, y, b)} (k) where k = 0, 1, 2, . . . , N − 1 (4.25)

Applying the definition of Integral DFT on (4.24),

Hi(x, y, k) = Ψ(x+ w, y + w, k)−Ψ(x− w, y + w, k)

−Ψ(x+ w, y − w, k) + Ψ(x− 1, y − w, k)

(4.26)
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ψ(x-w , y-w , b) ψ(x+w , y-w , b)

ψ(x-w , y+w , b) ψ(x+w , y+w , b)

(x-w,y-w ) (x+w,y-w )

(x+w,y+w )(x-w,y+w )

(x,y)

Figure 4.5: Integral histogram representation to compute the histogram of a (2w + 1) × (2w + 1)
window centered at (x, y).

It may be noted that (4.26) has the same form as (4.22). Therefore, if the Integral DFT at every

point is available, Hi(x, y, k) in (4.18), corresponding to a window centered at (x, y) and with

corners at (x+w, y+w), (x−w, y+w), (x+w, y−w), (x−w, y−w) can be computed in the

same manner as computing integral histogram.

Using the definition of integral histogram in (4.23)

Ψ(x, y, k) = F

{
x∑

m=0

y∑
n=0

V (m,n, b)

}
(k)

=
x∑

m=0

y∑
n=0

F {V (m,n, b)} (k)

=

x∑
m=0

y∑
n=0

F {V (m,n, b1(x, y))δ(b− b1(m,n))

+ V (m,n, b2(m,n))δ(b− b2(m,n))} (k)

=
x∑

m=0

y∑
n=0

g {(m,n, b)} (k)

(4.27)

Since F is linear,

g {(m,n, b)} (k) = V (m,n, b1(m,n))F {δ(b− b1(m,n))} (k)

+ V (m,n, b2(m,n))F {δ(b− b2(m,n))} (k)

(4.28)
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The terms F {δ(b− b1(m,n))} (k) and F {δ(b− b2(m,n))} (k) can be computed without using

FFT, since δ(b− b1(m,n)) and δ(b− b2(m,n)) are sparse signals. Using the definition of Fourier

transform, (4.28) can be simplified as

g {(m,n, b)} (k) = V (m,n, b1(m,n))e−j2π
kb1(m,n)

N + V (m,n, b2(m,n))e−j2π
kb2(m,n)

N (4.29)

The space complexity of FFT is O(NlogN), while the space complexity with this method of

computation is O(N).

Integral DFT can be computed recursively. For the current pixel position (x, y), the integral

DFT is updated as

Ψ(x, y, b)← Ψ(x− 1, y, b) + Ψ(x, y − 1, b)−Ψ(x− 1, y − 1, b) + g {(x, y, b)} (:) (4.30)

where g {(x, y, b)} (:) = [g {(x, y, b)} (0), g {(x, y, b)} (1), . . . , g {(x, y, b)} (N − 1)]. The method

is shown in Figure 4.6.

Several techniques can be employed to speed-up the computation of Ψ(x, y, b) in (4.30). In

(4.29), b1, b2 and k can only take a value in the range [0, N − 1]. Therefore the exponentials in

(4.29) can be computed using a Look-Up Table (LUT). The summations in (4.30) can be done

using Intel Streaming SIMD Extensions (SSE). These can be used on computing platforms with

processors that support x86 instruction set, including AMD. SSE uses 128-bit XMM registers to

perform operations in parallel.
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Figure 4.6: Recursive computation of integral DFT.

4.5 Circular regions as parts

The magnitude of DFT of circular regions are indistinguishable from that of plane or textured

regions, as shown in Figure 4.7.
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(a) (b)

(c) (d)

Figure 4.7: Similarity of features from circular region and textured region, (a) Textured region,
(b) Gradient orientation histogram corresponding to textured region, (c) Circular region and (d)
Gradient orientation histogram corresponding to circular region.

To solve this problem, instead of taking the magnitude of DFT, HOG feature can be used.

Because of the unique geometry of circle, a feature formed by concatenating gradient orientation

histograms is rotation invariant. An example of region divisions for a circular region is shown in

Figure 4.8.
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(a) (b)

Figure 4.8: Computing features corresponding to circular regions using HOG, (a) 2 cell HOG with
horizontal division and (b) 2 cell HOG with vertical division.

4.6 Sliding window shifts

In sliding window based detectors, the number of pixels by which the sliding window is shifted

is fixed. Instead of following this approach, the shift δ is taken as a fraction (f ) of the size of the

window (W ), i.e.,

δ = fW (4.31)

It can be seen that the number of pixels by which the window is shifted changes with the scale at

which the target is searched. This is illustrated in Figure 4.9. The scaling parameter s is defined as

the factor by which the size of a search window is increased in the next higher scale. Therefore, for

scaling parameter s, the number of pixels by which the window is shifted in the next higher scale is

δ′ = sfW (4.32)

Sliding window shift proportional to the scale gives significant reduction in computation. Let M1×

M2 be the size of the image, W the smallest search window size and N the number of scales. The

total number of sliding window evaluations is

N1 =
M1M2

(fW )2 +
M1M2

(sfW )2 +
M1M2

(s2fW )2 + . . .+
M1M2

(sNfW )2 =
M1M2

(fW )2

1−
(

1
s2

)N+1

1− 1
s2

(4.33)
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(a) (b)

Figure 4.9: The number pixels by which the window is shifted is proportional to the scale, (a) Lower
scale and (b) Higher scale.

For large values of N , since s > 1, the equation above can be approximated as

N1 ≈
M1M2

(fW )2

s2

s2 − 1
(4.34)

In contrast to this, if a fixed slide of 1 pixel is used at all scales, the number of sliding window

evaluations is

N2 = (N + 1)M1M2 (4.35)

The performance improvement is thus

N2

N1
≈ (N + 1)(fW )2(s2 − 1)

s2
(4.36)

4.7 Classification with support vector machines

In the proposed method, a two class classifier is used to identify parts of interest. This kind of

classifier is essentially a function f that maps an N -dimensional feature F to Y such that

f : F → Y, x ∈ RN , y ∈ {+1,−1} (4.37)

+1 represents a positive example and -1, a negative example. If the feature F corresponds to a

positive example, f maps to +1 and f maps to -1 otherwise. When such a classifier is trained,
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it finds a decision boundary separating positive examples and negative examples. This decision

boundary can be linear (hyperplane) or non-linear.

One of the most popular classifiers is the Support Vector Machine (SVM). The popularity of

SVMs stems from the fact that they perform very well on real world data. SVMs generate optimal

hyper planes in the feature space for classifying data. In fact, several neural networks, radial basis

function classifiers and polynomial classifiers are special cases of SVMs. Linear SVM decision

score for data point x is

f(x) = β + wᵀx (4.38)

w has the same dimensionality as x. β is a scalar value called bias. The actual output of the

classifier is sign(f(x). Data points are not always linearly separable. This problem is tackled by

transforming the data using a function φ(.) into a space where data is linearly separable. If the data

is transformed in this way, the decision function becomes

f(x) =
n∑
i=1

αiK(xi, x) + β (4.39)

K(., .) is called kernel function. In vector form, K(xi, x) = φ(xi).φ(x). Vectors xi are called

support vectors and αi are scalar coefficients. The number of support vectors in (4.39) is n. A

commonly used kernel function is the Radial Basis Function (RBF) -

K(xi, x) = e−γ‖xi−x‖
2

(4.40)

The advantage of using RBF is that there is only a single parameter (γ).

An RBF kernel SVM model is built for each part of the object. A sliding window corresponding

to each part is used to extract part features. For the extracted feature, the classifier response is

evaluated at every sliding window location.
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4.7.1 Probabilistic scaling of SVMs

In several cases, it is advantageous for the classifier to output a confidence value or probability

for the classification. Probabilistic scaling of SVMs is based on the fact that points that are closer to

the hyperplane have a lower confidence and those that are farther away have higher confidence as-

sociated with them. Since confidence values lie between 0 to 1, a function that maps SVM decision

scores to a range between 0 to 1 is used to achieve this -

σ(z) =
1

1 + eAz+B
(4.41)

where z = f(x) is the SVM decision score. The values A and B are found by minimizing the

Cross-Entropy (CRE). Cross entropy is defined as

CRE =
∑
i

yilog(zi) + (1− yi)log(1− zi) (4.42)

where yi is the class value (-1 or +1) and zi = σ(f(xi))

4.7.2 Bootstrapping

In real-life, only a limited number of positive examples is available. On the other hand, the

number of negative examples is virtually unlimited. Using a large number of examples to train

an SVM, or any classifier, is expensive in terms of training time. Therefore, there is a need to

pick the ‘right’ examples to train the system. These examples are picked using a process called

bootstrapping. Bootstrapping is an iterative process for building a training set. A few examples are

first used to train an SVM. The trained SVM is then tested on a large collection of examples. Those

examples that are misclassified are added to the training set.

4.8 Non-maxima suppression

When a detector is used with a scanning window detector, several positive responses are pro-

duced in close proximity to the target as shown in Figure 4.10(a). To deal with this, multiple
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(a) (b)

Figure 4.10: Detecting the mid-section of an aircraft, (a) Multiple detections given by an SVM and
(b) Fused detection after non-maxima suppression.

detections are fused into a single detection as in Figure 4.10(b). For fusing multiple detections,

agglomerative clustering algorithm is used. The algorithm is as follows

i. Choose bounding box D corresponding to the detection with highest confidence in the list of

detections.

ii. Find all detections with sufficient overlap to D. Overlap between two regions R1 and R2 is

computed as

overlap = area(R1∩R2)
area(R1∪R2)

iii. To merge detections, find the average of all overlapping detections obtained in (ii) and assign

the confidence value corresponding to D to it.

iv. Remove all merged detections from the list.

v. Repeat (i) to (iv) until there are no more merges.
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Figure 4.11: An example of spatial arrangement of object parts.

4.9 Object model and part clustering

After detecting parts of an object, if the object is modelled as multi-part, there should be a way to

determine whether a collection of detected parts forms an object. The shape of an object is dictated

by the relative scale and position of individual parts. Figure 4.11 shows an aircraft with two of its

visually salient parts, the mid-section and the wings.

Denoting the size of the detection of mid-section as sm, the size of detection of wing as sw, the

center of the first wing as cw1, the center of the second wing as cw2 and the center of the mid section

as cm, we can construct the following rules.

sm
sw
≈ 1 (4.43)

sm
d(cm, cw1)

=
sm

d(cm, cw2)
= constant (4.44)

d(cm, cw1) < d(cw1, cw2) (4.45)

where d(pi, pj) represents the Eucledian distance between points pi and pj .

The method described above requires visual inspection and manual construction of rules. A

more principled way to approach this problem is to model the set of detections as a graph. A

62



1 2

3

4

(a)

1 2

3

4

(b)

v
1

r
34

r
23

r
12

r
41

v
2

v
3

v
4

1 2

3

4

(c)

Figure 4.12: Types of graphs, (a) Simple graph, (b) Fully connected graph and (c) Attributed Rela-
tional Graph.

graph consists of a set of points called nodes or vertices connected by lines or arcs (called edges).

Formally, graph G is defined as a double, G = (V,E). V represents the set of vertices and E, the

set of edges. Since every node is not necessarily connected to every other node, E ⊆ V × V . In a

fully connected graph, every node is connected to every other node. A graph can be augmented by

attaching attributes to its nodes and vertices. Such a graph is called an Attributed Relational Graph

(ARG). An attributed relational graph with n nodes can be defined as a quad

G = (V,E,AV , AE) (4.46)

where

AV = {vi | 1 ≤ i ≤ n} (4.47)

AE = {rij | 1 ≤ i ≤ n, 1 ≤ j ≤ n} (4.48)

In AV and AE , vi and rij are node and edge attributes respectively. Figure 4.12 shows a simple

graph, a fully connected graph and an Attributed Relational Graph.

In the proposed method, a set of detections and their relationships can be modeled as a fully

connected ARG. The node attributes are the size of the detected part, defined as the radius of the

detection circle or the side of the detection square (si) and the detection confidence (pi). The edge

attributes are the distances dij between two parts. An example is shown in Figure 4.13.

63



confidence = 

confidence = 

confidence = 

s
1

s
2

s
3

d
12

d
31

d
23

p
1

p
2

p
3

Figure 4.13: Object with graph model overlaid. The corners of the triangle represent graph nodes.

The size of a detected part and the distance between two detections are covariant with scale. To

deal with scale, for an ARG representing a cluster of part-detections, we can derive the following

signature

fG =

[
1

s1
S

1

s1
D P

]
(4.49)

where S = [s2 s3 . . . sn], D = [d12 d13 . . . d23 d24 . . .] and P = [p1 p2 . . . pn]

In a fully connected graph, several edges may be redundant. Removing such redundancies

can reduce the size of D, thereby reducing the size of the signature fG. One way to do this is

to construct a Laman graph [68]. It may be noted that using a formulation similar to (4.43)-

(4.45) may produce a more compact description of object configuration. However, in most cases,

since the number of parts is limited, the size of fG will not introduce any significant computational

disadvantage. In (4.49), several attributes that may be unrelated to each other are concatenated

to form a heterogeneous feature. A learning method that classifies such a feature should assign a

relative importance (weights) to each attributes. A linear SVM is a natural choice, as it assigns a
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relative weight to each attribute. Linear SVM decision score in (4.38) can be written as

f(x) = β + wᵀfG

= β + [wS wD wP ]ᵀfG

(4.50)

where wS , wD and wP are the weights of the attribute 1
s1
S, 1

s1
D and P respectively.

4.10 Parallelization framework

With the advent of parallel computing systems such as multicore chips, ASICs, FPGAs and

GPUs there is a need for algorithms to be parallelizable. This is especially important when dealing

with large imagery such as those captured from flying platforms or satellites. There are computer

vision algorithms that are not parallelizable, examples include active contour computation and the

mean-shift segmentation algorithm. Fortunately, sliding window detection is a parallelizable algo-

rithm. In the proposed method, detecting parts is also parallelizable, as they are done using different

sliding window detectors.

At the heart of any parallel computing algorithm is the concept of a thread. A thread is a single

task running on a single processing unit (e.g., a single core on x86, an SIMD engine on the GPU).

The inherent parallelism of the proposed part based algorithm allows us to parallelize the operations

on each part and the operations on each sliding window. A single thread operates on each sliding

window as shown in Figure 4.14. With this strategy no detection is missed in contrast to one in

which a thread operates on each region of the image as shown in Figure 4.15.
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Figure 4.14: Sliding window thread assignment. Each square represents a thread operating on a
sliding window.

Figure 4.15: Dividing the image among different threads. Each thread operates on a single quadrant.

4.11 Summary

In this chapter, a method to detect objects using gradient-based rotation invariant features was

presented. The key ideas in achieving rotation invariance are using a circular division and tak-

ing the magnitude of DFT coefficients of gradient orientation histograms. Illumination invariance

66



is achieved by normalizing the gradient orientation histograms. As in the case of intensity-based

features, squares are used to approximate circles to allow for fast computation in an integral compu-

tation framework. A novel integral computation framework called Integral DFT was also presented.

The algorithm is made further robust by designing a part-based method. Parallelization schemes to

speed-up computation were also outlined.
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CHAPTER V

EXPERIMENTAL RESULTS

In this section, the analysis and experimental results supporting the proposed methods are pre-

sented. In section 5.1, the experimental results on tracking vehicles using intensity-based features

are presented. The results and analysis of gradient-based features are detailed in section 5.2.

5.1 Object tracking with rotation invariant intensity-based features

Rotation invariant intensity-based features are tested on tracking vehicles in WAMI data. The

data is captured using cameras mounted on flying platforms at a height of approximately 7000 ft.

The camera captures images of size 2672× 4008 at a rate of 2 frames per second.

For speed considerations, instead of taking circular region, concentric square regions are taken

to compute the feature. This idea is explained in section 3.4. Specifically for all targets, two square

regions are taken. The inner one covers the vehicle. The size of the outer one is about twice that of

the inner one. This selection is made manually in the first frame. Since cars are rigid, a single-part

model is used.

Methods such as HOG, SIFT and SURF fail to detect objects of interest in WAMI data. Detec-

tions given by the HOG descriptor are shown in Figure 5.1. SIFT keypoints are shown in Figure 5.2.

However, there are no matches between the target image and the frame. As shown in Figure 5.3,

SURF keypoints are incorrectly matched between the target image and the frame.
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Figure 5.1: Detections with HOG. Red rectangles are the closest eight detections given by HOG.
The green rectangle represents the actual target.

Figure 5.2: SIFT keypoints. The actual target is shown in the green rectangle. There are no matches
between the two images.
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Figure 5.3: Incorrect matches with SURF keypoints. The actual target is shown in the green rectan-
gle.

In [69], a covariance matrix based feature is presented. The feature fk is associated directly to

the pixel coordinates as shown in (5.1).

fk = [x y I(x, y) Ix(x, y) Iy(x, y)] (5.1)

where (x, y) is pixel coordinate, I(x, y), the intensity at (x, y), Ix(x, y), the gradient along x direc-

tion and Iy(x, y), the gradient along y direction. Region covariance matrix is defined as

CR =
1

MN

MN∑
k=1

(fk − µR)(fk − µR)T (5.2)

In (5.2), CR is the d × d covariance matrix corresponding to the M ×N region R. µR represents

the vector of the means of features in region R. The distance metric for this tracker uses the sum of

squared logarithms of generalized Eigenvalues to compute the dissimilarity between the covariance

matrices. The distance metric ρ between two covariance matrices Ci and Cj is defined in (5.3).

ρ =

√√√√ d∑
k=1

ln2λk(Ci, Cj) (5.3)

In (5.3), λk(Ci, Cj) are the generalized Eigenvalues ofCi andCj . The covariance matrix ‘balances-

out’ illumination changes, and consequently the changes is target intensities also disappear. Target

intensities play a significant role in recognition when resolution is extremely low. Furthermore,
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distance computation in covariance tracking is relatively expensive. Mean-shift tracking is another

histogram based tracking method [70]. It computes the most probable location of the target based

on mean-shift iterations. For target modeling, it uses a metric based on Bhattacharya coefficient.

For two normalized m-bin histograms p = {pi}i=1,2,...,m and q = {qi}i=1,2,...,m (
m∑
i=1

pi = 1 and
m∑
i=1

qi = 1), the sample estimate of the Bhattacharya coefficient is

ρ(p, q) =
m∑
i=1

√
piqi (5.4)

Using (5.4), the distance between the two distributions is defined as

d(p, q) =
√

1− ρ(p, q) (5.5)

Reilly et al. have presented a method in [71] to track targets in CLIF data. The method finds a

background model as the median of several frames. False detections are eliminated by suppressing

the gradient. The method works well when target velocities are high enough to give distinguishable

blobs through background subtraction, and fails when velocities are low. Figure 5.4 shows an image

and the corresponding background subtracted version along with ambiguous or missed detections.

(a) (b) (c)

Figure 5.4: Examples of target misses in methods based on background subtraction, (a) Frame, (b)
Frame with background subtracted and (c) Missed or ambiguous detections. Those in yellow are
missed and those in red are ambiguous.
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Table 5.1: Performance comparison of the proposed method with mean-shift and covariance tracker.

Number of targets tracked (out of 23 targets)

Mean-shift tracker 2

Covariance tracker 12

Proposed method 22

Method in [71] misses 7 targets after the first step. This is because the targets are either mov-

ing slowly or moving in close proximity to each other. Our tracking results are compared with

covariance tracker and meanshift tracker. Figure 5.5 shows the result of tracking with the proposed

descriptor in a video sequence in WAMI. Twenty two out of 23 moving targets are tracked accu-

rately using the proposed method. Figure 5.6 shows tracking the same targets using mean-shift.

As can be seen, only two target are tracked correctly. This is because mean-shift tracking cannot

cope with large target movements. For the computation of the mean-shift vector, successive target

locations need to be overlapping.

Figure 5.7–5.9 shows the pixel errors for three targets.

Mean-shift can track only 2 targets in the sequence.

Tracking results with covariance matrices are shown in Figure 5.10.

As can be seen, covariance tracker tracks only 12 out of 23 targets. Table 5.1 summarizes

the comparison of tracking performance. The comparison is based on 23 targets selected in the first

frame. A target is taken as tracked if there is atleast 90% overlap between the ground truth bounding

box and the detection bounding box in all frames.

72



(a) (b)

(c) (d)

(e) (f)

Figure 5.5: Tracking results for (a) frame 1, (b) frame 3, (c) frame 8, (d) frame 12, (e) frame 15 and
(f) frame 18 using the proposed method. 73



(a) (b)

(c) (d)

(e) (f)

Figure 5.6: Tracking results for (a) frame 1, (b) frame 3, (c) frame 8, (d) frame 12, (e) frame 15 and
(f) frame 18 using mean-shift.
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Figure 5.7: Error plot for target 1.
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Figure 5.8: Error plot for target 2.
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Figure 5.9: Error plot for target 3.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.10: Tracking results for (a) frame 1, (b) frame 3, (c) frame 8, (d) frame 12, (e) frame 15
and (f) frame 18 using covariance tracker.
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5.2 Object detection with rotation invariant gradient-based features

In this section, the performance analysis of the gradient-based object detection algorithm, the

difference between circular and annular geometry of part division, analysis of rotation robustness,

effects of approximating circular regions as square regions and the results on three datasets - Air-

planes in Digital Aerial imagery and Backhoes and All-Terrain Vehicles (ATV) in low altitude aerial

imagery are presented.

5.2.1 Performance analysis

Figure 5.11 shows how computation time is distributed among each step in the algorithm. A

single integral formulation can be used for all parts, as the differentiation kernel and the number of

angle bins are the same. As can be seen from the graph, non-maxima suppression and part assembly

takes only an insignificant amount of time (< 1%). The graph shown is for a Matlab implementation

of aircraft detection using a two-part model. Each part is searched over 3 scales in an airport scene

of size 1366×768. The amount of time spent in sliding window detection depends on the number of

parts used and number of scales. The corresponding implementation without integral computation

framework takes about 4.3 hours.

0 s 557 s147 s

Integral computation Sliding window detection

Non-maxima suppression Parts fusion

time

Figure 5.11: Distribution of computation time among various steps in object detection with rotation
invariant gradient-based features.
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The corresponding C++ implementation takes 8.85 s. Parallelization with OpenMP and Intel

SSE gives approximately 3 times improvement in speed.

5.2.2 Circular region vs. annular region

An alternative geometry for region division is to use annular regions, as shown in Figure 5.12,

instead of circular regions. Using annular regions gives cross-validation accuracies that are compa-

rable to that given when circular regions are used. However, the number of computations involved

in computing the feature in an annular region is higher.

Figure 5.12: Annular region.

The histogram in an annular region R shown in the figure is computed as

hR = houter − hinner (5.6)

where houter is the histogram computed in the outer circle and hinner, the histogram computed

in the inner circle. If the number of summations required to compute the histogram in a circular

region is Ncircular, computing the histogram in an annular region requires 2Ncircular + 1 summa-

tions. Because of this added computational complexity, circular regions are used instead of annular

regions.
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5.2.3 Rotation robustness

Although the rotation invariance property of the descriptor was proven mathematically, there

can be slight differences in feature vectors of rotated versions due to discretization effects of DFT.

The effects of rotation of some object parts are shown in Figure 5.13. It can be seen that the feature

does not vary much with rotations. The slight variations are accounted for by training the system

with different rotations of the same sample.
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0° 45° 90° 180°

(a)

0° 45° 90° 180°

(b)

Figure 5.13: Rotation invariance of object parts, (a) Mid-section of aircraft and (b) One of the parts
of backhoe.

82



5.2.4 Using square regions as approximation of circular regions

It was mentioned in Chapter III that a square region can be thought of as a highly discretized

circle. As shown earlier, if the target is fully contained within the window, there is no significant

difference. This is also shown experimentally for some representative object parts in Figure 5.14.
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square region circular region

(a)

square region circular region

(b)

Figure 5.14: Comparison of features extracted from square region and circular region, (a) Mid-
section of aircraft and (b) One of the parts of backhoe.

84



Figure 5.15: Representative images from Digital Aerial data.

5.2.5 Results on Digital Aerial dataset

Digital Aerial data is captured from cameras mounted on airplanes. The resolution of the data

is 30 cm. Some examples of images from the dataset are shown in Figure 5.15. The method is used

to detect airplanes in complex airport scenes. For training, as positive examples, we use 192 images

obtained from 4 rotations of 48 airplane images collected from top-view of San Fransisco Interna-

tional airport. The number of negative examples used is 1513 and 1865 for the mid-section and

wing respectively. The method is tested on 88 positive samples generated by rotating 22 airplanes

images in 4 directions, and 2854 negative examples.

We select three visually salient parts - mid section of the fuselage and two wings, as shown in

Figure 5.16, based on the key observation that they are least likely to be occluded. The appearance

of nose of the airplane can change drastically when a dock is present. The empennage shows very

high intra-class variability. Furthermore, the two wings of the airplane are reflections of each other,

allowing us to use a single classifier for both wings. To build the histogram, 32 angle bins are used.

The part with which the graph signature is normalized (4.49) is the mid-section. The negative

samples to learn feature fG in (4.49) are built by randomly selecting locations for parts in negative

training samples. The positive samples are built from detections on the training set. For efficient

testing, fG is built with wing detections within a city block distance equal to thrice the size of mid-

section detection. The size of our feature is only 64 (2 regions × 32-point DFT) for each part. For
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Figure 5.16: Selected parts of airplanes in Digital Aerial imagery.

gradient computation the kernel Kx = [-1 -2.6 0 2.6 1] is used. Number of regions, r, used to build

feature F (x, y) in (1.1) is 2 . The computational complexity increases as the number of regions is

increased. To compute the histogram using integral histogram, the number of summations required

when there are r regions is

Ns = cr (5.7)

where c is the number of summations required to compute the histogram in one region. Square

regions are used instead of circular regions. Since c = 3 for square regions, Ns = 6.

To define the relative size of the two regions, the parameter S is defined as the ratio of size of

outer region to that of inner region. Since square regions are used,

S =
side length of outer square

side length of inner square
(5.8)

In general, high accuracy on the training set does not guarantee high detection accuracy on

unseen examples. High cross-validation accuracy over the training set translates to high accuracy
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on a test set. The values of S are therefore found by a grid search (parameter sweep) with 2 fold

cross-validation over the training set.

Parameter selection and SVM parameter stability

Three parameters, algorithm parameter S in (5.8), C and γ (SVM parameters) need to be

estimated. This can be done with a fine grid search over S, C and γ. However, a fine grid search is

prohibitively expensive in terms of computation time. To solve this, the following strategy is used.

S is varied in fine intervals and the highest cross-validation accuracies obtained by coarse variations

of C and γ are recorded. The value of S that gives the highest cross-validation accuracy is selected.

Once the value of S is obtained, C and γ are varied in fine intervals to determine their values based

on the highest cross-validation accuracy.

Table 5.2 and 5.3 show the variation of cross-validation accuracies of mid-section and wing with

S. It can be seen that for both parts, the cross-validation accuracies vary smoothly with S.

Table 5.2: Cross-validation accuracies and SVM parameters for mid-section.

S Accuracy (%) C γ

1.2500 98.2714 4.0000 0.5000

1.3750 98.3995 4.0000 0.5000

1.5000 98.4635 8.0000 0.1250

1.6250 98.3355 4.0000 0.2500

1.7500 98.2074 4.0000 0.5000

1.8750 98.2074 4.0000 0.5000

2.0000 98.3355 8.0000 0.2500

2.1250 98.3355 8.0000 0.2500

2.2500 98.3355 4.0000 0.5000

2.3750 98.4635 8.0000 0.5000

2.5000 98.4635 4.0000 0.5000
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Table 5.3: Cross-validation accuracies and SVM parameters for wing.

S Accuracy (%) C γ

1.2500 93.2945 8.0000 0.5000

1.3750 93.4402 4.0000 1.0000

1.5000 93.2945 8.0000 0.5000

1.6250 93.1973 8.0000 1.0000

1.7500 93.1001 8.0000 1.0000

1.8750 93.3431 8.0000 0.5000

2.0000 93.2945 8.0000 1.0000

2.1250 93.4888 8.0000 1.0000

2.2500 93.4888 32.0000 0.5000

2.3750 93.2945 16.0000 1.0000

2.5000 93.3916 8.0000 0.5000

Based on the cross-validation accuracies, the choice of S for mid-section and wing are 2.3750

and 2.125 respectively. The variation of SVM parametersC and γ with these choices of S are shown

in Figure 5.17 and Figure 5.18 for the mid-section and wing respectively. The cross-validation

accuracy of mid-section is higher than that of wing because of its well-defined shape, symmetry and

low likelihood of occlusion and background clutter. For the range of C and γ shown in Figure 5.17,

the cross-validation accuracies of mid-section vary between 96.86% and 98.72%. Although the

range of C and γ for wing is 81.55% to 96.47%, the values are distributed over a large range of C

and γ, indicating high parameter stability.

The robustness of the method was also evaluated by adding 21 images of mid-section and 29

images of wings from Google Earth imagery. The highest cross-validation accuracies of mid-section

and wings in a training set consisting of images from both Digital Aerial and Google Earth Imagery
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are 97.3% and 94.50% respectively. It may be noted that there are no drastic changes in cross-

validation accuracies.
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Figure 5.17: Variation of cross-validation accuracies with C and γ for the mid-section of aircraft.
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Figure 5.18: Variation of cross-validation accuracies with C and γ for wing.

For the SVM corresponding to the mid-section the values C = 4, γ = 0.5 are chosen and for

wings, the values C = 4, γ = 2 are chosen.

Distribution of SVM scores

The SVM classifier outputs a confidence value (SVM score) along with the decision. The SVM

gives a score above 0.5 for all positive examples and less than 0.5 for negative examples. In some
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cases, it is desirable to fix a value other than 0.5 as the threshold separating positive and negative

examples. For example, in detecting cancerous tumors, a value much lower than 0.5 may be fixed

as the threshold since missed detections can be catastrophic. The distribution of data points for

mid-section and wing are shown in Figure 5.19 and 5.20 respectively. In both cases, it can be seen

that negative and positive examples are well separated, allowing a fixed threshold of 0.5.

Figure 5.19: Distribution of SVM decision scores for mid-section of aircraft.
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Figure 5.20: Distribution of SVM decision scores for aircraft wing.

Detection results

Figure 5.21 shows detecting parts of an aircraft. All detections of wings are shown in Fig-

ure 5.21(a). Figure 5.21(b) shows the detections after non-maxima suppression. Figure 5.21(c)

shows detections of the mid-section of the aircraft. Detections after non-maxima suppression are

shown in Figure 5.21(d).

Figure 5.22 shows the detections of aircrafts in an airport scene. Minor shifts in detections are

due to strong self-shadows.

Comparison

Performance of detection algorithms can be quantified using two measures - precision and recall.

Precision is computed as

precision =
tp

tp+ fp
(5.9)

where tp is the number of true positives and fp, the number of false positives.
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(a) (b)

(c) (d)

Figure 5.21: Detecting parts of an aircraft, (a) Wing detections, (b) Wing detections after non-
maxima suppression, (c) Mid-section detections and (d) Mid-section detections after non-maxima
suppression.
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Figure 5.22: Examples of detections in a complex airport scene.

Recall is computed as

recall =
tp

tp+ fn
(5.10)

where fn is the number of false negatives.

The method is compared with a part-based detection scheme presented in [60]. Figure 5.23

shows the precision-recall characteristics of the two methods. The graph is plotted by varying the

SVM decision threshold.
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Figure 5.23: Precision-recall curve showing a comparison of the proposed method with that in [60].

HOG performs at a level comparable to ours in terms of accuracy, but is several times slower

than our method. We emphasize that our method easily beats state-of-the-art methods in speed by

several orders of magnitude, while maintaining a comparable level of accuracy. The performance

comparison of our method, in terms of speed, true positive rate (TPR) and false positive rate (FPR)

is summarized in Table 5.4. Rotation invariance with HOG is realized by using 24 SVMs corre-

sponding to 24 orientations of the target. The execution time in Table 5.4 is the time a Matlab

implementation takes to run on a 1366× 768 image on a 2.53GHz PC with 4GB RAM for a single

scale.
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Table 5.4: Performance comparison of the proposed method with HOG and [60].

Method Execution time TPR FPR

Proposed method 195.3 s 95.45% 0.013

Method in [60] 3.38 hr 90.9% 0.016

HOG (24 orientations) 2.54 hr 95.45% 0.011

There are two ways to speed up computation of the feauture. The first is to use L1 norm when

normalizing the histogram for illumination invariance. This is equivalent to using the DC component

Hi(x, y, 0) instead of ‖Hi(x, y, :)‖2 in (4.18). The second is to square all elements of the vector

f̃i(x, y) in (4.18). This avoids square root computations. Although there is some improvement in

speed, there is a decrease in accuracy. The results with these approaches are shown in Table 5.5

Table 5.5: Performance of the algorithm when L1 norm or square of feature elements is used.

Method Execution time TPR FPR

Squared feature elements 162.04 s 90.9% 0.043

L1 norm 186.3 s 90.9% 0.032

5.2.6 Results on backhoe detection in low-altitude imagery

This imagery is also captured from aircrafts. The images are captured by different vendors at

different times of the day or on different days. This results in photometric variations and changes in

viewpoint. Imagery from different vendors appear in different colors and levels of blur because of

difference in camera sensor. Unlike airplanes, this dataset is extremely challenging mainly because

of poorly defined contours of the target images. Since this imagery is data-limited, a slightly differ-

ent testing methodology is followed. For training, 10 positive examples are used. 30 other positive
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examples are generated by rotating in angles 90◦, 180◦ and 270◦, yielding a total of 40 images.

Examples of positive and negative samples are shown in Figure 5.24.

(a) (b)

Figure 5.24: Examples of images used in training the backhoe detection system, (a) Examples of
positive samples and (b) Examples of negative samples.

Backhoes are represented using a three part model as shown in Figure 5.25. The parts are

selected based on the fact that these are the most visually salient rigid regions. Part 1, marked in

yellow, is roughly square in geometry and part 2, marked in green, is roughly rectangular. Part 3

is formed by the combination of part 1 and part 2. The number of negative examples used for part

1, part 2 and part 3 is 997, 957 and 900 respectively. The part with which the graph signature is

normalized (4.49) is part 3. The same strategy followed in airplane detection is used to build the

training set for training the SVM that learns part geometry. For efficient testing, fG is built with

detections of part 1 and part 2 within a city block distance equal to the size of detection of part 3.

The algorithm is tested on two scenes containing target objects. One of the scenes was captured

using a sensor that is different from that used in capturing the training images.
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Figure 5.25: Backhoe represented as three parts.

The following setup is used -

The kernel Kx = [-1 -2.7 0 2.7 1] is used to compute the gradients. The number of angle bins used

for all parts is 32.

Parameter selection and SVM parameter stability

The same strategy as that used for airplane detection is followed for selecting the algorithm

parameter S and the SVM parameters C and γ. Table 5.6, 5.7 and 5.8 show the variation of

accuracy with S.
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Table 5.7: Cross-validation accuracies and SVM parameters for part 2.

S accuracy (%) C γ

1.2500 98.3003 2.0000 1.0000

1.3750 98.5836 2.0000 1.0000

1.5000 98.3003 2.0000 1.0000

1.6250 98.8669 8.0000 0.5000

1.7500 98.3003 4.0000 0.5000

1.8750 97.7337 2.0000 1.0000

2.0000 97.7337 2.0000 2.0000

2.1250 97.7337 8.0000 0.5000

2.2500 98.0170 8.0000 0.5000

2.3750 97.4504 4.0000 0.5000

2.5000 97.4504 2.0000 0.5000

Table 5.6: Cross-validation accuracies and SVM parameters for part 1.

S Accuracy (%) C γ

1.2500 95.6522 2.0000 1.0000

1.3750 95.6522 2.0000 0.5000

1.5000 96.7391 4.0000 0.5000

1.6250 96.7391 4.0000 0.5000

1.7500 98.9130 4.0000 0.1250

1.8750 98.9130 4.0000 0.1250

2.0000 97.8261 2.0000 0.2500

2.1250 98.9130 4.0000 0.0625

2.2500 97.8261 2.0000 0.1250

2.3750 97.8261 4.0000 0.0625

2.5000 96.7391 4.0000 0.0625
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Table 5.8: Cross-validation accuracies and SVM parameters for part 3.

S Accuracy (%) C γ

1.2500 98.8372 0.5000 1.0000

1.3750 98.8372 1.0000 0.5000

1.5000 98.8372 0.5000 1.0000

1.6250 100.0000 2.0000 0.2500

1.7500 100.0000 8.0000 0.1250

1.8750 98.8372 0.5000 0.5000

2.0000 98.8372 0.5000 0.5000

2.1250 98.8372 0.5000 1.0000

2.2500 98.8372 1.0000 0.2500

2.3750 98.8372 1.0000 0.2500

2.5000 98.8372 1.0000 0.2500

Based on the cross-validation accuracies, the values of S used for part 1, part 2 and part 3 are

2.125, 1.625 and 1.6250 respectively. For the selected values of S, the variation of cross-validation

accuracies for part 1, part 2 and part 3 are shown in Figure 5.26, Figure 5.27 and Figure 5.28

respectively. As can be seen from the figures, there is a large range of C and γ over which cross-

validation accuracies are high. It may also be noted that there are no abrupt jumps in cross-validation

accuracies.
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Figure 5.26: Variation of cross-validation accuracies with C and γ for part 1 of backhoe.
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Figure 5.27: Variation of cross-validation accuracies with C and γ for part 2 of backhoe.
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Figure 5.28: Variation of cross-validation accuracies with C and γ for part 3 of backhoe.

The following choices are made for SVM parameters - for part 1, C = 4, γ = 0.0625 , for part 2,

C = 8, γ = 0.25 and for part 3, C = 1, γ = 0.25.

Distribution of SVM scores

The distribution of SVM scores for part 1, part 2 and part 3 are shown in Figure 5.29, 5.30 and

5.31 respectively.
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Figure 5.29: Distribution of SVM decision scores for part 1.

Figure 5.30: Distribution of SVM decision scores for part 2.
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Figure 5.31: Distribution of SVM decision scores for part 3.

It can be seen that the scores are well separated for all the selected parts.

Detection results and comparison

Figure 5.32 shows the detection of a backhoe using the proposed algorithm.

(a) (b)

Figure 5.32: Backhoe detection, (a) Part detections and (b) Detection after part assembly.
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Since the dataset is limited in terms of number of data, precision-recall curve is not a reliable

measure of performance. On the tested scenes, all methods perform equally well in terms of accu-

racy. Rotation invariance with HOG is realized by using 24 SVMs corresponding to 24 orientations

of the target. However, the proposed method is several times faster than HOG and [60]. Table 5.9

shows a comparison of execution times for an image of size 933× 813.

Table 5.9: Performance comparison of the proposed method with HOG and [60].

Method Execution time

Proposed method 67.7 s

Method in [60] 1.62 hr

HOG (24 orientations) 35.93 min

5.2.7 Results on All-Terrain Vehicle detection in low-altitude imagery

This imagery is also captured using cameras mounted on aircrafts. The training and the test set

differ in the appearance of target. Target appearance is affected by background and level of blur. For

training, as positive examples, we use 28 images obtained from 4 rotations of 7 All-Terrain Vehicle

(ATV) images. As negative examples, 1487 patches of background (non-ATV images) are used.

The kernel Kx = [-1 -2.7 0 2.7 1] is used to compute the gradients. The number of angle bins used

is 32. As ATVs do not have distinguishable parts at the available resolution, a single-part model is

used. Some examples of positive and negative examples are shown in Figure 5.33.
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(a) (b)

Figure 5.33: Examples of images used in training the backhoe detection system, (a) Examples of
positive samples and (b) Examples of negative samples.

Parameter selection and SVM parameter stability

The variation of cross-validation accuracies and SVM parameters for backhoe is shown in Ta-

ble 5.10.

Table 5.10: Cross-validation accuracies and SVM parameters for ATV.

S Accuracy (%) C γ

1.2500 98.4410 4.0000 0.2500

1.3750 98.6637 8.0000 0.2500

1.5000 98.8864 4.0000 0.5000

1.6250 99.3318 16.0000 0.1250

1.7500 98.6637 4.0000 0.2500

1.8750 98.2183 4.0000 0.5000

2.0000 98.4410 4.0000 0.5000

2.1250 98.6637 4.0000 0.5000

2.2500 98.6637 4.0000 0.5000

2.3750 98.4410 4.0000 0.5000

2.5000 98.6637 8.0000 0.2500
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S = 1.5 is chosen based on the highest cross-validation accuracy in Table 5.10. Figure 5.34

shows the variation of C and γ for the selected value of S. As can be seen, there is a large range of

C and γ for which cross-validation accuracy is greater than 90%.
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Figure 5.34: Variation of cross-validation accuracies with C and γ for ATV.

Based on the highest cross-validation accuracy, C = 8, γ = 0.25 are chosen as SVM parameters.
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Distribution of SVM scores

The distribution of SVM scores for ATV, showing the separability of positive and negative

examples, is shown in Figure 5.35.

Figure 5.35: Distribution of SVM decision scores for ATV.

Detection results and comparison

Figure 5.36 shows some examples of ATV detection with the proposed method.
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Figure 5.36: ATV detections in two test scenes.

All methods detect the target on the tested scenes without false positives. However, the proposed

method is several times faster than HOG and [60]. Rotation invariance with HOG is realized by

using 24 SVMs corresponding to 24 orientations of the target. Table 5.11 shows a comparison of

execution times for an image of size 500 × 500.

Table 5.11: Performance comparison of the proposed method with HOG and [60].

Method Execution time

Proposed method 16.2 s

Method in [60] 17.2 min

HOG (24 orientations) 11.09 min

5.3 Summary

The experimental results supporting the proposed algorithm were presented in this chapter.

Tracking with rotation invariant intensity-based features was tested on tracking vehicles in WAMI

data. The proposed method was shown to be superior to two other state-of-the-art methods. The
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results on object detection with gradient-based rotation invariant features were presented. The pro-

posed method was compared with two other methods. The method was shown to be several times

faster, while maintaining comparable accuracy. Several optimization techniques were used to speed

up the algorithm. The analysis substantiating these method were also presented.
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CHAPTER VI

CONCLUSION AND FUTURE WORK

In this dissertation, a novel method to detect and track objects in aerial imagery was presented.

The method exploits the surface characteristics of concentric regions centered at visually salient

locations of the object for feature representation. The surface characteristics are represented either

using concatenated intensity histograms or spectral magnitude of gradient histograms. The division

into concentric regions serves two purposes, 1) the isometric property of circle allows for rotation

invariance and 2) encoding spatial layout of the object increases expressiveness of the descriptor.

It was shown that circle can be approximated as squares without loss of accuracy. Intensity-based

rotation invariant features were used in tracking applications where gradient information is not

available. Gradient-based features were used for detecting objects in aerial imagery. Intensity-

based features are inherently rotation invariant, since rotation of an image patch does not cause

its intensity histogram to change. However, this principle does not hold for gradient orientation

histograms. To achieve rotation invariance of gradient orientation histograms, Fourier representation

was used. Illumination robustness was achieved though normalizing spectral coefficients. The sheer

size of aerial imagery demands an efficient way to compute features. To this end, a very fast method

to compute the gradient-based feature in a sliding window detector was also presented. This was

achieved through employing a representation called Integral DFT. It was shown that extracting a

single rotation invariant feature from the object as a whole might not be enough to model an object.
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To address this issue, a rule-based object detection strategy using features of various parts of an

object was developed.

The results on object tracking with intensity-based features was shown on WAMI data. It was

demonstrated that point detectors failed to capture object information effectively. The superiority of

the proposed method was established by comparing it with two other popular methods. The results

of object detection with gradient-based methods was shown on three aerial datasets - airplanes in

Digital Aerial imagery, backhoes in low-altitude aerial imagery and All-Terrain Vehicles (ATV) in

low-altitude aerial imagery. The parameters for the method were found using cross-validation. The

method was shown to be several times faster than two state-of-the-art methods.

In the proposed part based approach, visually salient locations are selected manually. As future

work, it will be interesting to adopt an automatic part selection strategy. This will obviate the need

to annotate and record part positions, thus reducing data preparation time significantly. Since the

method is closely related to point features like SIFT and SURF, it is possible to use the gradient-

based feature in applications like scene-matching and image stitching by matching similar points.

This can be done by combining the method with an efficient interest point detector such as FAST,

and computing the gradient-based feature in a small neighborhood around it.
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