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ENERGY-ORIENTED MODELING AND CONTROL OF ROBOTIC SYSTEMS

AMIN GHORBANPOUR

ABSTRACT

This research focuses on the energy-oriented control of robotic systems using an ultra-

capacitor as the energy source. The primary objective is to simultaneously achieve the

motion task objective and to increase energy efficiency through energy regeneration.

To achieve this objective, three aims have been introduced and studied: brushless

DC motors (BLDC) control by achieving optimum current in the motor, such that

the motion task is achieved, and the energy consumption is minimized. A proof-of-

concept study to design a BLDC motor driver which has superiority compare to an

off-the-shelf driver in terms of energy regeneration, and finally, the third aim is to

develop a framework to study energy-oriented control in cooperative robots.

The first aim is achieved by introducing an analytical solution which finds the optimal

currents based on the desired torque generated by a virtual. Furthermore, it is shown

that the well-known choice of a zero direct current component in the direct-quadrature

frame is sub-optimal relative to our energy optimization objective.

The second aim is achieved by introducing a novel BLDC motor driver, composed of

three independent regenerative drives. To run the motor, the control law is obtained

by specifying an outer-loop torque controller followed by minimization of power con-

sumption via online constrained quadratic optimization. An experiment is conducted

to assess the performance of the proposed concept against an off-the-shelf driver. It

is shown that, in terms of energy regeneration and consumption, the developed driver

has better performance, and a reduction of 15% energy consumption is achieved.

v



For the third aim, an impedance-based control scheme is introduced for cooperative

manipulators grasping a rigid object. The position and orientation of the payload are

to be maintained close to a desired trajectory, trading off tracking accuracy by low

energy consumption and maintaining stability. To this end, an optimization problem

is formulated using energy balance equations. The optimization finds the damping

and stiffness gains of the impedance relation such that the energy consumption is

minimized. Furthermore, L2 stability techniques are used to allow for time-varying

damping and stiffness in the desired impedance. A numerical example is provided to

demonstrate the results.
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CHAPTER I

BACKGROUND AND MOTIVATION

1.1 Introduction

Saving energy has become a major driving force in engineering, owing to the increasing

demand for cost-efficient and long-life systems, and as a result, engineers sought to

find solutions for optimal energy consumption. This is particularly important in

robotics due to the increased reliance in industrial automation.

In robots with on-board, finite energy storage element, reducing the amount

of energy needed to complete a task leads to smaller operating costs and longer oper-

ating times. These robotics systems are prevalent in electric vehicles, powered human

assistive devices, aerospace vehicles, etc. [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. Therefore,

in such robotics systems, Energy Storage Element (ESE) plays an utmost important

role in the energy consumption, which makes the energy storage technologies and

their emerging applications as one of the main themes in the energy efficiency of the

robotics systems.

Since energy comes in various forms including electrical, mechanical, ther-

mal, etc., the ESE essentially stores that energy for use on demand. Major storage

solutions, suitable for robotics application, include ultracapacitors, batteries, and fuel
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Figure 1: Ragone plot with three energy storage devices placed at relative locations
[1].

cells. These energy devices can be compared together in a Ragone plot, with respect

to the specific energy and the specific power, as shown in Fig. 1. In the Ragone plot,

the vertical axis describes how much energy is available per unit mass (energy den-

sity), while the horizontal axis shows how quickly the energy can be delivered (power

density). According to the Ragone plot, the highest energy density belongs to fuel

cell, battery, and ultracapacitor, respectively. The highest power density belongs to

ultracapacitors, fuel cells, and batteries, respectively. In most robotics applications,

the power density is more important than energy density.

Because ultracapacitors have the highest power density, they have received

widespread attention [3, 4, 14]. An example of an ultracapacitor is shown in Fig. 2. In

addition to being lightweight and durable, an ultracapacitor can be both discharged

and charged at high rates due to the high power density. The high discharge rate

provides high power, and high charge rate leads to an essential feature for energy

saving through energy regeneration. We define energy regeneration as the process

of transferring energy back to a power source during normal operation [4]. Energy

2



Figure 2: Maxwell ultracapacitor (165 farad-48 volt). Control, Robotics and Mecha-
tronics Laboratory (CRML), Cleveland State University.

Figure 3: SyRen regenerative drive (25 Amp). CRML, Cleveland State University.

regeneration is a unique technique to harvest excessive energy in the robotics system

which would have been wasted if the ESE could not admit it.

Furthermore, energy regeneration is possible when recovering energy and

feeding it back into the ESE has been guaranteed in the dynamical system. Re-

generative drives provide the opportunity of energy regeneration, and they facilitate

transferring energy to the ESE. Generally, in a robotics system, the actuator converts

electrical energy into mechanical energy. However, when the actuator acts like a gen-

erator and converts mechanical energy into electrical energy, the regenerative drive is

capable of capturing the produced electric energy from the generator (actuator) and

transfer it to the ESE. An example of a regenerative drive is shown in Fig. 3.
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Motor  

Torque

Quadrant IQuadrant II

Quadrant III Quadrant IV

Rotation 

Figure 4: Illustration of four-quadrant motor operation. Image credit: Quantum
Controls.

Using regenerative drive, the actuator can produce positive or negative

torque, in either forward or reverse rotation. This is referred to as “four-quadrant”

operation as shown in Fig. 4. Note that when the arrows have the same direction, the

motor is pulling, and when the arrows have opposite direction, the motor is braking

(holding). Regeneration occurs in quadrants II and IV, where the direction of the

torque opposes the direction of motor rotation. When the actuator operates in these

quadrants, regenerative drive allows the electrical energy to go from the actuator to

the ESE.

Accordingly, the two key components for saving energy are the capability of

ESE to be charged fast and the existence of regenerative drive in the system. In this

regard, numerous studies have been conducted to assess the energy regeneration in

dynamical systems. In robotics systems, most of the previous researches have studied

energy regeneration of a sole robot actuated by DC motors [4, 13, 6, 5, 12, 15, 16, 17].

The promising results of those studies, opened new horizons towards exploring the

potential of energy regeneration in two unique but not entirely independent problems;

The energy-oriented control of various actuators and studying energy regeneration in

4



multiple cooperative robots.

This research is motivated by the application of regenerative technologies

in robotics systems when a significant potential for energy recovery exists. To this

end, the main focus of this dissertation is studying energy regeneration in i) robotics

systems actuated by brushless DC (BLDC) motor, and, ii) cooperative robot manipu-

lators. Note that designing the controller to execute a motion task and simultaneously

aiming for maximum energy regeneration is the primary objective of this study.

1.1.1 Robotics Systems Actuated by BLDC Motor

Actuator efficiency is one of the main determinants of the overall energy consumption

for a given motion task, since most of the losses are attributed to these elements. In

the field of robotics, DC motor is one of the most common actuators. Previous studies

have mostly focused on energy regeneration for electromechanical systems with DC

motor actuators [18, 19, 20]. However, the general trend is moving toward using

BLDC motors, which can be operated more efficiently than DC motors [2, 21]. BLDC

motors are typically 85-90% efficient, whereas brushed DC motors are around 75-80%

efficient. Here, efficiency means the ratio of mechanical power output to electric power

input in the motor. Furthermore, BLDC motors are highly reliable due to the lack of

brushes, and they have less friction in comparison to DC motors [21]. Nevertheless,

for robotics applications, they had been studied less in terms of energy saving [5, 22].

The structure and application of BLDC in robotics and more general machinery have

been well documented [21, 2, 23, 24].

A study of robotics systems with particular consideration of the dynamics

of the BLDC actuators is required to adequately consider energy-optimal control

problems. Therefore, the first part of this research is dedicated to investigate the

energy regeneration and control of BLDC actuators in robotics manipulators. Due

5



to the aforementioned benefits of BLDC motor in comparison to DC motor, we set

the first goal of our research as exploring the opportunities for energy regeneration

in BLDC motors.

1.1.2 Cooperative Robot Manipulators

Studies related to energy-oriented control of robotics manipulators are mostly done

for single robots [4, 13, 6, 5, 12, 15, 16, 17]. These works can be extended to investigate

energy regeneration when multiple robots are working together, executing a motion

task. Here, multiple robots performing a task together, in a cooperative manner, are

called Cooperative Robot Manipulators (CRM). Cooperative manipulation of a com-

mon object offers significant advantages over a single manipulator when performing

a task which is difficult or impossible for the single manipulator. CRM show versa-

tility in many tasks, and they may reduce the task’s cost. Several studies have been

conducted toward addressing control issues in CRM, e.g., see [25, 26, 27, 28, 29].

Nevertheless, discussion over energy reduction in CRM has received less attention

[30, 31].

The second part of this research is dedicated to investigate the energy re-

generation and control of CRM. Because of the positive results obtained for energy

regeneration in single robots, therefore, we set the second goal of our research, ex-

ploring energy regeneration in the CRM. Indeed, cooperative robots are dynamical

systems with high inertia which move fast, and they are in contact with external

forces/moments. All these elements are signs of significant potential for energy re-

covery. So, the main hypothesis of this part is the assumption that considerable

potential for energy recovery exists in the CRM.
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1.2 Review of Literature

The following literature survey provides a brief overview of information and research

relevant to the primary objectives of our research. The literatures are divided into

two parts. In the first part, researches that aim for energy-oriented control of BLDC

are explored, and, in the second part, researches related to CRM dynamics modeling

and control is explained. Note that the energy-oriented research on CRM is scant

and, to the best knowledge of the author, our work is the first attempt to optimize

energy regeneration in CRM.

1.2.1 A Review of The Literature Related to BLDC Motor Modeling and

Control

Brushless DC electric motor (BLDC), also known as the electronically commutated

motor, is designed to run on an alternating current (AC) voltage. It consists of a

permanent magnet rotor and three stator windings, which in conjunction with a DC

power supply and an inverter create a rotating motor. The inverter (motor drive)

creates the AC voltage, such that the applied voltage to each winding of the motor is

adjusted according to the desired value. For a detailed description of BLDC operation,

refer to Section 2.3.1.

The most common actuators in the field of robotics are brushed DC and

BLDC motors. It has been shown that both types of motors can be used for forward

motoring and reverse regeneration mode [4, 3, 32, 33]. In terms of maintenance costs,

efficiency, durability, and thermal characteristics, the BLDC motor has advantages

over DC motor [2, 21]. Previous studies have mostly focused on energy regeneration of

electromechanical systems with DC motor actuators [4, 19, 20, 34]. Energy-oriented

studies of BLDC motors are mostly focused on energy regeneration in the braking

systems, and they limit the energy efficiency due to the rectangular stator current

7



modeling for detecting the commutation moments in their driver [32, 33, 35, 36, 37,

38, 39]. Other research areas where energy regeneration is explored are including

prostheses leg [40], and airplane propulsion [41, 42, 43].

Moreover, many researchers have studied the dynamics and control of BLDC

motors without considering the coupled dynamics of the driven robot [21, 2, 23, 44,

45, 46, 24]. Simultaneous consideration of coupled manipulator-BLDC dynamics and

energy regeneration has been considered in a few recent works [14, 5, 47]. Well-

known control schemes for BLDC motors include the pulse-width modulation (PWM)

technique to convert the power supply input DC voltage into a modulated driving

voltage [5, 48]. As a consequence of using switching to create a voltage command,

each phase of the motor receives a level of voltage selected from a finite set, based

on the binary states of the switches. For instance, in a three-phase driver, only eight

levels of power source voltage can be applied to each phase. This limits the ability to

optimize energy consumption while simultaneously meeting motion control objectives.

Moreover, control methods traditionally developed for BLDC motors consider the

motor and the driver as a single subsystem, which eventually uses the PWM technique

[38, 32, 35].

1.2.2 A Review of The Literature Related to CRM Modeling and Control

Robots offer superior capabilities than humans for carrying out motion tasks involving

large loads, high speeds, and tight precision requirements. However, some tasks are

difficult or impossible for a single robot. The limits in the structure of a robot prevent

a sole robot to operate with large, unbalanced, or flexible loads. Cooperative robot

manipulators (CRM) offer significant advantages over a single robot, and they show

better performance in tasks such as grasping, gripping, lifting, transferring, lowering,

and approaching an object. Regardless of the benefits obtained by employing CRM, it

comes at the cost of complexity for mathematical modeling, control, and coordination.
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Here, the term cooperative means the collaboration of multi robots in handling a

payload.

The characteristic of successful cooperation is tracking the desired motion

of an object while applying a desired force by means of the robots’ end-effectors

to the object. To devise a control solution for CRM, some difficulties need to be

addressed, which of the most important problem is the build-up closed kinematic chain

mechanism caused by grasping the object using the end-effectors of robots. Generally,

to deal with the drawbacks, two different cooperation strategies can be defined: loose

and tight cooperative control [26]. A loose cooperative task is performed when robots

play complementary roles during task execution. One robot operates in standard

mode and others operate in open mode. That is a way to achieve a programmable

compliance via force and torques feedbacks. Tight cooperative behavior is achieved

if the motion of the object is related to the motion of all robots.

Hence, the most important challenges in studying CRM are kinematics and

dynamics modeling of CRM and implementing the right control scheme. Robot dy-

namics can be considered either elastic, e.g., see [49], or rigid. Our emphasis in this

research is on rigid robots. Accordingly, the most important subjects in the prob-

lem of cooperation are, i) CRM dynamics and kinematics modeling, and, ii) Control

strategy.

CRM Dynamics and Kinematics Modeling

Cooperative robots have complex dynamics and kinematics, and different methods

have been suggested for modeling the system [50, 51, 52, 53, 31, 54, 55, 56, 29,

57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69]. To develop a controller which

meets given motion task specifications, the dynamics of the CRM can be represented

in either joint space, as in [29, 50, 51, 63, 64, 65, 66, 67, 68, 69], or task space
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[27, 28, 30, 31, 51, 55, 70, 71, 72, 73, 74, 75, 76]. Based on the reference frames

defined in the dynamical system, the task space modeling can take place at various

points. Two common frames which have been used frequently in the literature are

the frames attached to the manipulators’ end-effector and the frame attached to the

manipulated object.

Moreover, other factors which should be considered in the modeling are

including, but not limited to, robot redundancy, contact with the environment, and

type of connection between the robots and the object. A manipulator is termed

kinematically redundant when it possesses more degrees of freedom than it is needed

to execute a given task. Non-redundant robot is referred to the case where the

dimension of control space is equal to the number of joints in each robot of the

cooperation. The problem of redundancy in CRM is studied in [31, 54, 55, 52, 56].

Contact with the environment is discussed in [29, 59], and in [58] the problem of

having pin joint between robots and the object is studied. The problem of robot-

object connection and its mathematical modeling is studied in Sections 3.3.2 and

3.3.3.

Furthermore, due to the closed chain in CRM, the determination of payload

distribution and contact force at the end-effectors, is of important concern. Here,

load distribution is referred to the amount of object’s load that each robot carries.

It is particularly important because it has direct effect on the implementation of the

desired action. Note that the contact force can be measured directly by force sensors

attached to the end-effectors. However, there are some tasks, where a robot can not

have a sensor. One way to solve this problem is using the generalized inverse of the

grasp matrix which gives a non-unique solution. The grasp matrix defines the kine-

matics constraint between the robots and the load. The problem of load distribution

has been discussed in [77, 78, 79, 80, 81, 82]. The difficulty in the problem of the
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load distribution is finding the motion-inducing and internal forces/moments. The

motion-inducing forces/moments balance the object’s dynamics, and the internal part

consists of compressive, tensile, and torsion forces/moments which do not contribute

to the motion of the object. In the research by Erhart and Hirche, a load distribu-

tion matrix is introduced which is free of internal wrenches [77]. The suggested load

distribution solution is based on the parameterized generalized inverse of the grasp

matrix in CRM.

A relevant problem in load distribution is the internal force produced at

the end-effectors. Nakamura et al. proposed a method to find the internal force in

CRM which is based on finding the minimal forces for the specified resultant force

(force applied to load) under the static frictional constraints [78]. Finding the internal

force using an optimal solution based on minimizing the difference between desired

and actual contact force has been discussed in [79]. Walker et al. in [80] found the

internal force in CRM based on an arbitrary vector that appears when pseudoinverse

of grasp matrix is used. The arbitrary vector is found based on a function of applied

joint torques and the Jacobian matrix of robots.

The load distribution along with the other discussed problems are some

challenges that exist in CRM modeling. The next section is dedicated to the control

of CRM.

Control Strategy

CRM tasks involve interaction between the robots and a payload, and the force-

position relationships between them are of fundamental concern. For trajectory track-

ing, various control approaches have been proposed, with the impedance control tech-

nique being prevalent. The concept of impedance relation for the robotics application

was first introduced by Hogan [83]. Impedance control constitutes an effective, easy-
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to-implement scheme for multiple interacting dynamical systems. Impedance control

includes regulation and stabilization of robot motion by establishing a mathematical

relationship between the interaction forces/moments and the robot trajectories. The

relation is usually defined as a second-order linear non-homogeneous ordinary differ-

ential equation, often modeled after a forced spring-mass-damper system. However,

other unconventional impedance relations other than the conventional mathematical

equation are used in the literature [84, 85]. Impedance control has been used for

CRM in many works, for instance [85, 86, 28, 27, 87, 71, 63, 30, 88, 89, 64, 90, 84].

One of the main differences among various approaches is the definition of

terms and the structure of the impedance relationship. This includes different choices

of the forces or moments in the impedance relation [86, 27], the use of nonlinear [84],

or variable [30] inertial, stiffness and damping characteristics. Caccavale, et al. [86]

and Bonitz and Hsia [27] frameworks established the basis of many impedance control

schemes introduced for CRM. The proposed impedance control by Caccavale, et al.

used an impedance relation in the payload frame by utilizing the feedback of applied

force to the load, and another impedance relation in the robot’s frame at the end-

effector. Bonitz used the idea of internal force in impedance relation, where the

difference between actual and desired internal force is used as the feedback to the

impedance relation.

Furthermore, impedance control is useful when the payload handled by the

CRM may also be in contact with the environment. The algorithm of [64] controls

motion and internal forces of the payload, as well as the contact forces between the

payload and environment. In that work, the reference trajectory for each robotic

joint is calculated based on an impedance relationship such that the desired internal

and contact forces are achieved. In [90] the problem of assembly operations using

CRM was considered. Experiments showed the effectiveness of impedance controls
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for typical tasks encountered in CRM systems.

Impedance relationships have also been used in conjunction with adaptive

control, as an alternative to reduce the system’s sensitivity due to modeling mis-

match. In [71], an adaptive strategy is used to generate a desired motion trajectory

in compliance with desired forces at the end effectors, even when the payload stiffness

is unknown. Furthermore, adaptation is used in [63] to obtain variable damping and

stiffness, exhibiting different impedance characteristics according to the forces exerted

by the environment.

The flexibility in the definition of impedance relation terms allows for more

convenient definition of the impedance relation, such that the motion task can be

achieved with better versatility. An example of such versatility is variable impedance,

where the inertia, stiffness, and damping gains in the impedance relation can be de-

fined as variable values, e.g., a function of time. In [30], impedance controllers with

variable stiffness for dual-arm cooperative robot grasping a common object interacting

with the environment are proposed. A PD-based control algorithm for approximating

the stiffness is introduced, which make the control system possess adaptive feature in

both the external force and the internal force control. In [91, 92, 93] a concept called

energy-storing tank is introduced which ensures passivity of variable impedance. The

method is based on incorporating a new variable that creates a reservoir tank to

store the dissipated energy by impedance relation. Based on this method, a passive

variable impedance is created. Another method to create variable impedance is learn-

ing algorithms. In [94, 95] learning algorithms such as reinforcement learning have

been used to create the variable gains. An advantage of variable impedance control

is its adaptability, often referred as adaptive impedance control [71, 63, 96, 97]. In

[63] an adaptive impedance relation, with variable stiffness and damping, is proposed

which the adaptation obtained from Lyapunov stability theory. The research in [96]
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introduced a variable impedance that compensates for uncertainties (in terms of un-

known geometrical and mechanical properties) in the environment. The adaptability

of impedance for human-robot interaction is also investigated in [98, 99, 100]. Finally,

the stability of a variable impedance has been discussed in [101]. Other cooperative

situations where impedance relation was used include: impedance control for mobile

CRM [88] and redundant robots [55].

Beside the impedance relation, which is the most well-known approach for

CRM control, other control approaches have been used to control the CRM, such

as adaptive, fuzzy, etc. Different adaptive approaches have been used, mainly to

confront various uncertainties [102, 65, 66, 74, 103, 75, 104, 76, 67, 105, 68], fuzzy

based control has been used in [106, 69, 107], neural network (NN) technique is used

in [54, 108], State-dependent Riccati equation is utilized in [109, 53], and cascade

control scheme is proposed in [110].

Authors of [102] proposed an adaptive control scheme for trajectory tracking

and internal force control. Kawasaki in [65] developed a controller for CRM which is

robust against uncertainty in robot and object dynamics. The uncertainty for payload

with unknown geometry, the center of mass, and inertia is studied in [74]. A robust

adaptive control is developed in [105] which is less complex, computationally fast,

and feasible for real-time applications.

1.3 Problem Statement

This dissertation focuses on two uniques but not entirely independent problems. The

first problem is related to energy-oriented modeling and control of robots with BLDC

motors. The current state of the art for energy regeneration in BLDC motors is merely

depending on using an inverter, which consists of switches. Also, the dynamics of the

motor has not been considered for any proposed energy-oriented control. Based on
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these observations, we set the hypothesis of the first problem as the possibility of

increasing energy regeneration by incorporating the dynamics of the motor and the

robot. To this end, we devised and introduced two control schemes, namely current

regulation and voltage regulation.

The second problem is related to energy-oriented modeling and control of

CRM. Based on the results published by the previous works, it is shown that, there is a

great chance of energy regeneration in single robots. In those works, robots are either

isolated without any contact with the environment, or have limited (in the sense of

low and intermittent interaction forces) interactions with it. Accordingly, interactions

were not modeled and regarded as external disturbances. The established framework

arose the question of the possibility of energy regeneration in cooperative robots.

Therefore, in the second problem, we provide a bridge between energy-oriented control

works and the subject of cooperative robots, considering the stability of interactions.

1.4 Specific Aims

Objective 1: Design a controller based on BLDC motor current regulation.

The dynamics of BLDC motor will be considered and the augmented model of robot-

joint mechanism-motor will be obtained. The energy extraction from the ESE will

be obtained as a function of the robot’s states and the applied current to the motor,

and a constraint optimization problem will be formed. An analytical solution will be

obtained which maximizes energy regeneration.

Objective 2: Design a controller based on BLDC motor voltage regula-

tion.

We seek to introduce a novel motor driver which has superiority in terms of energy
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regeneration in comparison to an off-the-shelf inverter. To this end, the dynamics of

BLDC motor is considered and an augmented model for the robot-joint mechanisms-

motors will be introduced and a voltage-based control scheme will be developed. The

control law will be obtained by specifying an outer-loop torque controller followed by

minimization of power consumption via online constrained quadratic optimization.

Finally, an experiment will be conducted to assess the performance of the proposed

concept against an off-the-shelf driver.

Objective 3: Develop a comprehensive model for CRM and design an

impedance-based energy-oriented controller.

The problem of trajectory tracking of cooperative manipulators grasping a rigid load,

will be considered. First, a comprehensive model of all robots, the joint mechanisms,

and DC motors will be presented, and an impedance-based control scheme will be

introduced. Using the energy balance between the ESE and robots, a function rep-

resenting the energy consumption will be introduced and the gains of the impedance

relation will be tuned such that the energy consumption is minimized. Furthermore,

the stability of the system will be studied using the passivity theorem.

1.5 Outline

This dissertation is organized as follows:

• Chapter 2 details the development of controller for BLDC motor based on ac-

tuator current and voltage regulation, respectively.

• Chapter 3 details the theories developed in passivity by the author. Then the

modeling of CRM is introduced. The challenges and limitations are explained,

and an impedance-based controller is adopted for the problem. The optimiza-
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tion is formulated and finally the simulation of two cooperative RRR planar

robots is demonstrated.

• Chapter 4 presents the final conclusion based on results obtained in chapters

two and three. The future works are explained and recommendations to improve

the work are listed.
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CHAPTER II

ENERGY-ORIENTED MODELING AND CONTROL OF ROBOTS

WITH BRUSHLESS DC MOTORS

2.1 Introduction

In this chapter, we study the trajectory tracking control problem of a robotic ma-

nipulator actuated by brushless DC (BLDC) motors. We set the main objective as

developing an energy-optimal control scheme. In this regard, we consider an n-degree

of freedom open-chain robot manipulator. All joints are revolute, and each joint is

actuated by a BLDC motor, using a joint mechanism (JM). The robot has n = n1+n2

degrees of freedom where n1 joints are fully-active and n2 joints are semi-active. A

fully-active JM exchanges mechanical power with the robot and with an external

power supply. A semi-active JM exchanges electric power with an energy storage el-

ement (ESE), e.g., an ultracapacitor, and mechanical power with the robot, without

a connection to external power supplies. The model allows for any number of semi-

active joints, ranging from zero to the number of joints. Each semi-active joint uses a

self-contained regenerative control unit (RCU). Energy storage through regeneration

is not possible with fully-active drive systems, which draw energy from an external

source. The semi-active drives considered here are used to achieve simultaneous mo-

tion control and energy management tasks. There are two scenarios for powering
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semi-active joints. They can be all connected to a common ESE (star configuration),

or each semi-active joint can be individually connected to an ESE (distributed con-

figuration). The problem of comparison between star and distributed configurations

is studied in [18] which reveals no superiority of any method over the other one in

terms of energy saving. In this chapter, the developed controller in Section 2.3 is

based on the distributed configuration, and the developed controller in Section 2.4

is based on the star configuration. It should be noticed that the controllers can be

easily modified for both power configurations.

The proposed controllers in this chapter are based on the framework of

semi-active virtual control (SVC) strategy introduced first time in [4]. To develop

the control signal, the first step is to model the dynamics of the system. That is

the augmented dynamics model of the robot, JMs and the BLDC motors. The next

step is to form an optimization, based on the motors’ energy consumption, to obtain

the control signal that minimizes the energy consumption. To this end, two control

schemes are proposed for optimization and motor control:

• Actuator current regulation

• Actuator voltage regulation

In the former method, it is assumed that an off-the-shelf three-phase inverter applies

voltage to the BLDC motor, and the space vector pulse width modulation (SVPWM)

technique is used to generate voltage commands for the inverter [21]. A PI controller

is used to generate voltage commands for the inverter based on reference currents. A

method is developed to obtain actual torque based on the desired torque generated

by a virtual controller. A novel optimization approach is used to generate reference

currents that maximize the amount of regenerative energy stored in the ESE subject

to the torque demanded by the virtual controller. Finally, an explicit solution is found
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for the optimal current references [5]. In the latter method, a novel drive design is

introduced, featuring three independent regenerative drives interconnected in a wye

configuration. Energy regeneration is optimally managed with the aim of improving

the energy efficiency of robot motion controls. A voltage-based control scheme is

developed. The control law is obtained by specifying an outer-loop torque controller

followed by minimization of power consumption via online constrained quadratic op-

timization.

The remainder of this chapter is organized as follows: In Section 2.2, the

dynamics of the manipulator and JMs are introduced. In Section 2.3, the current reg-

ulation method is developed. The merits of the control algorithm are demonstrated

in simulation. In Section 2.4, a new motor drive concept is developed, and the voltage

regulation method is introduced and applied to the motor driver. Finally, two exper-

iments are conducted to validate the developed control and assess the performance

of the proposed driver concept against an off-the-shelf driver.

2.2 Manipulator Dynamics Model

We consider the standard robot dynamics, without the drive systems and JMs, mod-

eled as:

M o(q)q̈ + Co(q, q̇)q̇ + g(q) = τ (2.1)

where q ∈ Rn is the vector of the joint coordinates, M o(q) is the inertia matrix,

Co(q, q̇) is the matrix representing centripetal and Coriolis effects, g(q) is the gravity

vector, and τ ∈ Rn is the vector of torques applied at the joints [111]. To model the

JM, the relationship between the vector of joint torques applied to the robot and the

vector of induced torque of the motors is given by:

τ = −mηTηq̈ − bηTηq̇ + ηT τind (2.2)
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where m = diag(mj) ∈ Rn×n, j ∈ {1, ..., n}, η = [η1, ..., ηn]T ∈ Rn, and b = diag(bj) ∈

Rn×n. Parameters mj, ηj, and bj are the jth JM moment of inertia, gear ratio, and

friction coefficient, respectively. τind = [τind1 , ..., τindn ]T ∈ Rn is the vector of the

induced torques generated by the BLDC motors [4, 34]. By substituting the dynamics

of JMs in the dynamics of the robot, an augmented model of robot and JMs can be

obtained. The substitution requires actuator electrical modeling, i.e., finding τind in

Eqn. (2.2), which is done in the following sections.

2.3 Control Strategy Based on Actuator Current Regulation

For the current regulation control method, it is assumed that the motor is connected

to the output of an inverter to realize torque control. The inverter applies voltages

with desired waveforms to the motor windings. Appropriate voltage waveforms are

generated by an inner-loop controller (typically of the proportional-integral type)

receiving reference currents. In turn, reference currents are calculated by a cascaded

controller to produce the desired torque. In our control strategy, desired torques are

generated by an outer virtual control loop, designed for robot motion tracking.

To develop the controller, first, it is convenient to introduce the construction

and operating principle of a BLDC motor.

2.3.1 BLDC Motor Morphology

The structure of a BLDC motor consists of a stator and rotor. The main design

principle of a BLDC motor is to eliminate the mechanical commutator. In DC mo-

tors, the brushes make the directions of the main magnetic field and the armature

magnetic field perpendicular to each other (commutation). In a typical BLDC motor,

the brushes are abandoned by placing the windings (phases) in the stator and the

permanent magnet (PM) in the rotor as shown in Fig. 5. Here the focus is on such
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PMBLDC motors, termed BLDC which have three windings. In a three phase motor,

there are two connection modes; Wye connection and delta connection [2]. The Wye

connection is most commonly used, in which the three phase windings are connected

symmetrically as shown in Fig. 6 a. The motor driver energizes windings such that

the PM rotates according to the desired motion task. The principle is that the north

pole of the rotor is aligned with the south pole of the energized winding and the south

pole of the rotor has a tendency to align with the north pole of the energized winding.

There are generally three reference frames used to analyze the motor states.

The Stator reference frame a-b-c, which is attached to the stationary windings and

the a, b, and c axes are co-planar, at 120 degrees to each other.

The rotor frame d-q, in which the d axis is along the North and South poles

or along the flux vector of the rotor, and the q axis is at 90 degrees to the d axis.

Thus, the reference frame is also an orthogonal reference frame. Finally, an orthogonal

reference frame α−β in the same plane as the stator reference frame so that the angle

between the two axes is 90 degrees instead of 120 degrees. The a axis is aligned with

α axis in the second frame. The frames are shown in Fig. 6 b. In this study, all frames

are used for motor modeling. The details are explained in Sections 2.3.2 and 2.4.1.

2.3.2 BLDC Motor Modeling

To develop the controller, first we study the connection between the BLDC motor

and the motor driver, and the governing equations. The inverter input terminals (bus

voltage) are connected to a constant voltage power source for the active joints and

an ESE for the semi-active joints. We assume each semi-active joint is connected

to an individual ESE. The setup of ESE, the inverter, and equivalent circuit model

of the BLDC motor is shown in Fig. 7, where the equivalent circuit for each phase

consists of a resistor, an inductor and a change in flux linkage due to the permanent
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Figure 5: Structure of BLDC motor. The picture is adopted from https://www.

nidec.com/en/technology/capability/brushless.

Figure 6: (a) Cross section view of a three phase BLDC motor with PM rotor and
three windings. (b) The a-b-c, d-q, and α− β reference frames.
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Figure 7: Power supply, inverter, and equivalent circuit model of the motor of the jth
JM. The subscript j is dropped in the plot.

magnets. Three windings have 120◦ (electrical) phase displacement among them. For

control purposes, the motor dynamics is presented in a two-phase frame which is the

rotor reference frame. This approach is called d-q modeling due to the definition of

a direct-quadrature coordinate frame for the phase currents. For the BLDC motor

that is connected to the jth joint of the robot, the current dynamics in the d-q frame

can be expressed as [2]:

d

dt
(iqj) =

1

Lqj
{−Rsj iqj − ωrj(Ldj idj + λfj) + vqj} (2.3a)

d

dt
(idj) =

1

Ldj
{−Rsj idj + ωrjLqj iqj + vdj} (2.3b)

where idj and iqj are the stator currents, vdj and vqj are the voltages, and Ldj

and Lqj are the inductances. Subscript d indicates the parameter for the d axis

and Subscript q indicates the parameter for the q axis. λfj is the amplitude of the

permanent magnets’ flux linkage, Rsj is the stator phase resistance, and ωrj is the

rotor angular velocity. The induced electromagnetic torque (τindj) is directly obtained
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from the currents using:

τindj =
3Pj
4

(λfj iqj + (Ldj − Lqj)idj iqj) (2.4)

where Pj is the number of poles in the motor. It follows from Eqn. (2.3) and (2.4)

that vdj and vqj are the inputs to the first-order differential equations in Eqn. (2.3)

which the solution gives the torque. Hence, to find the torque, we need to find the

voltages. The inverter is used to apply voltage on each phase of the stator. Several

methods are available to sequence the inverter switches, such as different variations

of pulse width modulation (PWM). Among all PWM techniques, space vector PWM

(SVPWM) is regarded as the most efficient, and chosen for this part [2].

The schematic of an inverter is shown in Fig. 7, where Sij , i ∈ {1, .., 6} are the

transistors used as switches. The objective is to follow desired voltages by turning

switches on/off at the right times. There are three pairs of switches: {S1j , S4j},

{S3j , S6j} and {S5j , S2j}. In each pair, only one switch can be on at a time, otherwise;

a short circuit happens. It can be shown that the output voltage for each winding,

i.e. vAj
, vBj

, vCj
, can be obtained from [21]:


vAj

vBj

vCj

 =
Vs
3


2 −1 −1

−1 2 −1

−1 −1 2



Aj

Bj

Cj

 (2.5)

where Vs is the voltage of the power supply and Aj, Bj, Cj are the binary states (1:on,

0:off) of switches S1j , S3j , and S5j , respectively.

The SVPWM method is chosen to control the switches so that the desired

voltages are produced at the inverter’s output. Due to its detailed nature, the method

is outlined briefly in Appendix A. Note that the voltage supplied to the inverter is
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constant (DC bus) for the active joints but variable for the semi-active joints due to

the use of an ESE. Note also that the voltages obtained from Eqn. (2.5) are given in

the a-b-c frame, where each axis is along one of the phases. In order to be able to use

these values, they should be transformed and presented in d-q frame.

2.3.3 Augmented Dynamics Model of Robot and JMs

Combining Eqns. (2.1) and (2.2) results in the following augmented model:

M(q)q̈ + C(q, q̇)q̇ + g(q) = Tind (2.6)

In the coupled dynamics, M o and M are same in all elements except in diagonal

elements such that Mjj = M o
jj + mjη

2
j , also C and Co are only different in diagonal

terms such that Cjj = Co
jj+bjη

2
j and Tind = [η1τind1 , ..., ηnτindn ]T . The right-hand side

of Eqn. (2.6) in the augmented model is the control input available to the designer.

It is a function of the induced torques produced by the BLDC motor connected to a

JM, as in Eqn. (2.4).

2.3.4 Control Scheme

The control scheme is summarized by the block diagram of Fig. 8. In this figure,

all parameters with superscript (.)∗ are desired values. The H1 and H2 functions

give the optimal currents and function F is given by Eqn. (2.4). Any robot control

algorithm compatible with the motion objectives (here tracking) can be used as an

outermost loop, considering the right-hand side of augmented model in Eqn. (2.6)

as a virtual control. Suitable virtual controllers include inverse dynamics, passivity-

based robust control, adaptive control, sliding mode control and so forth. Here, we

assume the inverse dynamics technique is used as the virtual controller. The controller

generates a desired acceleration a to calculate the vector of desired induced torques,
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T ∗ind. If the motors exactly produce the desired torques, then the robot will follow

the reference trajectory and will inherit any stability, robustness and performance

guarantees associated with the virtual design. In [4] this is termed exact virtual

matching.

In each joint, using the desired torque, the corresponding desired currents

are related through Eqn. (2.4). In field-oriented control, the choice of i∗dj = 0 is

commonly made to maintain orthogonality between rotor and stator fields. Setting

i∗dj = 0 results in i∗qj = 4τ ∗indj/(3Pjλfj) and torque is proportional to i∗qj , making the

inherently AC motor behaves like a DC motor [44, 2]. We make the key observation

that i∗dj = 0 is not necessary to achieve the virtual torque demand nor to accomplish

of the motion tracking objective. Moreover, such selection will be shown to be sub-

optimal relative to energy efficiency.

Henceforth, for simplicity, the subscript j, indicating joint number, is dropped;

hence the result in this section is valid for any joint of the robot assuming all joints are

using identical motors. If the desired current references have been determined, i.e., i∗d

and i∗q, the desired inverter output voltages can be determined with a current-control

loop. Current-control of inductance-resistance coil dynamics is usually accomplished

with proportional-integral (PI) control using current as the control input [44, 112].

With this choice, the control voltages are found from:

v∗d = Pded + Id
d

dt
(ed)− P̄qωreq (2.7a)

v∗q = Pqeq + Iq
d

dt
(eq) + P̄dωred (2.7b)

where ed = i∗d − id, eq = i∗q − iq and Pd, Pq, Id, Iq, P̄d, P̄q are controller gains. Having

the desired voltages in the d-q frame, the voltage in a-b-c frame can be found using

Park’s transformation. The transformation can be used to transform any variable, e.g.
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voltage, current, or flux linkage, from a-b-c frame to d-q frame. The transformation

is defined as: 
fq

fd

0

 =
2

3


cos(θr) cos(θr − 2π

3
) cos(θr + 2π

3
)

sin(θr) sin(θr − 2π
3

) sin(θr + 2π
3

)

0.5 0.5 0.5



fA

fB

fC

 (2.8)

where θr is the rotor’s angle measured relative to the d-axis and f can be any pa-

rameter like voltage and current, with q and d axis components labeled fq and fd,

respectively. Here the inverse of the transformation is useful in transferring the outer-

loop commands into inner-loop commands [2, 21]. This transformation is shown in

Fig. 8 as the PABC
dq block. The outputs of this block are three desired voltages which

should be produced by the inverter using SVPWM. The space vector method is done

in an orthogonal reference frame, α− β, the same plane as the stator reference frame

[44]. The voltages in this frame can be obtained from Eqn. (2.9) (Clark transforma-

tion) [2, 44]. Note that the details of SVPWM is outlined in appendix A.

v∗α
v∗β

 =
2

3

1 −0.5 −0.5

0
√

3/2 −
√

3/2



v∗A

v∗B

v∗C

 (2.9)

The output of the inverter is transformed to the d-q frame using Park’s

transformation. These voltages are applied to the BLDC motor dynamics, and the

induced torque is calculated using Eqn. (2.4). It should be noted that the active joints

are connected to a constant voltage bus, Vdc, appearing in Eqn. (2.5). The semi-active

joints use ESE, e.g., an ultracapacitor, as a power source. The ESE voltage, vs, is

used in Eqn. (2.5) for the semi-active joints. It is worth mentioning that in online

implementation, after finding the desired voltages, i.e., [v∗A, v
∗
B, v

∗
C ], they should be

28



applied directly to the inverter.

2.3.5 Energy Balance

In the control scheme, explained in the previous section, the desired currents are

calculated from the desired torque created by the virtual control. The energy balance

between BLDC motor and ESE can be utilized to form an optimization and find H1

and H2 functions in Fig. 8. We assume each semi-active joint is connected to an

individual ESE. Then each semi-active joint introduces a state variable, namely the

charge of the ESE, yj. This variable is not controlled, but rather monitored or used as

part of optimization problems. The dynamics of this variable is the function of ESE

model. Usually, it is hard to model ESE, due to the internal complexity of energy

storage media. Therefore, it is hard to determine the change of the charge in the ESE.

In this study, we use the real-time voltage feedback of the ESE and virtual control,

as explained in Section 2.3.4, to eliminate the need for a model of the ESE. The

energy balance can be used to represent the charge change as a function of systems

states and ESE voltage. Note that states and voltage are easily accessible for online

implementation.

All results obtained in this section and next section are valid for each semi-

active joint. For ease of notation, the subscript j, indicating joint number, is dropped

from equations. To model the energy change in the ESE, we make the key assumption

that the energy exchange media, i.e., inverter, is perfect. That is, no energy is lost

during energy transfer. Therefore, the input power is equal to the output power. The

input/output energy balance for the inverter can be written according to:

vsis = vAiA + vBiB + vCiC (2.10)

where vs is the voltage of the ESE and is is the current flowing between the ESE and
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the inverter. Assume that the inverter has no energy losses and that the PI current

loop achieves perfect tracking of currents, i.e. all desired currents are effective, using

the Park transformation, substituting Eqn. (2.3) into Eqn. (2.10) and taking the

integral in an arbitrary time interval [t1, t2], the internal energy balance equation can

be obtained after some algebra as:

∆Es = −3

2

∫ t2

t1

{I∗TG1I
∗ + G2I

∗ + I∗
TG3

dI∗

dt
}dt (2.11)

where ∆Es is the change of electric energy in the ESE, I∗ = [i∗q, i
∗
d]
T , and:

G1 =

Rs (Ld − Lq)ωr

0 Rs

, G2 =

[
ωrλf 0

]
, G3 =

Lq 0

0 Ld


A value of ∆Es > 0 indicates Es(t2) > Es(t1), hence energy regeneration and ∆Es < 0

indicates energy consumption [18]. If the ESE is an ultracapacitor, and we use a sim-

ple model for the dynamics of the ultracapacitor, then the charge change may be

obtained from:

∆Es =
y2(t2)− y2(t1)

2C
(2.12)

where C is the capacitance of the ultracapacitor. The last term in Eqn. (2.11) contain

derivatives of currents and represent inductive energy storage (∆EI). This term can

be integrated and written as:

∆EI =
3

2

Lq
2

(i∗
2

q (t2)− i∗2q (t1)) +
3

2

Ld
2

(i∗
2

d (t2)− i∗2d (t1)) (2.13)

We note that the energy is stored in and released from the inductance, not lost. Also,

inductive energy storage is expected to be very small in comparison with the energy

stored in the ESE.
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2.3.6 Energy Optimization

Equation. (2.11) can be used to predict the changes in stored energy in the ESE

and can be used as a basis for optimization problems, as done with DC motors

without considering inductance in [6, 113, 3]. Eqn. (2.11) indicates that the amount

of energy stored in the ESE depends on how d-q axis currents are selected under the

constraint of Eqn. (2.4). This leads to the question of how to select i∗d and i∗q to

maximize regenerative energy storage in the ESE. Mathematically, the objective is

to find i∗q and i∗d to maximize the right-hand side of Eqn. (2.11), while the admissible

trajectories of currents lie on a specific surface considered as the constraint. Therefore,

the optimization problem can be defined as:

max
i∗q ,i

∗
d

∆Es (2.14a)

Subject to:
3P

4
(λf i

∗
q + (Ld − Lq)i∗di∗q)− τ ∗ind = 0 (2.14b)

This problem falls in the category of constrained optimization of a functional, and

it can be solved using the following Theorem:

Theorem 1 Constrained Optimization of Functional:

Consider the following constraint optimization problem:

min
X

J(X) =

∫ t2

t1

g(X(t), Ẋ(t), t)dt (2.15a)

Subject to : hi(X, t) = 0, i = 1, ..., n (2.15b)

where X ∈ Rn+m, J is a scalar-valued objective function, and hi is an equality

constraint. Note that n,m ≥ 1. The solution to the optimization can be found by

taking the following steps:
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1- First, the augmented integrand function is defined as:

Fa(X(t), Ẋ(t),L(t), t) , g(X(t), Ẋ(t), t) + LT (t)h (2.16)

where L(t) = [L1(t), ...,Ln(t)]T ∈ Rn is the vector of Lagrange multipliers and h =

[h1, ...,hn].

2- The optimal values, i.e., X§(t),L§(t), can be obtained by solving the following

equalities:

∂Fa
∂X

(X§(t), Ẋ
§
(t),L§(t), t)− d

dt
{∂Fa
∂Ẋ

(X§(t), Ẋ
§
(t),L§(t), t)} = 0 (2.17)

which are a set of n + m second-order differential equations, and also the equality

constraints in Eqns. (2.15b) which are a set of n algebraic equations. So, there are 2n+

m equations which form the set of necessary conditions for X§(t) to be an optimum

[114]. �

To solve the optimization in Eqn. (2.14), the first step is to form an aug-

mented integrand function, Fa, as:

Fa =
3

2
{−Rs(i

∗2
q + i∗

2

d )− ωrλf i∗q − (Ld − Lq)ωri∗qi∗d−

Lqi
∗
q í
∗
q − Ldi∗dí∗d}+ L1(t){3P

4
(λf i

∗
q + (Ld − Lq)i∗di∗q)− τ ∗ind}

(2.18)

where L1(t) is the Lagrange multiplier and í∗j = di∗j/dt , j = {q, d}. The necessary

conditions for an extremum can be found using Eqn. (2.17) according to:

∂Fa
∂i∗q
− d

dt
{∂Fa
∂í∗q
} = 0 (2.19a)

∂Fa
∂i∗d
− d

dt
{∂Fa
∂í∗d
} = 0 (2.19b)

Using Eqn. (2.19) and with some manipulation and simplification, to eliminate the
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Lagrange multiplier, yields:

3P

4
(Ld − Lq)2i∗q

4 + λfτ
∗
indi
∗
q −

4τ ∗
2

ind

3P
=0 (2.20a)

C4i
∗
d

4 + C3i
∗
d

3 + C2i
∗
d

2 + C1i
∗
d + C0 =0 (2.20b)

where:

C0 = −16(Ld − Lq)τ ∗
2

ind

C1 = 9P 2λ3
f

C2 = 27P 2λ2
f (Ld − Lq)

C3 = 27P 2λf (Ld − Lq)2

C4 = 9P 2(Ld − Lq)3

The above equations are quartic polynomials. Solution to the above equa-

tions is the optimal desired current. The quartic polynomials may have zero to four

roots, therefore, we investigate the solutions, and we find the optimal values according

to the following result.

Main Result:

For a given desired torque, τ ∗ind, in Eqn. (2.20), there are two real solutions for each

current. In order to maximize energy storage, for i∗q, the solution which has the same

sign as τ ∗ind, and for i∗d, the solution with smaller absolute value, should be chosen.

Justification: A graphical method is used to characterize the solutions to Eqns. (2.20).

The graphical argument shows the existence of two real solutions and also identifies

the solutions which maximize energy in Eqn. (2.11). For the graphical proof, we

assume Lq > Ld, however, the same argument can be made for the case Lq < Ld.
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Figure 9: Graphic Demonstration of Solution for Eqn. (2.20a).

Eqn. (2.20 a) can be written as:

3P

4
(Ld − Lq)2i∗q

4 = −λfτ ∗indi∗q +
4τ ∗

2

ind

3P
(2.21)

Designate the left- and right-hand sides of Eqn. (2.21) as F1 and F2, respec-

tively. The graphs of F1 and F2 against i∗q for positive and negative values of τ ∗ind is

shown in Fig. 9. F1 is a quartic even function of i∗q and F2 is a linear function of i∗q

with a positive slope for negative τ ∗ind and vice-versa. The intersections of F1 and F2

shown in the figure are the solutions of Eqn. (2.20a). There are two real solutions, and

it is clear that the solution which has the same sign as τ ∗ind has a smaller magnitude.

To choose between the two solutions, the energy equation should be investigated. In

Eqn. (2.11), the right-hand side can be rewritten by using the constraint in Eqn. (2.14

b), factoring ωr, and moving ∆EI to the left side as follows:

∆Es + ∆EI , ∆E =
3

2

∫ t2

t1

{−Rs(i
∗2
q + i∗

2

d )− ωr
4τ ∗ind
3P
}dt (2.22)

Under the assumption that inductive energy is much smaller than capacitive energy,

that is, ∆E ≈ ∆Es, we focus on maximizing ∆E. The integrand of Eqn. (2.22)

contains quadratic terms in i∗q and i∗d and a term in the desired torque, which has
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Figure 10: Graphic Demonstration of Solution for Eqn. (2.20b).

been already selected in the outer-loop control and is independent of the currents.

Moreover, the selections for i∗q and i∗d are independent. Therefore, since Rs > 0,

to maximize energy and considering the negative sign, the solution for i∗q with a

smaller magnitude should be selected. Note that the plots in Fig. 9 were generated

with arbitrary parameters unrelated to those used in the simulation section. In a

simulation with realistic parameters, the difference between the two solutions is much

larger than shown in the plots.

A similar argument can be followed for the solutions for i∗d . Indeed, Eqn. (2.20b)

can be written as:

C4i
∗
d

4 + C3i
∗
d

3 + C2i
∗
d

2 + C1i
∗
d = 16(Ld − Lq)τ ∗

2

ind (2.23)

Designate the left- and right-hand sides of Eqn. (2.23) as G1 and G2, re-

spectively. The graphs of G1 and G2 against i∗d are shown in Fig. 10. Considering

the coefficients in the left-hand side, it can be shown that G1 always has a triple root

and one simple root at zero[115]. The triple root is i∗dt = λf/(Lq −Ld) and the graph

of G1 is tangent to the i∗d axis at the location of the root. As seen in the graph, G2

is a negative constant, represented by a horizontal line which intersects G1 at two

locations, i.e. i∗d1 and i∗d2 , which are the solutions to Eqn. (2.23). One solution, i∗d1 , is
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negative and the other, i∗d2 , is larger than i∗dt . Often, |Lq−Ld| is in the range of a few

mH, while λf is in the order of magnitude of the 1 V/rad/s [46], which results in the

negative root having a much smaller absolute value than the triple root. Since the

term inside the integral in Eqn. (2.22) is quadratic in i∗d and negative, the solution

with smaller absolute value should be selected. Note that the desired solution has

the same sign as Ld − Lq. This can also be verified using the results obtained for

Eqn. (2.20a). Note that Eqn. (2.14b) can be written as:

τ ∗ind =
3P

4
i∗q(λf + (Ld − Lq)i∗d) (2.24)

According to results for Eqn. (2.20a), if τ ∗ind is positive or negative, then i∗q

should be positive or negative, respectively. This leads to the necessary condition

that the term multiplied by i∗q, i.e., λf + (Ld − Lq)i∗d, should be always positive for

Lq > Ld. Solving the inequality leads to:

i∗d <
λf

Lq − Ld
(2.25)

which confirms the results obtained from Fig 10. Summarizing, it has been shown

that Eqn. (2.20) have two solutions for each current. For i∗q the solution which has

the same sign of τ ∗ind should be chosen. Furthermore, for i∗d, the solution with the

same sign as Ld − Lq should be selected. �

Suboptimal Solutions

If the approximation Lq u Ld can be taken as equality, the quartic term in Eqn. (2.20a)

can be ignored, which recovers the well-known solutions i∗d = 0 and i∗q = 4τ ∗ind/(3Pλf ).

Here, the results clearly identify these solutions as sub-optimal relative to maximiza-

tion of regenerative energy storage.

37



The above solutions to Eqn. (2.20) must be implemented online for use by

the control system. Many polynomial root-finding algorithms are available for fast

real-time implementation.

2.3.7 Preliminary Simulation Results

To illustrate the superiority of the optimal analytical solution over the sub-optimal

solution, a rigid planar two-link manipulator is considered with parameters according

to Table I. The objective is to follow sinusoidal reference trajectories in both joints.

The first joint is active and second joint is semi-active, connected to an ultracapacitor

with C = 500 F, rated at 12V. The ultracapacitor is fully charged initially. For sim-

plicity, the virtual controller is designed using the inverse dynamics approach [111].

The inverse dynamics control input has the form:

T ∗ind = M(q)a + C(q, q̇)q̇ + g(q) (2.26)

where a is a new control termed virtual acceleration. With this input, the system is

transformed into a set of decoupled double integrators, which are then controlled by

specifying a . Defining the vector of reference trajectories by qr = [qr1 , qr2 ]
T , a simple

choice for a is the proportional-derivative law a = q̈r−K1
˜̇q−K0q̃, where q̃ = q−qr and

K1, K0 are diagonal matrices consisting of velocity and position gains, respectively.

The inverse dynamic approach results in asymptotic tracking of reference trajectories

if model information is accurate. In Figs. 11 and 12 the actual and reference angles

and the joint angular velocities of both joints are depicted, showing achievement of

the tracking objective. The optimal currents were calculated online and chosen using

Eqn. (2.20), as shown in Fig. 13. Figure 14 shows the difference between desired and

actual currents that are applied to BLDC motor. Furthermore, two optimal solutions

obtained from solving Eqn. (2.20) are shown in Fig. 15. One solution for i∗d has a
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magnitude in the order of fifty, while the selected solution is much smaller. Also,

one solution for i∗q is much larger in magnitude than the selected solution, as shown

in the plot. Figure 16 shows the time history of the ultracapacitor charge. Overall,

the capacitor has a slow discharging trend, but there are periods of time where the

capacitor is being charged through regeneration.

The sub-optimal solutions can be obtained for comparison purposes as i∗d =

0 and i∗q = 4τ ∗ind/(3Pλf ). The internal energy balance is used for comparison.

Eqn. (2.22) can be written as:

∆Ec = ∆Er + ∆Ed −∆EI (2.27)

where ∆Er is the term relative to energy dissipation in the resistors (Joule power

loss) and ∆Ed is the term on the desired torque. In Table II, the internal energy

balance for optimal and sub-optimal solutions are compared. The time period for

measurement includes ten complete cycles. The inductive energy storage (∆EI) is

negligible and ∆Ed is same for both cases, which is expected since this term is not a

function of currents. Note that most of the energy dissipation appears in ∆Er.

Table I: Planar Two-link Robot and BLDC Motor Parameters

Parameter Symbol Value Unit

Length of link i = {1, 2} li 0.50 m

Mass of link i mi 1.00 kg

Moment of inertia of each link Izi 0.10 kg-m2

d-axis inductance Ld 8.0 mH

q-axis inductance Lq 20.0 mH

Stator resistance Rs 0.1 Ω

Flux linkage amplitude λf 0.3 Vs

Sampling time Ts 0.0001 s
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Table II: Optimal and Sub-optimal Energy Comparison (Joule)

Solution ∆Ec ∆Er ∆Ed ∆EI

Optimal -52.6328 -52.5218 -0.1085 -0.0024

Sub-optimal -56.4288 -56.3172 -0.1085 -0.0031
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sired trajectory.
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Figure 12: joints’ angular velocities
tracking desired velocity.
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Figure 13: Desired currents on dq axis
(Lq > Ld).
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Figure 14: Difference between desired
and actual currents.
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Figure 16: Ultracapacitor charge.

2.3.8 Concluding Remarks

The proposed control scheme was tested using MATLAB SIMULINK environment.

The inverter was modeled using logical operators. The preliminary results proved the

effectiveness of the method for tracking control of robot manipulator. This method

can be applied to most of the off-the-shelf drivers. It should be noticed that the

inverter is a regenerative device, therefore, energy regeneration is possible. Despite

the advantages, an inverter has its own drawbacks. Inverter has complexity in the

circuitry logic with PWM output. The selection of PWM frequency is an issue.

The inverter PWM frequency is a trade-off between the switching losses and the

ripple currents that occur at high- and low-frequencies, respectively. So to design

a controller using an inverter, PWM frequency is an important factor. In terms of

energy regeneration, an inverter only allows applying a certain (discontinuous) level of

voltage to each phase based on the binary states of its switches. Therefore, despite the

desired input voltage of the inverter, fixed number of applied voltage to each phase

are available (e.g., in a three-phase inverter, only 8 levels of power source voltage

can be applied to each phase). Because of this limitation, the opportunity of energy

regeneration based on the motion task is limited.

Despite all the aforementioned disadvantages, using an inverter is the most
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common way to control a BLDC motor. So having an energy-oriented method which

is capable of being applied to any inverter, opens the doors for further developments

and investigations. The suggestions to improve the work are presented in chapter 4.

2.4 Control Strategy Based on Actuator Voltage Regulation

The well-known control schemes for BLDC motors include an inverter that uses the

pulse-width modulation (PWM) technique to convert the input DC voltage into a

modulated driving voltage [5, 48]. In Section 2.3, we presented a current regulation

control scheme which optimizes the energy regeneration, and uses an inverter as the

motor drive. The drawback of standard commutation approaches is that they limit

the possibilities of optimizing energy consumption by direct control of the individual

phases of the BLDC motor.

In this section, we introduce a novel driver for replacing the inverter. The

new controller, henceforth called regenerative control unit (RCU), consists of three

power conversion elements (PCE) as shown in Fig. 3. The method directly controls

each phase of the motor by connecting it to one regenerative PCE which are typically

used to command DC motors. To proceed constructing the RCU, we make two

main assumptions: i. there are no external forces or moments applied to the robot

manipulator; and ii. all JMs of the robot are of the semi-active kind. Here we

assume that all semi-active joints are connected to a common ESE as illustrated in

Fig. 17 (star configuration). Control inputs are applied to the RCU of each joint.

This arrangement allows operation in the driving mode or the regenerative mode,

according to the direction of power flow between the ESE and the robot link. In order

to introduce the RCU, we first need to find the augmented model of the robot, JMs

and BLDC motors. The models of the robot and JMs are introduced in Section 2.2.

Forming the augmented model requires finding τind in Eqn. (3.13), which is done in
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Figure 17: Illustration of semi-active joints connection to a single energy storage
element.

the following section.

2.4.1 BLDC Motor Modeling

The BLDC motor has three phases, namely a, b, c, and thus three terminals. For the

BLDC motor that is connected to the jth joint of the robot, we assume the three stator

windings for the three phases are identical, with 120◦ (electrical) phase displacement

among them. The voltage equations at the three motor terminals can be obtained

from:

Vj = R̄jIj + L̄j
d

dt
(Ij) + ej (2.28)

where:

Vj = [Vaj , Vbj , Vcj ]
T and Vij , i ∈ {a, b, c} is the voltage of each motor’s terminal.

R̄j = diag(Rj) ∈ R3×3 and Rj is the resistance of each phase winding.

Ij = [Iaj , Ibj , Icj ]
T and Iij is the current in each phase.

L̄j = diag(Lj) ∈ R3×3 and Lj is the difference between the stator phase self-inductance

and stator mutual inductance.

ej = [eaj , ebj , ecj ]
T and eij is the back electromotive force (emf) in each phase [116, 2].

Note that the three phase windings are assumed identical, hence a single set of pa-
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Figure 18: Flux density configuration. (a) Sinusoidal pattern flux between stator and
rotor. (b) Trapezoidal pattern flux between stator and rotor.

rameters is used. Assuming small Lj (typical for BLDC motors used in robot drives),

the voltage vector can be approximated as:

Vj ≈ R̄jIj + ej (2.29)

The back-emf voltage in each phase is generated as a result of rotation, and it is

described by:

eij = λjfij
(
Pθrj/2

)
ωrj (2.30)

where λj is the back-emf constant, P is the number of poles in the motor, ωrj is the

rotor’s speed, and θrj is the rotor’s angle. fij(
P
2
θrj) defines the shape of the back-

emf and the shape of the back-emf is determined by the flux density of the motor.

Depending on how the motor is designed, the shape could be either trapezoidal or

sinusoidal functions, as shown in Fig. 18 [116, 117, 118]. Henceforth, for simplicity,

we drop the argument and use the notation fij for fij(
P
2
θrj).
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ESE.

Finally, the induced torque of BLDC motor is [2, 21]:

τindj = λjf
T
j Ij (2.31)

where fj = [faj , fbj , fcj ]
T . By substituting the current from Eqn. (2.29) and the back-

emf from Eqn. (2.30) into the Eqn. (2.31), the induced torque components become:

τindj =
λj
Rj

{fTj Vj − λjωrj fTj fj} (2.32)

All three terminals of the motor are connected to the RCU as shown in

Fig. 19. The RCU as the motor driver, accepts command to control the motor

according to the motion control objectives set forth for the robot, e.g. following

a desired trajectory. Each phase of the BLDC motor is connected to a PCE that

controls each phase independently. The PCE can control the amount and direction

of the applied voltage to the phase by adjusting the ratio of the applied voltage over

the voltage of the ESE. Therefore, for each phase, the voltage ratio rij = Vij/Vs is the

command applied to the PCE. These ratios constitute the control inputs available for

design.
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Replacing the voltage vector with voltage ratio vector and ωrj = ηj q̇j into

Eqn. (2.32), the induced torque can be rewritten as:

τindj =
λjVs
Rj

(fTj rj)−
λ2
jηj q̇j

Rj

(fTj fj) (2.33)

where rj = [raj , rbj , rcj ]
T is the vector of voltage ratios. Replacing τindj from Eqn. (2.33)

into Eqn. (2.2), combining the result with Eqn. (2.1), and absorbing the terms con-

taining q̈j and q̇j into the left-hand side, yields the following augmented robot-JM

model:

M(q)q̈ + C(q, q̇)q̇ + g(q) = T (2.34)

Comparing Eqn. (2.1) and Eqn. (2.34), the elements of M o and M are the same except

along the diagonal, where Mjj = M o
jj + mjη

2
j . Also C and Co are only different in

the diagonal terms such that:

Cjj = Co
jj + bjη

2
j +

λ2
jη

2
j

Rj

(fTj fj) (2.35)

The components of T = [T1, ..., Tn]T are:

Tj =
λjηjVs
Rj

(fTj rj) (2.36)

2.4.2 Semi-active Virtual Control Strategy

According to Fig. 19, the only adjustable variable in the jth semi-active joint is rj. If

a feedback law for the torques Tj of the augmented model is given, the voltage ratios

can be determined from Eqn. (2.36). To this end, we modify a method called semi-

active virtual control (SVC) introduced in [4] to control semi-active JM connected to

DC motors. The SVC concept is based on using any suitable feedback law for the

torques of the augmented model presented in Eqn. (2.34). The desired torques are
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then matched to the applied voltage ratios, using ESE voltage as feedback. The SVC

methodology is extended for use with BLDC motors as follows:

1. A virtual control law, T v = [T v1 , ..., T vn ]T ∈ Rn, is designed for T in the aug-

mented model of the system in Eqn. (2.34) based on the applicable specifica-

tions, such as tracking, stability, robustness, disturbance rejection and so forth.

2. To enforce the torques prescribed by T v and meet the control objectives, a

solution for rj is sought that satisfies:

T vj =
λjηjVs
Rj

(fTj rj) (2.37)

Note that this virtual control matching is possible as long as there is enough

charge left in the ESE. Exact matching in Eqn. (2.37) will hold whenever the JM

parameters are known precisely and | rij | ≤ 1. The latter condition comes from

the fact that the PCE is non-boosting, i.e., it can apply voltage magnitudes not

exceeding Vs. The modulation law for exact virtual matching is obtained by solving

for the vector of rj from Eqn. (2.37). However, Eqn. (2.37) is underdetermined.

Accordingly, two additional equations are needed. The second equality constraint is

given by Kirchhoff’s current law, which states that the sum of currents in the three

phases is zero, i.e. Iaj + Ibj + Icj = 0 [21]. Using the currents from Eqn. (2.29) and

with some manipulation, Eqn. (2.38) is obtained:

raj + rbj + rcj =
λjηj q̇j
Vs

(faj + fbj + fcj) (2.38)

Together, Eqns. (2.37) and (2.38) form the following equality constraints for

jth semi-active joint:

Aeqjrj = Beqj (2.39)
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where:

Aeqj =

faj fbj fcj

1 1 1

 , Beqj =

 T vj Rj/(λjηjVs)

λjηj q̇j(faj + fbj + fcj)/Vs



The equality constraints involve angular position, angular velocity, ESE volt-

age, and the virtual control torque, which are assumed to be available for feedback.

However, the equality constraints are still underdetermined and can not be solved

explicitly. Optimization based on the power exchange between the ESE and the

BLDC motors will be used in the next sections to resolve control redundancy, with

Eqn. (2.39) as an equality constraint. Specifically, an internal energy balance equa-

tion between the ESE and BLDC motors is obtained to define a cost function for

optimization and final determination of r = [r1, ..., rn]T ∈ R3n.

2.4.3 Internal and External Energy Balance

The internal energy balance describes the power exchange between the BLDC motors

and the ESE, and it can be written as:

VsIs =
n∑
j=1

VT
j Ij (2.40)

where Is is the current of the ESE. It is important to note that, even though Eqn. (2.40)

describes an ideal power transmission, power losses exist in the PCEs. To capture the

inefficiency, we can consider an internal resistance, δr, for each PCE. This resistance

can be fit to input/output measurements of the PCE and then added to the series

resistance Rj of the motor. In the other words, despite the inefficiency in the PCEs,

Eqn. (2.40) can still be utilized, with δr added to the BLDC motor’s phase resistance.

Dividing both sides of Eqn. (2.40) by Vs, substituting Ij from Eqn. (2.29)

into Eqn. (2.40), and using the voltage ratio variable, Vj = Vsrj, and finally taking
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the integral in an arbitrary interval [t1, t2], the internal energy balance can be obtained

after some algebra as:

∆Es =

∫ t2

t1

n∑
j=1

Vs
Rj

(eTj rj − VsrTj rj)dt (2.41)

where ∆Es is the electric energy change in the ESE. The internal energy balance in

Eqn. (2.41) focuses on the electric energy variations of the ESE and does not reveal

any information about the electrical-mechanical energy exchange in the system. An

external energy balance for the whole system provides this information and can be

derived as:

∆ET
m + ΣT

m + Σe + ∆Es = 0 (2.42)

where ∆ET
m and ΣT

m are the total mechanical energy change and mechanical losses of

the robot and the semi-active joints, respectively, Σe represents the Joule (resistance

heating) losses of the semi-active joints and ∆Es is the term related to the energy

stored in the ESE defined in Eqn. (2.41) . The derivation and definition of terms in

Eqn. (2.42) are outlined in the appendix B.

The external energy balance is useful to map energy flows and conversions

in the whole system, characterizing efficiency and losses. The internal energy balance

equation is useful for optimization and finding rj, as explained in the following section.

2.4.4 Optimization Problem

In this research, we consider a primary motion control objective for the robot, such

as following a desired trajectory. Optimization is used to meet this objective while

minimizing energy consumption. We formulate this as an online maximization of

instantaneous regenerative power under the equality constraints, given by Eqn. (2.39).

This is equivalent to the maximum power transfer tracking (MPTT) approach used
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in photovoltaic systems [119]. Here, we focus on tracking of a pre-designed trajectory

in joint space given by some function qd(t). Considering the internal energy balance

in Eqn. (2.41) together with the equality constraints in Eqn. (2.39) and the inequality

constraints | rij | ≤ 1, the following nonlinear optimization problem is formulated:

max
r

δEs = ēT r− rT V̄Rr (2.43a)

such that:


Aeqr = Beq

|r| ≤ 1

(2.43b)

where ē = Vs[
eT1
R1
, ..., eTn

Rn
]T ∈ R3n, V̄R = diag(V̄Rj

) ∈ R3n×3n, V̄Rj
= (V 2

s /Rj)I3×3,

Aeq = diag(Aeqj) ∈ R2n×3n, and Beq = [BT
eq1
, ..., BT

eqn ]T ∈ R2n. Aeqj and Beqj are

defined in Eqn. (2.39) and 1 ∈ R3n denotes a vector of ones. The optimization aims

to maximize, δEs which means reducing the amount of energy draw from ESE, or

even recharging it through regeneration when possible. A value of δEs > 0 indicates

energy regeneration and δEs < 0 indicates energy consumption. The optimization

problem is quadratic in r and the constraints are linear, therefore it can be efficiently

solved online. The structure of online control algorithm is shown in Fig. 20. Note

that δEs is the time derivate of ∆Es in Eqn. (2.42). Maximizing the gradient of the

∆Es(t) is equivalent to increase energy regeneration. Moreover, by maximizing δEs,

we do not need to define any time horizon for the optimization.
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To design the virtual control (T v), any feedback control law compatible

with the desired motion control objectives can be selected. Any properties that

apply to the virtual design such as stability, tracking performance, robustness, etc.

will be propagated to the actual system as long as virtual matching holds precisely,

i.e. T = T v [4]. Exact virtual matching in this case will be obtained provided

there is accurate knowledge of λj, ηj and Rj, since rj is maintained in [−1, 1] by the

optimization algorithm and PCE saturation is prevented.

The saturation problem also may occur by the motion task objective. That

is, the trajectory tracking demands an amount of torque which can not be provided

by the maximum available voltage. In this case, the saturation can be avoided simply

by increasing the voltage of ESE.

2.4.5 Experimental Setup

Two experiments were conducted to assess the optimization problem and the per-

formance of proposed RCU shown in Fig. 19. To this end, we tested the developed

driver using two different BLDC motors. Each motor drives a pendulum which is

compatible with the motor’s characteristics and power. It should be noted that the

reason to use two motors is to ensure that the developed RCU can run various BLDC

motors. In both experiments, each phase of the motor is driven by a four-quadrant,

25 A SyRen motor driver (Dimension Engineering, Hudson, Ohio) (Fig. 21). The

input of all three motor drivers are connected to a common 24 V ultracapacitor

(Maxwell Technologies, San Diego, California) (Fig. 22) with a capacitance of 165 F.

The MicroLabBox (dSPACE GmbH, Paderborn, Germany) (Fig. 23) is used for all

real-time calculations such as: determining the SVC, solving the optimization prob-

lem, applying voltage (control) to motor drives, and data acquisition, monitoring and

logging. The MicroLabBox is supported by the dSPACE RTI 1202 real-time interface

for Simulink.
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Figure 21: Dimension Engineering SyRen 25A 6V-24V Regenerative Motor Driver.

Figure 22: Maxwell Technologies, Ultracapacitor Module.

Figure 23: dSPACE MicroLabBox.

52



Table III: Pendulum and BLDC motor parameters (Experimental setup I).

Parameter Value Unit

Pendulum:

Length 0.337 m

Mass 0.35 kg

BLDC motor:

Gear ratio 33 -

Resistance of each phase 0.695 Ω

Back emf const. of each phase 0.0205 volt/rad/s

In the first experiment, the possibility of practical implementation of the

RCU is validated. In the second experiment, we are seeking for two objectives; val-

idation of RCU with another BLDC motor, and comparing the energy consumption

against an off-the-shelf motor driver. In the following sections, both experiments and

their results are explained.

Experimental Setup I

In the first experiment, the setup of the test is according to Fig 24. An 80-Watt Maxon

(Maxon motor, Switzerland) BLDC gearmotor is used to drive the pendulum. To

calculate the current in each phase, an ACS723 current sensor (Allegro Microsystems,

Worcester, Massachussetts) is used. An optical encoder, connected to the shaft of

the motor, measures the rotation angle and the angular velocity is calculated by

a differentiator filter transfer function. In this experiment, the objective is for the

rotation angle to follow a sinusoidal desired trajectory. The PD controller is chosen

for the virtual torque, τ v, to track the desired trajectory. It should be noticed that

the PD controller is chosen for the sake of simplicity. However, any suitable controller

which is compatible with the motion task can be used, no matter how advanced or

complex. The parameters of the motor and the pendulum are shown in Table III.
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Figure 24: Laboratory experimental setup I. (1) Data monitoring, (2) MicroLabBox
controller, (3) Ultracapacitor, (4) BLDC motor, (5) Optical encoder, (6) Pendulum,
(7) Three motor drivers, (8) Three current sensors

Results for Experiment I

The quadratic objective function in Eqn. (2.43) can be readily minimized, using any

online-implementable solver. Here we utilized Matlab’s mpcqpsolver 1 which is an

online quadratic programming solver. The schematic of online control process is

depicted in Fig. 20. The voltage of the ultracapacitor is measured and fed back

to update the bounds on r during optimization in Eqn. (2.43). The virtual control

output, τ v, is used in the equality constraint in Eqn. (2.43 b), which also needs real-

time capacitor voltage feedback. The data, plots and analysis presented in this section

correspond to the steady oscillation regime achieved by the control system.

In Fig. 25, the actual and desired angles and the joint angular velocities

of the pendulum are depicted, showing achievement of the tracking objective. The

small tracking error is attributed to the use of PID as virtual control for the sake of

1Description of the function can be found in https://www.mathworks.com/help/mpc/ref/

mpcqpsolver.html
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demonstration. More advanced, model-based control methods should achieve smaller

tracking errors.

The applied phase voltages are shown in Fig. 26. For clarity, the applied

voltages to three phases are only shown during a small time period. The shift of

applied voltage is obvious in this figure. It is worth mentioning that the magnitude

of applied voltage in each phase depends on the applied torque by the motor, hence it

depends on the desired trajectory. For various trajectories, the magnitude of voltage

may be different in each phase.

Figure 27 shows the power flow for three phases of the motor. Note that the

positive power indicates an energy flow from the ultracapacitor to the motor drive

(energy consumption) and negative power indicates energy flowing from a phase to the

ultracapacitor (energy regeneration). To study the effect of power flow direction, i.e.

consumption or regeneration, we compare the net power sign and the ultracapacitor

voltage change as shown in Fig. 28. The net power of the three phases is shown in

Fig. 28(a), the ultracapacitor voltage is shown in Fig. 28(b), and the pendulum angle

is shown in Fig. 28(c). For ease of comparison, polynomials are fitted to both the

power and the voltage. Whenever the total net power is negative (under zero level

line), the voltage is increasing and vice versa. For instance, when 3.0 ≤ t ≤ 3.8, the

voltage is increasing which shows energy regeneration during this period. We can

also relate the system joint coordinate to energy regeneration. The non-regenerative

(NR) and regenerative (R) phases of pendulum trajectory are marked by red and

green color, respectively in Fig. 28(c). During the NR phase (2.3 ≤ t ≤ 3.0), there

is no energy regeneration. This phase starts from minimum potential energy level of

the system (q = 0) and continues until the potential energy of the system reaches

its maximum level (|q| = 3 [rad]). The R phase (3 ≤ t ≤ 3.8) starts from maximum

potential energy level and ends when the pendulum reaches its minimum potential.
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Figure 29 shows the time history of the ultracapacitor charge. Overall,

the capacitor has a slow discharging trend, but there are periods of time where the

capacitor is being charged through regeneration as discussed before.

Figure 30 shows Sankey diagrams for the overall energy balance based on

Eqn. (2.42). Energy can be stored in the ultracapacitor only due to changes in

mechanical energy. In Fig. 30(a), the Sankey diagram is depicted for NR phase of

Fig. 28(c). In this phase, the pendulum gains potential energy and its total mechanical

energy (∆ET
m) increases. The energy needed for this phase comes from the ultraca-

pacitor. In Fig. 30(b), the Sankey diagram is depicted for R phase of Fig. 28(c). The

total mechanical energy decreases and the lost energy is converted to electric form

and either dissipated (Σe and ΣT
m) or stored in ultracapacitor (∆Ec).

To conclude the study of first experiment, we define the effectiveness of

energy regeneration as:

ε = 1− ∆ER
∆ENR

(2.44)

where ∆ER and ∆ENR are the system energy consumption with and without energy

regeneration, respectively [34]. ∆ENR is computed by integrating the power flows in

three phases of the motor, assuming all negative power is dissipated (i.e. Pi (Pi ≤ 0) =

0, i ∈ {a, b, c}). We have 0 ≤ ε ≤ 1 where ε = 0 means energy regeneration has zero

effect in reducing the energy consumption and ε = 1 indicates that energy regeneration

achieves the maximum possible reduction in energy consumption. In an experiment

of 78.5 sec. (20 complete cycles), ∆ER = 18.47 J and ∆ENR = 32.12 J which results

in ε = 0.42. This shows approximately 40% reduction in energy consumption due to

energy regeneration.
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Figure 25: Pendulum angle and angular velocity, tracking desired trajectory (qdes =
3 sin(2t)).
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Figure 26: Applied voltage to each phase of the motor.
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Figure 27: Power flows for each phase of the motor.
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Figure 30: Sankey diagram showing the energy balance for the pendulum when fol-
lowing the desired trajectory. (a) The energy balance during non-regenerative (NR)
phase. (b) The energy balance during regenerative (R) phase.
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Experimental Setup II

In the second experiment, we used a pendulum with a mass attached at the tip.

To study the effectiveness of the RCU in comparison to an off-the-shelf regenerative

BLDC motor drive, an experiment on trajectory following was repeated with both

drivers. To drive the pendulum, An 92-Watt Anaheim (Anaheim Automation, Inc.,

USA) BLDC gearmotor was used. The parameters of the pendulum and motor are

shown in Table IV.

For the proposed RCU, henceforth named RCUa, each phase of the motor is

driven by a four-quadrant, SyRen25 motor driver. These devices play the role of PCEs

and provide a good approximation to Eqn. 2.40. The current on the ultracapacitor

side was measured with an ACS712 current sensor (Allegro Microsystems, Worcester,

Massachussetts). The power supply inputs of the 3 Syren25 drivers are connected

in parallel to the ultracapacitor. The motor is equipped with optical encoder and

hall-effect sensors. The encoder, connected to the shaft of the motor, measures the

rotation angle and the angular velocity is calculated by a differentiator filter transfer

function.

For the standard regenerative off-the-shelf motor driver, henceforth named

RCUb, a BE12 brushless PWM servo amplifier (Advanced Motion Controls, USA)

Table IV: Pendulum and BLDC motor parameters (Experimental setup II).

Parameter Value Unit

Pendulum:

Length 0.42 m

Mass of the bar 0.32 kg

Mass of the end weight 0.2 kg

BLDC motor:

Gear ratio 7.5 -

Resistance of each phase 0.32 Ω

Back emf const. of each phase 0.0458 volt/rad/s

Number of poles 4 -

60



1

2

4(a)3
5(a) 6

7

Figure 31: Schematic of laboratory setup. (a) The developed motor driver, (b) The
standard off-the-shelf driver. Wires that transfer charge are shown with solid line
and wires which transfer data are shown with dotted line. 1: Mass at the tip, 2: The
pendulum, 3: The Anaheim BLDC motor and gearbox, 4(a): Optical encoder, 4(b):
The hall-effect sensor, 5(a): SyRen motor drives, 5(b): Brushless PWM servo ampli-
fier 6: ACS712 current sensor, 7: The Maxwell ultracapacitor, 8: The MicroLabBox,
9: The computer

was selected. The same ultracapacitor and current sensor are used for the setup. The

schematic of laboratory setups, for both motor drivers, are shown in Fig. 31. The lab

setup for RCUa is shown in Fig. 32. For RCUa, angle and angular velocity feedback

were used for the virtual control law. The objective was to follow a sinusoidal desired

trajectory, for which a simple PD law was used as illustration. After finding T v, the

virtual command is passed to the optimization block together with position, velocity

and ultracapacitor voltage feedback. Similar to the first experiment, the quadratic

objective function in Eqn. (2.43) is solved by Matlab’s mpcqpsolver.

For RCUb, in order to command the motor driver, we need to find the motor

driver and BLDC motor gain, i.e. the relationship between the generated torque of

the motor and the command voltage to the motor driver. By running an experiment of

measuring the applied command voltage in motor driver versus the generated torque

of the motor, it can be shown that the following relation is true:
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Figure 32: Laboratory experimental setup (1) Pendulum, (2) BLDC motor, gearbox,
and optical/hall sensors, (3) MicroLabBox controller, (4) RCUa, (5) ultracapacitor,
(6) Current sensor, (7) Data monitoring.

T = KVin (2.45)

where T is the generated motor’s torque, K is a constant gain, and Vin is the applied

command voltage from the dSPACE to the motor driver2. Assuming T = T v, after

using a virtual controller to generate T v, the command voltage can be obtained from

Vin = T v/K. Note that Eqn. (2.45) is running in closed-loop. T is obtained and

designed using feedback information.

Results for Experiment II

For the trajectory following and comparison between RCUa and RCUb, the motion

task for the pendulum is to follow a sinusoidal desired trajectory. Both controllers use

a PD control as the virtual controller. The data, plots and analysis presented in this

section correspond to the steady oscillation regime achieved by the control systems.

Figure 33 shows the time histories of the reference trajectory and the actual

2The linear relation is obtained based on the specific motor and motor driver that were used in
the experiment.
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Table V: Tracking accuracy and energy consumption comparison.

Control method RCUa RCUb

RMS of tracking error [rad] 0.0676 0.1012

Capacitor voltage-time Slope [V/s] -7.751e-4 -1.1033e-3

Total withdrawn energy [J] 977.6 1222.1

angles obtained with RCUa and RCUb. The tracking objective is accurately achieved

with both controllers. The small tracking error is attributed to the use of PD as

virtual control for the sake of demonstration. The RMS values of the tracking error

are reported in Table V. It should be noticed that the virtual controllers were tuned

such that the best performance in accuracy was achieved in each case. The virtual

controls are shown in Fig.34. The range of virtual control effort is directly related

to the accuracy of trajectory following. The RCUa method creates a virtual control

which is slightly higher in magnitude than virtual control of RCUb.

For energy consumption comparisons, the ultracapacitor voltage is measured

while tracking the trajectory for five minutes. The change in ultracapacitor voltage

is shown in Fig. 35. This voltage change is indicative of the stored energy change

of Eqn. 2.41. To better evaluate compare discharge rates, a linear fit is applied to a

segment of the data, and the slopes are reported in Table V. The amount of withdrawn

energy from the ultracapacitor is reported in Table V.

To study power flow direction, i.e. energy consumption or regeneration, we

compare the sign of the net power and the ultracapacitor voltage change for pendulum

movements from q = 0 (minimum potential energy) to q = π (maximum potential en-

ergy). The net power from/to the ultracapacitor, the ultracapacitor voltage, and the

pendulum angle are shown in Fig. 36. Polynomials have been fitted to the power and

voltage curves to remove noise and observe the relevant trends. It can be concluded

from the plots that for q : 0 → π, the power is positive and pendulum consumes

energy to reach the highest level of potential. For q : π → 0, power is negative. That
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Figure 33: Pendulum angle time history, tracking desired trajectory of qref = 3 sin(2t).
For clarity, the figure is depicted for a small-time period.

is, energy flows back and is partially stored in the ultracapacitor, showing a voltage

increase. The regenerative phase is marked with green in Fig. 36.

The same plot is depicted for RCUb in Fig. 37. Overall, the same trend

as in Fig. 36 can be detected. However, the power consumption peak is higher in

comparison to RCUa and the voltage increase is negligible. It is shown in Table V

that in terms of energy consumption, RCUa has privilege compare to RCUb.

Figure 38 shows the Sankey diagrams for the overall energy balance based

on Eqn. (2.42). Energy can be stored in the ultracapacitor only due to changes in me-

chanical energy. In Fig. 38(a), the Sankey diagram is depicted for Non-regenerative

(NR) phase of Fig. 36(c). In this phase, the pendulum gains potential energy and its

total mechanical energy (∆ET
m) increases. The energy needed for this phase comes

from the ultracapacitor. In Fig. 38(b), the Sankey diagram is depicted for Regen-

erative (R) phase of Fig. 36(c). The total mechanical energy decreases and the lost

energy is converted to electric form and either dissipated (Σe and ΣT
m) or stored in

ultracapacitor (∆Ec).

To conclude the results in this part, we recall the measure of energy regen-

eration effectiveness in Eqn. (2.44). In an experiment of five minutes using RCUa,
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Figure 34: The generated virtual control (a) RCUa, (b) RCUb.
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Figure 35: Time history of ultracapacitor voltage. (a) Voltage change for RCUa, (b)
Voltage change for RCUb. In both plots, a linear curve is fitted to the data.
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Figure 36: RCUa - (a) Net power in ultracapacitor terminal. (b) voltage of ultra-
capacitor. (c) pendulum angle. The red lines in (a-b) show the fitted polynomial
curve.

∆ER = 977 J and ∆ENR = 1154 J results in ε = 0.15. This shows approximately

15% reduction in energy consumption due to energy regeneration.

2.4.6 Concluding remarks

In this study, a novel regenerative motor driver was introduced, successfully imple-

mented and tested to drive two different BLDC motors. A comparison between the

new motor driver and an off-the-shelf motor driver showed the advantage of the former

motor driver in terms of energy regeneration.

The approach to introduce an augmented dynamics model of robot, JMs

and the BLDC motors, provides the opportunity to introduce a new control scheme

for semi-active joints called virtual control strategy. The proposed motor driver has

the potential to be improved as an off-the-shelf controller and utilized where energy
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(b) The energy balance during regenerative phase.
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saving is a concern. At this stage of research, the proof-of-concept is completed.

Finally, it is important to note that the optimization in Eqn. (2.43) depends

on the virtual control, which in turn depends on a pre-designed desired trajectory that

may not be the best for energy regeneration. It is possible to extend the optimization

problem to search for the optimal trajectories, i.e., q(t), q̇(t), q̈(t), the optimal virtual

control, T v, and the optimal voltage ratios, simultaneously. The new optimization

problem finds the optimal trajectory of the joint coordinates between arbitrary initial

and final points at some specified time. To formulate the new optimization problem,

if we substitute equality constraint of Eqn. (3.26) in Eqn. (2.41), with some ma-

nipulation and simplification, the following optimization problem can be obtained:

max
q,T v ,r

∆Es =

∫ t2

t1

(T v q̇ − rT V̄Rr)dt (2.46a)

such that:



M(q)q̈ + C(q, q̇)q̇ + g(q) = T v

Ar = B

|r| ≤ 1

qt=0 = q0, q̇t=0 = q̇0

qt=f = qf , q̇t=f = q̇f

(2.46b)

where A = In×n⊗ [1, 1, 1] ∈ Rn×3n (⊗ is the Kronecker product), B = [B1, ..., Bn]T ∈

Rn, and Bj = (λjηj q̇j/Vs)(faj + fbj + fcj). The optimal trajectory starts from the

initial condition, i.e. (q0, q̇0), and reaches the final condition, i.e. (qf , q̇f ), and it is

being subjected to two equalities; the augmented dynamic equations in Eqn. (2.34),

and the equality obtained from Eqn. (2.38).

The optimization problem in Eqn. (2.46) is no longer a quadratic program

68



and the solution demands more computational effort. Also, it yields an open-loop

control solution. A separate controller would be required to track this trajectory, as

in [34], or a model predictive control scheme could be implemented.
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CHAPTER III

ENERGY-ORIENTED MODELING AND CONTROL OF

COOPERATIVE ROBOT MANIPULATORS

3.1 Introduction

So far, most research and development has been concerned with utilizing single ma-

nipulators, and much progress has been made in this direction. However, much at-

tention has been devoted to the use of multiple robots for tasks which are impossible

for single robot. Here, we define cooperative robot manipulators (CRM) as multiple

robots which are employed for the manipulation of a common object in a coopera-

tive manner. Using multiple robots can have a significant advantage over a single

robot. Examples are robotic hands [30], multiple-armed devices [81], object assembly

in space [120], etc.

In this chapter, we consider theoretical developments and extensions of a

framework previously established for a single robot in [4]. Here, a motion task is

defined as carrying a payload near a desired trajectory by grasping it using the CRM,

limiting grasping forces and reducing energy consumption. The motion task thus de-

mands a controller which meets the following objectives: 1) Maintaining acceptable

track accuracy of desired trajectories for the position and orientation of the load, 2)

being in compliance with the closed kinematic chain caused by grasping the load,
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and 3) minimizing energy consumption through energy regeneration. A novel con-

troller is proposed based on an impedance relation whose parameters are tuned such

that maximum energy regeneration is provided. It is assumed that all robots and

their corresponding actuators (DC motors) are equipped with regenerative drives (4-

quadrant drives), allowing energy to go back from the robots to the storage element.

Regenerative drives provide an opportunity to harvest the excess mechanical energy

by channeling it back to the source instead of being dissipated [3].

In this work, we use energy consumption criteria to tune the parameters of

the control signal. It worth mentioning that the problem of energy-oriented control

in CRM has received less attention [30, 70, 57]. In these works, a quadratic function

of the control signal is used as the representation of energy consumption. Considering

the utilization of an ESE as the power source in our work, it will be shown that the

quadratic function of the control signal does not represent the energy consumption.

An important part of developing a controller for dynamical systems is study-

ing the stability of close-loop system. The controller stability is studied using the pas-

sivity theorem. Therefore, the first part of our study is devoted to the mathematical

preliminaries needed for studying the passivity of the CRM.

3.2 Notation and Mathematical Preliminaries

In this section, we briefly recall some basic properties and classical results of input-

output stability and passive systems [121, 122]. Denote R+ as the set of non-negative

real numbers, and let Rn be the n-dimensional vector space over R. Define Π as the

set of all measurable, real-valued, n-dimensional functions of time f(t) : R+ → Rn
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and t ∈ R+ and define the sets:

Ln2 , {x ∈ Π| ‖f‖2
2 ,

∫ ∞
0

‖f(t)‖2dt <∞} (3.1a)

Ln∞ , {x ∈ Π| ‖f‖2
∞ , sup

t
‖f(t)‖2 <∞} (3.1b)

with ‖.‖ the standard Euclidean norm. Also, extended spaces are defined as:

Ln2e , {x ∈ Π| ‖f‖2
2,T ,

∫ T

0

‖f(t)‖2dt <∞,∀ T ∈ R+} (3.2a)

Ln∞e , {x ∈ Π| ‖f‖2
∞,T , sup

T
‖f(T )‖2 <∞,∀ T ∈ R+} (3.2b)

Here, Ln2 and Ln2e are inner product spaces. The truncated inner product of two

functions u(t), y(t) ∈ Ln2e is defined as:

〈y|u〉T ,
∫ T

0

uT (t)y(t)dt (3.3)

where the two functions can be related by a dynamical operator, H, such that y =

H(u). The operator H is called causal if the value of output, y, at time t is a function

of the value of input, u, up to time t [122]. In other word, a casual (realizable) system

cannot recognize future. That is, we cannot predict the future of a signal and use

it for analysis in the system. So, basically a difference (differential) equation which

does not have any terms including a future sample makes itself a causal system while

the others are non-causal. Non-causal signal processing is possible from recorded

data, and it cannot be realized in hardware. Only causal systems can be realized in

hardware. For a causal operator, we have the following definitions:

Definition III.1 Let H : Ln2e → Ln2e be a causal dynamic operator and y = H(u) is

the output. Then for some non-negative constants β, ε and δ, and ∀ u ∈ Ln2e, H(.) is
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called Input-Output Strict Passive (IOSP) if:

〈y|u〉T ≥ ε‖u‖2
2,T + δ‖y‖2

2,T − β (3.4)

H is called passive if ε = δ = 0, output strictly passive (OSP) if ε = 0, and input

strictly passive (ISP) if δ = 0 [122].

Definition III.2 The causal dynamical operator H : Ln2e → Ln2e is said to be finite-

gain L2 stable if there are non-negative constants γ0 and β0 such that[123, 122]:

‖y‖2,T ≤ γ0‖u‖2,T + β0 ∀ T ≥ 0 (3.5)

3.2.1 Passivity in Feedback Systems

So far, we have defined the concept of input-output stability for a single causal system.

The results can be extended for the feedback system as shown in Fig. 39. Here we

assume the feedback interconnection is well-defined. That is for r , (r1, r2) and

y , (y1, y2), the mapping y = H̃(r) is causal and H̃ : Ln2e → Ln2e. We elaborate the

following result for the feedback interconnection:

Lemma 1 Consider the well-defined feedback interconnection of two IOSP causal

operator dynamical systems H1 and H2 as shown in Fig. 39. The following inequality

is effective:

c1‖y1‖2
2,T + c2‖y2‖2

2,T ≤ c3‖r1‖2
2,T + c4‖r2‖2

2,T − β̂ (3.6)
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Figure 39: Feedback interconnection with two external inputs.

where:

c1 = {(δ1 + ε2)− γ1

2
− ε2γ4}

c2 = {(δ2 + ε1)− γ2

2
− ε1γ3}

c3 = { 1

2γ1

+
ε1
γ3

}

c4 = { 1

2γ2

+
ε2
γ4

}

for γj > 0, j ∈ {1, 2, 3, 4} and constant β̂ > 0.

Proof. Since H1 and H2 are IOSP, we have:

〈yi|ui〉T ≥ εi‖ui‖2
2,T + δi‖yi‖2

2,T − βi i ∈ {1, 2} (3.7)

From Fig. 39, we have u1 = r1 − y2 and u2 = r2 + y1, therefore:

〈y1|u1〉T + 〈y2|u2〉T = 〈y1|r1〉T + 〈y2|r2〉T (3.8)
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Using the interconnection relations, we can write:

‖u1‖2
2,T = ‖r1‖2

2,T + ‖y2‖2
2,T − 2〈y2|r1〉T

≥ ‖y2‖2
2,T − 2〈y2|r1〉T (3.9a)

‖u2‖2
2,T = ‖r2‖2

2,T + ‖y1‖2
2,T + 2〈y1|r2〉T

≥ ‖y1‖2
2,T + 2〈y1|r2〉T (3.9b)

Using equations (3.7), (3.8), and (3.9), we have the following inequality:

〈y1|r1〉T + 〈y2|r2〉T + 2ε1〈y2|r1〉T − 2ε2〈y1|r2〉T ≥

(δ1 + ε2)‖y1‖2
2,T + (δ2 + ε1)‖y2‖2

2,T − β1 − β2

(3.10)

Using the Cauchy–Schwarz inequality, for any two arbitrary signals r and y, there is

a γ > 0, such that:

〈y|r〉T ≤ ‖y‖2,T‖r‖2,T +
1

2
(

1
√
γ
‖r‖2,T −

√
γ‖y‖2,T )2

≤ 1

2γ
‖r‖2

2,T +
γ

2
‖y‖2

2,T (3.11a)

〈y|r〉T ≥ −‖y‖2,T‖r‖2,T −
1

2
(

1
√
γ
‖r‖2,T −

√
γ‖y‖2,T )2

≥ − 1

2γ
‖r‖2

2,T −
γ

2
‖y‖2

2,T (3.11b)

If we assign γ1, γ2, γ3 as constants for the pair of signals (r1, y1), (r2, y2), and (r1, y2),

respectively, in inequality (3.11a), and γ4 for (r2, y1) in inequality (3.11b), then by

substituting the obtained inequalities in inequality (3.10) and with some simplification

and manipulation, Eqn. (3.6) can be obtained.

Finally, we list two useful standard results:

75



Lemma 2 The feedback in Fig. 39 is finite-gain L2 stable if δ1 + ε2 > 0, δ2 + ε1 > 0

[124].

Theorem 2 Let y = H(s)u, where H(s) ∈ Rn×n is an exponentially stable and

strictly proper transfer function. If u ∈ L2, then y ∈ L2 ∩ L∞, ẏ ∈ L2 and y → 0 as

t→∞. In addition, if u→ 0 as t→∞, then ẏ → 0 [122, 125].

3.3 Cooperative Robot Manipulators Modeling

In this section, we introduce the dynamical model of N cooperative robots carrying

a rigid object by grasping it as shown in Fig. 40. The objective in this section is

to model the robots, the object and to establish the coupling between the robots.

First we build the augmented model of each robot, its joint mechanisms and the DC

motor actuators. Then, based on the augmented model of the individual robots, a

comprehensive model of the cooperative robots is introduced. The object is modeled

assuming to be a rigid object. Finally, the kinematic and dynamic coupling of the

closed chain system is discussed.

To develop the dynamics equations, for the remainder of this paper, unless

otherwise told, the following notations are used: any parameter with subscript i

indicates the parameter for ith robot, i ∈ {1, ..., N}, and subscript ij indicates the

parameter for jth joint of ith robot, j ∈ {1, 2, ..., n}.

3.3.1 Comprehensive Dynamics of Cooperative Robots

We assume there are N non-redundant robots carrying an object by grasping it se-

curely. The dynamics of ith robot, without considering the drive systems, modeled

as:

Do
i (qi)q̈i + Co

i (qi, q̇i)q̇i + gi(qi) = τi + JTi (qi)Fi (3.12)
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Figure 40: Illustration of N robots grasping an object. The coordinate frames at-
tached to the end-effector, robots’ base, load’s center of mass, and arbitrary world
frame are, respectively, Σei, Σi, ΣO, ΣW .
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where qi ∈ Rn is the vector of joint coordinates, Do
i (qi) is the inertia matrix,

Co
i (qi) is the matrix accounting for centripetal and Coriolis effects, gi(qi) is the gravity

vector, Ji ∈ Rn×n is the Jacobian matrix which is assumed to be nonsingular,

Fi = [fTi ,m
T
i ]T ∈ Rn is the vector of forces (fi) and moments (mi) applied by

the object at the end-effector, and τi = [τi1, τi2, ..., τin]T ∈ Rn is the vector of

forces/moments applied at the joints. For ease of notation, we use JTi (qi)Fi , T oext.

All n joints of the robot are considered to be semi-active. A semi-active joint

mechanism (JM) only exchange mechanical power with the robot, and it is connected

to an electric energy storage element source, e.g. an ultracapacitor. We consider

that all semi-active joints of all robots are connected to a common storage element,

as illustrated in Fig 41, and they are regenerative, allowing the power source to be

charged whenever surplus mechanical energy from the robots is available to flow back

through DC motors. Also, in each semi-active JM, the interface torque between the

JM and the jth robot link can be described by:

τij = −Jijn̄2
ij q̈ij − bijn̄2

ij q̇ij + n̄ijτindij (3.13)

where Jij, n̄ij, and bij are the JM moment of inertia, the gear ratio, and friction

coefficient, respectively. τindij = αijIij is the induced torque of the motor, where Iij

is the current in the motor and αij is the motor constant.

By combining the dynamics of robot and JMs, the augmented model of

robot-JMs can be obtained. This can be done by finding τindij . In each JM, an ideal

regenerative four-quadrant power conversion element (motor driver) is used to control

the amount and direction of the applied voltage to the DC motor. Fig. 42 shows the

model of the JM, where the converter voltage ratio is defined as uij = Vij/Vs. With
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this, the applied voltage to a motor can be written as:

Vij = RijIij + aij q̇ij (3.14)

where Rij is the resistance of the motor, and aij = αijn̄ij [3]. By substituting Vij with

uij in Eqn. (3.14) and obtaining the induced torque of motor as a function of voltage

ratio and angular velocity and finally, substituting the induced torque in Eqn. (3.13),

the applied torque can be rewritten as:

τij = −Jijn̄2
ij q̈ij − (bijn̄

2
ij +

a2
ij

Rij

)q̇ij +
aijuij
Rij

Vs (3.15)

Replacing τij from Eqn. (3.15) into Eqn. (3.12) and moving terms containing q̇i and

q̈i from right- to left-hand side, yields the following augmented robot-JM model:

Di(qi)q̈i + Ci(qi, q̇i)q̇i + gi(qi) = Ti + T oext (3.16)

where in the coupled dynamics, Do
i and Di are the same in all elements except in

diagonal elements such that: Di = Do
i +diag(Jijn̄

2
ij), also Ci and Co

i are only different

in diagonal terms such that Ci = Co
i + diag(bijn̄

2
ij + a2

ij/Rij), and Ti = [Ui1, ..., Uin]T ,

where:

Uij =
aijuij
Rij

Vs (3.17)

Finally, by combining the augmented dynamics of all N robots, the comprehensive

dynamics of CRM can be written as:

D(q)q̈ + C(q, q̇)q̇ +G(q) = T + JT (q)F (3.18)

where X = [XT
1 , ..., X

T
N ]T , X ∈ {q,G, T , F} and Y = diag(Y1, ..., YN), Y ∈ {D,C, J},

and JT (q)F , Text.
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Figure 41: Illustration of semi-active joints connection to a single power source.

Figure 42: Semi-active joint setup and its connection to motor driver and ultracapac-
itor.

The following properties of the robot, augmented, and comprehensive dy-

namics in Eqns. (3.12), (3.16), and (3.18), respectively, are required for the subsequent

development [111].

Property 1 Inertia matrix: The inertia matrices Do
i (qi), Di(qi), and D(q) are

uniformly bounded positive definite symmetric matrices.

Property 2 Skew-symmetry: The following matrices are skew-symmetry:

N o
i (q̇i, qi) = Ḋo

i (qi)− 2Co
i (qi, q̇i) (3.19a)

Ni(q̇i, qi) = Ḋi(qi)− 2Ci(qi, q̇i) (3.19b)

N(q̇, q) = Ḋ(q)− 2C(q, q̇) (3.19c)
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Property 3 Boundedness of external torque: T oext and Text are bounded. Par-

ticularly, ||Text|| ≤ T̄

In Property 1, we simply use the physical fact that the inertia matrix, Do
i (qi), is

inherently positive definite (PD). Adding positive terms to the diagonal elements

does not change this property, therefore, Di(qi) is PD. Consequently, D(q) is PD. The

proof for skew-symmetry property of N o
i (q̇i, qi) can be found in [111]. Because the

difference between the terms in N o
i (q̇i, qi) and Ni(q̇i, qi) only appears in the diagonal

elements, the skew-symmetry property would be preserved. Hence, N(q̇, q) is skew-

symmetry. Finally, we assume the external torque in joint space, i.e. T oext, is only a

function of forces/moments applied by the payload, and it is bounded.

3.3.2 Dynamics of the Payload

The dynamics and kinematics of manipulators are coupled because the contact forces

in all robots are interacting through the load. The dynamic coupling effects can be

measured using the dynamics of the load. It is assumed that the mass of object is in

its center of mass at ΣO and the orientation is the orientation of coordinate frame ΣO

as shown in Fig. 40. In the world frame (ΣW ), the translation and rotation dynamics

for the object are:

moI3×3 03×3

03×3 Io


P̈o
ω̇o

+

−mog

ΩoIoωo

 = JTo F , Fo (3.20)

where [P T
o , ω

T
o ]T = [xo, yo, zo, ωx, ωy, ωz]

T is the vector of positions and angular veloc-

ities of the load. I3×3 and 03×3 are the identity and the null matrices, respectively,

mo is the mass of the load, and Io is the moment of inertia about the center of

mass. Ωo is a skew-symmetric matrix, representing the cross product of ωo × Ioωo,

Fo is the vector of all forces/moments applied at the center of mass of load, and

81



JTo = [JTo1 ...J
T
oN

] ∈ R6×6N is called the grasp matrix and defined as:

JTo =

 I3×3 03×3 ... I3×3 03×3

−S(r1) I3×3 ... −S(rN) I3×3

 (3.21)

where ri is the vector from Σei to Σo (see Fig. 40) and S(ri) is a skew-symmetric

matrix, representing ri × Fi. The applied forces/moments by manipulators, F , can

be decomposed to motion-inducing and internal parts as:

F = FM + FI (3.22)

where FM is the motion-inducing part that may balance the object’s dynamics and

FI is the internal part consists of compressive, tensile and torsion forces/moments.

Since FI does not contribute to the motion of the object and has no net force, thus

it spans the null space of JTo . Based on this fact, decomposition as equations (3.23)

can be used to find FM and FI where (JTo )+ is the generalized inverse of JTo [27].

FM ,[F T
M1
, ..., F T

MN
]T = (JTo )+JTo F (3.23a)

FI ,[F T
I1
, ..., F T

IN
]T = (I6N×6N − (JTo )+JTo )F (3.23b)

Using equations (3.23) requires measuring force/moment at the end-effectors. This

can be accomplished by installing a force sensor. To avoid direct measurement of

force/moment, methods based on load distribution are introduced in [77, 81, 82]

3.3.3 Coupling in Cooperative Robots

The dynamics (payload dynamics) and kinematics coupling cause constraint motion

in each robot due to the closed chain configuration of the CRM. The kinematics

coupling is defined as a set of equations, relating the translational and the rotational
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motions of the end-effectors that hold and move the rigid object securely [29]. The

constraints on translational motion are obtained by expressing Po, in Fig. 40, by the

concatenated vectors that connect the origin of Σw to the load’s center of mass, Σo.

The orientation of the end-effectors, Σei, can be described by the orientation matrix

Rei. In the world frame, the translational and rotational constraints are defined as:

POi + Pi(qi) + ri(qi) = POí + Pí(qí) + rí(qí) (3.24a)

Γi(qi)− Γk(qí) = δRíi i, í ∈ {1, ..., N} (3.24b)

where Pi and ri are a function of joints variables and can be determined using robot

forward kinematics. POi is the vector that connects world frame origin to the origin of

the ith robot. Since robots are fixed, POi is assumed to be a constant vector. Γi(qi) is

the vector that expresses the orientation of the ith end-effector, and δRíi is a constant

vector showing the difference between the orientation of the end-effectors at all time

of the maneuver. The orientation matrix, Rei, can be specified in terms of either Euler

angles or quaternion. For example, if Euler angles are used, then orientation can be

defined by three successive rotations about axes of world frame: i.e., φi(qi) about XW ,

followed by θi(qi) about YW and finally ψi(qi) about ZW which constitute roll, pitch

and yaw angles. So the orientation vector is defined as: Γi(qi) = [φi(qi), θi(qi), ψi(qi)]
T .

For N robots, there are N(N − 1)/2 translational constraint vectors, each

constraint contains three independent scalar equations, i.e. constraints in ΣW frame.

Depending on the representation of the orientation, e.g. Euler or quaternion, various

number of scalar constraints can be obtained. For instance, using Euler angles, there

are N(N−1)/2 rotational constraint vectors which can be extracted from the rotation

matrix.

It is worth noting that the object does not add any DOF to the CRM system.
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In fact, all state variables in Eqn. (3.20) can be determined based on state variables

of the robots. The total DOF of the CRM can be determined from:

Total DOF ,
N∑
κ=1

Lκ − Lc (3.25)

where Lκ is the DOF of each robot and Lc is the number of constraints in the system

[126]. For example, if two planar RRR robots grasp a load, then Total DOF ,

{3+3}−3 = 3 or if the connections to object is pin-joint then DOFt = {3+3}−2 = 4

since in the latter example, only position is a constraint and not the orientation due

to pin joint connection. The CRM can be categorized under over-actuated systems

because the number of actuators is more than DOF.

3.4 Control Implementation and Energy Balances

To devise a control scheme for CRM, there are two main consecutive steps. First, we

design a controller to achieve the motion control objective of CRM; moving an object

along a desired trajectory while grasping it securely without any damage to either

object or robots. Second, a relationship is established between the control signal

in the first step and the voltage ratios uij, which are available control inputs. This

arises from the incorporation of storage element voltage feedback Vs in the augmented

model. The voltage ratios uij are adjusted in this work using a method called semi-

active virtual control (SVC) [4]. Using SVC enables us to describe energy exchange

with the storage element and write energy balance equations for the closed system

including robots and storage elements.

3.4.1 Semi-active Virtual Control Strategy

Assume that a motion controller, called virtual control law (τ vij), for Uij in Eqn. (3.18)

has been designed. For τ vij to meet the control objectives for the augmented model, a
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solution for uij is sought that enforces:

τ vij =
aijuij
Rij

Vs (3.26)

To design the virtual control, any feedback law compatible with the desired motion

control objectives can be selected. If virtual matching, i.e. τ vij = Uij, holds at all times,

properties that apply to the virtual design such as stability, tracking performance,

robustness, etc. will be propagated to the actual system. Virtual matching is possible

as long as the storage element has nonzero voltage and it will hold exactly whenever

the power converters are not saturated (e.g., −1 ≤ uij ≤ 1) and there is accurate

knowledge of parameters aij and Rij. The modulation law for exact virtual matching

is obtained by solving for uij from Eqn. (3.26).

The SVC technique uses Vs as feedback information in the virtual matching

of Eqn. (3.26). This approach permits the formulation of control laws and energy

balance equations without the need for a model of the storage element. Devices such

as ultracapacitors and batteries have complex and uncertain models.

3.4.2 Internal and External Energy Balance

The internal energy balance describes the power exchange between the semi-active

joints and power storage element. Assuming there is no power lost during power

exchange between the power source and DC motors, the input/output energy balance

for the motor drives can be written as:

VsIs =
N∑
i=1

n∑
j=1

VijIij (3.27)

where Vs and Is are the voltage and current of the power storage, respectively. Di-

viding both sides by Vs, substituting current from Eqn. (3.14) into Eqn. (3.27), and
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taking the integral in the time interval [0, T ], the internal energy balance equation

can be obtained as follows:

∆Es =

∫ T

0

(q̇TT v − (T v)TRaT v)dt (3.28)

where ∆Es is the electric energy change in the power storage, T v = [(τ v1 )T , ..., (τ vN)T ]T ,

τ vi = [τ vi1, ..., τ
v
in]T , and Ra = diag(Rij/a

2
ij) ∈ RnN×nN . The electric energy, Es is

assumed to be a positive-definite function of the power storage charge y, i.e. Es =

Es(y). We assume during a maneuver, there is enough charge in the storage element

for maneuver execution. An example of a power source is the ultracapacitor. All

results obtained in this section can be used interchangeably for virtual control design

using an ultracapacitor as power source, i.e. Vs , Vcap. Furthermore, for a simple

model of the ultracapacitor, the dynamics of charge can be obtained as:

ẏ =
C

y

N∑
i=1

n∑
j=1

τ vij q̇ij −
Rij

a2
ij

(τ vij)
2 (3.29)

where C is the capacitance. Using Eqn. (3.29) and taking the integral between any

two arbitrary times t1 and t2, the internal energy balance can be obtained as:

∆Es =
y2(t2)− y2(t1)

2C
(3.30)

An external energy balance for CRM can be derived as:

Wext = ∆Ec + ∆ETot
m + ΣTot

m + Σe (3.31)

where Wext is the work done by external forces/moments, ∆ETot
m is the change in the

mechanical energy of CRM, ΣTot
m is the mechanical losses, and Σe is the resistance

heating (Joule) losses [3]. The derivation and definition of terms in Eqn. (3.31) is
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outlined in Appendix C.

The external energy balance is useful to map energy flows and conversions in

the CRM, characterizing efficiency and losses. The internal energy balance equation

is useful for optimization, as explained in the following sections.

Using the external energy balance, the following so-called passivity prop-

erties of the CRM can be obtained. Here, we just present two main results. Note

that we do not use the following results in developing the proposed controller in this

chapter.

Property 4 SVC & passivity: SVC preserves the passivity of the system with

respect to the virtual control design.

Proof. The extended dynamics of robots and storage unit in Eqns. (3.18) and (3.29)

is: 
D(q)q̈ + C(q, q̇)q̇ +G(q) = T + Text

ẏ = C
y

(q̇TT v − (T v)TRaT v)
(3.32)

Here we assume the ultracapacitor is fully charged at time t1, the beginning of the

maneuver, and at time t2, end of the maneuver, enough energy left in it. Therefore, the

desired torque is equal to applied torque. The external energy balance in Eqn. (3.31)

is:

Wext = ∆Es + ∆ETot
m + ΣTot

m + Σe (3.33)

We start by rewriting the resistance heating losses in Eqn. (C.11), using Eqn. (C.2),

as:

Σe =

∫ t

0

{(T v)TRaT v + q̇TR−1
a q̇ − 2q̇TT v}dt (3.34)
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Combining ∆Ec and Σe, we have:

Wext = ∆ETot
m + ΣTot

m +

∫ t

0

{q̇TR−1
a q̇ − q̇TT v}dt (3.35)

Taking the last term of integral to the left-hand side, using the fact Σm ≥ 0 and

assuming Em , H, we can write:

∆H , H(t)−H(0) ≤
∫ t

0

q̇T (ξ)T̄ (ξ)dξ (3.36)

where T̄ = T v + Text is the sum of applied forces/moments. It is important to note

that if T v 6= T , then passivity in Eqn. (3.36) is no longer valid. T v is a virtual signal

that is not applied to robots. However, if it is equal to the actual applied torque to

the robots, Eqn. (3.36) is effective. Also, the proposition is valid when Text = 0, e.g.,

a single robot without any interaction with the environment.

Furthermore, to keep the safety of robots and the load, it is desired to realize the

passivity of robots with respect to the external force/moments.

Property 5 The external torque & passivity: The extended dynamics in Eqn. (3.32)

is input strict passive with respect to the input/output pair 〈Text|q̇〉T .

Proof. The external energy balance in Eqn. (3.31) is:

Wext = ∆ETot
m + ∆Es + Σ (3.37)

In Eqn. (3.37), the total energy change in the system is ∆E = ∆Em + ∆Es and the

dissipation term, Σ = ΣTot
m + Σe, is positive. Therefore, in the view of Eqns. (C.10)
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Figure 43: Control scheme to control CRM in joint space, using impedance relation
and SVC.

and (C.11), we have:

∆H + δ0

∫ t

0

‖q̇(ξ)‖2
2,tdξ ≤ Wext (3.38)

where δ0 is a positive value related to generic friction and gear ratio. The above

inequality can be written as the following passivity condition:

∆H ≤
∫ t2

t1

q̇T (ξ)Text(ξ)dξ − δ0

∫ t

0

‖q̇(ξ)‖2
2,tdξ (3.39)

3.5 Control Scheme

In this study, the motion task is defined as following a desired trajectory closely but al-

lowing deviations from the desired trajectory to limit the interaction forces/moments

that could damage the robots or payload. This can be captured by requiring all

internal signals in a feedback control loop to be bounded, which is conveniently

achieved with the passivity and L2 stability tools. Therefore, a control scheme based

on impedance relation is developed to accomplish the motion task. Impedance control

enforces a compliant behavior to avoid large values of contact force/moment [27, 28].

This technique is particularly useful in CRM since there is interaction between robots

and the load.
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The proposed control scheme is according to Fig. 43. We assume the load’s

center of mass is following a pre-designed desired trajectory in world space. That

is, the translational and rotational information of center of mass are P d
o and Rd

o,

respectively.

For the ith robot, the end-effector’s desired position (P d
i ), orientation (Rd

ei),

linear velocity (Ṗ d
i ), angular velocity (ωdei), proportional linear acceleration (P̈ d

i ), and

angular acceleration (ω̇dei) can be calculated using:

P d
i = P d

o −Rd
ori

Rd
ei = Rd

o

Ṗ d
i = Ṗ d

o + S(Rd
ori)ω

d
o

ωdei = ωdo

P̈ d
i = P̈ d

o + S(ωdo)S(Rd
ori)ω

d
o + S(Rd

ori)ω̇
d
o

ω̇dei = ω̇do

(3.40)

where S(.) is the matrix performing cross-product and Rd
o is a matrix transformation

that transfers ri from object’s frame (Σo) to the frame attached to the ith end-effector

(Σei) [28]. Using translational and rotational information of the end-effector, from

Equation. (3.40), kinematics of the robot, and any inverse kinematics technique, the

desired position (qdi ), velocity (q̇di ) and acceleration (q̈di ) of joints, can be obtained

[111, 28]. The desired states in joint space along with the actual states and the

interaction force between robots and the payloadare used in the impedance relation to

calculate the virtual control, T v. The SVC uses the power source voltage information

to regulate the virtual control and creates the actual control signal.

Note that in the case of non-redundant cooperative robots, obtaining the
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desired values is relatively easy. For the non-redundant robots, desired velocities are

determined with:

q̇di = Ji(q
d
i )
−1
Ẋd
ei (3.41)

where Ẋd
ei = [(Ṗ d

i )T , (ωde1)T ]T and Ji(q
d
i ) is the Jacobian of the robot. Differentiating

Eqn. (3.41) and solving for q̈di , yields:

q̈di = Ji(q
d
i )
−1

(Ẍd
ei − J̇i(qdi )q̇di ) (3.42)

to find the desired acceleration of joints.

3.6 Impedance Control

When there is an interaction between robot and environment and force-position re-

lation is of concern, control based on impedance relation could be the best approach.

The idea of designing a controller based on an impedance relation was first introduced

by Hogan [127, 128]. Impedance control includes regulation and stabilization of robot

motion by establishing a mathematical relationship between the interaction forces and

the robot trajectories. The general format of this relationship can be described by a

non-homogeneous nonlinear ordinary differential equation (ODE) as:

G(t, x̃, x̃′, · · · , x̃m) = F (t) ∀ t ≥ 0 (3.43)

where x̃ ∈ Rn is the states vector of error defined in a general coordinate, and it

is a function of reference and actual states, x̃m , dmx̃/dtm, and F (t) ∈ Rn is the

interaction force/moment defined in the same reference frame as states vector. It is

common to use coordinate transformation to define all variables of Eqn. (3.43) in the

same desired reference frame. The states vector is usually defined as the difference

between reference and actual states. It is possible that in different orders of derivation,
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x̃ may or may not be a function of both reference and actual states. Since the

introduction of the impedance control concept, various mathematical relations have

been introduced. The most prevalent form is a second-order linear ODE (analogous

to a forced spring-mass damper system) as:

Mx̃′′ +Bx̃′ +Kx̃ = F (t) (3.44)

where M , B, and K are inertia, damping, and stiffness matrices, respectively, here

called gain matrices which are positive definite and could be constant, function of

time and states or defined accordingly as the dynamics of a robot. Non-diagonal

gain matrices introduce coupling in the impedance relation, e.g. between translation

and rotation movement [86]. However, they are usually chosen as constant diagonal

matrices, which is equivalent to consider linear damper and spring. The linearity

of the damper and spring can be replaced by a nonlinear relation. For example, a

nonlinear spring can be substituted instead of Kx̃ term [84]. It is worth mentioning

that an inherent weakness of establishing a simple impedance relation as Eqn. (3.44),

is its approach to model the interaction between force and motion which does not

account for the transient interval of motion, e.g. from free to constraint motion [129].

3.6.1 Impedance Control as Virtual Controller

The characteristics of an impedance control problem are given as a relationship be-

tween a desired trajectory and a desired dynamics. In this sense, the system is

forced to establish a mathematical relationship between the interaction forces and

the position error. To design the virtual control, we enforce the following relationship

introduced in [125]:

lim
t→∞

M ¨̃q +B ˙̃q +Kq̃ = Text (3.45)
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where q̃ = qd − q and the inertia (M), damping (K), and stiffness (K) are diagonal

positive-definite matrices called gain matrices here, and all parameters are defined

for each robot accordingly. Here we defined the limit of desired dynamics as time

approaches infinity equals external torque. The advantage of this approach is to

account for the transition phase when the actual dynamics needs to match itself to

the desired dynamics. Therefore, any sudden movement or increase in the applied

torque can be avoided.

To achieve the objective in Eqn. 3.45, we define an auxiliary error as:

ζ = q̃ − [p2M + pB +K]−1Text (3.46)

where p = d/dt. It is easy to verify that if ζ converges to zero, the desired impedance

in Eqn. (3.45) is achieved. Therefore, we define the following variables:

S = −(ζ̇ + Λζ) (3.47a)

q̇r = q̇ − S (3.47b)

where Λ is a diagonal positive definite matrix. Finally, the virtual torque can be

calculated using:

T v = D(q)q̈r + C(q, q̇)q̇r +G(q)−KDS − Text (3.48)

where KD is a positive definite matrix. From a practical point of view, q̇r and q̈r in

equation. (3.48) can be implemented by:

q̇r = q̇d + Λq̃ − (pI + Λ)[p2M + pB +K]−1Text (3.49a)

q̈r = q̈d + Λ ˙̃q − p(pI + Λ)[p2M + pB +K]−1Text (3.49b)
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which shows that the implementation of the controller does not require the measure-

ment of the acceleration.

Practical Implementation of the Controller

To implement the controller, we need to calculate force filter in Eqn. 3.48. Because

the impedance gains are diagonal, part of desired torque calculation, i.e. determining

q̇r and q̈r, can be done separately for each joint. Here we consider the analysis only

for one joint. All the results in this section can be generalized for all joints in the

robots. Lets define the following equation:

y = [p2M + pB +K]−1Text (3.50)

where y = [yT1 , . . . , y
T
N ]T ∈ RnN and yi = [yi1, . . . , yin]T . The state space representa-

tion of Eqn. (3.50) is:

Ż = AZ +BText (3.51)

where Z = [yT
...ẏ
T

]T = [y11, . . . , y1n, . . . , yN1, . . . , yNn, ẏ11, . . . , ẏ1n, . . . , ẏN1, . . . , ẏNn]T ∈

R2nN . The state transition and input matrices are defined as:

A =

 0nN×nN 1nN×nN

−M−1K −M−1B

 , B =

0nN×nN

M−1


where 0nN×nN is a null matrix and 1nN×nN is the identity matrix. Therefore, the

response can be calculated as:

Z(t) = eAtZ(t0) +

∫ T

0

eA(T−t)BTextdt (3.52)

where Z(t0) is the initial value of the defined states. The above analytical solution
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gives y and ẏ. Hence, ζ and ζ̇ in Eqn. (3.46) can be calculated as:

ζ = q̃ − y, ζ̇ = ˙̃q − ẏ (3.53)

and S in Eqn.(3.47a) can be determined based on these values. Also, q̇r and q̈r can

be calculated by:

q̇r = q̇d + Λq̃ − (ẏ + Λy) (3.54a)

q̈r = q̈d + Λ ˙̃q − (ÿ + Λẏ) (3.54b)

Finally, the desired control can be computed accordingly.

Theorem 3 Consider the auxiliary error in Eqn. (3.46) and S in Eqn. (3.47a). Then

the followings hold:

1. S ∈ L2

2. ζ ∈ L2 ∩ L∞, ζ̇ ∈ L2

3. ζ → 0 as t→∞.

4. q, q̇ ∈ L2e and bounded.

and therefore, the closed-loop system is L2 finite gain stable.

Proof. (a) Assuming T v = T , by substituting Eqn. (3.48) in Eqn. (3.18), the closed-

loop system is obtained as:

D(q)Ṡ + [C(q, q̇) +KD]S = 0 (3.55)
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We choose the following Lyapunov function candidate for the closed-loop system:

V (t) =
1

2
STD(q)S (3.56)

Differentiating Lyapunov function with respect to time and with some manipulation

and simplification, it yields:

V̇ (t) = −STKDS (3.57)

Equations (3.56) and(3.57) imply that S is asymptotically stable and therefore S ∈

L2.

(b,c) Using the definition of S in Eqn. (3.47a), ζ and its derivative can be written

as:

ζ = −(pI + Λ)−1S (3.58a)

ζ̇ = −p(pI + Λ)−1S (3.58b)

where (pI + Λ)−1 describes a strictly proper, exponentially stable transfer function

[123]. Using Theorem 2 and the fact that S ∈ L2, we conclude ζ ∈ L2 ∩ L∞, ζ̇ ∈ L2,

and hence ζ → 0 as t→∞. The fact that auxiliary error, ζ, converges to zero, shows

the objective of achieving the desired impedance relation in Eqn. (3.45).

(d) By taking the derivative of both sides of Eqn. (3.46) and rearranging the terms,

we have:

q̇ = q̇d − ζ̇ − p[p2M + pB +K]−1Text (3.59)

Using Eqn. (3.58b), Eqn. (3.59) can be represented in a feedback interconnection form

as depicted in Fig 44(a). Here we define ENV(q̇) as a passive operator that maps q̇

to Text. The environment (load) is passive because the object is assumed to be a pure
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Figure 44: (a) Feedback interconnection with one external input. (b) Transformation
of interconnection to two external inputs.

mass that is held by grasping. Since it is passive, we can write:

〈Text|q̇〉T ≥ −β̃ (3.60)

It can be easily shown that the operator H̄2 , p[p2M + pB + K]−1 is only

passive. Therefore, this feedback loop does not reveal any information about bound-

edness of signals and it is inconclusive. By performing the loop transformation tech-

nique [122, 121], the equivalent interconnection can be presented as Fig 44(b). In this

figure, the virtual environment operator (H1) is composed of passive environment as

represented by Eqn. (3.60) and a feed forward term. So it is an ISP system with the

following property:

〈y1|q̇〉T ≥ −β̃ + λB‖q̇‖2
2,T (3.61)

where λB > 0 is the smallest eigenvalue of the gain matrix B. The operator H2 ,
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pB[p2M + K]−1, which maps u2 to y2, is only passive. By comparing Fig 44(b) and

Fig 39, and using Eqn. (3.4), we can conclude that ε1 = λB, ε2 = δ1 = δ2 = 0. Based

on Lemma 1, we can write:

c̄2‖y2‖2
2,T ≤ c̄3‖q̇d − ζ̇‖2

2,T + c̄4‖ζ̇ − q̇d‖2
2,T − ¯̄β (3.62)

where c̄i can be always chosen as positive numbers. It was shown that ζ ∈ L2 and

also using the fact that desired trajectory is bounded, we can conclude q̇d, ζ̇ ∈ Ln2e.

Therefore, the right-hand side of Eqn. (3.62) is in Ln2e and so is the left-hand side,

i.e. y2 ∈ Ln2e and bounded. Consequently, all signals inside the loop are bounded, i.e.

q̇, Text, y1, u2 ∈ Ln2e.

In particular, ∃ T̄ such that ||Text|| ≤ T̄ . The impedance relation as a

function of the auxiliary error in Eqn. (3.46), can be rewritten as:

Mÿ +Bẏ +Ky = Text (3.63)

where y = q̃ − ζ. It can be shown that all solutions of Eqn. (3.63) comply with the

inequality:

max(‖ẏ‖2,T , ‖y‖2,T ) ≤ C−κt
√
‖ẏ0‖2 + ‖y0‖2 +

CT̄
κ

(3.64)

where C is a constant, κ > 0, and ẏ0, y0 are the initial conditions [130]. Because the

right-hand side of Eqn. (3.64) is monotonically decreasing and tends to a finite value

and ζ ∈ L2, we have q ∈ Ln2e.
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3.7 Optimization problem

We aim to find the impedance gains, B and K, that maximize the energy regeneration

given the pre-designed references used in the impedance relation of 3.45. Maximizing

∆Es in Eqn. (3.30) means less amount of energy is drawn from the storage element.

A value of ∆Es > 0 indicates energy regeneration and ∆Es < 0 indicates energy con-

sumption. Considering constant impedance parameters first, we define the damping

and stiffness gains as: 
B = Bc + B̄

K = Kc + K̄

(3.65)

where Bc and Kc are fixed and B̄ and K̄ are limited within an upper- and lower-

bounds. The optimization is aimed to find B̄ and K̄ such that ∆Es is maximized.

Considering Eqn. (3.30) and the constraints in Eqn. (3.24), a static optimization

problem is formulated as:

max
B́,Ḱ

∆Es =

∫ T

0

(q̇TT v − (T v)TRaT v)dt (3.66a)

subject to:



I : Pi(qi) + ri(qi) = Pí(qí) + rí(qí)

II : Γi(qi)− Γk(qí) = δRíi i, í ∈ {1, ..., N}

III : −VsāR ≤ T v ≤ VsāR

IV : LBB ≤ B́ ≤ UBB

V : LBK ≤ Ḱ ≤ UBK

(3.66b)

where the conditions I and II are the translational and rotational constraints, con-

dition III is derived from Eqn. (3.26) and the fact that −1 ≤ uij ≤ 1. āR =

Vec(aij/Rij) ∈ RnN and Vec(.) represents the vectorization operator which creates a

column vector by stacking aij/Rij for all joints. The lower- and upper-bound for the
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damping and stiffness gains are indicated in conditions IV and V, respectively. These

bounds determine the search area for the gains. The problem can be solved with

a variety of suitable methods, such as the genetic algorithm used in the simulation

example.

3.8 Variable Impedance Control

The optimization in Eqn. 3.66 searched for constant values of impedance gain during

the motion task. It is possible to look for variable gains, i.e. B(t) and K(t). Variable

impedance shows better versatility when there is interaction with environment, and

it has been shown to have better performance [92, 30, 93, 91, 101]. Optimal variable

gains may result in further reductions in energy consumption.

If the damping and stiffness gains are time-varying matrices constrained to

be positive definite, the relation between y2 and u2 in Fig. 44(b) can be written in

the format of a linear time-varying system as:

Ẋ (t) = A(t)X (t) + Bu2(t) (3.67a)

y2(t) = C(t)X (t) (3.67b)

where

A(t) =

 0 1

−M−1K(t) 0

 ,B =

 0

M−1

 ,C(t) =

[
0 B(t)

]

In the above matrices, 0 ∈ RnN×nN is a null matrix and 1 = diag(1) ∈ RnN×nN is a

diagonal matrix.

Variable gains may result in the loss of passivity in the desired impedance

relation [92]. However, we establish a result providing conditions to preserve passivity

in the time-varying case:
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Theorem 4 The states of the system are bounded and passivity is guaranteed if the

following condition is satisfied:

λ < 2λ2
B (3.68)

where λB is the smallest eigenvalue of B(t), λ is the largest eigenvalue of Ṗ (t) +

P (t)A(t) + AT (t)P (t), and P (t) = P T (t) is a positive-definite matrix defined as:

P (t) =

K(t) 0

0 MB(t)

 (3.69)

Proof. We assume B(t) and K(t) are bounded, diagonal, positive definite matrices,

therefore P (t) is a continuous and bounded positive-definite matrix. Henceforth, to

be concise, we will neglect writing the temporal argument. To study the passivity of

the time varying linear system in Eqn. (3.67), the following storage function and its

temporal derivative can be considered [131]:

V =
1

2
X TPX (3.70a)

V̇ =
1

2
X T{Ṗ + PA + ATP}X + X TPBu2 (3.70b)

Integrating V̇ in the time interval [0, T ] gives:

∫ T

0

V̇(ξ)dξ = V(t)− V(0) ≥ −V(0) (3.71)

Substituting Eqn. (3.70b) in the above inequality results in the following inequality:

∫ T

0

[
1

2
X T{Ṗ + PA + ATP}X + X TPBu2]dξ ≥ −V(0) (3.72)
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Because PB = CT , assuming P̄ = Ṗ + PA + ATP , we have:

∫ T

0

1

2
X T P̄Xdξ +

∫ T

0

yT2 (ξ)u2(ξ)dξ ≥ −V(0) (3.73)

where:

P̄ =

 K̇ K −KTBT

KT −BK MḂ

 (3.74)

To study the passivity of input/output in the above inequality, we study three cases

of P̄ being negative-definite (ND), positive-definite (PD), and indefinite (ID).

1) In case of ND, the integral including P̄ is negative, so inequality (3.73) can be

written as:

〈y2|u2〉T ≥ −V(0) (3.75)

which proves the passivity of the system and therefore, Theorem 3 and its results are

valid.

2) In the case of PD, because P̄ > 0, passivity can not be concluded directly from

Eqn. (3.73). In this case, we consider the following inequalities:

λ

2

∫ T

0

X TXdξ ≤
∫ T

0

1

2
X T P̄Xdξ ≤ λ

2

∫ T

0

X TXdξ (3.76)

where λ > 0 and λ are the smallest and biggest eigenvalues of P̄ , respectively. Also,

in the view of output in Eqn. (3.67b), we can write:

λB

∫ T

0

X TXdξ ≤
∫ T

0

X TCTCXdξ ≤ λB

∫ T

0

X TXdξ (3.77)

where λB > 0 and λB are the smallest and biggest eigenvalues of C, respectively.
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From equations (3.76) and (3.77), the following inequality can be resulted:

λ

2

∫ T

0

X TXdξ ≤ λ

2λB

∫ T

0

yT2 y2dξ (3.78)

Using the above inequality together with inequality (3.73), we have:

〈y2|u2〉T ≥ −V(0)− λ

2λB
‖y2‖2

2,T (3.79)

From Lemma 1 and in the view of closed-loop interconnection in Fig 44, we know the

lack of passivity in output of one system can be compensated by passivity in input

of the other system. In other word, if δ2 + ε1 > 0, then all results in Theorem 3 are

valid. Therefore, from equations (3.61) and (3.79), the passivity is guaranteed if:

λB −
λ

2λB
> 0⇒ λ < 2λ2

B (3.80)

3) In the case of ID, using the fact that an indefinite matrix has at least one positive

eigenvalue and at least one negative eigenvalue, we can assume that λ > 0 and all

results for PD case are valid for ID case.

In conclusion, the gain matrices can vary as long as inequality (3.80) is sat-

isfied. If the change, i.e. sign of K̇ and Ḃ, leads to a ND value for P̄ , inequality (3.80)

is automatically satisfied, and the passivity is preserved. If the change leads to PD

value for P̄ and inequality (3.80) is effective, system stays passive. If none of above

happens and change leads to an ID P̄ , having inequality (3.80) would be enough for

the passivity. Note that the variation of damping matrix does not affect the passivity

of H1 in the interconnection of Fig. 44(b).
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3.9 Simulation

To simulate CRM system using the proposed impedance control, two identical RRR

planar robots are considered. The robots are grasping a rigid rod as shown in Fig. 45.

It is assumed the actuators in the robots are DC motors and all joints are powered

using an ultracapacitor as storage element. The robots’ and the rod’s parameters are

given in Table VI.

Figure 45: Setup for two identical cooperative robots carrying a load. The world frame
is attached to the base of the left robot. The distance between robots is d0 = 0.8 m
and robots are placed on the same level. (.)ij represents any parameter for the jth
joint of ith robot.

The motion task objective is defined as moving the load’s center of mass

(CM) from initial position, (x, y)0, to final position, (x, y)f , along a pre-designed

desired trajectory. The final condition is relaxed to allow for a search of the optimal

Table VI: The parameters for two identical robots and the object (rod).

Parameter Value Unit

Robot:

1st, 2nd, and 3rd arm lengths [0.425,0.39,0.13] m

1st, 2nd, and 3rd arm masses [8.05,2.84,1.37] kg

DC motor resistance 0.4 Ω

DC motor torque constant 0.07 Ω

DC motor gear ratio 50 -

Rod:

Mass 5 kg

Length (L0) 0.5 m
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Table VII: Parameters of genetic algorithm.

Parameter Value

Initial population size 50

Max. No. of generation 30

Crossover probability 0.75

Mutation rate 0.02

impedance gains. Accordingly, a set has been defined as:

IS = {po(t)| ||po(t)− pdo(tf )|| ≤ εf} (3.81)

where po(t) is the position of the load’s CM, pdo(tf ) is the final desired position, ||.|| is

the Euclidean norm, and εf is a scalar boundary. It is assumed that the motion tasks

starts from the initial position, and it is accomplished whenever the final position

enters the IS set. After finishing the maneuver, the payloadwill be detached from

the robots.

The desired object trajectory is based on a quintic polynomial and consists

of moving the object 0.4 m in the x direction, -0.4 m in the y direction, and a

rotation of zero degrees in 1 s. The desired trajectories in joint space is obtained

using equations 3.40.

The fixed inertia, damping, and stiffness impedance gains are selected as

M = diag(18), Bc = diag(197.5), and Kc = diag(825). Note that the same parameters

are selected for both robots. The optimization in Eqn. 3.66 is solved using genetic

algorithm (GA). The optimization searches for 12 variables (one damping and one

stiffness gain for each joint). The upper- and lower-bounds for the damping and

stiffness gains in each joint are −22 ≤ B̄ij ≤ 22 and −75 ≤ K̄ij ≤ 75, respectively.

The values and types of GA operators of this study are given in Table VII.
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The optimization gives the following impedance gains as optimal values:

B1 =


176.1 0 0

0 178.0 0

0 0 181.0

 , B2 =


175.6 0 0

0 176.8 0

0 0 176.3



K1 =


752.9 0 0

0 754.2 0

0 0 763.6

 , K2 =


756.4 0 0

0 761.2 0

0 0 755.1


where subscripts 1 and 2 denote the matrix for the first and second robot (in Fig. 45,

the robot on the left is named robot 1 and the right one is called robot 2). Figures 46

and 47 show the time histories of the reference trajectory and the actual angles for

both robots. The reference trajectories are closely tracked due to the relatively high

value chosen for Kc. The 2D movement is depicted in Fig. 48 and the virtual controls

are shown in Fig.49.

The power consumption in each joint is shown in Fig. 50. Positive power

indicates power consumption by the joint and negative power shows energy regenera-

tion. The energy consumption and regeneration is more pronounced in the first joint

of each robot.

Figure 51 shows the Sankey diagrams for the external energy balance of

Eqn. 3.31. Most of the energy needed to accomplish the motion task was recovered

from the potential energy difference between the initial and final positions. This

is a direct consequence of maximizing energy regeneration. To study the effect of

energy regeneration, we conclude the results by defining the effectiveness of energy

regeneration as [3]:

ε̄ = 1− ∆ER
∆ENR

(3.82)
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Figure 46: The actual and desired joint angles for Robot #1.

where ∆ER and ∆ENR are the system energy consumption with and without energy

regeneration, respectively. ∆ENR is computed by integrating the power flows in all

joints, assuming any negative power is dissipated (i.e. Pij (Pij ≤ 0) = 0). We

have 0 ≤ ε̄ ≤ 1 where ε̄ = 0 means energy regeneration has zero effect in reducing

the energy consumption and ε̄ = 1 indicates that energy regeneration completely

reduces energy consumption. For the condition of simulation, ∆ER = 9.69 J and

∆ENR = 25.84 J results in ε̄ = 0.62. This shows approximately 60% reduction in

energy consumption due to energy regeneration.
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Figure 47: The actual and desired joint angles for Robot #2.

Figure 48: Movement in 2D. Frames are captured in each 0.05 s.
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Figure 49: Virtual torques applied to the robots.

Figure 50: Power in each joint.
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Figure 51: Sankey diagram showing the energy balance for the CRM when following
the desired trajectory.

3.10 Concluding Remarks

In this research, a framework is established for controlling cooperative robots and

executing the motion task of moving a object along a desired trajectory. A compre-

hensive model of an augmented dynamics of the robot, JMs and the motors, provides

the opportunity to introduce a new control scheme for semi-active joints called virtual

control strategy (SVC). Based on SVC, any suitable control approach can be utilized

to control the motion task in CRM. Here we used the concept of impedance control

to devise the control scheme. The controller was studied and developed for two cases;

constant damping and stiffness gains in the impedance relation; and variable gains.

For both cases, the input/output passivity tool was used to analysis the stability.

Moreover, an optimization was introduced to obtain an energy-oriented

impedance control. The optimization finds the best impedance gains such that the

energy extraction from the power source is minimized. Using a simulation example,

it was shown that energy regeneration can occur during the motion task, and it has

huge effect in terms of energy saving.
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The experimental evaluation of this research is left as the future work of

this research. Also, another possible future work is to find an energy-optimal path

for moving the object from point to point, which requires forming an optimization to

find the optimal trajectory.
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CHAPTER IV

CONCLUSION

4.1 Statement of Contributions

In this dissertation, we started with the hypothesis of the possibility of energy regener-

ation in two distinct areas: 1) Robots actuated by BLDC motors, and 2) cooperative

robot manipulators. We set three main aims as stated in Section 1.4.

Aim 1: Design a controller based on BLDC motor current regulation.

In chapter II, we extended the framework in [4] to investigate the energy

regeneration in BLDC motors. The motion task was defined as following a reference

trajectory. First, we obtained the augmented model of the robot-JMs and placed a

controller in the control loop to design a desired torque, demanded by the robot, to

follow the reference trajectory. Moreover, we introduced the dynamics of the BLDC

motor in the d-q frame, which shows the dynamics of the current in each axis of the

frame as a function of the input voltage to each axis, using the PWM technique.

Furthermore, we assumed an inverter is used to provide the input voltage, and it is

connected to an ESE. To model the energy consumption in the ESE, we used the

input/output power transmission between the motors and the ESE, assuming the
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inverter is ideal. Using the power equality, the energy consumption in the ESE was

modeled as a function of the axis currents in the motor and the desired torque. We

used an analytical optimization tool, constrained optimization of functional, to find

the optimum value of the power consumption with respect to the axis currents. The

solution to the optimization was obtained as two quartic polynomials, each containing

the solution to the optimal current in each axis. We showed that between the two

solutions for each polynomial, only one solution is valid. The proof was introduced in

Section 2.3.6. The provided solution could be easily implemented online, using any

off-the-shelf inverter.

In this work, we compared the optimal solution with a sub-optimal solution.

As we mentioned in Chapter 2, the sub-optimal solution converts the BLDC motor to

acts like a DC motor. So, the control objective would be much easier to implement.

The answer to the question of if the optimal solution is worth using, depends on

the amount of energy that can be saved in comparison to the sub-optimal solution.

Theoretically, the optimal solution shows better energy consumption, however, an

experiment must be done to verify the theory. Also, in this part, we did not study

the stability of the proposed control scheme. The guarantee of stability is an impor-

tant step in developing new control schemes. It is expected to provide some details

regarding the stability.

Publication:

• Ghorbanpour, A., & Richter, H. (2018, September). Control with optimal energy regeneration

in robot manipulators driven by brushless dc motors. In Dynamic Systems and Control Conference

(Vol. 51890, p. V001T04A003). American Society of Mechanical Engineers.

Aim 2: Design a controller based on BLDC motor voltage regulation.
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In chapter II, for the second aim, we investigated the energy regeneration

in BLDC motors. The primary objective for this aim was the proof of the concept

of designing a motor driver which has superiority compare to an inverter, in terms

of energy regeneration. To this end, we used the dynamics of the BLDC motor in

the a-b-c frame to establish a relation between the applied voltage to the motor and

the current in the motor. Since the induced torque of the motor is a function of

the current, hence a function of the applied voltage, we presented the torque as a

function of the voltage. By using a motor driver for each phase of the motor, which

controls the amount and direction of the applied voltage to the phase, we were able

to present the induced torque of the BLDC motor as the function of three motor

drivers’ command signals, each connected to one phase of the motor. By forming

the augmented model of the robot, JMs and, the motors which contain the induced

torque of the motor, an SVC methodology was introduced to represent the motor

drivers’ command signals as the function of virtual control, which seeks the motion

objective task. Furthermore, we obtained the energy consumption of the ESE as a

function of command signals. Consequently, by optimizing the energy function with

respect to the command signals, we could simultaneously optimize the energy and

find the commands to the BLDC motors. The concept was tested in the CRML lab

and its ability in energy regeneration was compared to an off-the-shelf driver. The

introduced motor driver shows better performance in terms of energy regeneration.

The results proved our hypothesis that the motor driver can perform better when it

comes to energy regeneration. The result of this aim is the proof of the concept to

design a motor driver.

Even though we presented a method to control BLDC motors, which has

the potential to be modified and presented as an off-the-shelf motor drive, there

are further investigations that need to be taken to complete the work. First, the

method was tested on a simple pendulum. The ability of motor driver should be
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tested on more complex dynamical systems, e.g., robot manipulators. Second, the

DC motor drives used in this study may not be the best solution to incorporate in

the motor driver. The level of inefficiency, accuracy, etc. of the drivers is unknown

and their compatibility to support the complex BLDC motor needs more research.

We observed phenomenons for which we could not provide a simple explanation. For

instance, when the level of voltage in the ultracapacitor is low, energy regeneration

occurs more frequently. It was not clear if what we observed was related to the

efficiency of the motor driver or the internal structure of the ultracapacitor.

We provided a clear path to introduce a new concept for the BLDC motor

driver. There are some questions left for future work which can improve the work.

Once the concept is completed and clear details are provided, the proof-of-concept

can be converted to a commercialized device.

Publication:

• Ghorbanpour, A., & Richter, H. (2020, October). Energy-Optimal, Direct-Phase Control of

Brushless Motors for Robotic Drives. In Dynamic Systems and Control Conference (Vol. 84270, p.

V001T05A006). American Society of Mechanical Engineers.

• Ghorbanpour, A., & Richter, H. A Novel Concept for Energy-Optimal, Independent-Phase Con-

trol of Brushless Motor Drivers, ASME Letters in Dynamic Systems and Control, (Accepted)

Aim 3: Develop a comprehensive model for CRM and design an impedance-

based energy-oriented controller.

In chapter III, we extended the framework previously developed in [4] to

study energy regeneration in cooperative robots. We set the motion task objective

as moving an object, grasp rigidly by multiple robots, along a desired trajectory. To

model the dynamical system, a comprehensive model of the robots’dynamics, all JMs,
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and DC actuators was formed. It was assumed that the robots are powered using a

single ESE. The SVC control technique was utilized to decouple torque control from

actuator control. For torque control and also simultaneously control the motion, an

impedance-based controller was chosen. The controller parameters were tuned based

on the optimization of ESE energy consumption. The problem demands stability

study, which was done using passivity theorem and related theorems for passive sys-

tems. In particular, we developed Lemma 1 and Theorem 3 to study the stability of

devised controller. Furthermore, we established the theorem for variable impedance

control where the damping and stiffness gains of the controller are variable.

The presented work for the third aim in this dissertation is a framework

for future development based on the provided materials. Indeed, the system model-

ing and devising a controller was the hardest part to figure out in our research. It

is worth mentioning that, an over actuated dynamical system is usually difficult to

model. Also, as we mentioned in the literature review, enormous control methods

have been introduced for CRM. Deciding the best control approach, which complies

with our main objective of energy minimization, needs more investigation. Even

though we provided the fundamental theory, backed by the passivity tool, there are,

yet some questions that need to be addressed. For example, the variable impedance

gain may not be practical as it is an open-loop solution and vulnerable to uncertain-

ties. This shortcoming can be overcome by providing closed-loop solutions such as

Model Predictive Control (MPC).

Publication:

• Ghorbanpour, A., & Richter, H. Energy-Optimal Impedance Control of Cooperative Robot Ma-

nipulators, J. Dyn. Sys., Meas., Control., (under review)
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4.2 Future Perspectives

In this dissertation, we presented control schemes specifically designed for energy

optimization in the robotic systems. We developed an analytical solution for current

regulation in BLDC motors, a proof-of-concept study to introduce a motor driver

(voltage regulation) for BLDC motors, and a framework for energy-oriented control

based on impedance relation in cooperative robots. The research requires further

study and evaluation, which we present here.

For the current regulation control of BLDC motor, we assessed the results

using MATLAB-SIMULINK. Even though, everything was precisely modeled, e.g.,

the inverter switches, the study needs further investigations aligned with the presented

control scheme. Therefore, the following topics are recommended:

• Testing the proposed control in the lab. The next step in verification and

validation of the proposed work is applying the controller to an actual robotic

system. Because the optimization only requires finding and comparing the roots

of polynomials, it can be easily implemented online.

• Studying the effect of PWM frequency on energy regeneration. As

mentioned before, the PWM sampling time is important as it forms the switch-

ing pattern duration, hence affects the parameters in Eqns. (2.5) and (A.2).

There is no direct evidence on how the sampling time can change the energy

regeneration, so a future topic for studying this problem seems worth investing.

For the voltage regulation, the following topics are recommended:

• Finding the optimal trajectory. The solution to the non-quadratic opti-

mization problem in Eqn.(2.46) can be used to find the optimal path in terms

of the lowest energy consumption.
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• Modeling the back-emf function. The back-emf, fij(Pθrj/2), in Eqn. (2.30)

was modeled as a sinusoidal function in this study. However, studies showed

that this function has a shape which is neither sinusoidal nor trapezoidal, as

usually utilized in modeling [118]. Since the back-emf is presented in both

augmented model and optimization function, therefore an accurate modeling

seems to be necessary for achieving better control performance.

• Improving the internal energy balance equation. In this study, the inter-

nal energy balance was obtained to model the energy change in the ultracapac-

itor as a function of system states and parameters. The main reason not using

any model for the ultracapacitor is the difficulty in the ultracapacitor model-

ing due to the internal complexity. Therefore, Eqn. (2.41) is an estimation of

the energy change in the ultracapacitor. By investing in the modeling of the

ultracapacitor, it is possible to obtain more accurate function to optimize. It is

also plausible that other criteria, e.g, ultracapacitor impedance, can be used for

better energy regeneration. In this regard, studying the conditions when energy

regeneration happens, i.e., direction of current is toward the ultracapacitor from

the system, seems to be a promising future work.

• Studying the effect of inverter switching on the ultracapacitor. As

stated in Section 2.3, the inverter applied certain levels of voltage to the motor

and the switching causes applying a discontinuous voltage function in time.

Therefore, the switching creates a wide bandwidth of ultracapacitor voltage

as seen in Fig. 35b. This can be compared with small bandwidth of voltage

variation in Fig. 35a. It is not clear how the instantaneous voltage change may

affect the capacitor impedance, lifetime, etc. So a study on how switching effect

the ultracapacitor seems to be necessary.
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• improving the angular velocity measurement. In this study, the angular

velocity was calculated using a differentiator filter transfer function of the form:

T (s) =
s

1 + αs
(4.1)

where α << 1. This is the simplest and easiest way to calculate the angular

velocity from the data of the encoder. Using the filter has the disadvantage of

carrying the noises which may cause in motor malfunction since ωr exist in the

optimization and augmented model. It is recommended to use more advance

methods such as Kalman filter to eliminate the noise and get the angular velocity

as accurate as possible.

Finally, for the cooperative research, the following topics can improve the work and

verify the validity of our framework:

• Experimental verification. The first and most important future work is

implementing the controller in the lab. The developed controller needs force

sensor at the end-effectors to measure the applied force/moment by the object to

the robots. Also, accurate system identification is required to run the impedance

controller.

• Adaptive control application. Based on the literature [125], the developed

controller has the potential to design an adaptive controller compensating for

the uncertainties in the dynamical system.

• Path planning problem. A path planning problem to find the optimal path in

the sense of minimum energy consumption can be formulated and solved based

on the framework introduced in this dissertation. To this end, the work space

of cooperative robots needs to be identified. It is possible that cooperation
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between robots eliminates singularities in the workspace. However, it needs

more investigation.

• Passivity study. The passivity theorem can be well-fitted in other researches.

The developed Lemma and theorem in chapter 3 are useful tools which can be

utilized for studying the stability of other dynamical systems.
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APPENDIX A

OUTLINE OF SPACE VECTOR PULSE WIDTH MODULATION

Note that the space vector pulse width modulation (SVPWM) is done in αβ frame.

Given a set of desired voltages, the SVPWM technique calculates the optimum switch-

ing pattern to ensure that the desired voltages are obtained at the output of the

inverter. The state of each switch, i.e. on/off position, and the time period for each

position are to be determined [45]. Note that it suffices to calculate the on/off states

of only three switches, since they are paired. To implement SVPWM, the first step

is to use Park’s transformation, Eqn.2.8, where the desired abc frame voltages, i.e.

v∗A, v
∗
B and v∗C , can be transformed to dq frame to obtain V ∗q and V ∗d . In the dq frame,

the magnitude, |V ∗|, and angle, ]V ∗, relative to the d-axis of a desired voltage vector,

V ∗, can be obtained using:

|V ∗| =
√
V ∗q

2 + V ∗d
2 , ]V ∗ = atan(V ∗q /V

∗
d ) (A.1)

The vector of V ∗ is defined in dq space and SVPWM can generate it based

on its location. The dq space is divided into six equal regions shown in Fig. 52. In

this figure, vectors Vk, k ∈ {0, 1, .., 7}, are obtained from combinations of switches.

There are eight different combinations, shown in Table VIII where each combination

is represented with a vector. For example V0 can be achieved if switches 4,6 and 2

are ON and 1,3 and 6 are OFF which makes A,B and C parameters equal to zero.

Space vectors Vkk ∈ {1, ..., 6} are called active state vectors and V0, V7 are called zero

state vectors. Since zero state vectors represent zero output voltage, they are located

in the origin but active vectors each produce some level of Vdc that can be calculated

from Eqn. 2.5.

As an example, assume that V ∗ is located in section I as shown in Fig. 52.
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Table VIII: Switching States

Switching state (ABC) ON switches Voltage space vector

000 4-6-2 V0

100 1-6-2 V1

110 1-3-2 V2

010 4-3-2 V3

011 4-3-5 V4

001 4-6-5 V5

101 1-6-5 V6

111 1-3-5 V7

This vector can be synthesized by using the nearest two neighboring active vectors

and zero vectors. For this case, V ∗ can be synthesized by V1, V2, V0 and V7. It

should be noted that to minimize the switching frequency, both zero state vectors

should be used [45]. Having the desired voltage vector and its location, and from

the fact that it can be produced with these four vectors, the next step is to assign

an appropriate time period for each state vector. This can be done using the equal

volt-second principle [2]. Based on this principle, the product of the desired voltage

and switching time, Ts, must be equal to the product of the applied voltage vectors

and their application time, assuming that the desired voltage remains fixed during the

switching interval Ts [45]. If the desired voltage vector is located in sector k, then Vk,

Vk+1, V0 and V7 are the assigned output voltage states for a period of Ts. Note that

for section VI assigned output voltage states are V6, V1, V0 and V7 . It can be shown

that the sequence of assigned voltage state vectors for each sector is made according

to Fig. 53 [2]. Based on this figure, synthesis always starts with V0 for T0/2 of time,

then Vk is active for Tk/2 of time and then Vk+1 for Tk+1/2 time. The value of Vk and

Vk+1 can be found from Table VIII. After these two active vectors, V7 is active for T7

seconds. The sequence continues with Vk+1, Vk and V0, forming a symmetric shape

shown in Fig. 53.
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Figure 52: Voltage space vector locations corresponding to different switching states.

Figure 53: Diagram of switching pattern for SVPWM [2].

 Tk

Tk+1

 =

√
3Ts
Vs

 sin(kπ
3

) − cos(kπ
3

)

− sin( (k−1)π
3

) cos( (k−1)π
3

)


V ∗d
V ∗q


T0

T7

 =
1

2

Ts − Tk − Tk+1

Ts − Tk − Tk+1


(A.2)

The effective times of each space vector can be calculated from Eqn. A.2, where k

is the sector number. Having the active time of each vector and assigning a suitable

sampling period, an output voltage is generated that follows the reference input.
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APPENDIX B

EXTERNAL ENERGY BALANCE IN ROBOT ACTUATED BY BRUSHLESS

DC MOTORS

We start by obtaining Joule losses in terms of the virtual control. The Joule

losses due to resistance in the BLDC motor of jth semi-active joint (LRj
) can be

obtained from:

LRj
= RjI

T
j Ij (B.1)

By substituting the current with voltage and back-emf from Eqns. (2.29) and using

Eqns. (2.30), (2.32), and (3.26) to present the Joule loss as a function of the virtual

control, after some manipulation and simplification, we get:

LRj
=
V 2
s

Rj

rTj rj +
λ2
jη

2
j q̇

2
j

Rj

fTj fj − 2T vj q̇j (B.2)

By taking the integral of both sides for the time interval [t1, t2], the following equation

can be obtained directly:

∫ t2

t1

{−LRj
+
λ2
jη

2
j q̇

2
j

Rj

fTj fj − T vj q̇j}dt =

∫ t2

t1

{T vj q̇j −
V 2
s

Rj

rTj rj}dt (B.3)

In the view of Eqns. (2.41) and (3.26), we can write:

∆Es =
n∑
j=1

∆Esj (B.4)

where

∆Esj =

∫ t2

t1

{T vj q̇j −
V 2
s

Rj

rTj rj}dt (B.5)

Equation (B.5) can be obtained by substituting Eqns. (2.30, 3.26) in Eqn. (2.41).
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From Eqn. (B.3) and Eqn. (B.5) the following equation can be resulted:

∆Esj =

∫ t2

t1

{−LRj
+
λ2
jη

2
j q̇

2
j

Rj

fTj fj − T vj q̇j}dt (B.6)

Also, from Eqns. (3.13, 3.26), the relationship between τj and T vj can be expressed

as1:

τj = −mjη
2
j q̈j − (bjη

2
j +

λ2
jη

2
j

Rj

fTj fj)q̇j + T vj (B.7)

Multiplying both sides of this equation by q̇j yields:

τj q̇j = −mjη
2
j q̈j q̇j − (bjη

2
j +

λ2
jη

2
j

Rj

fTj fj)q̇
2
j + T vj q̇j (B.8)

The kinetic energy of the actuator is expressed as Kj = 1
2
mjη

2
j q̇

2
j . So by taking the

integral of both sides of Eqn. (B.8), below equation is obtained:

∫ t2

t1

{τj q̇j}dt =

∫ t2

t1

{−dKj

dt
− (bjη

2
j +

λ2
jη

2
j

Rj

fTj fj)q̇
2
j + T vj q̇j}dt (B.9)

Finally, using Eqn. (B.9, B.6) we can conclude:

∫ t2

t1

τj q̇jdt = −∆Esj −
∫ t2

t1

LRj
dt−

∫ t2

t1

{dKj

dt
+ bjη

2
j q̇

2
j}dt (B.10)

To derive Eqn. (2.42), we start by writing the overall energy balance for the robotic

manipulator: ∫ t2

t1

(
n∑
j=1

τj q̇j)dt = ∆E◦m + Σ◦m (B.11)

where the term on the left hand side is the work done by the semi-active joints, ∆E◦m

is the change in mechanical energy, and Σ◦m is the dissipated mechanical energy in

1Note that τ = [τ1, ..., τn]T
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the system. Replacing semi-active joints work by Eqn. (B.10), results:

∆ET
m + ΣT

m + Σe + ∆Es = 0 (B.12)

where

∆ET
m = ∆E◦m +

n∑
j=1

∆Kj

ΣT
m = Σ◦m +

n∑
j=1

∫ t2

t1

bjη
2
j q̇

2
jdt

Σe =
n∑
j=1

∫ t2

t1

LRj
dt

(B.13)

The total mechanical energy change and the mechanical losses of the robot can be

determined based on the system’s states and parameters. The change in the charge

of the supercapacitor can be easily measured using the voltage value at its terminal.

Finally, the Joule loss is a function of resistance and current. The resistance is an

available parameter and current can be measured using current sensor.
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APPENDIX C

EXTERNAL ENERGY BALANCE IN COOPERATIVE ROBOT

MANIPULATORS

We start by obtaining Joule losses in terms of the desired control. The Joule

losses due to resistance in motor of ijth semi-active joint is:

LRij
= RijI

2
ij (C.1)

Substituting current and uij from Eqns. (3.14) and (3.26), respectively, and

after some manipulation and simplification, we get:

LRij
=
Rij

a2
ij

(τ vij)
2 +

a2
ij q̇

2
ij

Rij

− 2τ vij q̇ij (C.2)

Eqn. (3.15) expresses the relation between τij and τ vij. Multiplying both

sides of this equation by q̇ij yields:

τij q̇ij = −mijn̄
2
ij q̈ij q̇ij − (bijn̄

2
ij +

a2
ij

Rij

)q̇2
ij + τ vij q̇ij (C.3)

The kinetic energy of the actuator is expressed as Kij = 1
2
Iijn̄

2
ij q̇

2
ij. So

Eqn. (C.3) can be simplified as:

τij q̇ij = −dKij

dt
− (bijn̄

2
ij +

a2
ij

Rij

)q̇2
ij + τ vij q̇ij (C.4)

Replacing a2
ij q̇ij/Rij from Eqn. (C.3) and rearranging the result and taking
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the integral from t1 to t2 of both sides of obtained equation gives:

∫ t2

t1

(τ vij q̇ij −
Rij

a2
ij

(τ vij)
2)dt =∫ t2

t1

(−dKij

dt
− τij q̇ij − LRij

− bijn̄2
ij q̇

2
ij)dt

(C.5)

On the other hand, using ∆Ec from Eqn. (3.30), we can write:

∆Es =
N∑
i=1

n∑
j=1

∆Esij (C.6)

where:

∆Esij =

∫ t2

t1

(τ vij q̇ij −
Rij

a2
ij

(τ vij)
2)dt (C.7)

Using Eqns. (C.5) and (C.7), it can be concluded:

∆Esij =

∫ t2

t1

(−dKij

dt
− τij q̇ij − LRij

− bijn̄2q̇2
ij)dt (C.8)

To derive Eqn. (3.31), we start by writing the overall energy balance for

CRM: ∫ t2

t1

q̇TT dt+

∫ t2

t1

q̇TTextdt = ∆E◦m + Σ◦m (C.9)

where the first term on the left-hand side is the work done by the semi-active joints,

the second term is the work done by the external forces and moments (Wext), ∆E◦m

is the total change in mechanical energy, and Σ◦m is the dissipated mechanical energy

in the system. Also T is defined as the vector of all applied forces/moments and

Text = JT (q)F is the vector of external forces/moments, i.e. the forces/moments

applied by the load.

If we write Eqn. (C.5) for all joints in CRM and substitute in Eqn. (C.9),
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results:

Wext = ∆Es + ∆ Ẽm + Σ̃m + Σe (C.10)

where

∆ Ẽm = ∆E◦m +
N∑
i=1

n∑
j=1

∆Kij

Σ̃m = Σ◦m +
N∑
i=1

n∑
j=1

∫ t2

t1

bijn̄
2
ij q̇

2
ijdt

Σe =
N∑
i=1

n∑
j=1

∫ t2

t1

LRij
dt

(C.11)
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