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Abstract 

Robust, Fair and Accessible: Algorithms for Enhancing Proteomics 
and Under-Studied Proteins in Network Biology

SERHAN YILMAZ

This dissertation presents a comprehensive approach to advancing proteomics 
and under-studied proteins in network biology, emphasizing the development of 
reliable algorithms, fair evaluation practices, and accessible computational tools. A 

key contribution of this work is the introduction of RoKAI, a novel algorithm that in-
tegrates multiple sources of functional information to infer kinase activity. By cap-
turing coordinated changes in signaling pathways, RoKAI signifcantly improves ki-
nase activity inference, facilitating the identifcation of dysregulated kinases in dis-
eases. This enables deeper insights into cellular signaling networks, supporting tar-
geted therapy development and expanding our understanding of disease mecha-
nisms. To ensure fairness in algorithm evaluation, this research carefully examines 
potential biases arising from the under-representation of under-studied proteins 
and proposes strategies to mitigate these biases, promoting a more comprehen-
sive evaluation and encouraging the discovery of novel fndings. Additionally, this 
dissertation focuses on enhancing accessibility by developing user-friendly com-
putational tools. The RoKAI web application provides a convenient and intuitive 

interface to perform RoKAI analysis. Moreover, RokaiXplorer web tool simplifes 
proteomic and phospho-proteomic data analysis for researchers without special-
ized expertise. It enables tasks such as normalization, statistical testing, pathway 

enrichment, provides interactive visualizations, while also ofering researchers 
the ability to deploy their own data browsers, promoting the sharing of fndings 
and fostering collaborations. Overall, this interdisciplinary research contributes 
to proteomics and network biology by providing robust algorithms, fair evaluation 

practices, and accessible tools. It lays the foundation for further advancements in 

the feld, bringing us closer to uncovering new biomarkers and potential therapeu-
tic targets in diseases like cancer, Alzheimer’s, and Parkinson’s. 
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1 Introduction 

1.1 Goals and focus of this work 

This work focuses on the development of algorithms and computational tools 
various inference and predictive modeling tasks in the context of cellular signaling 

with the ultimate goal of expanding the existing knowledge-base on proteomics, 
phospho-proteomics and network biology. Throughout this work, the following 

aspects are given a notable emphasis in the design of the developed methods: 

• Robust: Building reliable models that are resistant to missing data and 

gaps in collective human knowledge. Chapter 2 and 3 has a particular 
focus on this aspect. 

• Fair: Ensuring fairness in the validation of the algorithms, uncovering any 

potential biases, and making sure under-studied proteins are not under-
represented in the evaluation. This is the main focus in Chapter 4. 

• Accessible: Making the analyses and the developed algorithms accessible, 
easily understandable and applicable, facilitating the adoption of new 

techniques. For this purpose, several web tools†,‡,§ are developed in this 
work. Particularly, Chapter 5 focus on this aspect. 

†https://rokai.io 
‡https://yilmazs.shinyapps.io/colipe
§http://explorer.rokai.io 
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3 Introduction 

1.2 Organization of the thesis 

The organization of the proposed thesis is as follows: 

• Chapter 1 (this chapter): Describes the motivation and signifcance be-
hind the work, and summarizes the contents of each chapter. 

• Chapter 2: Describes an algorithm named RoKAI for performing robust 
inference of kinase activity using functional networks. This work is pub-
lished in Nature Communications145. 

• Chapter 3: Describes the co-phosphorylation (Co-P for short) networks as 
an additional resource that can be helpful in the context of proteomics for 
the prediction functional networks such as kinase-substrate interactions 
and pathway memberships. This work is published in Bioinformatics6. 

• Chapter 4 (titled "Are under-studied proteins under-studied? How to fairly 

evaluate link prediction algorithms") focuses on link prediction tasks 
in network biology. It demonstrates a bias toward "rich", well-studied 

proteins in the commonly used evaluation settings of link prediction 

algorithms and describes strategies to prevent the under-studied proteins 
from being under-represented in the evaluation. 

• Chapter 5 (titled "Making Proteomics Accessible: RokaiXplorer for in-
teractive analysis of phospho-proteomic data."). This chapter presents 
RokaiXplorer, an interactive web tool aimed at addressing the lack of 
user-friendly solutions for analyzing and visualizing proteomics and 

phospho-proteomics data. RokaiXplorer’s objective is to enhance ac-
cessibility to statistical analyses in this feld by providing a streamlined 

processing and visualization platform. It ofers a comprehensive set of 
modules for data normalization, statistical testing, enrichment analy-
sis, kinase activity inference, and interactive visualizations, catering to 

researchers without specialized expertise. 



4 Introduction 

1.3 Background and Signifcance 

This section serves as a brief introduction to the key concepts that are necessary 

to understand the cellular signaling systems and phospho-proteomics. 

1.3.1 Post-translational modifcations 

Post-translational modifcation (PTMs) are one of the prominent mechanisms reg-
ulating the cell activity through dynamic coordination of the signaling networks134. 
A PTM occurs when an aminoacid on a protein is modifed through a (typically 

enzymatic) chemical reaction after the protein is translated by the ribosome15. 
So far, hundreds of diferent PTM types are identifed9. Among all known PTM 

types, some notable ones include: phosphorylation, glycosylation, ubiquitination, 
methylation and acetylation. 

1.3.2 Phosphorylation 

Phosphorylation is one of the most studied PTMs with the most available resources 
due to (i) its prevalence in the eukaryotic signaling system, (ii) availability of 
efective biochemical enrichment techniques, (iii) and the historical aspect of 
being one of the frst identifed PTMs9. There are several key functions of protein 

phosphorylation including glycolysis, protein degradation, regulating protein-
protein interactions, and enzyme inhibition/activation64. 

Phosphorylation occurs with the addition of a phosphoryl group (PO- ) to an 3 

amino acid (Figure 1.1a). The amino acid position in whichthe phosphorylation oc-
curs is called a phosphorylation site or phosphosite for short. Like most PTMs, the 

protein phosphorylation requires the presence of some specialized enzymes called 

kinases catalyzing the chemical reaction. Note that, these kinases themselves are 

also proteins and they can contain phosphosites which may alter the activity of 
the kinase. Whereas, the amino acid on a phosphosite that a kinase phosphory-
lates is commonly referred as a substrate. Although there are technical diferences 
between a substrate and a phosphosite, we generally use them interchangeably in 
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this study. For clarity, we refer a phosphosite as a substrate only in the context of a 

kinase. 
Note that, a kinase does not act on all phosphosites on the phospho-proteome. 

There are hundreds of known kinase classes, each phosphorylating only a small 
subset of substrates. Moreover,our knowledge of human phospho-proteome is still 
far from complete97, even though there are thousands of known kinase-substrate 

interactions47. Thus, to be able to fully understand the signaling pathways regu-
lated though phosphorylation, it is imperative to frst characterize the kinases and 

the substrates they act upon. 

1.3.3 Mass spectrometry 

Mass spectrometry (MS) is an analytical technique that allows the large-scale iden-
tifcation and quantifcation of phosphorylation profles of cells and tissues53. MS 

ofers a rapid way of obtaining rich phosphorylation data, typically with thousands 
of identifed sites28. Moreover, in addition to measuring phosphorylation levels, 
mass spectrometry can also be used to measure the protein abundance150. 

1.3.4 MS-based phospho-proteomics data 

Raw Counts: The raw (single sample) MS-data contains a count for each identifed 

phosphosite indicating the abundance of a mono-phosphorylated peptide (Fig-
ure 1.1b). Thus, a higher count indicates a greater evidence of phosphorylation. 
However, these values are not normalized and there is no baseline level to com-
pare to. Therefore, with the raw counts, it is hard to interpret what constitutes a 

sufcient evidence for a site to be considered phosphorylated. 
Fold Changes: To obtain a baseline, the phosphorylation levels of a case sample 

(e.g., from a cancer patient) are typically compared to a control sample (e.g., from a 

healthy patient). The normalized phosphorylation profle of MS-data (Figure 1.1c) 
is typically provided as fold change of the phosphorylated peptide abundances 
between case and control samples. For example, a fold change of 2 indicates two 

times as high abundance in the case sample compared to the control sample. 
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Figure 1.1. (a) Illustrating the phosphorylation of serine amino acid. (b) Single sample
phosphosphorylation profle, containing raw counts (in the range [0, ∞]) obtained from 
mass spectometry. (c) Normalized phosphorylation profle for a case sample of interest.
The normalized phosphorylation is typically provided as logarithmic fold changes (in the 
range [−∞, ∞]) relative to a control sample. 
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1.3.5 Available Resources in the context of Proteomics 

This section describes the main datasets and resources that are used in the context 
of proteomics and phospho-proteomic data analysis. 
Kinases and Kinase-Substrate Interactions. The up-to-date information about 
the known kinases can be obtained from KinBase80. Whereas, there are several 
databases containing annotated and/or predicted kinase-substrate interactions 
such as PhosphoSitePlus (PSP)47, Phospho.ELM32, PhosphoPoint141,HPRD106 and 

Signor105. Some of these databases (like PSP) are quite stringent in the interactions 
they include i.e., they include only annotated interactions that are experimentally 

validated. Whereas, some (like Phospho.ELM) also include predicted interac-
tions. The predicted interactions are typically obtained by using NetworkKin 

algorithm46,78. The NetworkKin algorithm predicts new kinase-substrates based 

on motif similarity and proximity on protein-protein interaction (PPI) network. 
The intuition here is that if two sites are functionally and/or structurally similar, 
then a kinase phosphorylating one of them may also phosphorylate the other. 
Protein-centric functional information. There are several datasets that provide func-
tional information on the protein level: STRING128 provides protein-protein in-
teraction (PPI) networks indicating proteins that physically interact. Whereas, 
KEGG56,57, Reactome25, Netpath55 andMSigDB75 databases provide information 

about pathways. That is, these pathway databases describe causal links between 

proteins (or other functional units) that are typically experimentally validated. 
Phosphosite-centric functional information. There are a few datasets providing 

functional information on the phosphosite level: PTMsigDB65 provides informa-
tion about sites that are on the same pathway, PTMcode90 provides information 

about co-evolved sites, and Phomics94 provides information about sites that 
are on an activation loop of a kinase. The sites of the activation loop of a kinase 

are known to activate that kinase (i.e., cause the kinase to phosphorylate its 
substrates). 
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1.3.6 Kinase Activity Inference Problem 

Here, the main goal is to infer kinases that are activated or deactivated by a con-
dition of interest (this may be a perturbation like a drug or it could be a disease 

phenotype like cancer). More specifcally, the ultimate goal is to uncover causal 
links between the condition and kinases. However, this is difcult (if not impos-
sible) to achieve computationally since the available MS-data is observational in 

nature. Thus, a more feasible goal is to uncover the correlations between kinases 
and the condition of interest. These correlations can then be used to generate in-
formed hypotheses (e.g., by ranking kinases) that may be validated by performing 

controlled a posteriori experiments (e.g., randomized trials). Chapter 2 focuses 
on this problem and proposes a new algorithm named RoKAI to infer the kinase 

activities in a robust manner. 

1.3.7 Challenges in proteomic and phospho-proteomic data analysis 

The main challenges of proteomic and phospho-proteomic data analysis (e.g., in 

kinase activity inference) can be summarized in three points: (i) The available 

data (mainly MS-based phosphorylation levels) are noisy and incomplete, (ii) 
Even though there is data available from multiple sources, it is often unclear how 

to combine them appropriately, and (iii) The available phosphorylation data is 
observational in nature which makes it challenging to answer causal questions. 
Incomplete data and missingness. In a typical MS run, only around 50% of all 
known phosphosites are identifed (i.e., the phosphorylation levels are obtained). 
Also, knowledge about kinase-substrate interactions are limited: Barely around 

20% of all phosphosites are annotated to be a substrate of a specifc kinase94. More-
over, these annotations are not distributed uniformly among the kinases i.e., there 

are a few kinases with many known substrates and many kinases with only a few 

known substrates. This makes it challenging to infer kinase activity especially 

for kinases with only a few identifed substrates (or without any identifed sub-
strates) in the MS run. Moreover, it is not straightforward how to perform this in 
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a fair/unbiased manner, giving equal chance to all kinases (and, for example, pre-
vent the results from being dominated with a few, highly studied kinases regardless 
of the condition of interest). 
Data integration. Even though there are several types of data available from multi-
ple sources, it is often unclear how to incorporate them appropriately. Moreover, 
the protein reference databases like UniProt22, NCBI RefSeq103 and Ensemble149 

all use distinct accession number schemes and there is typically no one-to-one 

mapping between them, which makes it difcult to combine data from diferent 
sources. 

1.3.8 Use of machine learning in network biology 

As in other applications of machine learning, biological applications face impor-
tant challenges regarding fairness, bias-awareness, interpretability, generalizibil-
ity, and accessibility. However, as compared to other popular applications, biology 

is unique in terms of what these considerations mean in practice. Besides clini-
cal/translational applications, an important part of predictive tasks in network bi-
ology focus on discovery of novel biological knowledge. The knowledge generated 

can range from functional annotation to identifcation of regulatory interactions, 
discovery of cell types, characterization of interactions between biomolecules, and 

so on. 
Network models and graph machine learning in biomedical applications. Network 

biology has been an important pillar of computational biology research in the last 
two decades8. Network models have been commonly used to describe biological 
processes and pathways, and represent interactions among biomolecules as well 
as higher-level associations among biological entities. In the context of predictive 

tasks using omic datasets, biological networks serve as templates that represent 
the functional relationships between features, variables, or samples24. Machine 

learning algorithms utilize these functional relationships to integrate data from 

diferent modalities, reduce dimensionality, extract and select features, identify la-
tent patterns, and fll missing data gaps14. As graph machine learning advanced in 
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the last decade, sophisticated techniques involving node, edge, and graph embed-
dings98,graphneuralnetworks153,andgraphconvolution59 havebeen increasingly 

applied to predictive tasks in systems biology. 
The disconnect between the development vs. the utilization of algorithms. Despite 

the explosion in algorithm development eforts, there is ongoing debate on the 

extent of these algorithms’ contribution to advancing biology. In their review of the 

application of machine learning in biology, David Jones54 writes: "The problem we 
face is that many of the papers that we are now seeing as a result of the AI revolution 

are not advancing the feld, because these techniques are not appropriately used: 
either they do not ofer any improvement in comparison with existing methods or 
their experimental design is fawed; often both." 
Trustworthy machine learning and the importance of validation. An underlying 

reason for this distrust in the methods is validation. Computational validation 

techniques use established benchmark data and assess the accuracy of predictions 
with respect to these benchmarks. However, there is a lack of a gold standard and 

these benchmarking data themselves can be biased toward well-studied biological 
entities. Thus, computational validation eforts, if not done carefully, would only 

assess the ability of algorithms and predictive models in rediscovering what is 
already known: saying little, if anything, about whether the predictions can lead to 

novel discoveries. An overarching goal of this thesis (and particularly the Chapter 
4) is to develop strategies to assess a graph machine learning algorithm’s potential 
to drive new discoveries in new biology, flling the gaps in the dark side of proteome 

that is left under-studied97. 

1.3.9 Under-studied proteins and fairness in knowledge discovery 

In the context of biological knowledge discovery, an important aspect of fairness is 
the ability to identify biological entities that are relatively less studied (e.g., when 

a scientist is looking to identify a kinase that phosphorylates a specifc phospho-
rylation site they discovered, does the algorithm give equal consideration to all 
kinases regardless of how well-studied they are?30). Matthew’s efect (also com-
monly referred to as “rich gets richer") is quite pronounced in biology - according 



11 Introduction 

to the Understudied Protein Initative that was announced in May 202268, “95% 

of all life science publications focus on a group of 5,000 particularly well-studied 

human proteins". This efect is also a critical source of bias during the evaluation 

of machine learning algorithms for biological problems. 
In machine learning applications involving network biology, while new algo-

rithms are being evaluated, Matthew’s efect is rarely considered. For example, 
there is no established notion of fairness in terms of an algorithm’s ability to dis-
cover new information on well-studied vs. under-studied biological entities. How-
ever, network models are particularly vulnerable to amplifying the Matthew’s ef-
fect, since the networks utilized have skewed degree distributions77 where the de-
gree of a node can depend on how much the respective biological entity is studied 

in the literature29. To make things worse, as we145 and other groups36 have demon-
strated in previous studies, the benchmarking data that is used to evaluate algo-
rithms also tend to be biased toward well-studied biological entities (this is demon-
strated in Chapter 2 for kinase activity inference problem). As a consequence, for 
a wide range of biomedical problems that utilize networks that represent the ac-
cumulated human knowledge, the algorithms that learn the degree bias in the 

networks can appear to be superior when evaluated on the biased benchmark-
ing data, even when information related to the inherent biological mechanisms 
themselves may not contribute much to the observed performance. This topic is 
described more in depth in Chapter 4. 
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1.4 Summaries of the chapters 

1.4.1 Chapter 2: Robust inference of kinase activity using functional net-
works 

Mass spectrometry enables high-throughput screening of phospho-proteins 
across a broad range of biological contexts. When complemented by computa-
tional algorithms, phospho-proteomic data allows the inference of kinase activity, 
facilitating the identifcation of dysregulated kinases in various diseases including 

cancer, Alzheimer’s disease and Parkinson’s disease. To enhance the reliability of 
kinase activity inference, we present a network-based framework, RoKAI, that inte-
grates various sources of functional information to capture coordinated changes 
in signaling. Through computational experiments, we show that phosphorylation 

of sites in the functional neighborhood of a kinase are signifcantly predictive of 
its activity. The incorporation of this knowledge in RoKAI consistently enhances 
the accuracy of kinase activity inference methods while making them more robust 
to missing annotations and quantifcations. This enables the identifcation of 
understudied kinases and will likely lead to the development of novel kinase 

inhibitors for targeted therapy of many diseases. RoKAI is available as web-based 

tool at http://rokai.io. 

1.4.2 Chapter 3: Co-Phosphorylation networks as an additional resource for 
proteomic data analysis 

Protein phosphorylation is a ubiquitous regulatory mechanism that plays a central 
role in cellular signaling and the characterization of phosphorylation dynamics is 
integral for understanding many critical diseases like cancer and Alzheimer’s dis-
ease. With evergrowing number of studies utilizing mass-spectrometry based tech-
nologies, the availability of high throughput phosphorylation datasets provides 
unprecedented opportunities to examine signaling landscapes using computa-
tional approaches. Here, we comprehensively investigate the functional relevance 

of “co-phosphorylation”, defned as the correlated phosphorylation of a pair of 
phosphosites. Our results across 9 phospho-proteomic datasets consistently show 

that functionally associated sites tend to exhibit signifcant positive or negative 

http://rokai.io
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co-phosphorylation. We show that this enables high precision predictions of sites 
that are on the same pathway or targeted by the same kinase. These results estab-
lish co-phosphorylation as a useful resource for analyzing phospho-proteins in a 

network context, which will likely help extend our knowledge on cellular signaling 

and its dysregulation. 

1.4.3 Chapter 4: Fair evaluation of link prediction algorithms in network 
biology 

In the context of biomedical applications, new link prediction algorithms are con-
tinuously being developed and these algorithms are typically evaluated compu-
tationally, using test sets generated by sampling the edges uniformly at random. 
However, as we demonstrate, this creates a bias in the evaluation towards “the 

rich nodes”, i.e., those with higher degrees in the network. More concerningly, we 

demonstrate that this bias is prevalent even when diferent snapshots of the net-
work are used for evaluation as recommended in the machine learning commu-
nity. This leads to a cycle in research where newly developed algorithms gener-
ate more knowledge on well-studied biological entities while the under-studied 

entities are commonly ignored. To overcome this issue, we propose a weighted 

validation setting focusing on under-studied entities and present strategies to fa-
cilitate bias-aware evaluation of link prediction algorithms. These strategies can 

help researchers gain better insights from computational evaluations and pro-
mote the development of new algorithms focusing on novel fndings and under-
studied proteins. We provide a web tool to assess the bias in evaluation data at: 
https://yilmazs.shinyapps.io/colipe/ 

https://yilmazs.shinyapps.io/colipe/
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1.4.4 Chapter 5: Making Proteomics Accessible: RokaiXplorer for interactive 
analysis of phospho-proteomic data 

Compared to the multitude of tools available for analyzing various omics data 

types, there remains a notable scarcity of user-friendly solutions specifcally tai-
lored for the analysis and visualization of proteomics and phospho-proteomics 
data. This limitation often poses a barrier, particularly for researchers lacking spe-
cialized training in proteomics or data science. To address this critical gap and fos-
ter accessibility to statistical analyses in this domain, we present RokaiXplorer—an 

interactive web tool that streamlines the processing, analysis, and visualization 

of proteomic and phospho-proteomic data through an intuitive online interface. 
RokaiXplorer ofers a comprehensive suite of modules designed to facilitate the 

analysis of key aspects such as phosphosites, proteins, kinases, and gene ontol-
ogy terms. The tool encompasses a diverse range of functionalities, including data 

normalization, statistical testing, enrichment analysis, and interactive visualiza-
tions. Moreover, RokaiXplorer allows researchers to efortlessly deploy their own 

data browsers, enabling the sharing of research data and fndings interactively and 

promotes increased transparency in research. Overall, we anticipate that RokaiX-
plorer will be widely embraced by the scientifc community as a valuable tool for 
the analysis of phospho-proteomic data, owing to its simplicity and efciency in 

enabling multi-level data analysis within a single application. To access RokaiX-
plorer, please visit: http://explorer.rokai.io. 

http://explorer.rokai.io
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1.5 A layman’s summary - Explain like I’m 5 (ELI5) 

This research is about studying proteins in our bodies to understand how they work 

together. Scientists in this work have developed a new tool called RoKAI that helps 
them fgure out how certain proteins called kinases are behaving. Kinases are like 

the actors in a play, and RoKAI helps us know if any of these actors are misbehaving 

andcausing problems in ourbody. To make sure the tool is fair, the scientists looked 

at potential biases and found ways to make it more accurate. They also made the 

tool easy to use, like a game, so other scientists can play with it too. It helps them 

look at a lot of data and see if there are any patterns or important information that 
can help us fnd new ways to treat diseases like cancer, Alzheimer’s, and Parkinson’s. 
Overall, this research helps us understand how proteins work in our body and fnd 

new ways to help people who are sick! 

1.5.1 Exploring Proteins: A Big Book with Exciting Chapters! 

This thesis is like a big book and it has diferent chapters. In Chapter 1, the writer 
talks about why their work is important and what each chapter is about. 

In Chapter 2, the writer explains a special computer program called RoKAI. This 
helps scientists understand how some proteins called kinases work in our bodies. 

In Chapter 3, the writer talks about another tool called Co-P networks. These 

networks help scientists predict how diferent proteins interact and work together 
in our bodies. 

In Chapter 4, the writer talks about a problem with how scientists test their 
tools. They usually focus on studying well-known proteins, but this might not be 

fair to the proteins we don’t know much about. The writer suggests ways to make 

the tests more fair. 
In Chapter 5, the writer want to make it easier for scientists to study proteins 

by creating a special website called RokaiXplorer. It helps them look at data about 
diferent diseases and discover important information. 

Overall, the thesis is about fnding new ways to understand proteins, hoping 

to help scientists study diseases better. 



2 Robust Inference of Kinase Activity using
Functional Networks 

2.1 Introduction 

Protein phosphorylation is a ubiquitous mechanism of post-translational modif-
cation observed across cell types and species, and plays a central role in cellular 
signaling. Phosphorylation is regulated by networks composed of kinases, phos-
phatases, and their substrates. Characterization of these networks is becoming 

increasingly important in many biomedical applications, including identifcation 

of novel disease specifc drug targets, development of patient-specifc therapeu-
tics, and prediction of treatment outcomes21,113. 

In the context of cancer, identifcation of kinases plays a key role in the patho-
genesis of specifc cancers and their subtypes, leading to the development of kinase 

inhibitors for targeted therapy13,99,108,154. Disruptions in the phosphorylation of var-
ious signaling proteins have also been implicated in the pathophysiology of vari-
ous other diseases, including Alzheimer’s disease95,112, Parkinson’s disease63, obe-
sity and diabetes19,23, and fatty liver disease110, among others. As a consequence, 
there is increased attention to monitoring the phosphorylation levels of phospho-
proteins across a wide range of biological contexts and inferring changes in kinase 

activity under specifc conditions. 
Mass spectrometry (MS) provides unprecedented opportunities for large-scale 

identifcation and quantifcation of phosphorylation levels28. Typically, thousands 
of sites are identifed in a single MS run. Besides enabling the characterization of 
the changes in the activity of phospho-proteins, MS-based phospho-proteomic 
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data ofers insights into kinase activity based on changes in the phosphorylation 

of known kinase substrates17,34. Observing that phosphorylation levels of the sub-
strates of a kinase ofer clues on kinase activity,34 use aKolgomorov-Smirnov statis-
tic to compare the phosphorylation distributions of substrate sites and all other 
phosphosites. Building on this idea,kinase substrate enrichment analysis (KSEA)17 

infers kinase activity based on aggregates of the phosphorylation levels of sub-
strates and assess the statistical signifcance using Z-test.93 develop these ideas 
further by introducing a heuristic machine learning method, IKAP, which addi-
tionally models the dependencies between kinases that phosphorylate the same 

substrate.Otherapproaches102,125 adapt thewidely-usedgene set enrichmentanal-
ysis (GSEA)124 for kinase activity inference problem. In parallel to these, a new 

branch of computational approaches focus on single samples to infer kinase activ-
ity10,35,65,136. 

Despite the development of algorithms that utilize relatively sophisticated 

models, KSEA remains one of the most-widely used tools for kinase activity infer-
ence139. This can be largely attributed to the constraints posed by limited compre-
hensiveness of available data, prohibiting the utility of such sophisticated models. 
Available kinase annotations still provide very little coverage (less than 10%) for 
phosphosites identifed in MS experiments97. The coverage of MS-based phos-
phoproteomics is also limited, and many sites existing in sample may be uniden-
tifed due to technical factors79. Computationally predicted kinase-substrate as-
sociations46,78 are successfully utilized to expand the scope of kinase activity in-
ference138. However, the coverage of computationally predicted associations is 
also limited4 and most algorithms can only make predictions for well-studied ki-
nases30. 

With a view to expanding the scope of kinase activity inference, we develop a 

framework that comprehensively utilizes available functional information on ki-
nases and their substrates. We hypothesize that biologically signifcant changes in 

signaling manifest as hyper-phosphorylation or de-phosphorylation of multiple 

functionally related sites. Therefore, having consistently hyper-phosphorylated 

(or de-phosphorylated) sites in the functional neighborhood of a phosphosite can 
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provide further evidence about the changes in the phosphorylation of that site. Our 
framework, Robust Kinase Activity Inference (RoKAI), uses a heterogeneous net-
work model to integrate relevant sources of functional information, including: (i) 
kinase-substrate associations from PhosphositePlus49, (ii) co-evolution and struc-
tural distance evidence between phosphosites from PTMcode90, and (iii) protein-
protein interactions (PPI) from STRING128 for interactions between kinases. On 

this heterogeneous network, we propagate the quantifcations of phosphosites to 

compute representative phosphorylation levels capturing coordinated changes in 

signaling. To predict changes in kinase activity, we use these resulting representa-
tive phosphorylation levels in combination with existing kinase activity inference 

methods. 
In order to increase the coverage ofnetwork propagation,we develop an electric 

circuit based model 24,33 that is specifcally designed to incorporate missing sites 
not identifed by MS. While RoKAI does not impute phosphorylation levels for 
unidentifed sites (i.e., it is not intended to fll in missing data), it uses these sites to 

bridge the functional connectivity among identifed sites. Similar electric circuit 
based models have been employed in the analysis of expression quantitative trait 
loci (eQTL) to identify causal genes and dysregulated pathways 58,126. However, one 

important distinction is that the electric circuit model in RoKAI does not aim to 

uncover intermediate nodes between select target nodes, rather, it propagates all 
available quantifcations over the network in order to reduce the noise by capturing 

consistent changes in the functional neighborhood of every node. 
A recent study by44 benchmarks substrate based inference approaches using a 

comprehensive atlas of human kinase regulation102, encompassing more than ffty 

perturbations. Using this dataset, we systematically benchmark the improvement 
provided by RoKAI on the performance of a variety of kinase activity inference 

methods. In our computational experiments, we observe that the benchmark 

data is substantially biased in favor of "rich kinases" with many known substrates. 
Our results show that methods that appear to provide superior performance (e.g., 
methods that utilize statistical signifcance) accomplish this by increasing bias 
toward such rich kinases (since statistical power goes up with increasing number 
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of observations). Motivated by this observation, we systematically evaluate the 

robustness of kinase activity inference methods using Monte Carlo simulations 
with varying levels of missingness. The results of this analysis shows that methods 
biased toward rich kinases are more vulnerable to incompleteness of available 

kinase-substrate annotations. 
Next, we characterize the contribution of each source of functional informa-

tion on enhancing kinase-activity inference. Our results show that incorporation 

of "shared kinase associations" (i.e., transferring information between sites that 
are targeted by the same kinase) signifcantly improves kinase activity inference. 
We observe that, other sources of functional information considered (PPI, co-
evolution and structure distance evidence) also provide statistically signifcant 
information for kinase activity inference. However, their contribution is smaller 
in comparison due to either (i) limited coverage or (ii) redundancy with existing 

kinase-substrate annotations. Finally, we systematically investigate the perfor-
mance of RoKAI in improving the performance of kinase activity methods. Results 
of these computational experiments show that RoKAI consistently improves the 

accuracy, stability, and robustness of all kinase activity inference methods that are 

benchmarked. 
Overall, our results clearly demonstrate the utility of functional information in 

expanding the scope of kinase activity inference and establish RoKAI as a useful 
tool in pursuit of reliable kinase activity inference. RoKAI is available as a web tool†, 
as well as an open source MATLAB package*. 

†http://rokai.io 
*http://compbio.case.edu/omics/software/rokai 

http://rokai.io
http://compbio.case.edu/omics/software/rokai
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2.2 Results 

2.2.1 Robust inference of kinase activity with RoKAI 

With a view to rendering kinase activity inference robust to missing data and 

annotations, we develop RoKAI, a network-based algorithm that utilizes avail-
able functional associations to compute refned phosphorylation profles. We 

hypothesize that biologically signifcant changes in signaling manifest as hyper-
phosphorylation or de-phosphorylation of multiple functionally related sites. 
Therefore, having consistently hyper-phosphorylated (or de-phosphorylated) 
sites in the functional neighborhood of a phosphosite can provide further evidence 

about the changes in the phosphorylation of that site. Conversely, inconsistency 

in the change in the phosphorylation levels of sites in a functional neighborhood 

can serve as negative evidence that can be used to reduce noise. 
Based on this hypothesis, we develop a heterogeneous network model (with 

kinases and phosphosites as nodes) to propagate the phosphorylation of sites 
across functional neighborhoods. In this model, each edge has a conductance 

allowing some portion of the phosphorylation to be carried to the connecting 

nodes (illustrated in Figure 2.1). Therefore, the propagated phosphorylation level 
of a site represents an aggregate of the phosphorylation of the site and the sites 
that are (directly or indirectly) functionally associated with it. Consequently, the 

propagated phosphorylation profles are expected to capture coordinated changes 
in signaling, which are potentially less noisy and more robust. 

It is important to note that, we do not use network propagation to directly infer 
kinase activity. Rather, we use it to generate refned phosphorylation profles that 
are subsequently used as input to a kinase activity inference method. Thus, the 

framework of RoKAI can be used together with any existing or future inference 

methods. 

2.2.2 Experimental Setup 

In this section, we describe our benchmarking setup for assessing the performance 

and robustness of kinase activity inference methods. First, we demonstrate the 
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Figure 2.1. The workfow and the key idea of RoKAI. Traditional algorithms for ki-
nase activity inference use condition-specifc phosphorylation data and available kinase-
substrate associations to identify kinases with diferential activity in each condition. RoKAI
integrates functional networks of kinases and phosphorylation sites to generate robust
phosphorylation profles. The network propagation algorithm implemented by RoKAI en-
sures that unidentifed sites that lack quantifcation levels in a condition can still be used
as bridges to propagate phosphorylation data through functional paths. 

bias in the gold standard benchmarking data and show how this bias can lead 

to misleading conclusions on the performance of existing methods. Next, we 

introduce a robustness analysis in order to (i) overcome the efect of bias on 

performance estimations, and (ii) to assess the reliability of these algorithms in 

the presence of missing data. To characterize the value added by RoKAI, we start 
by assessing the utility of diferent sources of functional information in inferring 

kinase activity. Next, by focusing on a baseline kinase activity inference method 

(mean substrate phosphorylation), we systematically assess the incorporation of 
various networks with RoKAI in enhancing the accuracy and robustness of the 

inference. We then assess the generalizability of these results to a broad range 
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of kinase activity inference methods. Afterwards, we investigate whether RoKAI’s 
ability to incorporate missing sites in its functional network contributes to the 

improvement of kinase activity inference. Finally, we explore the efect of including 

predicted kinase-substrate associations within the RoKAI’s framework. 

2.2.3 Benchmarking Setup 

Benchmarking data:102 compiled phospho-proteomics data from a comprehen-
sive range of perturbation studies and used these data to comprehensively bench-
mark the performance of kinase activity inference methods44. This benchmark 

data brings together 24 studies spanning 91 perturbations that are annotated with 

at least one up-regulated or down-regulated kinase. In each of the studies, the phos-
phorylation levels of phosphosites are quantifed using mass spectrometry. After 
applying quality control steps (as described in the methods), we analyze a subset 
of this dataset encompassing 80 perturbations and 53 636 phosphosites identifed 

in at least one of these 80 perturbations. Overall, for these 80 perturbations, there 

are 128 kinase-perturbation annotations (which is considered gold standard) for 
25 diferent kinases (listed in Supplementary Data 1). In our computational ex-
periments, we use this dataset to assess the robustness of existing kinase activity 

inference methods and validate our algorithms. 
Kinase-substrate annotations: We obtain existing kinase-substrate associa-

tions from PhosphositePlus49. PhosphositePlus contains a total of 10476 kinase-
substrate links for 371 distinct kinases and 7480 sites. Among these annotated sites, 
2397 have quantifcations in the perturbation data. These sites have a total of 3877 

kinase-substrate links with 261 kinases. 
Benchmarking metric: The main purpose of kinase activity inference is to pri-

oritize kinases for additional consideration and ideally for experimental validation. 
However, in practice, it is typically very costly to experimentally validate more than 

a few kinases 20 and it is infeasible to manually inspect more than a couple dozen. 
Whereas, benchmarking approaches that are employed in the literature like area-
under receiver operating characteristics curve (AUROC) and precision at recall 
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0.5 consider high number of predictions (k), including kinases that are less sig-
nifcant/active. We fnd such measures problematic because, even though they 

include the performance for a high number of predicted kinases in their calcu-
lation, it would not be practical for a potential user to inspect or use that many 

predictions. To take this consideration into account, we use a metric, "top-k-hit", 
that focuses on the top-k kinase predictions for small values of k. Since the gold 

standard dataset is incomplete, this metric essentially serves as a minimum bound 

on the expected probability of discovering an up-regulated or down-regulated ki-
nase if top k kinases predicted by the inference method were to be experimentally 

validated. In our experiments, we use k=10 (unless otherwise specifed) since it 
represents a reasonable number of kinases to be put to additional scrutiny before 

experimental validation 

2.2.4 Existing Inference Methods 

Kinase activity inference methods difer from each other in terms how they inte-
grate the phosphorylation levels of the substrates of a kinase to estimate its activity. 
These methods range from simple aggregates and enrichment analyses to more so-
phisticated methods that take into account the interplay between diferent kinases. 
We benchmark the following commonly used inference methods: 

Mean (baseline method): One of the simpliest kinase activity inference meth-
ods employed by KSEA17. This method represents the activity of a kinase as the 

mean phosphorylation of its substrates. 
Z-score: To assess the statistical signifcance of inferred activities, KSEA uses 

z-scores, normalizing the total log-fold change of substrates with the standard 

deviation of the log-fold changes of all sites in the dataset. 
Linear model: The linear model, considered by44, aims to take into account of 

the dependencies between kinases that phosphorylate the same site. In this model, 
the phosphorylation of a site is modeled as summation of the activities of kinases 
that phosphorylate the site. A similar (but more complex) approach is also utilized 

by IKAP93. 
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GSEA:125 and102 adopt gene set enrichment analysis (GSEA), a widely used 

method in systems biology124, to infer kinase activity by assessing whether the 

target sites of a kinase exhibit are enriched in terms of their phosphorylation fold 

change compared to other phosphosites. 

2.2.5 Bias and robustness of existing inference methods 

Previous benchmarking by44 suggests that methods that rely on statistical signif-
icance (Z-Score and GSEA) are superior to their alternatives. However, as shown 

in Figure 2.2(a)), we observe that there is substantial bias in the benchmarking 

data: “rich" kinases (i.e., kinases with many known substrates) are signifcantly 

over-represented among the 25 annotated kinases that have at least one pertur-
bation (median number of substrates: 29 for annotated and 4 for not-annotated 

kinases, K-S test p-value<3.5e-7 for the comparison of annotated kinases with oth-
ers in terms of their distribution of number of substrates). 

Since methods that rely on statistic signifcance have a positive bias for kinases 
with many substrates (statistical power is improved with number of observations), 
we hypothesize that this is the reason behind their observed superior performance. 
To test this hypothesis, we benchmark two additional inference methods that are 

artifcially biased for kinases with many substrates: (i) Sum: Sum of phosphory-
lation (log-fold changes) of substrates, and (ii) Num: Number of substrates, used 

directly as the predicted activity of a kinase (clearly, this method does not use the 

phosphorylation levels of sites, thus, it always generates the same ranking of ki-
nases regardless of the phosphorylation data). As shown in Figure 2.2(b), methods 
that are artifcally biased for rich kinases appear to have better predictivity over 
the alternatives. 

In order to overcome the efect of this bias on evaluation, we perform a ro-
bustness analysis where we hide a percentage of the known substrates of the 25 

annotated kinases from the inference methods. The results of this analysis are 

shown in Figure 2.2(c). As seen in the fgure, even though methods biased for rich 

kinases appear to have higher predictivity when all of the available kinase sub-
strate annotations are used, they are not robust to increasing rate of missingness 
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Figure 2.2. Existing benchmark data for kinase-activity inference is biased toward ki-
nases with high number of substrates and can be misleading in assessing the perfor-
mance of inference methods. (a) Inverse cumulative distribution of the number of sub-
strates for the 25 kinases that are annotated with a perturbation in gold standard bench-
marking data compared to all kinases. The x-axis indicates the quantiles. For example, the 
value on the y-axis that corresponds to x = 50% indicates the median number of substrates. 
(b) Performance and bias of baseline kinase activity inference methods. The bars show the 
probability of identifying an annotated "true" kinase in top 10 predicted kinases (PHit10).
The dashed line indicates the average number of substrates of the top 10 predicted kinases
for the corresponding method. The high-bias methods (Sum: total substrate phosphoryla-
tion, and Num: number of substrates) are not used in the literature, but are shown here to
illustrate the efect of bias on performance assessment. (c) The robustness analysis of the 
methods for missingness in kinase-substrates links. The x-axis shows the percentage of
(randomly selected) kinase-substrates links of 25 gold standard kinases hidden from the
kinase activity inference methods. The gray areas indicate the 95% confdence intervals
for the mean performance across 100 runs. 

in kinase-substrate annotations. The performance of artifcially biased methods 
fall below that of the low-biased methods (e.g., Mean and Linear Model) at around 

50% missingness. At around 80% missingness, the efect of the bias on evaluation 

is mitigated i.e., the diference between number of substrates of 25 annotated ki-
nases and the remaining kinases is not at a statistically detectable level anymore. 
Thus, the performance of biased (e.g., statistical signifcance based) methods fall 
below the low-bias methods at around 80% missingness. These observations make 

the reliability of biased methods highly questionable since the available kinase-
substrate annotations are largely incomplete. 

2.2.6 Utility of functional networks for inferring kinase activity 

To improve the predictions of kinase activity inference methods in a robust man-
ner, our approach is to utilize available functional or structural information. We 
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hypothesize that phosphorylation of sites that are related to the kinase substrates 
(whether functionally or structurally) would be predictive of kinase activity. Specif-
ically, we investigate the predictive ability of following functional networks: 

Known Kinase-Substrates (baseline network): This network comprises of the 

kinase-substrate associations obtained from PhosphoSitePlus. This is the (only) 
network that is utilized by all kinase activity inference methods and serves as our 
baseline. 

Shared-Kinase Interactions: Here, we consider two phosphosites to be neigh-
bors if both are phosphorylated by the same kinase. We hypothesize that phos-
phorylation of neighbor sites of kinase-substrates would be predictive of kinase 

activity. Note that in RoKAI’s heterogeneous functional network, there are no addi-
tional edges that represent shared-kinase interactions. Instead, RoKAI’s network 

propagation algorithm propagates phosphorylation levels across shared-kinase 

sites through paths composed of kinase-substrate associations. 
STRING Protein-Protein Interactions (PPI): We hypothesize that the phospho-

rylation levels of the substrates of two interacting kinases will be predictive of each 

other’s activity. 
PTMcode Structural Distance Evidence: We hypothesize that phosphorylation 

of sites that are structurally similar to a kinase’s substrates will be predictive of that 
kinase’s activity. 

PTMcode Co-Evolution Evidence: We hypothesize that phosphorylation of 
sites that show similar evolutionary trajectories to a kinase’s substrates will be 

predictive of that kinase’s activity. 
For each of the functional or structural networks described above, we compute 

a network activity prediction score for each kinase based on the mean phospho-
rylation of sites that are considered of interest for the corresponding network (il-
lustrated in Figure 2.3). Note that, except for the baseline network (known kinase-
substrates),we do not use the phosphorylation levels of the kinase’s own substrates 
to compute the scores for each network. 

To characterize the contribution of each source of functional information on 

enhancing kinase-activity inference, we consider the following metrics: 
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Figure 2.3. Utility of available functional or structural information in providing infor-
mation on kinase activity. Each panel (labeled a to e) represents a diferent information 
source. The frst panel (Kinase-Substrates) represents the information source that is uti-
lized by all existing kinase activity inference methods, whereas, the other four panels rep-
resent the information sources introduced here. In each panel, the relationship between
a kinase (blue square) and the site(s) (red circles) that provide(s) information on the ac-
tivity of the kinase is illustrated. The bottom-left plot compares the empirical cumulative
distribution (ECDF) of the phosphorylation levels of the "information-providing" sites for
“true" perturbed kinases in the benchmark data against all kinases. The bottom-right plot 
shows the predictivity (accuracy in predicting kinase activity), complementarity (informa-
tion provided in addition to the substrates of the kinase), and coverage (fraction of kinases 
that are afected) of the information source. The bars represent the overall efect of the
information source calculated as the product of the scores shown on the other axes. 
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• Predictivity: To assess the utility of functional networks in predicting the 

"true" perturbed kinases in gold standard dataset, we use Kolmogorov-
Smirnov (K-S) test83 comparing the distribution of network scores for true 

kinases with the distribution of all other kinases. For each functional net-
work, we consider the K-S statistic as the predictivity score of the corre-
sponding network. 

• Coverage: The network scores contain missing values for kinases without 
any edges in the corresponding functional networks. Thus,while assessing 

predictivity (as explained above), we utilize only the kinases with a valid 

network score. To take missing data into account, we compute a coverage 
score which is equal to the percentage of kinases with a valid network score 

with respect to that functional network. 
• Complementarity: We aim to utilize the functional networks as an infor-
mation source that complements available kinase-substrate associations. 
If there is statistical dependency between functional network scores and 

the activity inferred by the kinase’s own sites, the information provided by 

the network would be redundant. We use complementarity score as one 

minus absolute linear (Pearson) correlation between the score of each 

network scores and kinase activity inferred based on the kinase’s own sub-
strates. Since the kinase-substrate association network serves as our base-
line, we consider it to have 100% complementarity. 

• Overall Efect: To quantify the overall contribution of the functional net-
works for improving the predictions of kinase activity, we combine the 

predicity, coverage and complementarity scores and obtain an overall ef-
fect score: 

Overall Efect = Predictivity × Coverage × Complementarity (2.1) 

The results of this analysis are shown in Figure 2.3. As can be seen, all consid-
ered functional information sources exhibit statistically signifcant predictivity of 
the kinase-perturbations according to two-sample Kolmogorov-Smirnov (K-S) test: 
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Known kinase-substrates (K-S statistic = 0.21, p-value≤1.3e-4), Shared-kinase in-
teractions (K-S statistic = 0.21, p-value≤7.3e-5), Protein-protein interactions (K-S 

statistic = 0.18, p-value≤8.7e-4), Structure distance evidence (K-S statistic = 0.29, 
p-value≤0.03), Co-evolution evidence (K-S statistic = 0.26, p-value≤5.5e-5). We 

observe that the incorporation of "shared kinase associations" in addition to the 

known kinase substrates has the most overall contribution to the inference of ki-
nase activities (Figure 2.3, panels a and b), followed by kinase-kinase interactions 
(Figure 2.3, panel c). Even though co-evolution and structural distance networks 
exhibit strong predictivity, their overall contribution is relatively low due to their 
limited coverage and redundancy with existing kinase-substrate annotations (Fig-
ure 2.3, panels d and e). 

2.2.7 Benchmarking RoKAI-enhanced inference methods 

Motivated by the utility of the functional networks for predicting kinase activity, we 

gradually explore a set of heterogeneous networks with RoKAI by adding sources 
of functional information primarily based on their overall efect observed in the 

previous section: 
Kinase-Substrate (KS) network: The network used by RoKAI consists only of the 

known kinase-substrate interactions. Use of this network allows RoKAI to utilize 

sites with shared-kinase interactions (illustrated in Figure 2.3, panel b), i.e., sites 
that are targeted by the same kinase contribute to their refned phosphorylation 

profles. 
KS+PPI network: In addition to KS, this network includes weighted protein-

protein interactions between kinases. This allows propagation of phosphorylation 

levels between substrates of interacting kinases (illustrated in Figure 2.3, panel c). 
KS+PPI+SD network: In addition KS+PPI, this network includes interactions 

between phosphosites with structural distance (SD) evidence obtained from PTM-
code. This allows the utilization of sites that are structurally proximate to the sub-
strates of a kinase (illustrated in Figure 2.3, panel d). 

KS+PPI+SD+CoEv (combined) network: In addition KS+PPI+SD, this network 

includes interactions between phosphosites with co-evolution evidence obtained 

https://p-value�0.03
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Figure 2.4. Comparison of the accuracy and stability of mean substrate phoshorylation
and its RoKAI-enhanced versions using various functional or structural networks. (a)
The hit-10 performance (the probability of ranking a true perturbed kinase in the top ten),
as a function of missingness (the fraction of kinase-substrate associations that are hid-
den). The shaded areas indicate the 95% confdence intervals for the mean performance
across 100 randomized runs. (b) The distribution of hit-10 probabilities for 100 runs at 
50% missingness. (c) Stability of the inferred activities (measured by the average squared
correlation between inferred activities when diferent portions of kinase-substrate associ-
ations are hidden from the inference methods) as a function of missingness. The shaded 
areas indicate 95% confdence intervals for the mean across 100 runs. (d) The distribution 
of stability for 100 runs at 50% missingness. 

from PTMcode. This allows the utilization of sites that are evolutionarily similar to 

the substrates of a kinase (illustrated in Figure 2.3, panel e). 
To assess the performance of RoKAI with these networks, we use the bench-

marking data from the atlas of kinase regulation. As previously discussed, this 
dataset is heavily biased toward kinases with many known substrates. To overcome 
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the efect of this bias on evaluation, we perform robustness analyses where we 

hide a portion of known kinase-substrate interactions of the 25 kinases that have 

perturbations. For predicting kinase activity, we use the mean substrate phospho-
rylation (baseline inference method) and compare the performance of original 
predictions and RoKAI-enhanced predictions. As shown in Figure 2.4(a) and Fig-
ure 2.4(b), RoKAI consistently and signifcantly (p < 0.05) improves the predictions 
in a robust manner for varying levels of missing data. 

The functional networks that contribute most to the improvements in predic-
tion performance of RoKAI are respectively: KS network (modeling shared-kinase 

interactions) followed by PPI (for including kinase-kinase interactions) followed 

by co-evolution evidence. Compared to these, including structural distance evi-
dence in the network has a minor efect on prediction performance. This is in line 

with the overall efect size estimations (shown in Figure 2.3). Since structural dis-
tance network has relatively small number of such edges, it provides low coverage 

and a minor efect size even though the existing edges are estimated to be more 

predictive of kinase activity compared to other networks. 
To further evaluate the robustness of the predictions, we assess the stability 

i.e., the expected degree of aggreement between the predicted kinase activity 

profles when diferent kinase substrates are used (e.g., because some sites are 

not identifed by a MS run) to infer the activity of a kinase. We measure the stability 

by computing average squared correlation between diferent runs of robustness 
analysis (where a diferent portion of kinase-substrate links are used for inferring 

kinase activity in each run). As shown in Figure 2.4(c) and Figure 2.4(d), predictions 
made by RoKAI-enhanced phosphorylation profles are signifcantly (p < 0.05) 

more stable in addition to being more predictive. 

2.2.8 Improvement of RoKAI over a broad range of methods 

Since RoKAI provides refned phosphorylation profles (propagated by functional 
networks), it can be used in conjunction with any existing (or future) kinase activity 

inference algorithms. Here, we benchmark the performance of RoKAI when used 

together with existing inference methods. For each of these methods, we use 
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Figure 2.5. Contribution of RoKAI (combined network) in improving the performance
of diferent kinase activity inference methods for predicting the true (annotated) ki-
nase in the top k kinase predictions for various k. The bars show the mean probability of 
predicting a true kinase among the top k kinases at 50% kinase-substrate missingness. The
blue bars indicate the prediction performance using the original (unmodifed) phospho-
rylation profles and red bars indicate the performance of using RoKAI-enhanced profles
for inferring kinase activity. The colored dashed lines indicate the average number of sub-
strates of the top k kinases predicted by the corresponding inference method (the gray
dashed line shows the maximum possible). The black error bars indicate the 95% conf-
dence intervals for the mean performance across 100 randomized runs. The colored points
around each bar indicate the performance on diferent runs. 

the refned phosphorylation profle (obtained by RoKAI) to obtain the RoKAI-
enhanced kinase activity predictions. To assess the prediction performance while 

addressing the bias for rich kinases, we perform robustness analysis at 50% kinase-
substrate missingness and measure the top-k hit performance for k = 2, 5, 10 
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Figure 2.6. RoKAI improves kinase activity inference by enabling utilization of the
unidentifed sites (without quantifcations) for predicting the activity of kinases. In type
I (illustrated in top left), the network consists only of sites with quantifcations. Whereas, in
type II (illustrated in top right), the network includes sites without quantifcations to utilize
them as bridge nodes. (Bottom Left) Robustness analysis with respect to missingness 
of kinase-substrate links. The shaded area shows the 95% confdence interval for the 
mean performance on 100 randomized runs where diferent kinase-substrate links are
removed. (Bottom Right) The performance of RoKAI Type I and Type II at 50% missingness.
Each point indicate the performance on a diferent run. The lines indicate the mean 
performance across 100 runs. 

and 20. As shown in Figure 2.5, RoKAI consistently improves the predictions of 
all inference methods tested. 

2.2.9 Effect of incorporating unidentifed sites in RoKAI 

An important feature of RoKAI’s network propagation algorithm is its ability to 

accommodate unidentifed sites (i.e., sites that do not have quantifed phosphory-
lation levels in the data) in the functional network. While RoKAI does not impute 
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phosphorylation levels for unidentifed sites (i.e., it is not intended to fll in miss-
ing data), it uses these sites to bridge the functional connectivity among identifed 

sites. To assess the value added by this feature, we compare two versions of RoKAI: 
One that removes unidentifed sites from the network (Type I) and one that utilizes 
unidentifed sites as bridges (Type II). The results of this analysis are shown in Fig-
ure 2.6. The kinase activity inference activity method we use in these experiments 
is mean phosphorylation level. As seen in the fgure, retention of unidentifed sites 
in the network consistently improves the accuracy of kinase activity inference al-
though the magnitude of this improvement is rather modest (in comparison to the 

overall improvement of RoKAI to the baseline). We observe a similar improvement 
for all other kinase activity inference methods that are considered. 

2.2.10 Effect of incorporating predicted kinase-substrate associations 

Next, we investigate the utility of using predicted kinase-substrate associations 
within the RoKAI’s framework. For this purpose, we use NetworKIN 46, which 

lists its predictions separately as motif-based (NetPhorest), interaction-based 

(STRING), or combined (using both motif and interaction informations). To 

incorporate these predictions in RoKAI’s framework, we consider two strategies: 
(i) Include the predicted kinase-substrate interactions (in addition to known 

substrates in PhosphositePlus) during the kinase activity inference but do not 
alter the RoKAI’s functional network, and (ii) Include the predicted interactions 
in both RoKAI’s functional network and during the kinase activity inference (this 
strategy is annotated RoKAI+). 

For this analysis, we use the baseline method (mean phosphorylation) for the 

inference. To make the results comparable with our previous analysis (using only 

the known substrates in PhosphositePlus), we limit the analysis to the kinases with 

at least one known substrate identifed in the perturbation experiments (this way, 
we keep the kinase set same as before). The results of this analysis are shown in 

Figure 2.7. Here, the x axis shows the number of predicted interactions included in 

the inference (i.e., as we go right on the x axis we apply a more relaxed threshold 
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Figure 2.7. The efect of including kinase-substrate links predicted by NetworKin on
kinase activity inference. Each panel shows the results for a diference scoring (used for
kinase-substrate edges). In each panel, the x-axis shows the number of edges used by the
inference methods in addition to the kinase-substrate annotations from PhosphositePlus
(PSP). The colored blue and orange lines indicate the performance of baseline-method
(mean substrate phosphorylation) and its RoKAI-enhanced version respectively. The 
dashed-orange line (RoKAI+) indicate the performance when the functional network of
RoKAI additionally includes the predicted kinase-substrate edges by NetworKin. 

on the prediction score). Thus, the leftmost point (0 at x-axis) corresponds to the 

case where only confrmed interactions (PhosphositePlus) are used. 
As expected, the inclusion of predicted interactions in kinase activity infer-

ence improves the performance for the baseline algorithm and the performance of 
RoKAI-enhanced inference stays above the baseline. However, we observe that the 

use of predicted interactions together with RoKAI does not improve the inference 

further (while there is some increase in performance with the inclusion of high-
confdence predictions, the inclusion of lower-confdence predictions degrades 
the performance). In addition, the inclusion of predicted interactions within the 

RoKAI’s functional network always results in less accurate inference. Taken to-
gether, these observations suggest that, since RoKAI already includes functional 
and structural information to compute propagated phosphorylation levels, the 

inclusion of predicted interactions that use similar information does not further 
enhance the accuracy of the inference. 
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2.3 Discussion 

By comprehensively utilizing available data on the functional relationships among 

kinases, phospho-proteins, and phosphorylation sites, RoKAI improves the robust-
ness of kinase activity inference to the missing annotations and quantifcations. 
Its implementation is available as open-source in Matlab as well as a web tool 
(http://rokai.io) for easy accessibility. We expect that this will facilitate the identi-
fcation of understudied kinases with only a few annotations and lead to the de-
velopment of novel kinase inhibitors for targeted therapy of many diseases such 

as cancer, Alzheimer’s disease, and Parkinson’s disease. As additional functional 
information on cellular signaling becomes available, the inclusion of these infor-
mation in functional networks utilized by RoKAI will likely further enhance the 

accuracy and robustness of kinase activity inference. 
The introduced benchmarking setup provides the opportunity to explore and 

compare the predictions of a variety of inference algorithms in terms of their ro-
bustness to missing annotations. It also allows the estimation of how utilization 

of diferent functional networks would infuence the inference process. These fea-
tures can help enable researchers to understand the trade-ofs between diferent 
kinase activity inference algorithms in terms of their robustness, accuracy, and 

biases. As a potential resource, we provide the materials (code and data) to repro-
duce our analysis results in fgshare (doi:10.6084/m9.fgshare.12644864) that the 

users can adapt to test diferent inference methods and/or networks. Using such a 

framework, we believe the users can make more informed decisions for follow-up 

studies. 
A noteworthy complication in perturbation studies that concern kinase activity 

inference is the efect of of-target kinases. While recent studies systematically 

identify of-target kinases in perturbation studies 45,60, the extension of kinase 

activity inference algorithms and tools like RoKAI to distinguish of-target efects 
remains an open problem that can advance many important applications like drug 

development. 

http://rokai.io
https://doi.org/10.6084/m9.figshare.12644864
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An important consideration in kinase activity inference is the dependencies be-
tween phosphorylation levels of sites. Some inference methods take into account 
the dependency between sites that are targeted by the same kinase 44,93. On the 

other hand, recent studies utilize protein expression to take into account the de-
pendency between sites on the same protein by normalizing phosphorylation lev-
els of the sites, but results on the efectiveness of this approach are not conclusive 
3,151. Whereas, RoKAI implicitly considers the dependencies between sites using a 

functional network model. We recognize the explicit modeling of the dependen-
cies as an important open problem that can further enhance the performance and 

reliability of kinase activity inference. 
A key motivation in developing RoKAI was to utilize the missing sites without 

quantifcations by keeping them as bridges in the network (thus, increasing the 

overall coverage of the network). In our experiments, we indeed observe a consis-
tent improvement for incorporating missing sites (as compared to disregarding 

them completely). However, contrary to our expectation, the magnitude of this 
improvement is rather modest. We hypothesize that this may be because of (i) 
biological redundancy i.e., sites that are reached by missing, bridge nodes may 

already be covered by other paths consisting of identifed nodes, (ii) our incom-
plete knowledge of functional networks e.g., kinase-substrate annotations. To this 
end, construction of more comprehensive and detailed networks can potentially 

enhance the utility of missing sites in improving kinase activity inference. Overall, 
we recognize this as an important direction for future research. 

2.4 Methods 

2.4.1 Problem Defnition 

Kinase activity inference can be defned as the problem of predicting changes 
in kinase activity based on observed changes in the phosphorylation levels of 
substrates. Formally, let K = {k1, k2, ..., km} denote a set of kinases and S = 
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{s1, s2, ..., sn} denote a set of phosphorylation sites. For these kinases and phospho-
sites, a set of annotations are available, where Si ⊆ S denotes the set of substrates 
of kinase ki, i.e., sj ∈ Si if kinase ki phosphorylates site sj . 

In addition to the annotations, we are given a phosphorylation data set rep-
resenting a specifc biological context. This data set can be represented as a set 
of quantities qj for 1 ≤ j ≤ n, where qj denotes the change in the phosphoryla-
tion level of phosphosite sj ∈ S. Usually, qj represents the log-fold change of the 

phosphorylation level of the site between two sets of samples representing dif-
ferent conditions, phenotypes, or perturbations. The objective of kinase activity 

inference is to integrate the annotations and the specifc phosphorylation data 

to identify the kinases with signifcant diference in their activity between these 

two sets of samples. In the below discussion, we denote the inferred change in 

the activity of kinase ki as âi. Since existing kinase activity inference methods are 

unsupervised, many activity inference methods also compute a p-value to assess 
the statistical signifcance of âi for each kinase. 

2.4.2 Background 

Mean (baseline): This is a simple method that represents the activity of a kinase as 
the mean phosphorylation (log-fold change) of its substrates:P 

(mean) sj ∈Si â = 
qj 
. (2.2)i |Si|

where |Si| is the number of substrates of kinase ki. 
Z-score: This method normalizes the mean phosphorylation of the substrates 

to refect statistical signifcance: P p 
(z-score) sj ∈Si |Si| (mean)âi = p qj 

= âi , (2.3)
σ |Si| σ 

where σ is the standard deviation of phosphorylation (log-fold changes) across 
all phosphosites. 
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Linear model: In this model, the phosphorylation of a site is modeled as sum-
mation of the activities of kinases that phosphorylate the site: X 

qj = ai (2.4) 
for all kinases i 

phosphorylating site j 

where ai is variable representing the activity of kinase ki. To infer the kinase 

  
activities, least squares optimization function with ridge regularization is used: 

XX   (linear) = argmin (qj − ai)
2 + λ||a||2 (2.5)â ,a 

sj ∈S ki∈Kj 

where Kj denotes the set of kinases that phosphorylate site sj , and λ is an ad-
justable regularization coefcient. The frst term in the objective function (squared 

loss) ensures that the inferred kinase activities are consistent with the phospho-
rylation levels of their substrates, whereas the second term (regularization) aims 
to minimize the overall magnitude of inferred kinase activities. In all experiments, 
we utilize a regularization coefcient of λ = 0.1 as previously done in44. 

GSEA: To infer the activity of a kinase, this method assesses whether the sub-
strates of the kinase are more enriched compared to other phosphosites in terms of 
their phosphorylation. To compute the enrichment score, the sites are frst ranked 

based on their absolute fold changes. For each kinase ki, a running sum is com-
puted based on the ranked list of sites. The running sum increases for each site 

sj ∈ Si (i.e., sj is a known substrate of ki), and decreases for each site sj ̸∈ Si (i.e., sj 
is not a known substrate of ki. The maximum deviation of this running sum from 

zero is used as the enrichment score of a kinase. The statistical signifcance of this 
enrichment score is assessed using a permutation test. Namely, fold changes of 
sites are permuted 10, 000 times and enrichment scores are computed for each. The 

p-value for a kinase is then computed as the number of permutations with higher 
enrichment score than observed. As the predicted activity of a kinase, -log10 of 
this p-value is used. 
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2.4.3 Phospho-proteomics data preprocessing 

Following the footsteps of previous studies44,102, we apply some quality control 
steps to the phospho-proteomics data that is used for benchmarking: (i) we restrict 
the analysis to mono-phosphorylated peptides that are mapped to canonical 
transcripts of Ensembl, (ii) we average the log fold changes of technical replicates 
as well as peptides that are mapped to the same Ensembl position (even if the 

exact peptides sequences are not identical), and (iii) we flter out the peptides 
that are identifed in only a single study to reduce the amount of false-positive 

phosphosites, (iv) we restrict the analysis to perturbations in the gold standard 

with more than 1000 phosphosite identifcations (which leaves 81 perturbations). 
Finally, we exclude a hybrid perturbation (i.e., a mixture of both an activator and 

an inhibitor) from our analysis. As a result of these steps, we obtain 53636 sites 
identifed in at least one of 80 perturbations. For these 80 perturbations, there are 

128 kinase-perturbation annotations for 25 diferent kinases. 

2.4.4 Computing benchmarking metric (top-k-hit) 

To compute the Phit(k) metric (read "top-k-hit"), we apply the following procedure: 

(1) For each perturbation separately, we rank the kinases based on their ab-
solute activities predicted by the inference method. 

(2) For each perturbation, we consider the top k kinases with highest pre-
dicted activity and compare them with the "true" perturbed kinases in 

gold standard. 
(3) If any of the top k kinases is a true kinase (i.e., a kinase that is perturbed in 

the experiment), we consider the inference method to be successful (i.e., 
a hit) for that perturbation. 

(4) We compute the percentage of perturbations with successful predictions 
and report this quantity as Phit(k). Since the gold standard dataset is incom-
plete, Phit(k) metric serves as a minimum bound on the expected proba-
bility of discovering an up-regulated or down-regulated kinase if top k 
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kinases predicted by the inference method were to be experimentally vali-
dated. 

2.4.5 Robust kinase activity inference (RoKAI) 

Heterogeneous network model. RoKAI uses a heterogeneous network model in 

which nodes represent kinases and/or phosphosites. The edges in this network 

represent diferent types of functional association between kinases, between phos-
phosites, and between kinases and phosphosites. Namely, RoKAI’s functional net-
work consists of the following types of edges: 

Kinase-Substrate Associations: An edge between a kinase ki and site sj indicates 
that ki phosphorylates sj . These kinase-substrate associations obtained from 

PhosphositePlus49, representing 3877 associations between 261 kinases and 2397 

sites. 
Structure Distance Evidence: This type of edge between phosphosites si and 

sj represents the similarity of si and sj on the protein structure. We obtain struc-
ture distance evidence from PTMcode90, which contains 7821 unweighted edges 
between 8842 distinct sites. Note that, in this network, a large portion of the edges 
(7037 edges) are intra-protein. 

Co-Evolution Evidence: This type of edge between phosphosites si and sj 

indicates that the protein sequences straddling si and sj exhibit signifcant co-
evolution. We obtain this co-evolution network from PTMcode which contains 
178029 unweighted edges between 19122 distinct sites. After fltering the sites for 
rRCS ≥ 0.9 provided by PTMcode, 41799 edges between 8342 distinct sites remain. 
Note that, 3516 of these edges overlap with the structural distance network. Thus, 
when co-evolution and structural distance networks are used together, these 3516 

overlapping edges are considered to have a weight of 2. 
Protein-Protein Interactions: An edge between kinases ki and kinase kj repre-

sents a protein-protein interaction between ki and kj . We use the protein-protein 

interaction (PPI) network obtained from STRING128. As the edge weights,we utilize 

the combined scores provided by STRING. Overall, the kinase-kinase interaction 
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network contains 13031 weighted edges (weights ranging from 0 to 1) between 255 

distinct kinases. 
Network propagation. Let G(V , E) represent RoKAI’s heterogeneous functional net-
work, where V = K ∪ S and E contains four types of edges as described above. 
To propagate phosphorylation levels of sites over G, we utilize an electric circuit 
model (illustrated in Figure 2.1). In this model, each node ni ∈ V (kinase or phos-
phosite) has a node potential vi. Each edge eij ∈ E (which can be a kinase-substrate 

association, kinase-kinase interaction or association between a pair of phospho-
sites) has a conductance cij that allows some portion of the node potential vi of 
node ni to be transferred to node nj in the form of a current Iij : 

Iij = (vi − vj ) cij (2.6) 

As seen in the equation, the current Iij carried by an edge is proportional to its 
condundance and the diference in node potentials. In our model, we use the 

weights available in the corresponding networks to assign conductance values 
to the edges. 

We model the phosphorylation level of a site sj that is identifed in the exper-
iment as a current source Ij = qj connected to the reference node (representing 

the control sample) with a unit conductance. This ensures that the node poten-
tial vj of site sj is equal to its phosphorylation level qj if it is not connected to any 

other nodes. This is because the current incoming to a node is always equal to its 
outgoing current: 

Incoming current = Outgoing current X 
qi = vi + (vi − vj )cij , if ni has quantifcation 

(2.7)(i,j)∈E X 
0 = (vi − vj )cij , if ni does not have quantifcation 

(i,j)∈E 

Observe that, in this model, the nodes without measured phosphorylation lev-
els (sites that are not identifed in an MS run or kinases) act as a bridge for con-
necting (and transferring phosphorylation levels between) other nodes. This is an 
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important feature of RoKAI as it allows incorporation of unidentifed phosphosites 
in the network model. 

To compute the node potentials for all nodes in the network, we represent Equa-
tion (2.7) as a linear system: 

Cv = b (2.8)   1 if i = j and ni has quantifcation   
Cij = cij if i ̸= j and ninj ∈ E (2.9)  0 otherwise ( ) 

qi if ni has quantifcation
bi = (2.10)

0 otherwise 

Thus, the node potentials v can be computed using linear algebra as follows: 

v = (C⊤C)−1C⊤b (2.11) 

Note that, to make the matrix inversion numerically stable, we add a small τ = 10−8 

to the diagonals of the matrix C. 
Once node potentials are computed, we output the propagated phosphoryla-

tion levels for identifed sites as: 
q̂j = vj . (2.12) 

These propagated phosphorylation levels q̂j are used as input to kinase activity 

inference algorithms to obtain the inferred activity of kinases. 



3 Co-Phosphorylation: An additional resource 
for proteomic data analysis and functional

network prediction 

3.1 Introduction 

Protein phosphorylation is a ubiquitous mechanism of post-translational modif-
cation observed across cell types and species. Recent estimates suggest that up to 

70% of cellular proteins can be phosphorylated135. Phosphorylation is regulated 

by networks composed of kinases, phosphatases, and their substrates. Character-
ization of these networks is increasingly important in many biomedical applica-
tions, including identifcation of novel disease-specifc drug targets, development 
of patient-specifc therapeutics, and prediction of treatment outcomes21,113. 

Phosphorylation is particularly important in the context of cancer, as down-
regulation of tumor suppressors and up-regulation of oncogenes (often kinases 
themselves) by dysregulation of the associated kinase and phosphatase networks 
are shown to have key roles in tumor growth and progression42,119. To this end, 
characterization of signaling networks enables exploration of the interconnected 

targets38,140,145 and identifcation of causal pathways156, leading to the develop-
ment of kinase inhibitors to treat a variety of cancers13,154. Disruptions in the phos-
phorylation of various signaling proteins have also been implicated in the patho-
physiology of various other diseases, including Alzheimer’s disease95, Parkinson’s 
disease63, obesity and diabetes19, and fatty liver disease110, among others. As a 

consequence, there is increased attention to cellular signaling in biomedical ap-
plications, motivating researchers to study phosphorylation at larger scales44. 

44 
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In response to the growing need for large-scale monitoring of phosphorylation, 
advanced mass spectrometry (MS)-based phospho-proteomics technologies have 

exploded28. These technologies enable simultaneous identifcation and quantif-
cation of thousands of phosphopeptides and phosphosites from a given sample144. 
These developments result in the generation of data representing the phosphory-
lation levels of hundreds of thousands of phosphosites under various conditions 
across a range of biological contexts, including samples from human patients, cell 
lines, xenografts, and mouse models79. As compared to the widespread availability 

and sharing of genomic and transcriptomic data, public repositories of phospho-
proteomic data are sparse,butgrowing. As a consequence,secondary or integrative 

analyses of phospho-proteomic data are less common. Despite tremendous ad-
vances in the last decade, a majority of the human phosphoroteome has not been 

annotated to date96. Technical issues such as noise, lower coverage, lower number 
of samples, and low overlap between studies further complicate the analysis of 
phospho-proteomic data from a systems biology perspective79. 

In order to facilitate large-scale utilization of phospho-proteomic data, we in-
troduced the notion of co-phosphorylation (Co-P)4. The motivation behind this 
approach is to represent phosphorylation data in the form of relationships be-
tween pairs of phosphosites. Defning co-phosphorylation as the correlation be-
tween pairs of phosphosites across a range of biological states within a given study, 
we alleviate such issues as batch efects between diferent studies and missing 

identifcations, while integrating phosphorylation data across multiple studies. 
Recently, we applied Co-P to the prediction of kinase-substrate associations)4 and 

unsupervised identifcation of breast cancer subtypes5, showing that co-P enables 
efective integration of multiple datasets and enhances the reproducibility of pre-
dictions. 

Co-phosphorylation is similar in spirit, but distinct and complementary to the 

notion of co-occurrence72. Co-occurence qualitatively assesses the relationship 

between the identifcation patterns of phosphosites in a broad range of studies. 
Co-P, on the other hand, quantitatively assesses the relationship between the 

phosphorylation levels of sites across a set of biological states (within a single 
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study or by integrating diferent studies). Thus, co-occurrence captures high-level 
functional associations among phosphosites, whereas Co-P can also discover 
context-specifc associations and provide insights into the dynamics of signaling 

interactions. 
In this paper, we comprehensively characterize the relationship between co-

phosphorylation and functional associations/interactions among protein phos-
phorylation sites. For this purpose, we systematically compare Co-P networks to 

networks that represent other functional relationships between proteins and phos-
phosites. These analyses serve two purposes: (i) Validation of Co-P as a relevant 
and useful tool for inferring functional relationships between proteins, (ii) Gen-
eration of knowledge on the basic principles of post-translational regulation of 
proteins and the functional relationships between them. 

3.2 Materials and Methods 

3.2.1 Phospho-Proteomic Datasets 

We analyze 9 diferent MS-based phospho-proteomics data representing cancer 
and non-cancer diseases. 

• BC1 (Breast Cancer): Huang et al.50 used the isobaric tags for relative 

and absolute quantifcation (iTRAQ) to identify 56874 phosphosites in 

24 breast cancer PDX models. 
• BC2 (Breast Cancer): This dataset was generated to analyze the efect 
of delayed cold Ischemia on the stability of phosphoproteins in tumor 
samples using quantitative LC-MS/MS. The phosphorylation level of the 

tumor samples was measured across 3 time points85. The dataset includes 
8150 phosphosites mapping to 3025 phosphoproteins in 18 breast cancer 
xenografts. 

• BC3 (Breast Cancer): The NCI Clinical Proteomic Tumor Analysis Con-
sortium (CPTAC) conducted an extensive MS based phosphoproteomics 
analysis of TCGA breast cancer samples86. After selecting the subset of 
samples to have the highest coverage and fltering the phosphosites with 
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missing intensity values in those tumors, the remaining data contained in-
tensity values for 11018 phosphosites mapping to 8304 phosphoproteins 
in 20 tumor samples. 

• OC1 (Ovarian Cancer): This dataset was generated by the same study as 
BC2, using the same protocol. The dataset includes 5017 phosphosites 
corresponding to 2425 phosphoproteins in 12 ovarian tumor samples. 

• OC2 (Ovarian Cancer): The Clinical Proteomic Tumor Analysis Consor-
tium conducted an extensive MS based phosphoproteomic of ovarian 

HGSC tumors characterized by The Cancer Genome Atlas151. We fltered 

out the phosphosites with missing data and also selected a subset of tu-
mors to maximize the number of phosphosites. This resulted in a total of 
5017 phosphosites from 2425 proteins in 12 tumor samples. 

• CRC (Colorectal Cancer): Abe et al.2 performed immobilized metal-ion 

afnity chromatography-based phosphoproteomics and highly sensitive 

pY proteomic analyses to obtain data from 4 diferent colorectal cancer 
cell line. The dataset included 5357 phosphosites with intensity values 
cross 12 diferent conditions. These phosphosites map to 2228 phospho-
proteins. 

• LC (Lung Cancer): Wiredja et al.137 performed a time course label-free 

phospho-proteomics on non-small lung cancer cell lines across 1, 6 and 

24 hrs after applying two diferent treatments of PP2A activator and MK-
AZD, resulting in total of 6 samples. They reported phosphorylation levels 
for 5068 phosphosites, which map to 2168 proteins. 

• AD (Alzheimer’s Disease): LC-MS/MS phosphoproteomics was per-
formed on eight individual AD and eight age-matched control post-
mortem human brain tissues. The dataset contains 5569 phosphosites 
mapping to 2106 proteins26. 

• RPE (Retinal Pigmented Epithelium): MS-based phosphoproteomics 
was performed on three cultured human-derived RPE-like ARPE-19 cells 
which were exposed to photoreceptor outer segments (POS) for diferent 
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time periods (0, 15, 30, 60, 90, and 120 min)18. The dataset contains 1016 

phosphosites mapping to 619 proteins in 18 samples. 

3.2.2 Functional Networks 

To assess the functional relevance of co-phosphorylation, we use networks of 
functional relationships/associations between pairs of phosphorylation sites. For 
this purpose, we consider four types of functional networks: 

Kinase-Substrate Associations (KSAs). We use PhosphoSitePLUS (PSP)48 as a 

gold-standard dataset for kinase-substrate associations. PSP reports 9699 associ-
ations among 347 kinases and 6906 substrates. We use these associations to con-
structed a “shared kinase network" of phosphorylation sites, in which nodes rep-
resent phosphosites and edges represent the presence of at least one kinase that 
phosphorylated both sites. The associations obtained from PSP lead to a shared 

kinase network of 6906 phosphosite nodes and 881685 shared kinase edges. 
Protein-Protein Interaction (PPI). We use the PPIs that are provided in STRING 

database127 with high confdence (combined score≥0.95). Overall, there are 61452 

high-confdence interactions among 8987 proteins. For each of the 9 datasets, we 

use these PPIs to construct an interaction network among the sites identifed in 

that dataset. In this network, each node represents a phosphosite and each edge 

represents an interaction between the two proteins that harbor the respective sites. 
Evolutionary and Functional Associations. PTMCode is a database of known 

and predicted functional associations between phosphorylation and other post-
translational modifcation sites92. The associations included in PTMCode are 

curated from the literature, inferred from residue co-evolution, or are based on the 

structural distances between phosphosites. We utilize PTMcode as a direct source 

of functional, evolutionary, and structural associations between phosphorylation 

sites. In the PTMcode network, there are 96519 phosphosite nodes and 4661285 

functional association edges between these phosphosites. 
Phosphosite-Specifc Signaling Pathways. We use PTMsigDB as a reference 

database of site-specifc phosphorylation signatures of kinases, perturbations,and 

signaling pathways66. While PTMSigDB provides data on all post-translational 

https://score�0.95
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Table 3.1. Descriptive statistics of the phospho-proteomic datasets used in our com-
putational experiments and their overlap with functional networks. For each dataset, 
the number of samples, the number of phosphorylation sites that were identifed and the
number of proteins that are spanned by these sites are shown. For each dataset and func-
tional network pair, the number in the frst row shows the number of sites with at least one
interaction in the functional network and the second row shows the number of interac-
tions in the functional network with both sites present in the corresponding dataset. 

Dataset 
Descriptive Statistics 

# Samples # Phosphosites # Proteins 
Overlap with Functional Networks 

Shared Kinase PPI PTMCode PTMSigDB 

BC1 24 15780 4539 805 7632 4437 138 
27791 142077 15335 2547 

BC2 18 8150 3025 243 1639 1007 54 
2723 16541 1811 429 

BC3 20 11472 3312 553 4491 3014 119 
13123 45911 9127 2226 

OC1 12 5017 2425 414 2450 1318 74 
7174 17584 2580 1032 

OC2 12 4802 2230 157 818 510 32 
1114 4764 685 158 

CRC 12 5352 2228 320 1663 1240 51 
6237 17573 2715 421 

LC 6 5068 2168 380 2036 1238 64 
6493 17884 2919 588 

AD 8 5569 1559 238 1743 941 44 
3637 19075 3182 228 

RPE 18 1016 619 120 371 193 31 
931 1667 320 216 

modifcations, we here use the subset that corresponds to phosphorylation. There 

area 2398 phosphosites that are associated with 388 diferent perturbation and sig-
naling pathways. We represent these associations as a binary network of signaling-
pathway associations among phosphosites, in which an edge between two phos-
phosites indicates that the phosphorylation of the two sites is involved in the same 

pathway. The resulting network contains 6276 edges between 2398 phosphosite 

nodes. For each functional network, the number of nodes/edges edges that overlap 

with our 9 phospho-proteomic datasets are shown in Table 3.1. 

3.2.3 Assessment of Co-Phosphorylation 

For a given phosho-proteomic dataset, we defne the vector containing the phos-
phorylation levels of a phosphosite across a number of biological states as the 

phosphorylation profle of a phosphosite. For a pair of phosphosites, we defne 
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the co-phosphorylation of the two sites as the statistical association of their phos-
phorylation profles. To assess statistical association, we refer to the rich literature 

on the assessment of gene co-expression based on mRNA-level gene expression16, 
and consider Pearson correlation7, biweight-midcorrelation121, and mutual infor-
mation87. Since our experiments suggest that the diferent measures of association 

lead to similar results (data not shown), we use Pearson correlation as a simple 

measure of statistical association in our experiments. 
We use the datasets described in the previous section to characterize co-

phosphorylation in relation to the functional, structural, and evolutionarily 

relationships between sites and proteins encoded in the functional networks. For 
this analysis, we investigate correspondence between co-phosphorylation in each 

individual MS-based phospho-proteomics dataset and each functional network. 

3.2.4 Integration of Co-Phosphorylation Networks Across Datasets 

Since co-phosphorylation can potentially capture context-specifc, as well as uni-
versal functional relationships among phosphorylation sites, we also investigate 

the functional relevance of co-phosphorylation across diferent datasets. While 

integrating co-phosphorylation across multiple datasets, the number of samples 
(i.e., the number of dimensions used to compute the correlation) in each dataset is 
diferent. For this reason, we use the adjusted R-squared89 (denoted R2) to remove d 

the efect of number of dimensions from dataset-specifc co-phosphorylation be-
tween pairs of phosphosites: 

nd − 1 
R2(i, j) = 1 − (1 − cd(i, j)

2). (3.1)d nd − 2 

Here, cd(i, j) denotes the co-phosphorylation (measured by Pearson correlation) 
in dataset d ∈ D with nd samples. 

In mass-spectrometry based phospho-proteomics, the overlap between the 

phosphorylation sites that are identifed across diferent studies is usually low79. 
Specifcally, for the 9 datasets we use in our computational experiments, there 

are only 17 phosphosites that are identifed in all studies. Consequently, to pre-
serve the scope of our cross-dataset analysis, we use all sites that are identifed 
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in at least one study. For this purpose, we develop a measure of cross-dataset co-
phosphorylation that can integrate the co-phosphorylation scores computed on 

an arbitrary number of datasets. To handle missing data without introducing bias, 
we set R2 

d(i, j) = 0 if phosphosite i or phosphosite j is not present in dataset d. 
Subsequently, we compute the integrated Co-P between sites i and j as follows: Y 

cintegrated(i, j) = 1 − (1 − R2 
d(i, j)). (3.2) 

d∈D 

Observe that, 0 ≤ cintegrated(i, j) ≤ 1, where the minimum value is realized if the two 

sites are never identifed in the same dataset or their phosphorylation levels have 

zero correlation if they are identifed together. If the phosphorylation levels of two 

sites exhibit perfect correlation in at least one dataset, then cintegrated = 1. Finally, 
as the number of datasets on which both sites are identifed goes up, cintegrated 

also tends to go up. Thus cintegrated can be thought of as a measure of both co-
occurrence72 and co-phosphorylation4, since it captures both the tendency of the 

sites being identifed in similar contexts, as well as the relationship between their 
dynamic ranges of phosphorylation. 

3.3 Results and Discussion 

3.3.1 Statistical Signifcance of Co-phosphorylation 

To understand whether the notion of co-phosphorylation (co-P) is biologically 

relevant, we frst investigate the distribution of co-P levels across all pairs of phos-
phosites identifed within a study. The results of this analysis for 9 datasets are 

shown in Figure 3.1. As seen in the fgure, co-P follows a normal distribution with 

mean close to zero (as would be expected if phosphorylation levels were drawn 

from a normal distribution) and the distribution is narrower (and likely less noisy) 
if more biological states (dimensions) are available. Based on the premise that 
co-P can capture functionally relevant relationships, we hypothesize that distri-
bution of co-phosphorylation on real datasets would contain more positively and 

negatively correlated phosphosite pairs than would be expected at random. To 

test this hypothesis, we conduct permutation tests by permuting phosphorylation 
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levels across the entire data matrix, and compute the co-P distribution on these 

randomized datasets. As seen in the fgure, co-P is concentrated more on strongly 

positive or strongly negative correlation levels for all datasets. For all datasets, the 

Kolmogorov-Smirnov (KS) test p-values for the diference between the observed co-
P distribution and permuted co-P of distribution are << 1E−9. Similarly, the t-test 
p-values for the diference between the means of these distributions are << 1E − 9 

for all datasets except CRC. The mean diference and the 95% confdence interval 
for each dataset are provided below the histograms in the fgure. 

Furthermore, for most datasets (BC2, BC3, OC1), we observe that the mean 

co-P is clearly shifted to the right, as also indicated by the efect size and the sig-
nifcance of the t-statistic.. For other datasets (BC1, CRC), the diference between 

the means is close to zero and the corresponding t-statistics are less signifcant. 
However, even for these datasets, the KS-test indicates that the diference between 

the distributions is signifcantl, and visual inspection of the historgrams suggests 
that the histogram for observed Co-P values is always more spread. This obser-
vation suggests that these datasets also contain a large number of site pairs with 

negatively correlated phosphorylation levels. Clearly, as with positive correlation, 
negative correlation can also be indicative of a functional relationship between 

two phosphorylation sites 
Taken together, for all studies considered, there are more pairs of phosphosites 

with (positively or negatively) correlated phosphorylation levels than would ex-
pected at random – hence a large fraction of these strong correlations likely stem 

from functional or structural relationships between the phosphosites. 

3.3.2 Co-Phosphorylation of Intra-Protein Sites 

Results of previous studies indicate that the phosphorylation of diferent sites 
of the same protein can lead to diferent functional outcomes100,101. Here, with 

a view to characterizing the functional diversity of the phosphorylation sites on 

a single protein, we compare the Co-P distribution of pairs of phosphosites that 
reside on the same protein (intra-protein sites) against the Co-P distribution of 
pairs of phosphosites that reside on diferent proteins (inter-protein sites). We also 
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Figure 3.1. Statistical signifcance of co-phosphorylation. Each panel compares the 
distribution of co-phosphorylation computed on a specifc dataset against that computed
on randomly permuted data for each dataset. The blue histogram shows the distribution
of co-phosphorylation (the correlation between the phosphorylation levels) of all pairs
of phosphosites identifed in the corresponding study, the pink histogram in each panel
shows the average distribution of co-phosphorylation of all pairs of phosphosites across
100 permutation tests. The permutation tests are performed by randomly permuting all
entries in the phosphorylation matrix. The diference between the means of each pair of
distributions is given on the colored boxes below. The 95% confdence intervals for the 
diference are provided in brackets. 

investigate the efect of proximity between phosphorylation sites on the functional 
relationship between the sites. The results of this analysis are shown in Figure 3.2. 

As seen in Figure 3.2(a), the distribution of co-P for pairs of intra- and inter-
protein sites are signifcantly diferent for most of the datasets (the mean difer-
ences and confdence intervals are provided in the fgure, the p-values for the t-test 
as well as the KS-test are << 1E − 9 for all datasets except RPE). We consistently 

observe that the co-phosphorylation of intra-protein sites (orange histogram) is 
shifted towards high co-phosphorylation values. In other words,the phosphoryla-
tion levels of sites on the same protein are substantially more positively correlated 
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as compared to the phosphorylation levels of sites on diferent proteins. While this 
observation can be partially explained by the impact of protein expression levels, 
a recent study showed that the protein abundance is overall not a strong indica-
tor of phosphorylation fold-changes3. Thus, we hypothesize that intra-proteins 
pairs exhibit higher co-phosphorylation because those pairs are more likely to be 

targeted by the same kinase/phosphates, or that they are more likely to be func-
tionally associated by being part of the same signaling pathways. 

Note that, the diferences between the datasets in terms of the diference of 
intra- and inter-protein pairs are highly prononunced (e.g., we observe strong dif-
ference for BC1, BC3, OC1 while diference is more modest for BC2, CRC, and AD). 
While there can be biological reasons for this diference, it is important to note 

that each of these datasets come from diferent platforms, diferent sample types 
(e.g., patient-derived xenografts vs. cell lines), diferent data collection procedures 
(e.g., protein degradation due to proteases in the sample), and are highly divergent 
interms of availability of data (number of identifed sites and number of samples). 
For this reason, the observed diferences between the datasets can also be attrib-
uted to experimental, technological, or statistical reasons. Further investigation is 
needed to elucidate potential biological diferences between the systems that are 

represented by these datasets. 
Next, we investigate whether the proximity on the protein sequence has any 

efect on the co-phosphorylation between two intra-protein sites. Since previous 
studies suggest that closely positioned sites tend to be phosphorylated by the 

same kinase118, we expect a positive relation between sequence proximity and co-
phosphorylation (i.e., we expect higher co-phosphorylation between close sites). 
To investigate this, we plot the relationship between the sequence proximity of 
intra-protein sites, and their co-phosphorylation (Co-P). Figure 3.2(b) shows that 
the closely positioned intra-protein sites have higher Co-P. Thus, we observe that 
as the phosphosites get far away from each other, their Co-P typically reduces. 



Co-Phosphorylation: An additional resource for proteomic data analysis 55 

3.3.3 Co-phosphorylation and Functional Association 

Li et al.72 show that phosphorylation sites that are modifed together tend to par-
ticipate in similar biological processes. Here, focusing on the dynamic range of 
phosphorylation, we hypothesize that phosphosite pairs with correlated phospho-
rylation profles are likely to be functionally associated with each other. To test this 
hypothesis, we investigate the relationship between Co-P and a broad range of 
functional associations. Since our results in Figure 3.2 suggest that there is a con-
siderable diference between intra-protein and inter-protein sites in terms of their 
co-phosphorylation, we perform stratifed analyses for intra- and inter-protein 

pairs. The results of this analysis are shown in Figure 3.3. 
Shared-Kinase Pairs. First, we consider the Co-P of the substrates of the same 

kinase (i.e., shared-kinase pairs) as annotated by PhosphositePlus. As seen in the 

Figure 3.3, in all datasets, the Co-P distribution of shared-kinase pairs is signif-
cantly shifted upwards, i.e., sites that are targeted by the same kinase are likely to 

exihibit stronger correlation of phosphorylation as compared to arbitrary pairs. 
While this diference is more pronounced for intra-protein pairs, it is also evident 
for inter-protein pairs. This observation is also in line with previous fndings in the 

literature3,4. 
Phosphorylation Sites on Interacting Proteins. Protein-Protein Interaction 

networks (PPI) encode physical and functional associations among proteins, thus 
have been used commonly for various inference tasks in cellular signaling. These 

tasks include identifcation of signaling pathways133, identifcation of pathways 
that are mutated in cancers116, prediction of the efect of mutations on protein 

interactions115, and prediction of kinase-substrate associations46. It is also well-
established that proteins that are coded by co-expressed genes are likely to interact 
with each other111. Here, we compare the PPI network and Co-P network to inves-
tigate the pattern of Co-P of pairs of phosphosites on interacting proteins. Note 

that, by defnition, we only have this type of functional interaction for inter-protein 

sites. As seen in the Figure 3.3, in most of the datasets we consider (including BC1, 
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BC3, OC1, OC2, LC, RPE), there is a clear upward shift of co-P for sites on inter-
acting proteins. This suggests that sites on interacting proteins are likely to be co-
phosphorylated. Identifcation of the specifc protein-protein interactions (PPIs) 
that are associated with co-phosphorylation can be potentially useful in elucidat-
ing the mechanisms of these PPIs. 

Co-evolution of Phosphorylation Sites. The conservation status of the phos-
phosites has been used as a tool to measure PTM activity12. It has been shown that 
co-evolving PTMs are likely to be functionally associated91. Here, we investigate 

the relationship between co-evolution and co-phosphorylation of phosphosites. 
The results of this analysis are shown in Figure 3.3. As seen in the fgure, the associ-
ation between co-evolution and co-phosphorylation is relatively weak compared 

to the association of co-P with other functional networks. 
Phosphorylation Sites with Common Signaling Pathways. Identifying the sig-

naling pathways that are dysregulated in any perturbation and disease is crucial 
for understanding the underlying mechanism of diseases. While most databases 
for signaling pathways are limited to gene or protein-centric information, PTM-
sigDB66 provides a collection of PTM site-specifc signatures that have been as-
sembled and curated from public datasets. Using PTMsigDB, we investigate the 

Co-P of phosphosites that are involved in the same pathway. As seen in Figure 3.3, 
there is considerable diference between the Co-P distribution of the phosphosites 
that are involved in the same signaling pathway as compated to that of other phos-
phosite pairs. Similar to the results for shared-kinase pairs, this diference is more 

pronounced for intra-protein sites. 

3.3.4 Predictive Power of Co-phosphorylation 

Our results indicate that phosphosites involved in a common pathway or targeted 

by a common kinase are likely to be co-phosphorylated across diferent biological 
states. Motivated by this observation, we quantitatively assess the efectiveness 
of Co-P in predicting shared-kinase and shared-pathway associations between 

phosphorylation sites. While doing so, we also assess the contribution of Co-
P evidence supported by multiple datasets to the reliability of predictions on 
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functional association. For this purpose, we assess the predictive ability of Co-P 

computed using each individual dataset as well as the integrated Co-P computed 

using cross-dataset analysis. The results of this analysis are shown in Figure 3.4. 
While constructing the co-P networks, we compute a co-P score for each pair 

of phosphosites, namely cd(i, j) for individual dataset d and cintegrated(i, j) for the 

integrated network. We then sort the pairs according to this co-P score and apply 

a moving threshold to generate a series of co-P networks with increasing number 
of edges. In the left panel of Figure 3.4, the precision-recall curves for the ability of 
this network in predicting shared-kinase interactions (top-left panel) and shared-
pathway interactions (bottom-left panel) are shown. In this context, recall is the 

defned as the fraction of edges in the corresponding functional network that also 

exist in the co-P network, whereas precision is defned as the fraction of edges in 

the co-P network that also exist in the functional network. To provide a baseline for 
the predictive ability of the co-P network, we also visualize the mean precision and 

95% confdence interval for given recall for a random ranking of phosphosite pairs 
across 20 runs. As seen in the fgure, the precision provided by the co-P network is 
signifcantly higher than random ordering for both functional networks. We also 

observe that co-P delivers higher precision for the shared-pathway network as 
compared to the shared-kinase network. This is likely because the information in 

PTMSigDB is sparser than the information in PhosphositePLUS. 
The right panel of Figure 3.4 shows the odds ratio of a pair of sites being con-

nected in the functional network as a function of the number of edges in the co-P 

network. Namely, in these plots, a point on the x axis corresponds to a co-P net-
work with a given number of edges. For this network, the value on the y-axis shows 
the odds ratio of the event that two sites are connected in the functional network 

given that they are connected in the co-P network, as compared to a random pair 
of sites. As seen in the fgure, for both shared-kinase and shared-pathway networks, 
the odds-ratio provided by the integrated co-P network is consistently higher than 

that provided by any individual network. While the odds-ratio of sharing a kinase 

goes up to 100 and the odds-ratio of being involved in the same pathway goes up 

to 30 for pairs of sites with co-P, these odds-ratios respectively converge to 4 and 
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2 as more edges are added to the integrated co-P network. Overall, these results 
suggest that co-P networks provide valuable information on the functional asso-
ciation of phosphorylation sites and this information becomes more reliable as 
co-P information from more datasets are included in the co-P network. 

3.4 Conclusion 

Mass-spectrometry techniques are advancing and more MS-based quantitative 

phosphoproteomics data are generated at high volumes. However, integration of 
these data may be challenging since the data is generated in diferent labs and 

in diferent contexts. By focusing on the relationships between pairs of phospho-
sites as opposed to their individual phosphorylation levels, co-phosphorylation 

networks can alleviate the dependency of computational and statistical methods 
on these factors. In this paper, we systematically investigated the relationship be-
tween co-phosphorylation and broad range of known functional associations be-
tween proteins and phosphorylation sites. Our results showed that the sites that 
are functionally associated tend to exhibit higher levels of co-phosphorylation. Our 
results also showed that the integration of co-phosphorylation networks across dif-
ferent datasets can improve the predictivity of co-phosphorylation, as compared 

to analyzing the datasets in isolation. These results highlight the power of network 

models and network-based analyses of phosphorylation data in predicting the 

functional relationships among phospho-proteins, kinases, and phosphatases in 

the context of cellular signaling. 
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Figure 3.2. Co-phosphorylation of phosphorylation sites on the same protein. (a) Com-
parison of the distribution of Co-P for all site pairs that are on the same protein (orange
histogram) vs. co-P for all pairs of sites on diferent proteins (blue histogram). Each vio-
lin plot represents a diferent dataset. Colored boxes below indicate the mean diference
between the intra-protein pairs and inter-protein pairs. Within brackets, 95% confdence 
interval for the mean Co-P diference are provided. (b) The relationship between co-P and
sequence proximity for pairs of sites that reside on the same protein. Each panel shows a
diferent dataset, the x-axis in each panel shows the distance between sites on the protein
sequence (in terms of number of residues) and the y-axis shows the co-phosphorylation
between pairs of sites in close proximity (up to the corresponding distance in x-axis). The
curve and shaded area respectively show the mean Co-P and its 95% confdence interval. 
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Figure 3.3. The relationship between co-phosphorylation and functional association
between pairs of phosphorylation sites. In each panel, the violin plots compares the dis-
tribution of co-P for phosphosite pairs with an edge in the respective functional associa-
tion network (colored histograms) against all phosphosite pairs (gray-colored histograms),
across the 9 datasets that are considered. For each dataset, the left/right violin plots re-
spectively show intra-/inter-protein pairs. The black horizontal lines show the mean Co-P 
for all (intra- or inter-protein) phosphosite pairs, the colored horizontal lines show the
mean Co-P for functionally associated pairs. The four type of functional association net-
works that are considered are illustrated on the right side of the corresponding violin plot.
On the rightmost side, the colored tables show the mean diference between functionally
associated pairs and all phosphosite pairs (corresponding to the gap between colored and
black horizontal lines in the violinplots) for 9 datasets and 4 functional networks. In each 
cell, the 95% confdence intervals for the mean diference is given within brackets. 
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Figure 3.4. The utility of co-phosphorylation in predicting the functional association
of phosphorylation sites. (Left) Precision-Recall curve showing the functional predictivity
of the Co-P network obtained by integrating 9 diferent phospho-proteomic datasets. The 
shaded gray area shows the 95% confdence interval for the mean precision-recall curve
for permutation tests obtained by randomly ranking pairs of phosphosites (across 20 runs).
(Right) Comparison of the predictive performance of the integrated Co-P network against
the 9 individual Co-P networks obtained using each dataset separately. The x-axis shows 
the number of pairs that are included in the co-P network, the y-axis shows the odds ratio
of being connected in the respective functional network given that the sites are connected
in the co-P network. (Top) Predicting shared-kinase associations. (Bottom) Predicting 
shared-pathway associations. 



4 Are under-studied proteins
under-represented? How to fairly evaluate link 

prediction algorithms for biomedical 
applications 

4.1 Introduction 

Background and related literature. In the context of network biology, link predic-
tion is commonly applied to discover previously unknown associations or interac-
tions148. Many biomedical prediction tasks are formulated as link prediction prob-
lems, including prediction of drug–disease associations (DDAs)73, drug response 

prediction122, disease gene prioritization37, prediction of drug-drug interactions 
(DDI)152, protein-protein interactions (PPIs)62, transcription factor regulatory re-
lationships71, kinase-substrate associations4, and kinase-kinase interactions51. 

Early research on link prediction focused on computing a score to assess the 

likelihood of the existence of an edge between two nodes155. These include local 
measures based on guilt-by-association, including common neighbors and pref-
erential attachment74. Global approaches, such as random walks, generalize this 
principle to the notion that nodes that are “proximate“ are likely to acquire an 

edge70. More recently, graph embedding models, which map each node to a vector 
in a lower-dimensional embedding space, allow machine learning methods to be 

utilized seamlessly in link prediction41,107. With the availability of various types 
of omic data, along with rapid advances in machine learning, more sophisticated 

62 
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learning algorithms, including graph convolutional networks, are increasingly ap-
plied to link prediction problems in systems biology31,123,147. 

Evaluation of link prediction algorithms. For evaluating link prediction algo-
rithms, a recommended strategy is to perform the validation on an independent 
test dataset, using diferent snapshots of the network (e.g., taken from diferent 
data sources or diferent points in time) as training and test sets82,142. In the ab-
sence of multiple snapshots, the evaluation is typically performed by generating 

training and test instances from a single network, sampling the edges to be re-
moved from the network uniformly at random39,41,69. With the availability of more 

link prediction algorithms with ever-increasing sophistication, research on the 

evaluation of algorithms has also gained attention82,98,148. Although there has been 

signifcant attention to algorithmic bias and fairness84 as well as the reproducibil-
ity and comparability of the results81 in graph machine learning, studies investi-
gating fairness and sources of bias in the evaluation of link prediction algorithms 
are relatively scarce, particularly in the context of network biology36. 

Motivation and signifcance in systems biology. For biological knowledge discov-
ery, fairness can be considered as the ability to identify biological entities that are 

relatively less studied (e.g., when a scientist is looking to identify a kinase that phos-
phorylates a specifc phosphorylation site they discovered, does the algorithm 

give equal consideration to all kinases regardless of how well-studied they are?). 
Matthew’s efect (also known as “rich gets richer") is quite pronounced in biol-
ogy - according to the Understudied Protein Initative that was announced in May 

202268, “95% of all life science publications focus on a group of 5,000 particularly 

well-studied human proteins". This efect is also a critical source of bias during 

the evaluation of link prediction algorithms in biology. 
We37,145 and other groups36 have documented the degree bias in biological 

networks and its consequences in the context of specifc applications in network 

biology. However, little attention is paid to the efect of bias in evaluating new link 

prediction algorithms, leading to the development of algorithms that continuously 

reinforce what is already known about well-studied proteins54. In this paper, we 
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show that both the benchmarking data and standard evaluation techniques for link 

prediction favor well-studied biological entities. Specifcally, we demonstrate that 
(i) randomly sampling edges to generate a test set creates bias in which edges that 
connect high-degree nodes are over-represented, (ii) this bias also exists in settings 
that utilize diferent snapshots of a network as training/test sets as opposed to 

a randomized sampling. In turn, link prediction algorithms that make biased 

predictions are disproportionately rewarded for favoring high-degree nodes. This 
results in a serious barrier in making new discoveries involving under-represented 

biological entities. 

Contributions of this study. We argue that successful prediction of interactions 
and associations that involve low-degree nodes can be more valuable as they can 

ofer more insight about the biological mechanisms under study68. Therefore, the 

evaluation of a link-prediction algorithm in biology needs to account for degree 

bias throughout analysis. Motivated by this consideration, using prediction of 
protein-protein interactions (PPIs) as a case example, we frst investigate the 

typical evaluation settings used in the literature. We demonstrate how the current 
evaluation settings incentivize algorithms to bring forward well-studied proteins 
in their predictions. To address this issue and faciliate the bias-aware evaluation of 
link prediction algorithms, we propose multiple strategies organized in fve views: 
(i) quantifying the bias in predictions, (ii) quantifying bias in benchmarking data 

(and the incentive toward high-bias predictors), (iii) a weighted validation setting 

that aims to ensure that under-studied proteins are not under-represented in the 

evaluation, (iv) a stratifed analysis that decomposes the prediction performance 

based on how well-studied the nodes are, and (v) a summary view to outline the 

main characteristics of an algorithm. 
Finally, we survey additional problems to show that the issues we demonstrate 

in the context of PPI prediction generalize to other link prediction problems in biol-
ogy: 1) kinase-substrate associations, 2) transcription factor-target interactions, 3) 
drug-drug interactions,4) drug-disease associations. These results suggest that, for 
a broad range of problems in network biology, under-studied entities are severely 

under-represented in traditional evaluation settings. The proposed framework can 
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be helpful to perform a balanced evaluation, facilitating the development of algo-
rithms focusing on novel fndings and new interactions between under-studied 

biological entities. 

4.2 Results 

Experimental setting. In this work, to bring to light some issues in standard eval-
uation settings that are a result of a severe imbalance in the gathered knowledge 

for biological networks, and to demonstrate the strategies we propose to resolve 

these issues, we primarily focus on the problem of PPI predictions and the human 

PPI network obtained from Biogrid104. As a fnal part of our analysis, we analyze a 

broad range of networks and problems in the context of biomedical applications 
to show that our observations on PPI network are generalizable to other domains. 
For simplicity, we mainly consider and refer to the nodes in a protein context, al-
though the developed techniques are not specifc to proteins or PPI network. For 
the evaluation, we obtain the required training/test sets either by random sam-
pling of the edges or by utilizing multiple versions of the Biogrid network (taken 

at 2020 and 2022). Link prediction algorithms use these training portions of the 

network to produce prediction scores for pairs of nodes and to obtain a ranking for 
pairs that are most likely to have an interaction between. These rankings are then 

compared against the known interactions in the test set to evaluate the prediction 

performance of the algorithms. 

Selected algorithms for the analysis. To select the link prediction algorithms (Fig-
ure 4.1(a)) for inclusion in our analysis, we consider two criteria: (i) to include rep-
resentative methods for diferent classes of algorithms (e.g., scoring metrics, net-
work propagation methods, embedding/machine learning based methods), and 

(ii) to include algorithms with difering levels of bias towards high-degree nodes. 
Namely, we include at least two versions from each category: One version that pri-
oritizes high-degree nodes (high-bias methods) and another, normalized version 

with lower bias. For example, in the scoring metrics category, common neighbors is 
the high-bias version, whereas Jaccard index (intersection divided by union) is the 
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normalized, lower-bias version. In both cases, the information source is the same 

(number of shared interactions), the only diference is the normalization based on 

node degrees, and therefore, disposition of the method toward high-degree nodes. 
For Deepwalk107, a low-bias embedding algorithm that generates and uses feature 

vectors with a low correlation to the node degrees (S. Figure 4.7), we create a bi-
ased version (Deepwalk-withdegree) by adding node degree to the embeddings 
as an additional feature. Similarly, since L362 is a high bias algorithm (as it counts 
the paths of length 3 and only applies a soft normalization), we create a lower-bias 
version, L3n, by applying a stronger normalization based on node degrees. Besides 
these, we also consider preferential attachment (a purely-biased baseline that only 

considers node-degree information), LINE130 a neural-network based embedding 

algorithm with high bias (since its learning process captures the node degree infor-
mation in the embeddings, S. Figure 4.8), two network propagation algorithms von 

Neumann67 and random walks with restarts (RWR)131 (both with low-bias due to 

strong normalization based on node degrees in their formulation). For embedding 

algorithms, we train a logistic regression model to obtain the predictions. 
Note that, our aim for the analysis (and the selection of algorithms) is not 

to determine the best performing method among the state-of-the-art methods 
for PPI prediction problem. Instead, our aim is to (i) investigate the benchmark 

data and evaluation process as a function of degree distribution, elucidating the 

efect of the imbalance in the network on commonly used evaluation settings, and 

(ii) demonstrate how these evaluation settings can reward the development of 
algorithms that are biased toward high-degree proteins, which often correspond 

to well-studied proteins40. 

View #1: Bias of link prediction algorithms toward high-degree proteins 

• Proposed strategy: To understand the disposition of an algorithm toward 

well-studied proteins, measure its similarity with preferential attachment 
(biased baseline). 
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Figure 4.1. Quantifying the bias towards well-studied proteins in the predictions of
an algorithm based on similarity with preferential attachment model on Biogrid PPI
network. (a) The algorithms selected for the analysis, their categorization and afnities
towards degree bias. (b) Overlap of the predictions of the algorithms with preferential
attachment. (c) The quantifed bias of the algorithms. 

• Provides information about how much an algorithm prioritizes high-
degree nodes. Node degree is considered an indicator of how well-studied 

a protein is. 
Here, we aim to investigate and quantify the bias in the predictions of the algo-
rithms toward well-studied proteins. For this purpose, we use preferential attach-
ment as a biased baseline (since it scores pairs of nodes by multiplying their de-
grees) and quantify the similarity in the predictions of the algorithms with that of 
preferential attachment by measuring the overlaps for k predictions (for varying 

k, Figure 4.1(b)). To obtain a normalized score (where +1/0/-1 indicates bias to-
wards high degrees/no bias/anti-bias towards low degrees), we compute the area 

under these functions for each algorithm in log-log scale (so that top predictions 
are given emphasis) and normalize the area according to the maximum possible 

overlap (k) and the expected overlap (for random predictions). The results of this 
analysis (Figure 4.1(c)) are mostly as expected: Common neighbors and L3 exhibit 
the highest bias, followed by Deepwalk-withdegree and Line. Other algorithms ex-
hibit relatively lower bias, while Jaccard index and Deepwalk are slightly biased 

toward low-degree nodes. 
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Standard settings for evaluating link prediction algorithms 

Here, our aim is to investigate the standard evaluation settings and demonstrate 

how they can favor bias in predictions towards well-studied entities and how this 
can lead to conclusions that are counter-productive to the goals of algorithm 

development in the context network biology and proteomics68. For this purpose, 
following the recommendations of the machine learning community82,142, we 

consider two ways to generate train/test splits: (i) Edge-Uniform: We randomly 

sample the edges in the network (in 2020 version) uniformly at random and 

include 10% of the edges in the test set and use the remaining as the training set 
(ii) Across-Time: We use a more recent, 2022 snapshot of the network as the test 
set and the older 2020 version as the training set. 

Figure 4.2. Results of a typical evaluation setting investigating the prediction perfor-
mance of the link prediction algorithms in the context of PPI predictions. Two types of
benchmarking data is considered: (Top panel) Randomized edge-uniform sampling and
(Bottom panel) diferent snapshots of the network across time are used to generate the
training and test instances. 
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In Figure 4.2, the precision-recall curve is shown for all algorithms for both 

benchmarking datasets. Here, precision is scaled so that the precision of random 

prediction is 1 (e.g., an algorithm having a scaled precision of 100 indicates 100× 

more precise predictions compared to random). We also compute two metrics: 
The area under precision-recall curve (AUPR) and area under precision-recall 
curve in log-log scale (AUlogPR). Since link prediction problems involve a large 

background set (i.e., possible node pairs for n nodes is Θ(n2)), even 10% recall 
corresponds to a very high number of predictions (in the order of ≈ 105/106 for 
edge-uniform/across-time data; S. Figure 3). Thus, AUPR in linear scale, whose 

more than 90% of efective region consists of high number of predictions (> 105), 
can be considered a measure of late curve predictivity. AUlogPR, on the other hand, 
puts more emphasis on lowerrecall values (in logarithmic intervals) corresponding 

to lower number of predictions, thus providing a measure of early curve predictivity. 
While other metrics like early precision are used in recent literature to evaluate 

early curve predictivity109, an advantage of AUlogPR over early precision is that it 
does not require a fxed threshold that defnes “early". 

As seen in Figure 4.2, the algorithms that are biased toward high-degree nodes 
seem to outperform other algorithms according to this evaluation setting, where 

the high-bias versions of the algorithms (CommonNeighbors, L3, Deepwalk-
withdegree) exhibit considerably higher prediction performance compared to 

their low-bias versions (JaccardIndex, L3n, Deepwalk). The diferences based on 

the degree bias seem more pronounced in the early curve (AUlogPR), i.e., the 

algorithms are typically penalized more strictly if they rank low-degree node 

pairs higher in their predictions. Overall, these results show that the standard 

evaluation settings for evaluating link prediction algorithms can incentivize an 

algorithm or method developer to focus on high-bias predictors that bring forward 

well-studied biological entities at the expense of the under-studied ones. 
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View #2: Bias in benchmarking data and evaluation framework 

• Aim: To assess bias in an evaluation setting (e.g., training/test sets) in 

terms of the incentive it provides toward high-bias predictors (that pri-
oritize well-studied entities). 

• Proposed strategy: Measure the informedness of node degree informa-
tion in distinguishing the positives from negatives in the test set, using 

preferential attachment as a representative model for node degree infor-
mation. 

Having observed that the standard evaluation setting favors algorithms that are bi-
ased toward high-degree nodes, we next aim to understand the reasons that under-
lie this observation. For this purpose, we assess the imbalance in a given network 

or benchmarking data (i.e., train/test splits) in terms of the degree distribution and 

quantify the predictive power provided by this imbalance for separating the “posi-
tives" (known interactions hidden from the algorithms) from the “negatives" (set of 
possible node pairs without a known interaction). For this purpose, we start by cat-
egorizing the nodes based on their connectivity in the PPI network (Figure 4.3(a)): 
Poor nodes (<= 20 interactions), Moderate nodes (degree between 20 and 100), 
and Rich nodes (> 100 interactions). Note that, we assign these categories by con-
sidering the cumulative degree distribution so that Poor and Rich nodes roughly 

comprise 50% and 15% of all nodes in the network. 
Once nodes are categorized into three groups, we categorize the interactions 

in the network into nine (3x3) groups involving all possible combinations of cat-
egories of the incident nodes. We report the number of edges in each of these 

nine categories (Figure 4.3(b)). This analysis highlights the drastic imbalance in 

the distribution of the edges between diferent node groups: Although Poor and 

Moderate nodes together comprise about 85% of all nodes in the network, 50% 

of all edges are between two Rich nodes and 90% of the edges in the network in-
volve at least one Rich node. A concerning consequence of this imbalance is that, 
when all edges are valued equally in the evaluation metrics (as typically the case 

in standard settings) and when the edges in test set are sampled uniformly at ran-
dom (Edge-Uniform), this guarantees most of the attention in the evaluation to 
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be given to high-degree-nodes (70% expected infuence for Rich nodes). In other 
words, the evaluation setting pays almost no attention to the ability of algorithms 
to predict interactions that involve low-degree nodes (5% infuence for Poor nodes 
despite being a 53% majority of all nodes). This situation makes it lucrative for the 

algorithms to prioritize prediction of new interactions for well-studied proteins 
at the expense of under-studied ones, even though uncovering a new interaction 

between under-studied proteins may very well be more benefcial for biological 
knowledge generation68. 

To quantify the degree to which the algorithms are incentivized to prioritize 

high-degree nodes, we perform an analysis that we refer as separability analysis 
and assess the predictive power provided by node degree information. For this pur-
pose, we compare the cumulative distribution functions (CDFs) of the preferential 
attachment scores for the positive and negative sets (known interactions in test 
set vs. other node pairs) and use the Kolmogorov-Smirnov (K-S) statistic to quan-
tify the separability of the CDFs (which corresponds to the informedness146 of the 

preferential attachment model at its best possible prediction point). Figure 4.3(c) 

Figure 4.3. Investigating the imbalance in the benchmarking data and the incentive
towards high-bias predictors by quantifying the predictive power of node degree infor-
mation in distinguishing the known interactions on Biogrid PPI network. (a) Assigned
node categories indicating how well-studied a protein is based on node degree informa-
tion. (b) The distribution of the edges in the network across these categories. (c) Separa-
bility analysis for the randomized/edge-uniform setting. 
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shows that the edges in the positive set generated by random (edge-uniform) sam-
pling are largely distinguishable from negative pairs using the node degrees (K-S 

statistic: 73.6%). When multiple snapshots (across time) of the network are used 

for evaluation, the positive edges are still largely separable from negative pairs (K-S 

statistic: 59.3%, S. Figure 4.10), though to a lesser degree than it is for edge-uniform 

sampling. This suggests that using a diferent snapshot of the network as a test set 
instead of a randomly sampled test set does not address the issue of favoring algo-
rithms that make biased predictions. In contrast, this observation reinforces the 

notion that research continues to generate knowledge that involves well-studied 

proteins68, as the nodes that gain interactions over time are those that have high-
degree in the earlier network. Thus, we conclude that an alternative evaluation 

style is needed to prevent the under-representation of the under-studied proteins 
on evaluation. For this purpose, in the next view, we focus on a simple idea: Valuing 

each node equally, as opposed to each edge. 

View #3: Weighted evaluation setting focusing on under-studied entities 

• Aim: To ensure that under-studied proteins are not under-represented 

while assessing the prediction performance for the link prediction algo-
rithms. 

• Proposed strategy: Apply weights to explicitly value the importance of 
discovering diferent interactions based on the degree of the involved 

nodes. The weights are optimized to balance the infuence of the nodes 
on evaluation. 

As we demonstrate in the previous section, standard evaluation settings provide 

little information on an algorithm’s ability to make successful predictions involv-
ing under-studied entities, even though making successful predictions involving 

under-studiedentities are at least as important as making successful predictions in-
volvingwell-studied entities68. To fll this important gap in the evaluation pipeline, 
we propose a weighted setting that aims to balance the infuence of each node 

on evaluation to be roughly equal (hence node-uniform evaluation, as opposed 

to each edge in standard settings). To obtain such weights, we formulate this as 
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an optimization problem, where the objective is to make the weighted node de-
grees as close as possible to an input degree distribution (which we set as uniform 

distribution). We develop an iterative algorithm (Algorithm 1) to solve this opti-
mization problem and assign the optimized weights to edges as instance weights 
during the computation of evaluation metrics (an alternative option to this, that we 

do not tackle in detail here, is to use the weights as probabilities to generate node-
uniform sampledtest sets forevaluation). We show that these weighted metrics can 

roughly balance the infuence of the nodes in the evaluation process (S. Figure 4.11, 
40%/35%/25% expected infuence for Poor/Moderate/Rich nodes in weighted set-
ting) and mitigate the degree bias in the benchmarking data by reducing the pre-
dictive power of node degree information (S. Figure 4.11(d), K-S statistic for pref. 
attachment is 33.9%/18.4% for edge-uniform/across-time data in weighted set-
ting). 

The evaluation of the link prediction algorithms using the weighted metrics is 
shown in Figure 4.4 for across-time data (results for sampled data are given in S. Fig-
ure 4.12). As seen in the fgure, the performance comparisons suggested by this 
setting is quite diferent from that suggested by the standard settings (Figure 4.2) 
and low-bias versions of the algorithms tend to exhibit higher performances com-
pared to high-bias versions here. Note that,while biased algorithms are not favored 

in this setting, anti-biased algorithms (that bring forward low-degree nodes in-
discriminately) are not favored either. For example, anti-preferential attachment 
model (i.e., ranking the pairs in the opposite order for preferential attachment) 
performs just as worse as preferential attachment in this setting (S. Figure 4.13), 
which suggests that the weighting mitigates the degree bias in the evaluation with-
out causing an anti-bias by infating the weights of low-degree nodes beyond nec-
essary. Overall, we observe that the best performing algorithms according to this 
setting are low-biased network propagation algorithms, von Neumann and RWR 

(whose performance levels are mostly consistent with the standard, unweighted 

setting, while the other algorithms’ have dropped). 
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Figure 4.4. Balanced evaluation setting focusing on the prediction performance of the
algorithms on under-studied proteins with the use of weighted metrics (node-uniform)
and stratifed analysis on Biogrid PPI Across-Time (2020 vs. 2022) data. Prediction 
performance of the algorithms for (a) weighted analysis and (b) stratifed analysis. (c,
d) Late curve predictivity (AUPR) stratifed by node categories for von Neumann and L3
algorithms. 

View #4: Stratifed analysis to focus on under-studied proteins 

• Aim: To assess the prediction performance of the algorithms for uncover-
ing new interactions depending on how well-studied the involved proteins 
are. 

• Proposed strategy: Stratify the prediction performance into individual 
edge categories (based on the degrees of incident nodes) by keeping only 

the interactions from one category in the test set during evaluation. 
An alternate and perhaps more direct way to investigate the prediction perfor-
mance of the algorithms for discovering new interactions on under-studied pro-
teins is to decompose the prediction performance into individual categories based 
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on node degrees, measuring the predictivity in each category by only keeping the 

edges in that category in the test set. For this purpose, we stratify the edges into 3x3 

categories based on node degrees (similar to how it is done in Figure 4.3b) and fur-
ther group them into two categories: Poor edges (edges between Poor+Moderate 

nodes), and Rich edges (remaining edges involved with a rich node). As seen in Fig-
ure 4.4(b) for across-time data, the precision-recall curves for Poor edges is quite 

similar to the ones obtained by weighted analysis in Figure 4.4 although quite difer-
ent from the standard setting in Figure 4.2 (this is not surprising since poor edges 
are given 54% infuence in the weighted setting as opposed to 8% in unweighted 

setting, S. Figure 4.14). Similarly, the curves for Rich edges (S. Figure 4.15) are akin 

to the ones in standard setting (as these edges were given 92% infuence there). 
In Figure 4.4(c) and (d), we show the results of 3x3 stratifed analysis for the best 
performing algorithms, vonNeumann and L3, respectively for Poor and Rich edges. 
Here, we observe that vonNeumann’s predictivity is relatively balanced across dif-
ferent edge categories, whereas the high predictive performance achieved by L3 

on Rich-Rich and Rich-Moderate interactions seems to come at the cost of severely 

diminished predictivity for edges involving under-studied proteins. 
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View #5: Simple but comprehensive summary for prediction performance 

• Aim: To make a comprehensive and bias-aware evaluation in a simple 

manner. 
• Proposed strategy: Measure fve aspects, early/late curve prediction per-
formance for under-studied/well-studied nodes, and the disposition of 
an algorithm regarding degree bias. 

While inspecting the performance curves 
(as in Figure 4.2(a), and Figure 4.4(a)) or 
the results of stratifed analysis (as in Fig-
ure 4.4(c) and (d)) are in general more infor-
mative than looking at individual summary 

metrics, the use of such metrics is still criti-
cal for making quick assessments and com-
parisons. As a reasonable compromise be-
tween simplicity and comprehensiveness, 
we propose the use of fve-metrics to sum-
marize the prediction characteristics of a 

given algorithm in a bias-aware manner (Figure 4.5), measuring: fairness of the 

predictions (defned as 1 minus absolute value of the bias metric), early and late 

curve predictivity (measured by AUPR and AUlogPR respectively) for well-studied 

entities (results of the standard, unweighted evaluation setting valuing each edge 

equally) and the same for under-studied entities (results of the weighted setting, 
valuing each node equally). 

Bias in benchmarking data for other link prediction problems in biology 

The results presented so far demonstrate the bias toward well-studied proteins in 

benchmarking data and the evaluation setting in the context of PPI predictions 
using the Biogrid network. To assess the generalizibility of our conclusions and 

motivate the application of the proposed strategies to a broader range of prob-
lems, we here analyze the bias in benchmarking data for additional PPI datasets 

Figure 4.5. 5-metric summary for 
von Neumann algorithm. 
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Figure 4.6. Investigating diferent datasets and link prediction problems in the con-
text of network biology in terms of the imbalance in the network, under-representation
of the under-studied entities in the evaluation, and the incentive towards high-bias
predictors. (a) The percentage of edges involved with the 20% richest nodes in the net-
work. (b) Infuence of the under-studied (i.e., 80% the lowest degree) nodes in the evalua-
tion for weighted (node-uniform) and unweighted (edge-uniform) settings. (c) Predictive
power of the node degree information (measured by the separability analysis). Please visit
https://yilmazs.shinyapps.io/colipe to inspect the imbalance in these datasets in an inter-
active manner. 

and other prominent link prediction problems in biomedical applications for the 

weighted (node-uniform) and unweighted (standard, edge-uniform) settings (Fig-
ure 4.6). Specifcally, we investigate the STRING human PPI network129, Phospho-
sitePlus kinase-substrate interactions (PSP-KS)49,TRRUST transcription factor reg-
ulatory interactions43, DrugBank drug-drug interactions (Drugbank-DDI)61, and 

drug-disease association (NDRFT-DDA148 and CDA-DDA27) networks. For each of 
these datasets, we examine the imbalance in the edge distribution for the top 20% 

of the nodes with highest degrees (Figure 4.6a), quantify how much the under-
studied entities are under-represented in the evaluation (by measuring the ex-
pected infuence of 80% of the nodes with lowest degrees, Figure 4.6b), and the 

incentive provided by the evaluation setting towards high-bias predictors (by mea-
suring the predictive power of node degree information based on separability anal-
ysis, Figure 4.6c). Overall, we observe that for a broad range of network datasets 
that are commonly used for benchmarking link prediction algorithms, there is 
large degree of imbalance in the edge distributions, and as a result, standard set-
tings that equally value each edge in the evaluation reward algorithms that bring 

forward high-degree, well-studied entities in their predictions. To overcome this 
issue, node-uniform weighting can help balance the infuence of the nodes and 

https://yilmazs.shinyapps.io/colipe
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prevent the under-studied proteins from being under-represented in the evalua-
tion. 
4.3 Conclusions 

Overall, to facilitate bias-aware evaluation of link prediction algorithms and to 

promote the discovery of new interactions involving under-studied entities, we 

suggest the following approaches to developers and evaluators of link prediction 

algorithms: 
• Bias in algorithms: Investigate the disposition of the algorithms towards 
well-studied nodes based on similarity with preferential attachment 
model (View 1). 

• Bias in benchmarking data: Examine the training/test splits (and the 

benchmarking setting itself) to see how much they incentivize high-bias 
predictors by quantifying the predictive power of node degree information 

(View 2). 
• Evaluating the prediction performance: Adopt a weighted setting, valu-
ing each node as opposed to each edge equally (View 3), or perform a 

stratifed analysis (View 4) to assess the prediction performance on under-
studied proteins. 

• Summarize the fndings: Consider fve aspects to give an outline for the 

main characteristics of an algorithm, regarding the early curve/late curve 

predictivity,well-studied/under-proteins,as well as the bias in predictions 
(View 5). 

4.4 Methods Summary 

In this section, we briefy describe the methodology we propose, focusing on 

evaluation metrics and the proposed weighted validation setting. Technical details, 
formal descriptions, and other information regarding the methods used in this 
work are provided as Supplementary Materials. 

Evaluation metrics. To measure the late-curve prediction performance, we utilize 

the area under the precision-recall curve (AUPR). For the early-curve performance, 
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we compute the area under the precision-recall curve in log-log scale (AUlogPR) 
through numerical integration (after normalizing the logarithmic x-axis such that 
the resulting unit for AUlogPR is precision). Note that, to make the evaluation 

results comparable with diferent networks or settings, we scale both metrics to 

have an expected value of 1 for random predictions. To account for the variance 

in the estimation of these meaures, we construct 95% credible intervals following 

a Bayesian approach52. 

Optimization algorithm for node-uniform edge weights. To obtain a set of edge 

weights (denoted as W matrix) that establishes node-wise uniformity (i.e., for the 

row and column sums of W to be equal for all nodes), we formulate this as an opti-
mization problem and develop an algorithm that iteratively performs multiplica-
tive updates (ensuring the uniformity of the rows in one step, and for the columns 
in another) until the uniformity of the row and column sums are established si-
multaneously at an acceptable level. The formulation of the optimization problem 

and a simplifed pseudo-code of the developed algorithm (omitting some details) 
is given in Algorithm 1. A more detailed description of the algorithm (including a 

complete pseudo-code) specifying the technical details (e.g., regarding matrix ini-
tialization, termination conditions, controlling the step size during updates and so 

on) are provided in the Supplementary Methods. Note that, we denote Q⃗ 
r and Q⃗ 

c to 

indicate the desired weights for rows and columns instead of assuming uniformity 

for the sake of generalizability (i.e., node-uniform when Qr = Qc = 1). 
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Algorithm 1 Optimization Problem and Algorithm (Simplifed Pseudo-Code) 

Require: Graph G = {V , E},desired node weights Q⃗ 
r and Q⃗ 

c for rows and columns, 
step size α ≤ 1 

Ensure: Edge weighting matrix W such that Wij = 0 if (i, j) ̸∈ E and Wij ≥ 
0 ∀(i, j) ∈ E 
Initialize W ← Winit and Normalize W to sum up to 1 
while maximum iteration limit is not reached do 

Dr ← row sums of W 
Dc ← column sums of W 
W ← W ⊘ (Dr ⊘ Qr)

α ▷ ⊘ indicates Hadamard (element-wise) division 
W ← W ⊘ (Dc ⊘ Qc)

α 

Normalize W to sum up to 1 
end while 

Optimization Problem: Compute W to minimize ||Qr − Dr||2 + ||Qc − Dc||2 

Weighted evaluation. In the weighted evaluation setting, we use the optimized 

edge weights (the matrix W computed by the algorithm above) as the weight for 
each positive instance (existing edge in the test set). For this purpose, we generalize 

the computation of AUPR and AUlogPR to assign weights to instances (positives in 

the test set) while counting the number of true positives (TPs) and false negatives 
(FNs). For example, an edge in the test set that is weighted worth of 3 unweighted 

edges, if included in the predictions of an algorithm, would increase the number 
of TPs by 3 as opposed to 1. Performance measures are then computed based on 

these weighted counts. 

Infuence of a node category on evaluation. We quantify the infuence of a node 

category (rich, moderate, or poor) on evaluation as the total weight of the edges 
(percentage of edges for standard evaluation) that are incident to the nodes in that 
category, counting between-category edges as half such that total infuence for all 
categories adds up to 1. 
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4.5 Methods 

4.5.1 Link Prediction Algorithms - Verbal Descriptions 

Methods based on scoring metrics: We consider the preferential attachment 
model to represent a purely biased model (where node pairs are ranked based 

on the product of the degrees of the endpoints). Common neighbors represents a 

high-bias algorithm that considers paths of length 2 (high bias since the number 
of paths in correlated with the node degrees). Jaccard Index represents a low bias 
version of common neighbors where a normalization is applied based on node 

degrees. 

High order paths/Network propagation algorithms: L3 is a method that counts 
the paths of length 3 to make predictions. For this purpose, in this work, we con-
sider the formulation given in62 that applies a soft normalization (based on square 

root of degrees, this is what we consider the high-bias version). We also introduce 

a low bias version of it, L3-Normalized (L3n) that applies a stronger normalization 

based on node degrees. Whereas, von Neumann67 and random walks with restarts 
(RWR)131 are network propagation algorithms that consider a weighted combina-
tion of paths of diferent lengths. Formulation of both algorithms involve a strong 

normalization based on node degrees (the main diference between them is the 

style of the normalization, whether it is done symmetrically or based on column 

normalization). Thus, we consider both to be low-bias algorithms. 

Embedding/Learning Methods: We consider two types of embedding methods: 
Deepwalk107 (Randomwalk based) and Line130 (Neural network based). For each 

of these methods, we train a logistic regression model using the embeddings as 
features. Here, deepwalk represents a low-bias algorithm (since the embedding 

dimensions are uncorrelated with node degrees, likely by design, S. Figure 4.7) 
and Line is a higher bias algorithm (since its embeddings pick up the node degree 

info during learning, S. Figure 4.8). For deepwalk-withdegree, we include the node 

degrees as an additional dimension (as if it is part of the embeddings matrix) to 

construct a high-bias version of the deepwalk algorithm. 
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4.5.2 Link Prediction Algorithms - Mathematical Formulations 

Methods based on simple scoring metrics. Preferential Attachment: 

p
σPA(u, v) = |Γ (u)||Γ (v)| (4.1) 

where Γ (u) denotes the set containing the neighbors of u. In matrix form, the 

preferential attachment score is equal to: p
σPA = Dr ⊙ Dc (4.2) 

where ⊙ indicates the element-wise (Hadamard) product and Dr and Dc are re-
spectively row and column degrees in matrix form: 

Dr(u, v) = |Γ (u)| 
(4.3) 

Dc(u, v) = |Γ (v)| 

Common Neighbors: 

σAA(u, v) = |Γ (u) ∩ Γ (v)| (4.4) 

In matrix form, this is simply equal to: 

σAA = A2 (4.5) 

where A is the adjacency matrix of the network. 
Jaccard Index: 

In matrix form, 

|Γ (u) ∩ Γ (v)|
σJI (u, v) = 

|Γ (u) ∪ Γ (v)| 
(4.6) 

= A2 ⊘ NσJI 

N − A2 = Dr + Dc 

(4.7) 

where ⊘ indicates the element-wise (Hadamard) divide operation. 
Higher-order paths and Network propagation based methods. L3: In matrix 

form, 
σL3 = A ′ × A ′ × A p (4.8) 
A ′ = A ⊘ Dr 
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L3-Normalized (L3n): 

= A3σL3n n 
(4.9) 

An = A ⊘ Dr 

von Neumann: p
As = A ⊘ Dr ⊙ Dc 

σV N = αAs + α2As 
2 + α3As 

3 . . . 
(4.10) 

lX 
αiAi = s 

i=1 

Here, we use α = 0.5 and go up to path lengths of l = 4 for computational efciency 

reasons. 
Random walks with restarts (RWR): 

An = A ⊘ Dr 

σRW R = αAn + α2A2 
n + α3A3 

n . . . (4.11) 
lX 
αiAi = n 

i=1 

Similar to von-Neumann method, we use α = 0.5 and go up to l = 4. 
Embedding-based methods. In addition to these methods that compute a single 

score for each candidate pair, recent link prediction algorithms commonly use 

node embeddings to facilitate supervised learning. Node embeddings map the 

nodes in a network to a lower-dimensional embedding space, such that adjacent 
nodes are mapped to points that are close to each other in this embedding space41. 
Subsequently, using these embeddings as feature vectors and existing edges as 
training data, machine learning models are trained to predict new edges. We 

consider two embedding methods that are representative of common approaches 
to the computation of node embeddings. 

Deepwalk (Random walk based node embedding): Deepwalk107 uses ran-
dom walks to generate a list of paths in the network as its corpus and then uses 
Word2Vec88, a natural language processing algorithm for word embedding, to 
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compute node embeddings by treating the list of paths as text and nodes as words. 
In our experiments, we use the implementation used in BioNEV148 repository 

(which is based on OpenNE1) for all embedding methods. 
LINE (Neural network based embedding): LINE130 is one of the earliest algo-

rithms to incorporate neural networks into the computation of node embeddings. 
It uses a single layer MLP to estimate frst and second order proximity of nodes 
and produces the embedding vectors using a variational auto-encoder. 

Unless otherwise specifed, we use the default value of 128 in the OpenNE 

implementation as the embedding dimension (i.e., number of embeddings) for 
both embedding methods. 

In addition to the above two, we consider a version of deepwalk (Deepwalk-
withdegree) where the node degree information is appended as an additional 
dimension to the embedding matrix. 

Logistic regression as prediction model: For each of three embedding ap-
proaches described above, we train a logistic regression using the embeddings as 
features. For each embedding dimension x(i), we add the following three terms to 

the logistic regression model corresponding to the prediction for edge (u,v): X� � 
β(i) (i) (i) (i) (i)logit(Yuv) ∝ x + β(i)x + β(i)x x (4.12)r u c v rc u v 

i 

While training the model, to ensure a balanced training set, we randomly sample 

the edges with negative labels (i.e., not in the training set) to have the same size as 
the edges with positive labels. 

4.5.3 Evaluation Metrics for Prediction Performance 

Precision and Scaled Precision: 

TP Precision = r = (4.13)
TP + FP 

where TP denotes the number of true positives, and FP the number of false 

positives. The expected precision for random predictions is equal to the prevalence 
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of positive labels: 
E[Precision] = Prevalence = 

NP (4.14)
Ntotal 

where NP is the number of positive labels and Ntotal is the total number of edges 
that are to be predicted (approximately O(N2)). 

Precision TP NtotalScaled Precision = = (4.15)
E[Precision] TP + FP NP 

Recall: 

TP Recall = (4.16)
NP 

Computing the area under precision-recall curve (AUPR). To compute the area 

under the precision-recall (PR) curve, we use numerical integration. Suppose we 

have m measurement points. Let TPi denote the number of true positives, FPi the 

number of false positives, Ni = TPi + FPi the number of predictions, Xi the recall, 
and Yi the precision corresponding to the ith measurement point. In general, m is 
less than Ntotal since edges having the same prediction score (e.g., because the link 

prediction method uses discrete scoring like common neighbors) correspond to a 

single measurement point. Also, without loss of generality, consider that the frst 
point is the TP = 0 and FP = 0 point and all points are sorted by the number of 
predictions (TPi + FPi) in ascending order. With these in mind, we compute the 

area under precision-recall curve through numerical integration as follows:P m−1 ∆XifYiAUPR = Pi=1 
m−1 (4.17) 
i=1 ∆Xi 

where ∆Xi is the gap between two consecutive points: 

∆Xi = |Xi+1 − Xi| (4.18) 

Whereas, fYi is an interpolating function that returns the normalized area under 
two consecutive points Yi and Yi+1 (thus, it is a type of averaging for two given 

points and is always between [Yi, Yi+1]). For example, a simple function for this 
purpose can be 

Yi + Yi+1 (interpolating the precision values linearly). However, 
2 
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this type of interpolation sufers from inaccuracy when there are large gaps be-
tween two consecutive points Xi and Xi+1, which is particularly relevant for link 

prediction methods with discrete scoring. To demonstrate the inaccuracy, suppose 

the frst point is at 1/1 (TP = 1, FP = 0) with precision 1 and the next point is in 

100/10000 (TP = 100, FP = 9900) with precision 0.01. In this example, although 

linear interpolation suggests that the average precision would be ≈0.5, observing 

one TP in the beginning hardly gives any evidence that the precision will be ≈0.5 at 
the TP = 5000 point. To overcome this type of inaccuracy, we use an interpolation 

function tailored for the precision-recall curve detailed below: 
Interpolating the curve during numerical integration for computing the area under. 

For the intermediate points between two consecutive points Xi and Xi+1, we 

assume that both the true positives and false positives are scaled linearly: 

TPx = TPi + x(TPi+1 − TPi) 
(4.19) 

FPx = FPi + x(FPi+1 − FPi) 

where x is a normalized variable between [0, 1] indicating which endpoint the 

point is closest to (e.g., 1 indicates the point is right on the i+1th point). Thus, the 

precision for the intermediate points is given by the ratio ri(x): 
TPi + x(TPi+1 − TPi) 

ri(x) = 
TPi + x(TPi+1 − TPi) + FPi + x(FPi+1 − FPi) (4.20)
TPi + x(TPi+1 − TPi) 

= 
Ni + x(Ni+1 − Ni) 

To compute the area under this curve (denoted fY ), we need the integral: Z Z1 1 TPi + x(TPi+1 − TPi)
fYi = ri(x)dx = dx (4.21) 

0 0 Ni + x(Ni+1 − Ni) 

Solving this integral gives: � � 
Ni+1

(TPiNi+1 − TPi+1Ni) log + (Ni+1 − Ni) (TPi+1 − TPi)
Ni (4.22)

fYi = 
(Ni+1 − Ni)

2 

Thus, we use the above function for interpolating while computing the area under 
the PR curve. To give some insight into what this function results in: For the 

example before (one point at T P/N = 1/1 while the other is at 100/10000), this 
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integral results in ≈ 0.011 precision which is much closer to the latter point (as it 
should be). 

Note that, although this integral (and Equation (4.22)) is not defned at Ni = 

0 point (since precision is not defned at 0 predictions), the limit from above 
TPi+1converges to = Yi+1. Thus, as the frst interpolated area, we use: 
Ni+1 

fY1 = Y2 (4.23) 

where Y2 (i.e., the second point) corresponds to the frst measured precision value 

(since the 0/0 point is specifed in the i = 1th point in this notation). 
Overall, this interpolation is helpful for reducing the inaccuracy when there 

are large gaps in between, which is particularly relevant for methods with discrete 

scoring or for computing the area under the PR curve in logarithmic scale. 
Early-curve performance, the area under log-scale precision-recall curve (AUlogPR). 

For computing the area under log-log scale PR curve, the process is similar. We 

use the interpolating function fY given in Equation (4.22) and perform numerical 
integration as follows: !P m−1 ′ 

i=1 ∆Xi log fYiAUlogPR = exp P m−1 ∆X ′ i=1 i (4.24) 
∆Xi 

′ = log Xi+1 − log Xi 

Note that, while computing AUlogPR, we start the curve at TP = 10 point to reduce 

the variance in the estimation (since the initial points between TP=[1, 10] are 

considerably volatile). 
Note that, for both AUPR and AUlogPR metrics, after computing the area under 

the curve, we scale them to have an expected value of 1 (for random predictions) 
by dividing with the prevalence of the positive labels (Equation (4.14)), similar to 

how it is done in Equation (4.15). 
Computing credible intervals for the variance in estimation. We follow a Bayesian 

approach to estimate the expected variance in the evaluation metrics (e.g., pre-
cision and AUPR). Our view here is akin to the "checking whether a coin is fair" 
problem. We assume that there is an unknown, but fxed probability r (correspond-
ing to precision). Based on this probability, we suppose that we have made k trials 
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(corresponding to predictions) and observed TP number of hits and FP number 
of misses. Now, we ask the question "Based on these observations, what can we 

say about the posterior probability of the ratio r?" 
If we assume uniform prior (i.e., all r values in [0, 1] are equally likely), the 

answer to the above question is specifed by the beta distribution: 

r ∼ Beta(TP + 1, FP + 1) (4.25) 

Thus, we obtain the distribution for the posterior probability of the ratio r (i.e., 
precision) after k predictions. Based on this distribution, we can easily construct a 

credible interval containing the 95% of the variance using the inverse cumulative 

distribution function Beta−1 . Note that, in general, there is not a single credible 

interval unique to a given posterior distribution. Thus, among the alternatives, we 

choose the equal-tailed interval where the probability of being below the interval 
is as likely as being above it. 

This process gives us a 95% interval for the precision at fxed number of pre-
dictions k point. To obtain 95% intervals for the area under metrics (AUPR and 

AUlogPR), we simply construct the intervals for all k points and compute the area 

under the precision-recall curves formed by the maximum/minimum bounds. 

4.5.4 Weighted Validation Setting Focusing on Under-Studied Entities 

Optimization algorithm for obtaining edge weights based on node valuations. We 

formulate this problem as follows: Suppose we are given as set of node valuations 
q. Let qr(u) and qc(u) denote the desired expected number of edges coming into and 

going out of u ∈ V (i.e., the desired row and column sums). Let W represent the 

weights of the edges as a sparse matrix where Wij = 0 if (i, j) ̸∈ E . Here, our aim is 
to estimate a set of edge weights/values W such that the row and column sums of 
W are respectively equal to vr and vc. For this purpose, we will use an expectation-
maximization based optimization algorithm with multiplicative steps. 
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Algorithm 2 Optimization Algorithm for Edge Weights 
Require: Node valuations Qr and Qc, max. number of iterations, convergence
threshold ϵconvergence, maximum step size αmax, step size increment γincrement, step
size decrement γdecrement 

Ensure: Edge weighting matrix W 
Initialize W ← Winit 

Normalize W to sum up to 1
Set initial step size α ← αmax 

Wbest ← W 
bestError ←∞ 
while maximum iteration limit is not reached do 

Dr ← row sums of W 
Dc ← column sums of W 
error ← sum of squared error for W 
Measure ∆change and ∆improvement 

if ∆improvement > 0 then ▷ 
Wbest ← W 
bestError ← error 
Increase step size α ← min (αγincrease, αmax) 

else 
Restore W ← Wbest 

Decrease step size α ← αγdecrease 

end if 
if (∆change + ∆improvement) ≤ ϵconvergence then 

Stop the optimization and return Wbest 

end if 
W ← W ⊘ (Dr ⊘ Qr)

α ▷ ⊘ indicates Hadamard (element-wise) division 
W ← W ⊘ (Dc ⊘ Qc)

α 

Normalize W to sum up to 1 
end while 

The pseudo-code of the algorithm is given in Algorithm 2. Below, we describe 

each step of the algorithm: 
Initialization: In the beginning of the algorithm, we set W to be equal to an 

initial, approximate solution:  s   
Winit(i, j) =  0 

qr(i)qc(j) 
dr(i)dc(j) 

if (i, j) ∈ E otherwise 

(4.26) 
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where dr(i) and dc(j) are the row and column degrees of nodes i and j in the network 

respectively. After setting W = Winit, we normalize the weights W to sum up to 1 

as follows: 
W 

W ← P (4.27)
W(i, j)i,j 

Update steps of the algorithm: Here, to ensure that the updated weights remain 

positive, we use multiplicative update steps based on row/column normalizations: 

W ← W ⊘ (Dr ⊘ Qr)
α 

(4.28) 
W ← W ⊘ (Dc ⊘ Qc)

α 

where α is a multiplicative step size parameter and Dr and Dc are row/column 

sum matrices of W respectively:X X 
Dr(i, j) = W(i, j) and Dc(i, j) = W(i, j) (4.29)

j i 

Similarly, input node valuation vectors vr and vc are organized as matrices Vr and 

Vc after being normalized: 
qr(i)nr qc(j)nc

Qr(i, j) = P and Qc(i, j) = P (4.30)
(i′) (j′)i ′ qr j ′ qc 

where nr and nc are scalars indicating the number of rows and columns in the net-
work. In each step, after updating W according to Equation (4.28), W is normalized 

again to sum up to 1 as in Equation (4.27). 
Termination of the algorithm: To determine the convergence of the algorithm, 

we look at two criteria. The frst one focuses on the amount of change in W: 
||W − Wbest||2

∆change = (4.31)
||Wbest||2 

The second one focuses on the amount of improvement. For this purpose, we frst 
quantify the error using sum of squares: X X !2 X X !2 

error(W ′ ) = Qr(i) − W ′ (i, j) + Qc(j) − W ′ (i, j) (4.32) 
i j j i 

Thus, at each step, we measure the improvement W provides over Wbest as follows: � � 
error(W)

∆improvement = max 1 − , 0 (4.33)
error(Wbest) 
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Overall, we terminate the algorithm when the amount of change plus the improve-
ment is less than a predefned threshold ϵconvergence: 

Terminate if ∆change + ∆improvement ≤ ϵconvergence (4.34) 

In addition to the convergence threshold, we terminate the optimization if the 

maximum iteration limit is reached. Unless otherwise specifed, we use ϵ = 10−2 

and 100 maximum iterations for the termination of the algorithm. 
Updating the step sizes: When there is no improvement at any point (i.e., 

∆improvement ≤ 0), we conclude that step size is too large and need to be reduced. 
For this purpose, we restore W to Wbest (i.e., the best weights with lowest error up 

to this point) and decrease step size α by a factor of γdecrease: 

α ← αγdecrease (4.35) 

Conversely,when ∆improvement > 0,we restore α by increasing it with a factor γincrease 

and truncating it to αmax: 

α ← min (αγincrease, αmax) (4.36) 

Unless otherwise specifed, we set αmax = 0.999, γdecrease = 0.6, and γincrease = 1.25. 
Note about sparse matrices and efciency: Here, we have described the update 

steps (Equation (4.28)) in terms of Dr/Dc and Qr/Qc in matrix format for the sake 

of brevity and clarity. While implementing the algorithm, the element-wise divide 

(⊘) operation can be efciently applied on vectors and sparse matrices without 
ever storing the full matrices. 
Weighted evaluation metrics. After obtaining the weighting matrix W using the 

optimization algorithm, let weighting vector w ∈ RNtotal×1 be organized in such a 

way that wi indicates the edge weight corresponding to the ith prediction (after all 
edges are sorted based on the prediction scores of a method). Using this vector, we 

can compute the weighted true positives for k predictions as follows: Pk 
i=1 wiIi

TPw = (4.37)
wnorm 
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where Ii is an indicator variable that is equal to 1 if the ith prediction is a true 

positive and is equal to 0 otherwise and wnorm is a normalization factor: PNtotal 
i=1 wiIi 

wnorm = (4.38)
NP 

where NP is the number of positive labels in the test set. 
After obtaining the weighted true positives, the weighted versions of the AUPR 

and AUlogPR metrics are computed as described in the previous sections (this 
time using TPw instead of TP ). 

Precision (Weighted) = rw = 
TPw (4.39)

TPw + FP 

Computing credible intervals for the weighted metrics. Previously in "Computing 

intervals for the variance in estimation" section, we obtained the posterior dis-
tribution of the ratio r corresponding to unweighted precision (Equation (4.25)). 
Here, we will transform this for the weighted precision. For this purpose, we start 
by defning a weighting factor wf equal to the ratio of weighted and unweighted 

true positives: 
wf = 

TPw (4.40)
TP 

Using this, we can write the equation for weighted precision in terms of the un-
weighted ratio r: 

TPw wf TP 
rw = = 

TPw + FP wf TP + FP 

wf TP (4.41)
wf rTP + FP = = 

wf TP + FP (wf − 1)r + 1 
TP + FP 

Thus,we transform the distribution given in Equation (4.25) according to the above 

equation to obtain the posterior distribution of the weighted ratio rw. After that, 
we compute the 95% credible intervals as detailed before. 

4.5.5 Quantifying the bias towards high-degree nodes in method predictions 

Here, for each algorithm, we count the number of overlapping edges with the pre-
dictions from preferential attachment (i.e., the number of pairs that are predicted 
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as positive by both algorithms) for varying values of k (where k indicates the num-
ber of predictions for both algorithms). Next, we compute the bias metric based 

on the area under this curves and normalize it with respect to the maximum & ex-
pected values to confne in [-1, 1] region (the maximum is equal to k, whereas the 

expected value for random predictions is k2 divided by the total number of pairs 
to be predicted). 

4.5.6 Separability analysis quantifying the imbalance in benchmarking data 

Here, we frst compute the preferential attachment scores (using the node degrees 
in training data) for the positives (the hidden interactions in test set) and neg-
ative node pairs (pairs without a known interaction). Next, we make use of the 

kolmogorov-smirnov statistic (which corresponds to the maximum distance in 

the cumulative distribution functions of ) to quantify the predictive power of node 

degree information. Note that, this way of quantifying the separability is equiva-
lent to computing informedness at the best prediction point (i.e., the maximum 

vertical diference in the ROC curve and the diagonal line corresponding to ran-
dom predictions) for the predictions of preferential attachment model. For the 

weighted version of the separability analysis, we simply use the optimized edge 

weights as instance weights while estimating the cumulative distribution function 

(CDF) for the positives and compute the kolmogorov-smirnov statistic as usual 
(this time using the CDF for the weighted positives). 

4.5.7 Computing the infuence of the nodes on evaluation 

Infuence of the node categories on the evaluation is computed based on the 

percentages given in Figure 4.3(b) and S. Figure 4.11(b) (i.e., based on the number 
of edges or the weights of edges). Here, the infuence of mixed category edges are 

counted as as half for each category (e.g., a Poor-Rich edge provides half of its 
weight as infuence to poor category, and the other half to rich category). Note that, 
this way of computing the node infuence ensures that their total adds up to 1. 
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4.5.8 Performing stratifed analysis 

For the stratifed analysis,we frst obtain the node categories (Poor,Moderate,Rich) 
as shown in Figure 3a. Next, we assign each edge in the test set into one of six 

categories (e.g., Rich-Rich, Poor-Rich, Poor-Moderate and so on). For each of these 

categories separately,we repeat the evaluation (and compute performance metrics 
like AUPR), keeping only the edges in the corresponding category in the test set 
(in other words, considering the prediction of only the edges in that category to be 

true positives). Note that, the background set of possible node pairs is not afected 

by this stratifcation (i.e., the negative set includes pairs from all categories). 

4.5.9 Datasets used in this work 

The bulk of the experiments done in this paper uses BioGRID104 Human Protein-
Protein Interaction network for two versions obtained at diferent times: (i) 2020 

version (v4.0.189) contains 464,003 interactions between 25,776 proteins, (ii) 2022 

version (v4.4.210) contains 784,774 interactions between 27,408 proteins. For 
constructing the training/test sets across time (2020 for training, new edges in 

2022 for testing), we flter for the proteins that exist in the 2020 version and use the 

308,334 new interactions for 16305 proteins in 2022 version as the test set (fora total 
of 772,337 interactions between 25,776 proteins, training & test sets combined). 

The fnal part of our analysis includes six other networks listed below. Some of 
them were obtained and parsed from the source databases directly, while others 
are taken from BioNEV148 repository as pre-processed edgelists. 

• STRING PPI129 contains 359,776 interaction between 15,131 proteins. 
Taken from BioNEV repository as an unweighted undirected network. 

• PhosphoSitePlus Kinase-Substrate (PSP-KS) dataset49 contains 13,664 

Kinase-phosphosite pairings. Taken from source (PhosphoSitePlus) 
and parsed by us as an unweighted undirected heterogeneous bipartite 

network. Filtered only to contain pairs observed in Human tissue. 
• TRRUST43 (Transcriptional Regulatory Relationships Unraveled by Sen-
tence based Text mining) dataset contains 3,149 transcription-factor re-
lationships between 1,621 genes. Taken from source and parsed by us as 
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an unweighted undirected network. Filtered only to contain Activation 

relationships (as opposed to repression or unknown). 
• Drugbank61 Drug-Drug Interaction dataset contains 242,027 interactions 
between 2,191 drugs. Taken from BioNEV repository as an unweighted 

undirected network. 
• NDFRT is a Disease-drug association dataset containing 56,515 associa-
tions between 13,545 diseases and drugs. Taken from BioNEV repository 

as an unweighted undirected heterogeneous bipartite network. 
• CTD27 is a Disease-drug association dataset containing 92,813 associa-
tions between 12,765 diseases and drugs. Taken from BioNEV repository 

as a pre-processed unweighted undirected heterogeneous bipartite net-
work. 
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4.6 Supplementary Figures 

Figure 4.7. Investigating the embedding dimensions of Deepwalk in terms of their 
association with node degrees. The analysis suggests that the embeddings of Deepwalk
does not depend on the degree information. 
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Figure 4.8. Investigating the embedding dimensions of Line in terms of their associa-
tion with node degrees. The analysis suggests that Line embeddings picked up the node
degree information and the predictivity of some of its embeddings dimensions stems from
their correlation with node degrees. 
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Figure 4.9. Number of predictions required to reach a particular recall threshold for
Biogrid PPI predictions. (Left) The randomized (edge-uniform) evaluation. (Right) The
across time evaluation setting. For both panels, the bars represent diferent link prediction
algorithms. The horizontal lines and the numbers on the top indicate the geometric
average of the number of predictions for each recall threshold. 

Figure 4.10. Separability analysis investigating the informedness of node degree infor-
mation for Biogrid PPI across time (2020 vs. 2022) setting. 



99 Fair evaluation of link prediction algorithms for biomedical applications 

Figure 4.11. Mitigating degree bias in the evaluation of link prediction algorithms by
assigning weights to edges during evaluation. Assignment of optimized edge weights
establishes node-uniformity and balances the infuence of nodes on evaluation. (a)
Visualization of the optimized edge weights with respect to the degrees of incident nodes.
The size of each point refects the assigned weight of the corresponding edge. (b) The 
total weight of the edges by node category. (c) Infuence of the nodes on evaluation 
(shown as bars) with respect to the node categories for weighted (node-uniform) and
unweighted (edge-uniform) settings. (c) Separability analysis for the weighted (node-
uniform) evaluation setting. 
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Figure 4.12. Balanced/Weighted evaluation results on randomized (sampled) bench-
marking data for Biogrid PPI predictions. (Top) Balanced evaluation using weighted 
metrics. (Bottom) Balanced evaluation via node-uniform sampling (using the weights as
sampling probabilities) 
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Figure 4.13. Comparison of preferential attachment (biased baseline) and anti-
preferential attachment (anti-biased baseline) in diferent evaluation settings on Bi-
ogrid PPI predictions. Across-time (2020 vs. 2022) snapshots of the network are used 
as the benchmarking data (i.e., train/test splits) in this analysis. (a & b) Precision-Recall
curves for the preferential attachment and anti-preferential attachment models respec-
tively for standard (unweighted) and balanced (weighted) evaluation settings. (c) Stratifed
performance analysis results for preferential attachment and anti-preferential attachment
algorithms. Each cell indicates the prediction performance of the algorithms for the cor-
responding edge category (e.g., for Poor-Rich category, only the edges that are between
poor and rich nodes are included in the test set). 



Fair evaluation of link prediction algorithms for biomedical applications 102 

Figure 4.14. Expected infuence for diferent categories of nodes or edges based on node
degrees for randomized/edge-uniform and across-time bencharking data. 

Figure 4.15. Stratifed performance analysis for Rich edges connnected to well-studied
nodes and the 5-metric summary for the best performing method on rich edges. (a)
Precision-Recall performance curves for rich edges in log-log scale. (b) Late curve pre-
diction performance (AUPR) stratifed by node categories for L3 algorithm. (c) 5-metric
summary for L3. 



5 Making Proteomics Accessible:
RokaiXplorer for interactive analysis of

phospho-proteomic data 

5.1 Introduction 

In the feld of proteomics and phospho-proteomics, there is a growing need for 
user-friendly tools that enable researchers to analyze and visualize data with 

minimal training. To address this need and make proteomics data analysis easily 

accessible to researchers without expertise in computer and data sciences, we 

introduce RokaiXplorer, a comprehensive framework for performing exploratory 

analysis on proteomic and phosphorylation data in an interactive environment 
(Figure 5.1). 

RokaiXplorer ofers a range of functionalities that operate at fve levels: Phos-
phosite, Phospho-protein, Protein expression, Pathway Enrichment, and Kinases. 
It allows for the identifcation of signifcant dysregulation at each level and presents 
the top fndings through various visualizations, including volcano plots, heatmaps, 
bar plots, tables, and a network view (Figure 5.2). One of the distinguishing features 
of RokaiXplorer is its interactivity, which enables users to click on selected items 
in the visualizations to access an Inspection Window. This window provides com-
prehensive information about the selected items, including the source of evidence 

for dysregulation, quantifcations and raw data for all samples. 
Getting started with RokaiXplorer is straightforward and user-friendly. The ap-

plication provides an interactive tutorial that guides users through the initial steps, 
making it easy to familiarize themselves with the tool. To begin using RokaiXplorer, 
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Figure 5.1. The workfow and key idea of RokaiXplorer. 

users only need two types of input data: quantifcation data and meta data. The 

quantifcation data is a .csv fle that contains the phosphorylation levels of each 

phosphosite/peptide, with each row representing a specifc site and the columns 
containing quantifcation values for multiple samples. The meta data fle com-
plements the quantifcation data by providing additional information about the 

samples, such as their grouping. The main group feld, which is mandatory, speci-
fes the case/control status of the samples, while optional additional groups can 

be utilized to focus the analysis on specifc subgroups if desired. RokaiXplorer also 

supports the input of protein expression data, enhancing its versatility for compre-
hensive analyses. 

5.2 Results and Main Features 

RokaiXplorer ofers a comprehensive suite of modules that enable researchers 
to perform various analyses on their datasets. One of its key functionalities is 
dataset normalization, which ensures accurate and reliable comparisons between 
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samples. By normalizing the data, RokaiXplorer minimizes potential biases and 

enhances the statistical power of subsequent analyses. 
In addition to dataset normalization, RokaiXplorer facilitates the identifcation 

of dysregulated proteins, peptides, and potential biomarkers. It employs statisti-
cal tests, such as moderated t-tests, to assess dysregulation with precision, aiding 

in the identifcation of molecular signatures associated with specifc conditions 
or diseases. Additionally, RokaiXplorer extends its analysis beyond individual pro-
teins by providing insights into kinase activities. Through the utilization of the 

RoKAI algorithm, it infers kinase activities based on observed dysregulation pat-
terns of phosphosites,contributing to a deeper understanding of cellular processes 
and signaling pathways. 

To uncover the biological context of the dysregulated phospho-proteomic pro-
fles, RokaiXplorer incorporates enrichment analysis of gene ontology (GO) terms. 
By identifying over-represented biological processes and molecular functions, re-
searchers can gain valuable insights into the functional implications of their data. 
The GO enrichment analysis is performed using a chi-squared test with Yate’s cor-
rection, ensuring reliable and statistically signifcant results. 

In addition,RokaiXplorer goes beyond traditional data analysis tools by ofering 

a robust Report Generator feature. This feature simplifes the analysis of data for 
multiple subgroups and streamlines the process of exporting results as formatted 

Excel tables. With the Report Generator, researchers can efortlessly investigate the 

impact of variables such as gender or tissue type by performing separate analyses 
for each subgroup of interest. By selecting the desired analysis type and defning 

grouping variables, users can generate customized reports with a single click. This 
convenient and user-friendly functionality enhances the efciency of data analysis 
and facilitates the dissemination of research fndings. 

5.2.1 Customization options in RokaiXplorer 

Customization options in RokaiXplorer go beyond simple data processing and 

analysis. The tool provides researchers with the ability to tailor their analysis to spe-
cifc subgroups and species, allowing for a more targeted investigation. By utilizing 



106 Making Proteomics Accessible: RokaiXplorer for interactive analysis 

Figure 5.2. A snapshot of the user interface for RokaiXplorer as of v0.8.0. The active tab 
in the fgure displays the results of interactive network visualization for phospho-protein
analysis. 

these options, researchers can focus their analysis on particular subpopulations 
or target organisms of interest. 

One of the customization features is the ability to flter the analysis based on 

specifc subgroups. For instance, users can select a subgroup such as "Gender → 

Male" to restrict the analysis to male samples only. By fltering the dataset in this 
manner, researchers can obtain results that are specifc to the chosen subgroup, 
allowing for subgroup-specifc insights and comparisons. 

Additionally, RokaiXplorer supports multiple reference proteomes, accommo-
dating various species of interest. The tool currently provides reference proteomes 
for Human (Homo sapiens), Mouse (Mus musculus), and Rat (Rattus norvegicus). 
Researchers working with proteomic data from these species can leverage the re-
spective reference proteomes to enhance the accuracy and relevance of their anal-
yses. This species-specifc customization ensures that the results obtained from 

RokaiXplorer are aligned with the biological context and characteristics of the tar-
get organisms. 
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Furthermore, RokaiXplorer enables researchers to explore group diferences 
between two subgroups. This functionality is particularly valuable for compara-
tive studies, where researchers want to investigate the patterns or dysregulation 

profles between two specifc groups. By selecting the desired subgroups for com-
parison, users can gain a deeper understanding of the molecular distinctions and 

uncover potential biomarkers or targets that are unique to each subgroup. 

5.2.2 Interactive data browser: Share your discoveries feature 

To foster collaboration and knowledge sharing, RokaiXplorer ofers the "Share Your 
Discoveries" feature, which enables researchers to deploy their own interactive 

applications showcasing their data and analysis results. With this feature, the 

applications can be accessed online with the user data and settings already pre-
loaded, allowing collaborators and other researchers to explore the data and gain 

valuable insights. This feature can enhance the impact of proteomic discoveries 
and facilitates interdisciplinary collaborations. 

Deploying RokaiXplorer with preloaded input data is a straightforward process. 
Researchers can easily prepare and deploy their applications by following a few 

steps using the provided R scripts in the Github repository *. These steps include 

installing R, RStudio, and Rtools (for Windows users), creating an RStudio project, 
downloading the RokaiXplorer source code, and installing the required R libraries. 
Once the setup is complete,researchers can run RokaiXplorer in deployment mode, 
customize the application for their specifc data and confguration, and make 

modifcations to the application’s title, descriptions, and about page. Additionally, 
RokaiXplorer allows users to export confguration fles, enabling them to set de-
sired analysis parameters for the online application and ensure reproducibility of 
results. Finally, researchers can deploy their application to shinyapps.io, a popular 
platform for hosting and sharing Shiny applications. By setting up a shinyapps.io 

account, connecting it to RStudio, and deploying the application, researchers can 

freely and efortlessly share their interactive RokaiXplorer application with others 
through a unique link, making their fndings accessible to a wider audience. 
*https://github.com/serhan-yilmaz/RokaiXplorer 

https://github.com/serhan-yilmaz/RokaiXplorer
https://shinyapps.io
https://shinyapps.io
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5.2.3 Example application on Alzheimer’s disease 

In this study, we utilize the capabilities of RokaiXplorer to analyze proteome and 

phospho-proteome data from a mouse hippocampus tissue study on Alzheimer’s 
disease (AD). The data includes variables such as time (3, 6, and 9 months), sex 

(male and female), and genetic background (5XFAD versus wild type), which corre-
spond to specifc AD phenotypes such as Aβ42 plaque deposition, memory defcits, 
and neuronal loss. By applying RokaiXplorer, we aimed to explore the temporal 
and sex-linked variations in AD, focusing on biomarker discovery and the identif-
cation of potential clinical targets. 

This study involved various analyses to understand the phosphoproteome 

changes in the hippocampus of 5XFAD mice during Alzheimer’s Disease progres-
sion. We investigated the temporal and sex-linked patterns in phosphorylation, 
aiming to estimate the disease burden and identify trends over time, followed by a 

statistical analysis to identify specifc dysregulated phosphopeptides between the 

WT and 5XFAD mice groups. In addition, we compared phosphorylation patterns 
to protein expression levels to assess the complementarity of phosphorylation to 

protein expression. 
In addition, we identifed consistent phosphoproteins that could potentially 

serve as markers for Alzheimer’s Disease, and investigated regulatory mechanisms 
involved in phosphorylation events through kinase inference analysis. 

Finally, pathway enrichment analysis was conducted to understand the biolog-
ical pathways and networks impacted by the observed phosphoproteome changes. 
Together, these analyses provided a multi-faceted approach to uncovering the com-
plex dynamics of phosphorylation and its implications in Alzheimer’s Disease pro-
gression. To facilitate the interpretation of our fndings and promote free explo-
ration of the data and results by other researchers, we utilized the RokaiXplorer 
application to develop the interactive tool AD-Xplorer. The fndings are presented 

in the form of a live data browser with intact analysis capabilities, which can be 

accessed online at: https://yilmazs.shinyapps.io/ADXplorer/ 

https://yilmazs.shinyapps.io/ADXplorer/
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In the browser, the analysis can further be specifed to focus on a particular 
subgroup. Forexample,selecting “9 Month” and “Female” on the left panel displays 
the fndings for that group by performing the analysis after fltering the samples 
that ft the criteria. All presented capabilities are made generic and can be readily 

applied on other datasets abd studies, including the deployment of the dataset 
online as a live browser. The groups to customize the analysis are specifed in 

a metadata fle and deploying a dataset online only requires a confguration fle 

(that can be generated via the online interface), a markdown fle (to specify the 

descriptions on the front page) and the input data fles. RokaiXplorer supports 
data from all proteomics quantifcation methods (e.g., label-free, SILAC, isobaric 

labeling). 
Overall, we anticipate that RokaiXplorer will be an appreciated tool in the com-

munity to analyze phospho-proteomic data because of its simplicity and speed, 
enabling the analysis of data at diferent levels in one application. RokaiXplorer is 
available at: http://explorer.rokai.io 

5.3 Methods 

5.3.1 Data input 

The input data required for RokaiXplorer consists of two data fles and one addi-
tional data fle which is optional. The following provides detailed information on 

the data formats for each fle: 

• Phosphorylation Data: 
The phosphosite quantifcation data should be provided in CSV format. 

The fle should contain the following columns: 
– Protein (frst column): This column should contain the Uniprot 
protein identifer. 

– Position (second column): This column specifes the position of the 

modifed phosphosite on the protein. 
– Samples (multiple columns): Each column represents a sample, and 

the values in each column indicate the phosphorylation intensity 

http://explorer.rokai.io
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of the corresponding phosphosite for that sample. The intensities 
should not be log-transformed, as this step is performed within the 

application. 
• Metadata: 

The metadata fle should also be in CSV format and contain the follow-
ing information: 
– RowName (frst column): This column provides the name of the 

group specifer. 
– Samples (multiple columns): Each column represents a sample, and 

the values in each column indicate the group identity for that sample. 
– Group (frst row): This row is necessary and specifes the main group 

that determines the case/control status of the samples. 
– Other Groups (multiple rows): You can use the optional rows in the 

metadata fle to specify additional groups for the samples. These ad-
ditional groups allow you to flter the samples and focus the analysis 
on a particular subgroup of interest. 
Please ensure that your metadata fle is in CSV format. The main group, 

which determines the case/control status, is required, while other group 

specifcations are optional. 
• Expression Data (Optional): 

If available, you can include protein expression data in CSV format. 
The fle should have the following columns: 
– Protein (frst column): This column contains the Uniprot protein 

identifer. 
– Samples (multiple columns): Each column represents a sample, and 

the values in each column indicate the expression intensity of the 

corresponding protein for that sample. The intensities should not be 

log-transformed, as this step is performed within the application. 
Including protein expression data is optional, but if provided, it should 

be in CSV format. 
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5.3.2 Data preprocessing 

Notation. Let V ∈ Rn×m denote the input data matrix for phosphorylation, where 

the rows denote phosphosites and the columns denote the samples, and let V [i, j] 

refer to an entry of this matrix corresponding to phosphosite i and sample j. Let 
Vcase ∈ Rn×mcase and Vctrl ∈ Rn×mctrl denote the subsets of this matrix correspond to 

case and control samples respectively, having n phosphosites, mcase case samples 
and mctrl control samples. 
Optional step: Filtering samples for a subgroup. If desired, the users have the 

option to flter the samples (columns) to narrow down the analysis to a specifc 

subgroup. This step is carried out before any other analysis steps. By doing this, 
only the data related to the selected subgroup will be used for the analysis. It is 
essentially equivalent to excluding the data for other subgroups from the input 
altogether. 
Log-transformation and normality assumption. As a frst step of preprocessing, we 

apply a log transformation on the quantifcation matrix V to make sure that it 
approximately follows a normal distribution: 

Ṽ = log2 V (5.1) 

where Ṽ the matrix after the transformation. After the transformation, we assume 

that each column v[:, j] of Ṽ follows a normal distribution N (µj , σj ). 
Optional step: Centering for variance stabilization. As an optional step after the 

log transformation, we center each sample (column) to have 0 mean value by 

substracting the sample means µ̂j : 

ṽ[:, j] = v[:, j] − µ̂j 

nX v[i, j] (5.2) 
µ̂j = 

n 
i:1 

Note that, the missing values are omitted during the computation of the sample 

mean µ̂j . This step is enabled by default and is recommended to balance out 
potential systematic diferences that may occur between the samples 
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5.3.3 Statistical inference at phosphosite level 

As a frst to identify phosphosites that are signifcantly diferent between the case 

and control samples, we compute the fold changes. Let q[i] denote the log fold 

change for phosphosite i, which is equal to the following: 
mcase mctrl X Xvcase[i, j] vctrl[i, j] 

q[i] = − (5.3)
mcase mctrl j:1 j:1 

Optional step: Centering the fold changes. As alternative approach to balance out 
any potential systematic bias between the case and control groups, the option 

to center the log fold changes are provided by subtracting the mean across all 
phosphosites: 

q̃[i] = q[i] − µz 

nX q[i] (5.4) 
µz = 

n 
i 

Statistical tests. To determine the statistical signifcance of the log fold changes q, 
we consider various models that difer in how the standard errors are estimated. 

Z-test: The frst and the simplest option is to estimate the standard errors based 

on the standard deviation across the phosphosites and perform a z-test based on 

this. 
Let sz be sample standard deviation of q across all phosphosites. Here, if we 

assume the standard error σ[i] of each phosphosite to be the same and equal to sz, 
the z-score z[i] for each phosphosite follows a normal distribution: 

z[i] = 
q[i] (5.5)
sz 

Based on the inverse normal distribution and the z-scores z, the correspond-
ing p-values are computed to the statistical signifcance. In addition, Benjamini-
Hochberg11 procedure is applied to limit the false discovery rate (FDR) of the fnd-
ings. 

Note that, this test is the simplest option with the weakest assumptions. It 
should only be applied in cases where the number of samples for each (case or 
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control) group are too low and the standard deviations cannot be measured accu-
rately (e.g., when is only a single sample). Otherwise, a t-test is more appropriate. 

Pooled t-test: The second option is to estimate the standard error based on the 

standard deviation across the samples and perform a pooled t-test based on this. 
Let scase[i] and sctrl[i] be sample standard deviations estimated across the sam-

ples (columns) for each phosphosite i, and let spooled[i] denote the pooled standard 

deviation for phosphosite i which is given as follows: 
(mcase[i] − 1) s2 [i] + (mctrl[i] − 1) s2 [i]case ctrl spooled[i] = (5.6)

mcase[i] + mctrl[i] − 2 

where mcase[i] and mctrl[i] represent the number of case/control samples with quan-
tifcations (i.e., having non-missing data) for phosphosite i. Assuming normality, 
independence between the samples, and equal variances between two groups (i.e., 
case and control), the t-statistic t[i] for phosphosite i follows a t-distribution with 

degrees of freedom df [i] such that: 
q[i]

t[i] = 
σ[i] s 

1 1 (5.7)σ[i] = spooled[i] + 
mcase[i] mctrl[i] 

df [i] = mcase[i] + mctrl[i] − 2 

and the statistical signifcance and p-values are computed accordingly based on 

the t-distribution. Note that, this test requires at least mcase ≥ 2 and mctrl ≥ 2 to be 

performed. 
Moderated t-test: If desired, as a potential improvement to pooled t-test, the 

moderated t-test120 can be performed, which utilizes an empirical Bayes method 

to shrink the pooled sample variances towards a common value and to augment 
the degrees of freedom for the individual variances. For this purpose, we utilize 

the implementation in limma package of R114. Specially, we utilize the SquuezeVar 
function which takes the pooled standard deviations spooled[i] as input and returns 
the moderated standard deviations smod[i] and the extra degrees of freedom gained 
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dfext. Based on these, the moderated t-test is performed: 
q[i]

t̃[i] = 
σ̃[i] s 

1 1 (5.8)σ̃[i] = smod[i] + 
mcase[i] mctrl[i] 

d̃f [i] = mcase[i] + mctrl[i] − 2 + dfext 

˜where the moderated t-statistic t̃[i] follows a t-distribution having df [i] degrees of 
freedom. 

Defaults: By default, if there are at least mcase ≥ 2 and mctrl ≥ 2 samples, a 

moderated t-test is performed. If that is not case, or if the analysis is to performed 

for a single sample (e.g., for heatmaps), a z-test is performed. 
To ensure generalization and to simplify notation in the following sections, we 

will adopt the assumption that a t-test is performed. Additionally, we will consider 
the z-test as a special case of the t-test, where the parameters σ[i] are represented 

as sz and the degrees of freedom df [i] are treated as ∞. 

5.3.4 Statistical inference at phospho-protein level 

After assessing the signifcance of phosphosites, we combine their results to per-
form statistical inference at the protein level, again comparing the case samples 
with the control samples. Let q[i] be the resultant log2 fold change, and σ[i], df [i] 
be the corresponding standard error and degrees of freedom obtained from t-test 
for phosphosite i. 

To perform the inference at the protein level, we frst compute the mean log-
fold changes qp[j] for each protein j: P 

qp[j] = 
i∈Vj 

q[i] 
(5.9)

|Vj |
where Vj denotes the set of phosphosites corresponding to protein j. 

To estimate the pooled standard error σp[j] and the corresponding degrees of 
freedom dfp[j] in the estimation of the mean log-fold changes for each protein j, 
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we use the Satterthwaite approximation117: qP 
σ2[i]i∈Vj 

σp[j] = 
|Vj |�P �2 (5.10) 

i∈Vj 
σ2[i] 

dfp[j] = � �P σ4[i] 
i∈Vj df [i] 

Based on these estimations, to compute the signifcance of a protein j, a t-test is 
performed with the t-statistic tp[j]: 

qp[j]
tp[j] = (5.11)

σp[j] 

which follows a t-distribution with dfp[j] degrees of freedom under the null hypoth-
esis. 

5.3.5 Optional: Statistical inference for protein expression 

The statistical inference for protein expression follows the same methodology 

employed in the phosphosite level analysis, which includes pooled/moderated t-
tests or z-tests as described in the Statistical inference at phosphosite level section. 
The key diference is that, in this case, the analysis is performed at the protein level 
instead of the phosphosite level. 

5.3.6 Statistical inference at kinase level 

We use the notation Wks to represent the kinase-substrate network, which consists 
of interactions between nkin kinases and n phosphosites. We obtain this network 

from either the PhosphoSitePlus49 or Signor76 databases. Typically, this network 

is sparse, with a value of 1 in the entry wks[i, j] indicating that kinase i targets 
phosphosite j. 

To identify dysregulated kinases that exhibit signifcant diferences between 

case and control samples, we employ two approaches for inferring kinase activities. 
The frst approach is a simple one, involving the calculation of mean substrate 

phosphorylation. This approach considers the phosphorylation (log-FC) of the 
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known targets of a kinase and takes the mean value as the inferred activity of that 
kinase. In contrast, the RoKAI algorithm is a more comprehensive approach that 
utilizes a functional network to enhance the accuracy and robustness of kinase 

activity inference145. 
Mean substrate phosphorylation (without RoKAI). To perform the kinase activity 

inference based on the mean substrate phosphorylation, we frst compute the 

mean log-fold changes qk[i] for each kinase i: P 
q[j] − µzj∈wks[i,:] qk[i] = (5.12)

|wks[i, :]|
where wks[i, :] denotes the set of phosphosites that are known targets of kinase i and 

µz denotes the mean log fold change across all phosphosites (see Equation (5.4)). 
To estimate the pooled standard error σk[i] and the corresponding degrees of 

freedom dfk[i] in the estimation of the mean log-fold changes for each kinase i, we 

use the Satterthwaite approximation117: qP 
σ2[j]j∈wks[i,:] 

σk[i] = 
|wks[i, :]|�P �2 (5.13)

σ2[j]j∈wks[i,:] 
dfk[i] = � �P σ4[j] 

j∈wks[i,:] df [j] 

Based on these estimations, to compute the signifcance of a kinase j, a t-test is 
performed based on the t-statistic tk[i]: 

qk[i]
tk[i] = (5.14)

σk[i] 

which follows a t-distribution with dfk[i] degrees of freedom under the null hypoth-
esis. 
Inference of kinase activities using RoKAI algorithm. The RoKAI algorithm145 is 
a method that propagates phosphorylation levels in a functional network. The 

network includes kinase-substrate associations, protein-protein interactions be-
tween kinases, and structure distance and co-evolution evidence for interactions 
between phosphosites. Using an electric circuit model, the algorithm transfers 



117 Making Proteomics Accessible: RokaiXplorer for interactive analysis 

node potentials through the network using a conductance matrix C. By solving a 

linear system, the algorithm computes node potentials, which enables the propa-
gation of phosphorylation levels. The algorithm then infers kinase activities based 

on mean phosphorylation of known targets of the kinase using the propagated 

values. 
Since RoKAI algorithm employs a linear model, the inferred activity of a kinase 

can be expressed as a weighted summation of phosphorylation levels (i.e., log fold 

changes) of known targets of a kinase, along with other phosphosites in the kinase’s 
functional neighborhood. In this section, we discuss the statistical methods used 

to determine the signifcance of the inferred kinase activities based on RoKAI. 
The following section cover the process of obtaining the weights that express the 

underlying formula in the RoKAI algorithm. 
Let W denote the weighting matrix between nkin kinases and n phosphosites, 

where w[i, j] represents the weight of phosphosite j in the inferred activity qa[i] of 
kinase i in the RoKAI inference such that: Xn

qa[i] = w[i, j]q[j] 
j:1 

(5.15) 

Expressing this in matrix form yields: 

qa = W q (5.16) 

Note that, without loss of generality, we assume that the weights are scaled such 

that they add up to 1 for each kinase. This scaling ensures that the weights repre-
sent a weighted average. To estimate the standard error σa[i] and the corresponding 

degrees of freedom dfa[i] in the inferred activity qa[i] of kinase i, we use the Satterth-
waite approximation: vuut Xn 

w 
j:1 

2[i, j]σ2[j]σa[i] = 

�P �2 (5.17)n 
j:1 w[i, j]σ

2[j] 
dfa[i] = P n w

2[i, j]σ4[j] 
j:1 df [j] 
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Expressing this in matrix form yields:
√ 
W ⊙2σ⊙2σa = � �⊙2 � � �� (5.18) 

W ⊙2dfa = Wσ⊙2 ⊘ σ⊙4 ⊘ df 

To clarify, the symbol ⊙k represents the operation of taking the element-wise kth 

power (also known as the Hadamard power) of a matrix or vector. For example, 
⊙2 corresponds to the element-wise square operation. Similarly, ⊘ represents 
element-wise division. 

After qa, σa and df are estimated, to assess the statistical signifcance of aa 

kinase i, a t-test is performed based on the t-statistic ta[i]: 
qa[i]

ta[i] = 
σa[i] (5.19) 

ta = qa ⊘ σa 

which follows a t-distribution with dfa[i] degrees of freedom under the null hypoth-
esis. 

Note that, although the open formulas (such as in Equation (5.17)) are provided 

for clarity, in the implementation, their matrix correspondences (such as in Equa-
tion (5.18)) are performed using efcient sparse matrix operations for improved 

computational performance. 
Obtaining weights expressing the underlying formula for RoKAI inference. The 

RoKAI algorithm utilizes a heterogeneous network, denoted as Win ∈ Rnks×nks , 
where the nodes represent kinases and/or phosphosites. The total number of 
nodes in the network is denoted as nks = nkin + n, which is the sum of the number 
of kinases (nkin) and the number of phosphosites (n). The edges in this network 

capture various functional associations between kinases, phosphosites, and their 
combinations. To propagate the phosphorylation values across this functional 
network, the RoKAI algorithm employs an electric circuit model and solves a 

system of equations, as described in the reference145 and outlined below: 

Cv = b (5.20) 
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In the given equation, the matrix C ∈ Rnks×nks represents the conductance be-
tween nodes in the network, allowing a portion of phosphorylation to be trans-
fered to nearby nodes in the form of current. The vector b ∈ Rnks×1 indicates the 

phosphorylation levels (log fold changes), while v ∈ Rnks×1 represents the node 

potentials to be computed. These node potentials v refect the phosphorylation 

levels after the information has propagated through the network. 
It is important to emphasize that not all nodes in the network are required to 

be quantifed. Even nodes that do not have a computed fold change value, such 

as those with missing values in the experimental data, can still be retained in the 

network. In the case of an unquantifed node denoted as i, its corresponding entry 

in the vector b is assigned a value of b[i] = 0 to indicate that it does not contribute to 

the fold change calculation and only kept as bridge node connecting other nodes. 
The solution vector v of this system can be obtained efciently using standard 

linear algebra solvers. However, in addition to fnding the the solution vector v, our 
goal here is to compute the weights Wp ∈ Rnks×nks that represent the underlying 

solution of this system such that: 

v = Wpb 
(5.21) 

= C−1Wp 

Obtaining the weighting matrix Wp explicitly through the matrix inversion op-
eration described above becomes computationally expensive, especially for typi-
cal large-scale networks with thousands or more nodes (phosphosites or kinases). 
This approach becomes even more challenging when working with limited com-
putational resources, such as those available on a web server. To overcome this 
challenge, we have implemented several optimizations for the RoKAI algorithm to 

improve computational efciency that involves computing a partial inverse. These 

optimizations ensure that the algorithm remains feasible and scalable, even for 
large-scale networks. 

First, we introduce the concept of relevant nodes. These are phosphosites 
or kinases that have a functional annotation in the network, meaning they are 

associated with at least one edge in the functional network Win. We denote the 
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number of relevant nodes as nrel, and Irel represents the indices of these nodes. 
ˆTo focus on the relevant nodes, we defne W p as the subset of the network Wp 

that only includes the relevant nodes, represented by the indices Irel. In other 
words, Ŵ 

p corresponds to the submatrix Wp[Irel, Irel], which has a size of nrel ×nrel. 
Similarly, we defne Ĉ as the subset of the conductance matrix that corresponds 
to the relevant nodes. 

In addition to the concept of relevant nodes, we introduce the notion of quan-
tifed nodes. These nodes refer to the phosphosites that are explicitly identifed in 

the dataset being processed. In other words, they are phosphosites for which a fold 

change value is computed (i.e., does not have a missing value). In general, we are 
ˆonly interested in computing the further subset of W p that involves the quantifed 

nodes. We refer to this subset as Ŵ 
p which is of size nq × nq where nq is the number 

of nodes that are both quantifed and relevant. The remaining nodes that are rel-
evant but not quantifed play a crucial role as bridges connecting other nodes in 

the network. While these are necessary for obtaining the solution of the system as 
they contribute to the overall connectivity and information fow, they need not be 

explicitly expressed in the fnal solution or underlying formula behind the inferred 

kinase activities. 
We can partition the conductance matrix Ĉ into 2 × 2 blocks based on on the 

quantifcation status of the nodes: " # 
ˆ ˆC11 C12

Ĉ = (5.22)
ˆ ˆC21 C22 

In this partitioning scheme, we assign a label of "1" to the block corresponding 

to the quantifed nodes, indicating their quantifcation status, and a label of "2" to 

the block representing the remaining nodes. Similarly, we can express the linear 
system in Equation (5.20) using the partioning as follows:" # " # 

ˆv̂1 b1
Ĉ = (5.23)

ˆv̂2 b2 
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Since the unquantifed nodes in block "2" does not have computed fold changes, 
b̂2 = 0 and the above equation can be rewritten as:" # " # 

ˆv̂1 b1
Ĉ = (5.24) 

v̂2 0 

ˆ ˆWhat we are looking for here is a matrix W p, a partial inverse of C that will 
satisfy: 

Ŵ 
pb̂ 

1 = v̂1 (5.25) 
ˆGiven that the block matrix C11 is invertible, we can obtain a partial inverse 

of matrix Ĉ by inverting Ĉ 
11 and replacing the corresponding block Ĉ 

22 with the 

Schur complement Ĉ/Ĉ 
11 and adjusting the of-diagonal elements of the resulting 

matrix accordingly132:  � �−1 � �−1 " # 
inv1Ĉ 

11 inv1Ĉ 
12 Ĉ 

11 − Ĉ 
11 Ĉ 

12
inv1Ĉ = =  � �−1 � �−1 

 (5.26)
ˆ ˆinv1C21 inv1C22 Ĉ 

21 Ĉ 
11 Ĉ 

22 − Ĉ 
21 Ĉ 

11 Ĉ 
12 

This partial inversion corresponds to a rotation of the matrix and satisfes the 

following property132: " # " # " # 
b̂1 v̂1 v̂1inv1Ĉ = = (5.27)

ˆv̂2 b2 0 

Thus, this produces two main equations: 

inv1Ĉ 
11b̂ 

1 + inv1Ĉ 
12v̂2 = v̂1 

(5.28)
inv1Ĉ 

21b̂ 
1 + inv1Ĉ 

22v̂2 = 0 

Reorganizing the second equation above yields: 

inv1Ĉ 
22v̂2 = −inv1Ĉ 

21b̂ 
1 � �−1 (5.29) 

v̂2 = − inv1Ĉ 
22 inv1Ĉ 

21b̂ 
1 
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Substituting v̂2 into the frst equation results in: 

inv1Ĉ 
11b̂ 

1 + inv1Ĉ 
12v̂2 = v̂1 � �−1 

ˆ ˆ ˆ ˆ ˆ ˆinv1C11b1 − inv1C12 inv1C22 inv1C21b1 = v̂1 (5.30)� �� �−1 
inv1 

ˆ ˆ ˆ ˆ b1 ˆC11 − inv1C12 inv1C22 inv1C21 
ˆ = v1 

Thus, � �−1 
ˆ ˆ ˆ ˆ ˆW p = inv1C11 − inv1C12 inv1C22 inv1C21 (5.31) 

ˆSubstituting the values for the entries of the partial inverse, inv1C matrix results 
in: � �−1 � �−1 � �−1 � �−1 

Ŵ 
p = Ĉ 

11 + Ĉ 
11 Ĉ 

12 inv1Ĉ 
22 Ĉ 

21 Ĉ 
11 (5.32) � �−1 

ˆHere, the computation of the inverse inv1C22 is still computationally 

costly. Fortunately, we do not have to explicitly compute it. The multiplication� �−1 
ˆ ˆC12 inv1C22 corresponds to the solution S of the following linear system, 
which can be efciently solved (e.g., using mrdivide function in Matlab or solve 
function in R): 

Sinv1Ĉ 
22 = Ĉ 

12 � �−1 (5.33) 
S = Ĉ 

12 inv1Ĉ 
22 

where � �−1 
inv1Ĉ 

22 = Ĉ 
22 − Ĉ 

21 Ĉ 
11 Ĉ 

12 (5.34) 

Substituting the solution matrix S yields the equation:� �−1 � �−1 � �−1 
Ŵ 

p = Ĉ 
11 + Ĉ 

11 SĈ 
21 Ĉ 

11 (5.35) 

Note that, the weighting matrix Ŵ 
p of size nq × nq is defned for quantifed and 

relevant nodes. However, it can be easily mapped to the space of all phosphosites 
Wp (of size n × n) by setting the remaining values for all other nodes as 0. 

After the weighting matrix for phosphosites Wp is obtained, the weights kinase 

inference W are obtained for mean substrate phosphorylation using the kinase-
substrate network Wks: 

W = WksWp (5.36) 
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Here, the matrix W represents a weighted network of size nkin × n, where nkin 

denotes the number of kinases and n represents the number of phosphosites. On 

the other hand, the matrix Wks represents an unweighted network of size nkin × n, 
specifcally indicating the interactions between kinases and phosphosites that are 

known kinase targets. 
Options for kinase activity inference. RokaiXplorer ofers several options specifc 

for kinase activity inference. These are outlined below: 

• Kinase-substrate dataset: The options are PhosphoSitePlus (PSP) or PSP 

+ Signor. The former only uses the known kinase targets Wks from PSP49, 
and the latter additionally include known targets from Signor76 as well. 

• RoKAI Network: Determines what kind of interactions are included in the 

RoKAI functional network Win. KinaseSubstrate option only includes the 

known kinase targets Wks network. KS+PPI option additionally adds the 

protein-protein interactions (PPI) between the kinases. KS+PPI+SD also 

includes interactions between phosphosites based on structure distance 

evidence. KS+PPI+SD+CoEv further includes interactions between phos-
phosites based on co-evolution evidence. 

• Use sites in functional network: A binary fag that determines whether 
the network propagation through RoKAI should be performed or not. 

• Min. number of substrates: Determines the minimum number of phos-
phosites that are known targets of a kinase needs to be identifed in the 

dataset for that kinase to be included in the analysis. In other words, the 

kinase will be considered only if it has at least the specifed minimum num-
ber of identifed phosphosites in Wks. 

5.3.7 Statistical inference at pathway level 

In addition, RokaiXplorer provides the functionality to perform pathway or gene 

ontology (GO) term enrichment analysis based on peptides or proteins that have 

been identifed as signifcant in previous analyses involving phosphorylation or 
protein expression. Pathway analysis is a valuable tool for gaining insights into the 
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biological pathways and networks afected by the observed changes in the phos-
phoproteome. By conducting pathway analysis, users can further understand the 

broader biological context and functional implications of the identifed phospho-
rylation events. 

The enrichment analysis in RokaiXplorer is conducted using an over-
representation analysis (ORA) approach. This involves assessing the enrichment 
of signifcant phosphosites or proteins in specifc pathways or gene ontology 

terms. It is important to note that the analysis is performed at the protein level, 
even when examining phosphorylation at the phosphosite level. Specifcally, for 
enrichment analysis on phosphosites, we map the signifcant phosphosites to 

their corresponding proteins. A protein is considered signifcant if it contains at 
least one signifcant phosphosite. To determine the statistical signifcance of the 

enrichment, we employ the chi-squared test with Yate’s correction143. This test 
helps evaluate whether the observed distribution of signifcant phosphosites or 
proteins across pathways or gene ontology terms deviates signifcantly from what 
would be expected by chance alone and produces the p-values. The test produces 
p-values, which indicate the strength of evidence for enrichment. We apply the 

Benjamini-Hochberg procedure11 to alleviate the multiple comparisons issue by 

limit the false discovery rate (FDR) of the fndings. 
Estimating magnitude of enrichment — Bayesian log risk ratio. To estimate the 

magnitude of enrichment, RokaiXplorer utilizes a Bayesian approach to estimate 

log risk ratio. These estimates are primarily used to visualize the magnitude of 
enrichment, such as in bar plots in the inspection window. Let P+ denote the set i 

of signifcant proteins within pathway i (e.g., the hits),and P− denote the set of non-i 

signifcant proteins within the pathway (i.e., the misses). Similarly, P+ 
all represents 

the set of all signifcant proteins, and P− 
all represents the set of all non-signifcant 

proteins. Furthermore, n+[i] corresponds to the number of signifcant proteins 
in pathway i, while n−[i] corresponds to the number of non-signifcant proteins 

+within the pathway. Similarly, nall denotes the total number of signifcant proteins, 
and nall 

− denotes the total number of non-signifcant proteins. Without using a 
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Bayesian prior, the log risk ratio (logRR) can be computed as follows: 
n+[i]/ (n+[i] + n−[i])logRR[i] = log2 � � � � (5.37)+ + − n − n+[i] / nall all + nall − n+[i] − n−[i] 

This estimate presents several issues. For instance, when a pathway contains 
only 1 signifcant protein (1 hit and 0 misses), the risk ratio approaches the max-

nallimum value possible (equal to 1 divided by the signifcance ratio +

+ 

− ), even 
nall+nall 

though the presence of only 1 signifcant protein provides weak evidence that 
cannot be reliably attributed to anything other than chance alone. In contrast, 
a pathway with 100 signifcant proteins out of 100 proteins yields a similar risk ra-
tio, despite providing much stronger and more confdent evidence. To address this 
issue, we employ a Bayesian estimate that incorporates a prior belief, assuming 

+that the pathway’s enrichment (hit ratio) is equal to the signifcance ratio rall when 

no additional evidence is available: 
n+ all rall = 
+ 

− (5.38)+ nall + nall 

For this purpose, our perspective is similar to that of the coin fip problem. 
Imagine that we conduct a series of independent trials, where each trial can result 
in a hit or a miss. After performing these trials, we observe a total of n+ hits and n− 

misses. Now, our goal is to determine the likelihood that the coin is fair, or in other 
words, what is our posterior belief about the probability of getting a hit, denoted 

as r? 
Assuming uniform prior for all possible r values, the answer lies in the beta 

distribution: 
r ∼ B(n + + 1, n − + 1) (5.39) 

Here, we can generalize this approach by introducing α+ and α− , which represent 
the "prior number of hits" and "prior number of misses" respectively. These values 
act as pseudotrials and represents the prior belief in the estimation process: 

r ∼ B(n + + α+ , n − + α−) (5.40) 

+where rα = α+ represents the prior mean. To select appropriate prior values,we 
α++α− 

+consider three principles. First, we aim to ensure that r matches the population α 
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+signifcance ratio rall. Second, we want α+ and α− to be at least equal to 1 or higher. 
+Lastly, we want the prior to be equivalent to uniform prior when rall = 0.5 (where 

hits and misses are equally likely). To incorporate these principles, we utilize the 

following prior values: 
α+ = 1 

− (5.41)n 
α− all = + nall 

It is important to note that these prior values are chosen under the assumption 
+that the number of signifcant proteins nall is smaller than the number of non-

signifcant proteins nall 
− . However, in the unlikely scenario where nall 

− is larger than 
+ nallnall, we swap the two groups and set α− = 1 and α+ = − 

+ 

to satisfy the desired 
nall 

criteria and ensure appropriate estimation. 
Based on these parameters, we calculate the medians m[i] and mout[i] of the 

posterior distribution for the hit ratios r[i] and rout[i] respectively. The hit ratio r[i] 

represents the ratio of signifcant proteins to all proteins in pathway i, while the 

hit ratio rout[i] represents the ratio of signifcant proteins to all proteins outside 

of pathway i. The medians m[i] and mout[i] are obtained based on the quantile 

function for beta distribution: 
m[i] = F −1 +[i] + α+ , n −[i] + α−)Beta(0.5; n 

(5.42)
+ − n +[i] + α+ , n − − n −[i] + α−)mout[i] = FBeta 

−1 (0.5; nall all 

where F −1 
Beta(p; a, b) denotes the quantile function of the beta distribution for quan-

tile p and parameters a and b. Thus,based on the provided parameters and Bayesian 
ˆprior, we derive an estimate of the log risk ratio logRR[i] for pathway i as follows: 

m[i] +[i] + α+, n−[i] + α−)ˆ Beta(0.5; nlogRR[i] = log2 = log2 F −1 

F −1 

(5.43)+ − n+[i] + α+, n − − n−[i] + α−)mout[i] Beta(0.5; nall all 

Parameters for pathway enrichment. RokaiXplorer ofers several options for the 

pathway enrichment. These are outlined below: 
Inclusion criteria (enrichment terms): These options determine the inclusion 

of enrichment terms in the analysis. The frst option categorizes the terms based 

on their category,such as Biological Process, Cellular Process,or Molecular Function 

for GO terms. Additionally, there are options to flter out pathways based on the 
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number of proteins identifed in the input dataset. This can be done either by 

specifying a minimum number of observed proteins or by setting a minimum ratio 

of observed proteins to the total number of proteins in the pathway. Furthermore, 
there is an option to flter out highly similar pathways based on the Jaccard index. 
Pathways that exhibit a highly similar set of observed proteins are fltered out, 
retaining only one of them. In cases of duplication, the smaller pathway is retained 

Furthermore, there is an option to flter out highly similar pathways based on 

the Jaccard index. When this option is enabled, if multiple pathways exhibit a 

highly similar set of observed proteins, only one of them is retained, prioritizing 

the smaller pathway with less number of proteins. 
Background set (proteins): These options determine the set of signifcant pro-

teins to be used for the enrichment analysis. The frst option allows for selecting 

the data source, which can be either the results from the Phosphosite, Phospho-
protein, or Protein expression analyses. If the Phosphosites option is chosen, the 

background set will include proteins that have at least one signifcant phospho-
site. The subsequent options defne the criteria for determining signifcance, such 

as the cut-of based on p-values or log2 fold changes. Additionally, there is a bi-
nary setting to indicate whether the Benjamini-Hochberg procedure should be 

applied to control the false discovery rate (FDR) of the fndings. Finally, an addi-
tional option is provided to restrict the set of signifcant proteins to either positive 

or negative log fold changes, if desired. 

5.3.8 Inspection window: Performing sample-wise inferences 

In addition to the specifc statistical analyses described earlier (e.g., phosphosites, 
phosphoproteins, protein expression, kinase inference, and pathway enrichment), 
RokaiXplorer ofers sample-wise analyses at the individual sample level for more 

detailed inspection in the inspection window. These sample-wise analyses com-
pare each sample in the Case group to all samples in the Control group, providing 

granular results that capture the variance between samples. The inspection win-
dow allows for visualization of these results through bar plots or box plots, provid-
ing a comprehensive view of the individual sample-level analysis. 
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For the sample-wise analysis at the phosphosite and protein expression level, 
we utilize the z-test as a simpler alternative to the t-test. The z-test estimates the 

standard error by considering the variance across the phosphosites or proteins. Un-
like the t-test, which requires multiple samples to measure the variance between 

them, the z-test can be applied without such a requirement. Furthermore, in the 

kinase activity inference, we perform the analysis without utilizing network propa-
gation through RoKAI’s functional network. This decision is made to conserve the 

computational resources on the web server and streamline the analysis process. 
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