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Abstract

Exploring Single-molecule Heterogeneity and the Price of Cell Signaling

Abstract

by

TENGLONG WANG

In the last two decades, advances in experimental techniques have opened up new

vistas for understanding bio-molecules and their complex networks of interactions in

the cell. In this thesis, we use theoretical modeling and machine learning to explore

two surprising aspects that have been revealed by recent experiments: (i) the discovery

that many different types of cellular signaling networks, in both prokaryotes and eu-

karyotes, can transmit at most 1 to 3 bits of information; (ii) the observation that single

bio-molecules can exhibit multiple, stable conformational states with extremely hetero-

geneous functional properties.

The first part of the thesis investigates how the energetic costs of signaling in bio-

logical networks constrain the amount of information that can be transferred through

them. The focus is specifically on the kinase-phosphatase enzymatic network, one of

the basic elements of cellular signaling pathways. We find a remarkably simple ana-

lytical relationship for the minimum rate of ATP consumption necessary to achieve a

certain signal fidelity across a range of frequencies. This defines a fundamental per-

formance limit for such enzymatic systems, and we find evidence that a component of

the yeast osmotic shock pathway may be close to this optimality line. By quantifying

xiii



the evolutionary pressures that operate on these networks, we argue that this is not a

coincidence: natural selection is capable of pushing signaling systems toward optimal-

ity, particularly in unicellular organisms. Our theoretical framework is directly verifiable

using existing experimental techniques, and predicts that many more examples of such

optimality should exist in nature.

In the second part of the thesis, we develop two machine learning methods to ana-

lyze data from single-molecule AFM pulling experiments: a supervised (deep learning)

and an unsupervised (non-parametric Bayesian) algorithm. These experiments involve

applying an increasing force on a bio-molecule or bio-molecular complex until it un-

folds or ruptures. The distribution of times it takes for this unfolding/rupture to occur,

collected from many repetitions of the experiment, contains signatures of heterogene-

ity: information about the number and properties of the different conformational states

that exist in a given system. We show that both machine learning techniques can ef-

fectively tease out this information, though each has its own strengths and weaknesses.

The algorithms are validated on a large set of synthetic data, generated to mimic the

wide range of biological parameters and experimental settings one would encounter in

real-world applications.

xiv
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1 Introduction

This thesis concerns two topics—cell signaling and single bio-molecule heterogeneity—

that are both considered crucial for the biological function of living cells. Cell signaling is

essential for collecting information about the environment, while heterogeneity enables

this information to be reflected in different functional conformations of a bio-molecule:

for example environmental conditions can “anneal” a bio-molecule, allowing it to switch

rapidly between conformations [1], or alternatively favor long-lived states.

In Chapter 2, we will explore the price of information transfer in living cells by an-

alyzing a canonical signaling circuit: the enzymatic push-pull loop. In Chapter 3, we

will explore single-molecule heterogeneity using two different machine learning tech-

niques. Before going into the details of these two topics, let us first introduce some

general ideas, quantities, and useful techniques from biological information theory and

machine learning.

1.1 Cellular signaling

In focusing on how information is transferred in living cells, we will first introduce sev-

eral important properties through the theoretical framework of a simple input-output

signaling network. This network is a coarse-grained version of the full enzymatic model
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we introduce in Chapter 2, and hence less suitable for direct experimental comparisons.

But it is simple enough to provide a convenient introduction to the ideas we will explore

in more depth later on.

1.1.1 Modeling a simple input-output signaling network

Figure 1.1. (a) A simple signaling circuit, involving an input species X (t )
and output species Y (t ), related by the production rate R0. (b) Both in-
put X (t ) and output Y (t ) vary as function of time. The simple signaling
circuit can be treated as an amplifier, transducing an input signal into an
amplified output signal.

The complexity of cell signaling can be daunting: for instance, there are over 500

protein kinases operating in many interconnected pathways just inside humans [2]. To

obtain a better understanding, we start with a simple signaling network that illustrates

the general theoretical approach. This sets up a foundation for studying more realistic

biological signaling pathways. Consider the simple signaling pathway shown in Fig. 1.1,

including only two chemical species: the input species X (t ) and the output species Y (t ).

For example, the input and output species can be interpreted as the active and phospho-

rylated forms of two protein kinases. As shown in the figure, the upstream part of the

pathway is described by an effective production rate F for input species X . The output

species Y is produced by given input X with a production rate R0. The input and output
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have decay rate γx and γy respectively. In general, all the rates F , R0, γx and γy can be

time dependent (influenced by a fluctuating extracellular and intracellular conditions),

but we assume they are constant here for simplicity. This signaling network can function

as an amplifier, transducing an input signal into an amplified output signal.

1.1.2 Auto-correlation time and frequency of the input

# 
of

 m
ol

ec
ul

es

X(t)
gx

-1

Figure 1.2. The autocorrelation time of the input, γ−1
x , can be interpreted

as the characteristic timescale of the input fluctuations, and we will de-
note its inverse, γx , as the effective “frequency” of the input.

To quantitatively measure the information transfer from X (t ) to Y (t ), several prop-

erties of the system are crucial to our analysis. The first is the auto-correlation time τa

of the input, defined through the auto-correlation function

δX (t +τ)δX (t ) = δX 2 exp(−|τ|/τa), (1.1)

where the bar denotes an average over an ensemble of trajectories in the stationary state

and δX (t ) ≡ X (t )− X . For our simple model τa = γ−1
x , the inverse of the decay rate γx .

Note, in the stationary state, that instantaneous averages like X ≡ X (t ) and δX 2 ≡ δX 2(t )

are independent of t . Since γ−1
x is the characteristic timescale of the input fluctuations,
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we will denote its inverse, γx , as the effective “frequency” of the input. Similarly, the

output decay rate sets the response time scale γ−1
y over which Y (t ) can react to changes

in the input.

1.1.3 Chemical potential

Figure 1.3. (a) A simple signaling circuit with reverse reactions (red ar-
rows), involving an input species X (t ) and output species Y (t ). In the
limit of “irreversible” enzymatic reactions, λ1 → 0, λ2 → 0, the system re-
duced to the case Fig. 1.1(a). (b) Both input X (t ) and output Y (t ) varies
as function of time. The simple signaling circuit can be treated as an am-
plifier, transducing an input signal into an amplified output signal.

In reality, the input-output system described in Fig. 1.1 is incomplete, since the exis-

tence of reverse reactions are inevitable. Though the reverse rates are typically negligible

under cellular conditions, they need to be considered to make our system thermody-

namically consistent. Fig. 1.3 shows our model with reverse reactions. The rationale for

these reactions can be understood by looking at a more detailed biochemical descrip-

tion: imagine that the underlying system was a kinase-phosphatase signaling system

where X represents the kinase population. A substrate protein is phosphorylated to give

an output Y (population of phosphorylated substrates) with a pseudo-first-order rate

R0X (the R0 here depends on the substrate population). The reverse reaction in this
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context would be the phosphorylated substrate rebinding to the kinase and the phos-

phate group being removed, with some rate λ1X Y that depends on both kinase X and

phosphorylated substrate Y populations. Of course the main way dephosphorylation

occurs is not through such unlikely reversal events but through a phosphatase enzyme

binding to the phosphorylated substrate, with pseudo-first-order rate γy Y (the γy de-

pends on the phosphatase population). Reversal of the phosphatase-catalyzed reaction,

which depends on the substrate rebinding to the phosphatase and getting back a phos-

phate group, is reflected in the rate λ2 (with depends implicitly on both substrate and

phosphatase populations, neither of which explicitly appears in the simple model). In

the limit of “irreversible” enzymatic reactions, λ1 → 0, λ2 → 0, the system reduces to the

case described by Fig. 1.1.

Generally a biological signaling network requires consumption of some metabolic

“fuel”, our simple input-output system is no exception. In order to make this signaling

pathway transfer information effectively, the symmetry of the network should be bro-

ken, which means the forward rate direction (input to output X → Y direction) of the

pathway should be preferred. So, what fuel ensures this preference? It is typically the

chemical potential ∆µ associated with ATP hydrolysis. ATP is constantly replenished

from metabolic processing of nutrients to maintain sufficiently high chemical potential

to drive the X → Y current forward. Mathematically, we can link the product of the ra-

tios of the reverse rates relative to the forward ones and the chemical potential through

a key thermodynamic relation arising from the principle of detailed balance [3, 4],

e−β∆µ = λ1λ2

γy R0
, (1.2)
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where β = (kB T )−1, kB is the Boltzmann constant, and T is the temperature. As long

as ∆µ is large and positive, the strong preference for the forward reaction direction is

guaranteed. Moreover, every forward traversal (X → Y ) phosphorylates a substrate, in

the process consuming a single ATP molecule through hydrolysis, releasing the prod-

ucts ADP and inorganic phosphate Pi back into the surroundings. ∆µ depends on the

concentrations [ATP], [ADP], and [Pi] through

∆µ=∆µ0 +kB T ln
[ATP](1M)

[ADP][Pi]

where ∆µ0 is the standard free energy of ATP hydrolysis (∆µ0 ≈ 12 kB T at room temper-

ature [5]).

1.1.4 Gain parameter and ATP consumption

Another property we are interested in is the gain parameter: how much output is pro-

duced on average for each input molecule. For the simple signaling network here, it is

obviously given by the production rate R0. With the help of gain parameter R0, we can

quantify the average rate of ATP consumption. In stationary state, the average rate of

ATP consumption is just the mean rate of the forward reaction step as A = R0X , if we

assume that one ATP is consumed per reaction.

1.1.5 Mutual information

The last property of interest is a quantitative measure of the information transfer, given

by the instantaneous stationary mutual information I between X (t ) and Y (t ). This is

defined in terms of the joint probability P (X ,Y ) of observing input value X and output

value Y at the same moment of time, and the corresponding marginal probabilities P (X )
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and P (Y ),

I = ∑
X ,Y

P (X ,Y ) log2
P (X ,Y )

P (X )P (Y )
. (1.3)

The mutual information I ≥ 0 in all cases, and is measured in bits, with larger values

translating to a greater degree of correlation between input and output. In our model

at larger population sizes, the marginal and joint distributions can be approximated as

Gaussian:

P (X ) = e
−(X−X )2

2σ2
xp

2πσx
, (1.4)

P (Y ) = e
−(Y −Y )2

2σ2
y

p
2πσy

, (1.5)

P (X ,Y ) = e
− 1

2(1−ρ2)

[
(X−X )2

2σ2
x

+ (Y −Y )2

2σ2
y

− 2ρ(X−X )(Y −Y )
σxσy

]

2πσxσy
√

1−ρ2
, (1.6)

where X and Y are mean populations, σx =
√
〈X 2〉−〈X 〉2 and σy =

√
〈Y 2〉−〈Y 〉2 are

standard deviations, and ρ = (〈X Y 〉 − 〈X 〉〈Y 〉)/σxσy is the Pearson correlation coeffi-

cient. This allows us to use a expression for I valid in this limit that is more convenient

to evaluate [6]:

I ≈ −1

2
log2 E ,

where E ≡ 1− cov(X Y )2

var(X )var(Y )

≡ 1− (X Y −X Y )2(
X 2 −X

2
)(

Y 2 −Y
2
) . (1.7)

Here E = 1−ρ2 lies in the range 0 ≤ E ≤ 1. For E = 0 (or equivalently I = ∞) we have

perfect correlation between the input and output signal, while E = 1 (I = 0) corresponds

to an output that is completely independent of the input.
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1.1.6 Chemical Langevin solution

To derive analytical results for the above system, we need to mathematically describe the

time evolution of the species in the system. A stochastic method that captures this time

evolution at larger population sizes (where X (t ) and Y (t ) can be treated as continuous

variables) is the linearized chemical Langevin approach [7]. For the above input-output

system described in Fig. 1.3, the chemical Langevin equations are

d X

d t
= F −γx X +nx ,

dY

d t
= R0X +λ2 −λ1X Y −Y γy +ny , (1.8)

where the noise term ni (t ) = p
Πiηi (t ). The noise terms are associated with reactions

in the system, and the corresponding prefactors represent the sum of the mean produc-

tion(forward) and deactivation/unbinding (backward) contributions to each reaction,

Πx = 2Xγx and Πy = 2(X R0 +λ2). The Gaussian white noise functions ηi have correla-

tions 〈ηi (t )η j (t ′)〉 = δi j (t − t ′). Considering the above equations, it is easy to obtain the

stable-state solution as

X = 〈X 〉 = F

γx
, Y = 〈Y 〉 = F R0 +γxλ2

γxγy +Fλ1
. (1.9)

Plugging in X = X +δX and Y = Y +δY , converting to Fourier space and linearizing,

Eq. (1.8) becomes

ñx(ω)+δX̃ (ω)(iω−γx) = 0,

ñy (ω)+δX̃ (ω)(R0 −Y λ1)+δỸ (ω)(−γy −Xλ1 + iω) = 0, (1.10)

where the tilde indicates a Fourier-transformed function. The solutions of above equa-

tions (1.10) take the form of linear combination of the noise functions,
∑

i=x,y
ai (ω)ñi (ω),
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as follows:

δX̃ (ω) = 1

γx − iω
ñx ,

δỸ (ω) = i (R0 −Y λ1)

(γy +Xλ1 − iω)(iγx +ω)
ñx + (iγx +ω)

(γy +Xλ1 − iω)(iγx +ω)
ñy . (1.11)

The corresponding input, output and cross power spectra—PX (ω), PY (ω), and PX Y (ω)

respectively—are defined through:

δX̃ (ω)δX̃ (ω′) = 2πPX (ω)δ(ω+ω′), δỸ (ω)δỸ (ω′) = 2πPY (ω)δ(ω+ω′),

δX̃ (ω)δỸ (ω′) = 2πPX Y (ω)δ(ω+ω′).

(1.12)

These can be easily obtained from Eq. (1.11) and the correlation properties of the noise

terms:

PX X (ω) = 1

γ2
x +ω2

Πx = 2F

γ2
x +ω2

,

PY Y (ω) = (R0 −Y λ1)2

(γ2
x +ω2)(γ2

y +2Xλ1γy +X
2
λ2

1 +ω2)
Πx

+ 1

γ2
y +2Xλ1γy +X

2
λ2

1 +ω2
Πy

= N0 +N1ω
2

D0 +D1ω2 +D2ω4
,

RePX Y (ω) = 2F (γy +Xλ1)(R0 −Y λ1)

(γ2
x +ω2)(γ2

y +2Xλ1γy +X
2
λ2

1 +ω2)
, (1.13)
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where the coefficients Ni (Di ) for the ω2i terms in the numerator (denominator) of

PY Y (ω) are

N0 = 2γ3
x{F R0[R0γxγ

2
y + (γxγy +Fλ1)2]+γx[γ2

xγ
2
y +2Fγxγyλ1

+ Fλ1(Fλ1 −2R0γ0)]λ2 +Fγxλ
2
1λ

2
2},

N1 = 2γx(γxγy +Fλ1)2(F R0 +γxλ2),

D0 = γ2
x(γxγy +Fλ1)4,

D1 = (γxγy +Fλ1)2[γ4
x + (γxγy +Fλ1)2],

D2 = γ2
x(γxγy +Fλ1)2. (1.14)

With the help of the above power spectra, we can obtain the variances and covariances

as

var(X ) = 〈X 2〉−〈X 〉2 = 1

2π

∫ ∞

−∞
PX X (ω)dω,

var(Y ) = 〈Y 2〉−〈Y 〉2 = 1

2π

∫ ∞

−∞
PY Y (ω)dω,

cov(X Y ) = 〈X Y 〉−〈X 〉〈Y 〉 = 1

2π

∫ ∞

−∞
PX Y (ω)dω. (1.15)

Note that in the last line of Eq. (1.13), we only write down the real part of PX Y (ω), since

the imaginary part will cancel out in above integral. After some tedious calculation, the
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integrals in Eq. (1.15) can be explicitly evaluated to yield

var(X ) = F

γx
,

var(Y ) =
F R0

[
(Fλ1 +γxγy )2

(
Fλ1 +γx(γx +γy )

)+R0γ
3
xγ

2
y

]
+Fλ2

1λ
2
2γ

3
x

(Fλ1 +γxγy )3
(
Fλ1 +γx(γx +γy )

)
+

λ2γx

(
F 3λ3

1 +F 2λ2
1γx(γx +3γy )+Fλ1γ

2
xγy (−2R0 +2γx +3γy )+γ3

xγ
2
y (γx +γy )

)
(Fλ1 +γxγy )3

(
Fλ1 +γx(γx +γy )

) ,

cov(X Y ) = Fγx(R0γy −λ1λ2)

(γxγy +Fλ1)(γ2
x +γxγy +Fλ1)

. (1.16)

Inserting above variances into Eq. (1.7), we will obtain the corresponding mutual in-

formation. The above example illustrates how one can obtain a variety of signaling

properties analytically using the chemical Langevin approach. We will generalize this

technique to a more realistic many-species model in Chapter 2, and also validate the

approach by comparison to kinetic Monte Carlo simulations.

1.2 Single-molecule heterogeneity

Functional heterogeneity of single bio-molecules is significant variation in functional

properties (i.e. catalytic rates, bonding lifetimes) among covalently identical bio-molecules,

arising from multiple, distinct (and sometimes long-lived) structural conformations.

Functional heterogeneity is widely observed in many classes of bio-molecules such as

protein enzymes [8–10], ribozymes [11], DNA [12], motor proteins[13], and adhesion

complexes [14]. This type of heterogeneity allows molecules to have different functional

responses to changes in the external environment (i.e. differences in applied tension on

an adhesion complex). It is also effectively a source of epigenetic variation that can play



Introduction 12

a role in evolution, since the same genetic sequence can lead to a protein that exhibits a

variety of phenotypes.

The question we consider in this thesis is can we devise a method to quantify the ex-

tent of heterogeneity from experiments, specifically single-molecule force spectroscopy

conducted by atomic force microscopy (AFM). The experimental data is the rupture

times (or equivalently forces) one collects from an AFM pulling experiment as shown

as Fig. 1.4.

Figure 1.4. Schematic of an atomic force microscopy pulling experiment.

Typically, one connects the bio-molecule to the AFM cantilever and platform through

protein or nucleic acid linkers of known stiffness. Suppose the cantilever is pulled at a

constant velocity v , applying a force ramp with slope d f /d t = ωs( f )v , where ωs( f ) is

the effective stiffness of the setup (linkers plus the AFM cantilever). While the AFM can-

tilever is approximately a Hookean spring, theωs( f ) may in general depend on the force

because of the polymeric properties of the linkers. For simplicity, we define a charac-

teristic stiffness ω̄s ≡ the mean ωs( f ) over the range of forces probed in the experiment

(note that the precise value of ω̄s is not crucial in this work). This allows us to intro-

duce a constant characteristic force loading rate r proportional to the velocity, r = ω̄s v .

Therefore, we can write the force ramp r = d f /d t . The force is ramped up until rupture
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occurs (in the case of a complex of bio-molecules adhered together) or until unfolding

occurs (in the case of a single bio-molecule). For simplicity we will refer to both cases

as “rupture” times. If the molecule or molecular complex can exist in distinct confor-

mational states, differences in the non-covalent bonding in those states can lead to very

different distributions of rupture times. Our focus will be in systems where such states

are long-lived relative to the experimental run time, since multiple states that intercon-

vert rapidly before rupture lead to results that effectively look like a single state [15].

Moreover, as was shown in Ref. [15], there are ways to rule out the rapid interconversion

scenario based on the data. Hence the assumption will be that if we start in a certain

conformational state at the beginning of the experimental run, we will be in the same

state at the moment of rupture.

This experimental procedure is repeated multiple times, collecting a set of rupture

times (or forces) for the bio-molecule of interest. Now, we can pose the above question

more specifically. Suppose one did the AFM pulling experiments 200 times with one

certain bio-molecule, is it possible that one can quantify the heterogeneity of the bio-

molecule by analyzing the 200 rupture times at loading rate r ?

Figure 1.5. The left panel visualizes raw data one collects from 200 repe-
titions of an AFM pulling experiment. On the right is a schematic of ques-
tions we try to answer through the analysis of the rupture time data.
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As shown in Fig. 1.5, the first question we want to answer is: can we tell if the data

is collected from a single-state system or a heterogeneous (multiple state) system? If we

identify that the bio-molecule has multiple functional states, can we specify how many

functional states exist? If we could do this, i.e. deduce there are three states, can our

analysis give information about the state probability distribution p = {p1, p2, p3}, where

pi is the probability that an experimental run involves a molecule in state i . Further-

more, if the answers are yes for all above questions, can we provide physical param-

eters that characterize each of the functional states? In the context of pulling experi-

ments, these parameters would describe the different rupture time distributions associ-

ated with each state.

In this thesis, we provide potential solutions for the above questions with the help of

two machine learning techniques: deep learning and non-parametric Bayesian learn-

ing. To set up the detailed discussion of these in Chapter 3, in the following sections we

introduce some basics of machine learning.

1.2.1 Machine learning

Machine learning is a subdomain of computer science whose goal is to develop algo-

rithms that learn automatically from data—for example using data to identify hidden

patterns, infer underlying models, or make predictions. Of course such data analysis

has been an essential part of many disciplines—science, statistics, economics—long be-

fore the electronic computer was invented. However, in recent years, thanks to the rapid

development of information technology and computer science, machine learning has

dramatically broadened the scope of data analysis techniques. Our increasing ability to

generate big data sets for training purposes, and rising computational capacity, have al-

tered problem solving strategies in many fields. Machine learning algorithms are now
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used in a wide array of applications [16], such as medical diagnostics, spam detection,

computer vision, natural language processing, autopiloting, news recommendation, so-

cial network filtering, finance, material science, game design and more. Physics, with its

close ties to mathematics and computer science, and its rich troves of experimental data,

is no exception to this trend.

This section introduces basic concepts of machine learning, some of them are gen-

eral principles that can be applied to many different varieties of such algorithms. How-

ever, the main focus will be on machine learning techniques that are essential or closely

related to our single-molecule heterogeneity work. Readers who seek a more complete

and comprehensive coverage of machine learning are encouraged to explore machine

learning textbooks like Refs. [17, 18].

Machine learning by its nature is a type of statistical learning that requires the use of

computers. It is divided into two broad categories: supervised or unsupervised. In sim-

ple words, supervised learning is where you have input variables x and an desired target

Y and you use an algorithm to learn the mapping function from the input to the target. In

contrast, unsupervised learning has no predefined desired target and the learning task

is to model the underlying structure, pattern, features or distribution of the input data

set. We use both types of learning algorithms in our study of single-molecule heteroge-

neity, and explore their relative strengths and weaknesses. Brief introductions for both

our supervised (deep learning) and unsupervised (non-parametric Bayesian) learning

algorithms are provided in this section, and the details of how to apply them to AFM

pulling experimental data will be described in Chapter 3. Generally, a machine learning

algorithm consists of multiple components, including but not limited to a mathematical

model, training data set, a cost function, and an optimizer (or optimization algorithm).
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We will highlight how these work by first considering the example of deep learning be-

low.

1.2.2 Deep learning

In 2012, Jeff Dean and Andrew Y. Ng created a network that is able to detect higher-

level categories, such as cat faces and human bodies, through processing unlabeled im-

ages and YouTube videos [19]. This was one of the first widely publicized successes of

“deep learning”, covered in venues like Scientific American. The term “deep learning”

has become more and more popular in recent years, thanks to the increased computing

power from GPUs and distributed computing, allowing the design of large-scale net-

works for progressively more complex tasks. Though developments in modern deep

learning techniques are not necessarily inspired by analogies to neuroscience, as they

were at their origin [17], the field was once called artificial neural networks and most

deep learning algorithms are still based on artificial neural networks [16]. It all started in

1943 when Warren McCulloch and Walter Pitts posited that biological neural networks

could be described by means of propositional logic and mathematical modeling [20].

In trying to simulate learning, it is natural to draw a connection to the organ that spec-

tacularly achieves this task: the human brain. Covering the historical evolution of deep

learning is beyond the scope of this thesis, however it is quite important to note that a lot

of early developments in learning algorithms were motivated by modeling how learning

works in the brain. In recent years, artificial neural networks are usually not designed

to precisely and realistically reproduce the biological function of the nervous system.

Nevertheless, the original biological motivation still provides several key ideas. First, by

reverse engineering the mathematical principles and logic that underlie the biological

function of the brain, one can obtain a kind of artificial intelligence (AI) that is able to
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tackle complex tasks that were traditionally the domain of of natural intelligence. This

is optimistically supported by the conjecture: “Every aspect of learning or any other

feature of intelligence can be so precisely described that a machine can be made to sim-

ulate it” in the proposal of the 1956 Dartmouth Summer Research Project on Artificial

Intelligence [21], considered the founding event of AI as a field. Second, exploring neu-

ral networks would be beneficial for understanding the brain and hence uncovering the

true nature of intelligence. Finally, machine learning methods might inspire new meth-

ods to solve fundamental scientific questions in various disciplines.

1.2.3 Artificial neural network

In a generic supervised learning problem, we have an input vector x and a desired tar-

get Y. For our single-molecule heterogeneity study, these would be the experimental

observations and the underlying state probability distribution respectively. Though ar-

tificial neural networks might look mysterious and profound to people who are new to

the machine learning field, they are generally just nonlinear statistical models designed

to approximate a certain function F on the input. For example, assume there exists a

function F that outputs the correct target given any input, Y = F (x). Artificial neural

networks are designed to implement a mapping that outputs y = f (x;θ) based on some

unknown parameters θ. The learning process then attempts to optimize these parame-

ters to find a good approximation for the function F .

In this section, we will describe a simple example of an artificial neural network

called the single hidden layer back-propagation network (or single layer perceptron),

which is a representative deep learning model. As shown in Fig 1.6, the single layer per-

ceptron typically has a 3-layer architecture. For our input layer, we have an input vector
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Figure 1.6. Schematic of a single hidden layer, feed-forward neural network.

x = {x1, x2, ..., xM } with M components. The network outputs a vector y with N compo-

nents. For example, if this network were used for a regression problem, we would choose

N = 1, while N ≥ 2 for an N -class classification problem. In the latter case, the n-th com-

ponent of y could represents the probability of being in the nth class. The hidden layer

consists of K neurons, where each neuron outputs a value zk , k = 1,2, ...,K , based on lin-

ear combinations of the inputs. The output components yn , n = 1,2, ..., N , are obtained

from linear combinations of the values zk . Mathematically, this can be expressed as:

zk = h(α0k +αT
k x), k = 1,2, ...,K

yn = σ(v)n , n = 1,2, ..., N , (1.17)
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where the n-th component of the vector v is defined as vn ≡ β0n +βTn z, the vectors αT
k

and βTn have same dimensionality as x and z respectively. The functions h and σ will be

described below. We now look more closely at the various aspects of the network.

Hidden layer: The middle layer is called the hidden layer because the vector z that

best implements the correct input-to-target mapping is not known beforehand. In our

single layer perceptron example we have only one hidden layer, but in real-world appli-

cations of artificial neural networks multilayer perceptrons are widely used. The total

layer number represents the “depth” of the model, and that is where the term “deep

learning” comes from. In a multilayer network the input to each hidden layer after the

first is just the output of the previous one. The original input x is progressively trans-

formed layer by layer, allowing the network to modify which features of the input data

are given greater or lesser weight, or implement an alternative representation for x.

Neurons: Each individual unit of a hidden layer is called a neuron because they are

conceptually inspired by biological neurons. As shown in Eq. (1.17), the hidden layer

collectively involves many units working simultaneously, each implementing a vector

(x) to scalar (zk ) transformation. The units are similar to biological neurons in the sense

that they process a signal from the external input (or the output of other neurons in the

multilayer case) and “fire” a corresponding output value. The idea of using many layers

of vector-valued representation is also derived from neuroscience, with the connections

(colorful lines in Fig. 1.6) analogous to synapses.

Activation function for neurons: The output zk of each neuron, as shown in Eq. (1.17),

depends on an activation function h. Historically, activation functions were inspired by

modeling the rate of action potential firing in biological neurons [22]. For the simplest

case where the neuron only has two output states (on or off), the activation function
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could be written as a Heaviside step function. The non-linear aspect of the activation

function turned out to be crucial for certain learning tasks, but the step function fell

out of favor over time, replaced by other alternatives that gave better results. For exam-

ple, the sigmoid function h(v) = 1/(1+ e−v ) was once widely used. In addition to being

nonlinear, it is smooth (good for optimization algorithms), and the fact that it outputs a

value between 0 to 1 makes the result easily interpretable as a probability. However in

modern deep learning models, the rectified linear unit (ReLU) is recommended by de-

fault [23–25]. Both sigmoid and ReLU type activation function are depicted in Fig. 1.7.

Since the ReLU function is piecewise linear, it preserves some appealing features of lin-

ear models: easier optimization with gradient-based methods, and better generaliza-

tion [17]. It is important to note that, even though the choice of the function and how we

build the neural network was originally guided by observed features of biological neu-

ral networks, modern artificial neural network design generally does not have precise

modeling of the brain as its objective.

Bias: α0k and β0n are bias terms we add for the vector to scalar transformation.

Output function: The final output vector y in Eq.(1.17) depends on an output func-

tion σ. For example, if this network is designed for a regression problem, the output

function σ can simply be an identity function. For N -class classification, the σ is of-

ten chosen to depend on the entirety of the vector v, where vn ≡ β0n +βTn z through the

so-called softmax function:

σ(v)n = evn∑N
j=1 ev j

. (1.18)

By construction
∑N

n=1σ(v)n = 1, which allows the softmax output to represent a prob-

ability vector. Note that if we choose both h and σ to be identity functions, the whole
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Figure 1.7. (Top) The rectified linear (ReLU) activation function, the de-
fault functional form recommended for neural networks. (Bottom) The
sigmoid function, an alternative activation function.

network would reduce to a linear model, and the results would be an implementation

of conventional linear regression. It is useful to think of the neural network as a nonlin-

ear generalization of the linear model that enlarges the model capacity. For instance, a
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linear model could have trouble taking the interaction of two input variables into con-

sideration, while an artificial neural network with nonlinear activation functions would

have none. Ultimately, enlarging the model capacity increases our chance of finding a

good approximation for the function F that outputs our desired target Y.

1.2.4 Training the artificial neural network

As mentioned above, the goal of training our artificial neural network is to find a func-

tion f that gets the output of the network y = f (x;θ) as close as possible to our desired

target Y. As one can see from Eq. (1.17), the parameters such as α0k ,αk ,β0n ,βn are un-

known for each neuron. These unknown parameters are often referred to as “weights”

and constitute the parameter vector θ. Deep learning involves optimizing the values for

these weights by fitting training data.

Training data: For supervised learning, training data is a set of data that consists

of labeled input and labeled target, where the i th input vector corresponds to the i th

labeled target vector, {x(i )} → {Y(i )}.

Weights: These are the parameters that regulate the strength and sign of connections

between neurons, depicted as colorful lines in Fig. 1.6. For our example network the

weights are the parameters α0k ,αk ,β0n ,βn in Eq. (1.17),

Since we need to find the good fit for the training data, the first step is to define

a quantity that measures how good our fit is. This quantity is normally called a loss

function or cost function. The weights are obtained by minimizing the loss function.

For instance, if we are facing a classification problem, the target Y(i ) is just a vector of

zeroes except for a value of 1 at the position corresponding to the class to which the i th
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input belongs. The loss function in this case could be the mean squared error,

L(θ) = ∑
i∈data

(Y(i ) − f (x(i );θ))2, (1.19)

or the commonly used cross-entropy,

L(θ) =− ∑
i∈data

N∑
n=1

Y (i )
n log fn(x(i );θ). (1.20)

Note that the cross-entropy loss function is just the negative log-likelihood, so minimiz-

ing the cross-entropy is the same as maximizing the likelihood.

Normally, the global minimum of a loss function cannot be analytically derived, es-

pecially for a non-linear model. Generically, variants of gradient descent are used as an

iterative numerical optimization procedure to minimize the loss function L(θ).

Here we show the simplest gradient descent optimization approach for our example,

though in practice one would typically use an alternative like stochastic gradient descent

that allows us to escape local minima. For our weights αkm (k = 1,2, ...,K ;m = 1,2, ..., M)

and βnk (n = 1,2, ..., N ;k = 1,2, ...,K ), we can write derivatives ∂L(θ)
∂αkm

and ∂L(θ)
∂βnk

respectively.

For the i -th iteration update of gradient descent optimization, we have the weights:

α(i )
km = α(i−1)

km − lr
∂L(θ)

∂α(i−1)
km

,

β(i )
nk = β(i−1)

nk − lr
∂L(θ)

∂β(i−1)
nk

, (1.21)

where the lr is called learning rate, a positive value determining the update size. Usually

we set lr to be a small constant when searching for a minimum. However, the precise

value choice for the learning rate can be tricky and it generally varies case by case. In

fact, the learning rate itself can be optimized by an algorithm: a line search that mini-

mizes the loss function for each update. The gradient descent update converges when
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the gradient vanishes. If this happens to be the global minimum, this is where the output

y is closest to the desired target Y.

1.2.5 Non-parametric Bayesian learning

Consider the rupture time data we mentioned above in the discussion of AFM pulling ex-

periments. If this data originates from multiple conformational states, then all the rup-

ture times that correspond to the same state presumably have some features in common

(i.e. are drawn from the same underlying rupture time distribution). If the algorithm

could somehow use these features to group data by their state (a type of unsupervised

learning called clustering) and estimate the probability pi of each state, then we would

have an effective method for identifying heterogeneity. Our approach to implement this

clustering is known as Bayesian non-parametric learning.

Before we get into the details of Bayesian non-parametric learning, let us first briefly

review some concepts in Bayesian statistics. Bayesian statistics is based on the notion

that a probability can be interpreted as the degree of belief in an event. When we need

to predict the underlying model based on observations (data collected), we should con-

sider all possible models (meaning all possible parameter choices). Our differing levels

of belief in different models, given the observations, forms a probability distribution

over all possible models. Bayesian inference is used to update the probabilities for each

model if more observations become available.

Ordinary (so-called parametric) Bayesian inference methods work when we have a

finite number of parameters that defines the space of all possible models. The problem

for our heterogeneity analysis is that the number of parameters is not known before-

hand. For example each conformational state might have an associated distribution

of rupture times that depends on a small set of parameters, but we have no idea if the
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number of such states is 2 or 100. If the truth is somewhere in the middle, assuming 2

would lead to underfitting, while assuming 100 would lead to overfitting. In principle

our learning algorithm should be open to all possible numbers of states, and hence an

arbitrarily large (effectively infinite) number of parameters. This is precisely the prob-

lem that non-parametric Bayesian inference methods were designed to tackle. We will

concentrate in particular on one such method, known as a Dirichlet process mixture

model, that is ideally suited for our heterogeneity problem.

1.2.6 Dirichlet process mixture model

A mixture model is a description of a set of data (like our AFM rupture times) in terms of

a collection of subpopulations, where each subpopulation has its own characteristic dis-

tribution. In our case, all the experimental runs where the molecule was in state i would

form the i th subpopulation. The relative fractions of the subpopulations in the total

are known as mixture weights, which correspond to the state probabilities pi discussed

above. Since we do not know the true number of subpopulations beforehand, we do not

want to use a restrictive prior on the number of mixture weights (for example assuming

that the p = (p1, p2, p3) vector always has length three). Instead we use a more flexible

prior that allows for a countably infinite number of subpopulations, known as Dirichlet

process. This leads to a so-called Dirichlet process mixture model. Historically, such

models date back to the work of Antoniak [26] and Ferguson [27] in the 1970s. However,

analyzing data with such models was not computationally feasible until Markov chain

sampling methods (described below) were developed two decades later. In 1995, the

Gibbs sampling approach introduced by Escobar and West [28] finally made this model

practical, and since then a variety of more efficient sampling techniques have been de-

veloped. Our description in this section is based on the excellent review by Neal [29].
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To understand the model in more detail, let us define a number of basic quantities.

Our data set consists of N observations, which we will denote as a vector t = (t1, t2, ...tN ).

This is an exchangeable sequence, in the sense that each rupture time ti was calculated

using an independent experimental run, so the joint probability of observing a certain

sequence does not depend on the order in which we write down the times. The hy-

pothesis is that each time ti is drawn from some unknown mixture distribution. We

can describe the mixture distribution using two vectors: (i) the first is the “class” vector

c = (c1, ...,cN ), where ci is the label of the class (subpopulation) to which the i th data

point belongs. For example imagine there are three subpopulations, corresponding to

three conformational states, which we label with integers 1− 3. Then ci = 2 would in-

dicate that the i th experiment involved a molecule in conformational state 2. (ii) Each

distinct class with label c has an associated set of physical parameters φc (which could

be multidimensional, though we write it for simplicity as a scalar). These parameters

characterize the distribution of rupture times from that state: F (t |φc ), the probability

density that one would observe a rupture time t given the parameter set φc . Note that

this distribution is normalized so that
∫ ∞

0 d t F (t |φc ) = 1. The functional form for F (t |φc )

will depend on the problem, but in the AFM pulling case as we describe in Chapter 3

it can be well approximated using a Bell model [30]. For our discussion here the pre-

cise nature of F (t |φc ) is not important, but we assume the functional form is known (or

guessed) from physical considerations, even if we do not know the parameters φc that

characterize each class. We collect the parameters for all the distinct classes into a vector

φ:

φ≡ {
φc : c ∈ {c1, ....,cN }

}
(1.22)
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Note thatφmight have different dimensionality depending on how many distinct classes

there exist in the set {c1, . . . ,cN }. Finding the true underlying c andφ for a given data set

would be the ultimate (and typically unattainable) goal of the heterogeneity analysis. If

for example there are N = 7 observations, then the ground truth might look like:

c = (2,1,2,2,3,2,1), φ= (φ1,φ2,φ3). (1.23)

Here there are three distinct classes, with parameter sets (φ1,φ2,φ3), and c identifies

which experimental run came from which class. In a Bayesian context the goal is more

modest: we will not necessarily be able to zero in on the true (c ,φ) of the mixture model

that produced the data set, but ideally we should be able to evaluate the posterior prob-

ability P (c ,φ|t ). This is the probability of having a certain (c ,φ), given our experimental

observations t . If we could maximize P (c ,φ|t ) with respect to (c ,φ), we could find the

most likely values for (c ,φ), which would be our best estimate of the truth.

To tackle this maximization question, let us rewrite P (c ,φ|t ) using Bayes’s theorem:

P (c ,φ|t ) = P (t |c ,φ)P (c ,φ)

P (t )
≡ AP (t |c ,φ)P (c ,φ). (1.24)

Here the constant A = 1/P (t ) reflects the fact that P (t ) does not depend on (c ,φ), and

hence is irrelevant for the maximization. However if we want to know that actual value

of P (c ,φ|t ) we will need to worry about this factor as a normalization constant. Because

P (c ,φ|t ) must be a properly normalized probability distribution over (c ,φ), the constant

has to satisfy:

A =
∫

d(c ,φ)P (t |c ,φ)P (c ,φ), (1.25)

where the integral is over all possible choices of (c ,φ). In practice it is often difficult or

impossible to evaluate Eq. (1.25) directly.
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The first factor P (t |c ,φ) in the numerator of Eq. (1.24) is the likelihood of observing

data t given (c ,φ). This can be expressed as:

P (t |c ,φ) =
N∏

i=1
F (ti |φci ). (1.26)

The second factor P (c ,φ) is the prior distribution of (c ,φ), reflecting our assumptions

about the possible values of (c ,φ) before taking into account any experimental observa-

tions. If we knew that there were a fixed number of classes, for example 3, then P (c ,φ)

would reflect this constraint, only taking non-zero values when the length of φ is 3. In

our case we will use a less restrictive prior, based on a Dirichlet process, described in de-

tail in the next section. This prior allows (c ,φ) choices whereφ can have various lengths.

For now however let us assume we have specified a suitable prior.

Even after choosing a prior, the problem is that the posterior distribution in Eq. (1.24)

may be difficult to directly evaluate (particularly because of the normalization constant

in Eq. (1.25)), or even directly sample from. There are certainly exceptions to this, such

as when the prior is specifically compatible with the likelihood (a so-called conjugate

prior) in a way that allows for easier evaluation of the posterior. However when we

have some non-traditional, problem-specific F function determining the likelihood in

Eq. (1.26), figuring out a conjugate prior becomes challenging. The alternative in this

case is to devise a numerical scheme that will generate samples (c ,φ) from the posterior

distribution in Eq. (1.24). Then quantities that depend on knowledge of the posterior,

like the integral in Eq. (1.25) or expectation values or marginal distributions with respect

to the posterior, can all be estimated assuming we have a large enough set of samples.
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How to generate such samples is the goal of a set of techniques known as Markov

chain Monte Carlo (MCMC) methods. We will show an algorithm that implements a spe-

cific MCMC sampling method for our heterogeneity problem in Chapter 3. The general

idea is as follows: imagine that you start with a particular choice of (c ,φ). The MCMC

method is a stochastic algorithm that allows us to choose a new sample (c ′,φ′) given

that the current sample is (c ,φ). This constitutes one iteration of the algorithm, and we

can then go from (c ′,φ′) to (c ′′,φ′′) and continue iterating as long as we desire. The end

result is a chain of K samples (c ( j ),φ( j )), j = 1, . . . ,K . Because the algorithm is stochastic,

the (c ′,φ′) value you get starting from a given (c ,φ) could be different every time you run

it. Let us imagine that the probability of getting (c ′,φ′) at the next iteration, starting from

(c ,φ), is denoted by Wc ,φ;c ′,φ′ . Because the probability of the next sample only depends

on the current one, the process is Markovian, and (c ( j ),φ( j )) constitutes a Markov chain

whose transition matrix is W .

For this procedure to be useful, the generated samples should be distributed ac-

cording to the posterior distribution in Eq. (1.24). To ensure this, our algorithm must

be designed so that the posterior distribution P (c ,φ|t ) is the stationary distribution of

the Markov chain. This occurs if the matrix W satisfies the following detailed balance

condition with respect to the posterior:

P (c ,φ|t )Wc ,φ;c ′,φ′ = P (c ′,φ′|t )Wc ′,φ′;c ,φ. (1.27)

In other words if we are at stationarity the probability of starting at (c ,φ) and jumping

to (c ′,φ′) at the next iteration is exactly counterbalanced by the probability of starting

at (c ′,φ′) and jumping to (c ,φ). One of the nice aspects of Eq. (1.27) is that fulfilling the

condition does not depend on knowing the precise value of the normalization constant
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A from Eq. (1.25), since it can be cancelled out on both sides of the equation. Of course

there are many ways to construct an algorithm whose W matrix satisfies Eq. (1.27). In

physics, the most well known example is the Metropolis-Hastings algorithm [31], his-

torically the first general-purpose MCMC method. Often MCMC methods are tailored

to specific problems in order to try to sample the stationary distribution as efficiently

as possible. Note that the it may take many steps for the Markov chain to relax to the

stationary state. Thus typically for a chain (c ( j ),φ( j )) generated by the method, we throw

away samples with j ≤ Kb , where Kb defines a “burn-in period” that is sufficiently long

to guarantee equilibration [32]. The samples for j > Kb are assumed to be representative

draws from the posterior distribution.

Once we have numerically calculated a Markov chain (c ( j ),φ( j )), Kb < j ≤ K , we can

use it to do various kinds of analysis involving the posterior. For example, let ni (c) be

a function that counts the number of times class i appears in the vector c . In the case

of the vector shown in Eq. (1.23), we have: n1(c) = 2, n2(c) = 4, n3(c) = 1. Note that

ni (c) = 0 if the class i does not appear in c . From the ni (c) values we can construct an

estimate p̃ j (c) for the underlying state probabilities p j based on the sample (c ,φ). Since

the state labels are arbitrary, for convenience we will sort the probability components

from largest to smallest. To do this we define a sorting function σ j (c) that outputs the

index of the j th largest value in the list (n1(c),n2(c), . . .). For Eq. (1.23) this would give:

σ1(c) = 2, σ2(c) = 1, σ3(c) = 3. Then our p̃ j (c) function can be defined as:

p̃ j (c) ≡
nσ j (c)(c)

N
. (1.28)
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The larger the size N of the experimental data set, the closer p̃ j (c) would be to the true

value of the j th largest probability, assuming we had a good estimate for the under-

lying c . Let us look at one component of the p̃(c) vector, for example the largest one

( j = 1) and treat it as an observable. We can calculate this observable for every sample

(c ( j ),φ( j )), Kb < j ≤ K in our chain, and then plot a histogram for p̃1(c). The tallest bin

in the histogram would correspond to our best estimate for the the largest probability.

If the histogram was peaked near p̃1 ≈ 1 this would indicate that the data came from a

single state system, while a peak at significantly smaller values of p̃1 would point to he-

terogeneity. Chapter 3 discusses a variety of other observables that can be analyzed in

similar fashion based on the MCMC results.

1.2.7 Dirichlet process prior and the ”Chinese restaurant” analogy

The final element of our Bayesian non-parametric model that we need to specify is the

prior distribution P (c ,φ) in Eq. (1.24). As mentioned earlier, this will be based on a

Dirichlet process, denoted as DP(Φ,α). The process depends on two quantities: (i) the

first is the prior distributionΦ for the parameter setsφc that determine the rupture time

distribution F (t |φc ) for each class c. Φ(φc ) would thus be the prior probability of a class

having parameters φc , if we did not know anything about the experimental data points

that belonged to that class. In practice, the parameters that enter into a specific F (t |φc )

(for example the Bell model) have certain biological ranges. We use Φ(φc ) to encode

these constraints, thus ensuring that our estimation procedure does not venture into

unreasonable values for φc . (ii) The second quantity is the concentration parameter α,

a positive number whose role will be highlighted below.

Perhaps the simplest way to explain the Dirichlet process DP(Φ,α) is to describe the

way one would draw a sample (c ,φ) from it. This is done through a sequential algorithm,
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choosing the class labels ci for each data point ti one by one, i = 1, . . . , N , and along

the way building up a parameter vector φ. At the end of the draw algorithm one has a

single sample (c ,φ) from the Dirichlet process. The draw algorithm has been likened

to a seating system at a Chinese restaurant [33], and is sometimes called the “Chinese

restaurant process” as a result. Though this hypothetical establishment is unlike any

real-life Chinese restaurant, the metaphor provides a concrete illustration of the draw

algorithm: imagine that the data points ti correspond to N customers that enter the

restaurant sequentially. The restaurant can provide potentially an infinite number of

tables, and each table will correspond to a class c, characterized by a parameter set φc

(the food at that table).

Every customer that enters the restaurant makes a stochastic decision about which

table to sit at (the class ci that will be assigned to data point ti ) and each table has infinite

capacity. The first customer is special: they are immediately seated at table 1 (c1 = 1) and

the parameter set φ1 for that table is drawn from the prior distribution Φ. However, the

next customer (and subsequent ones) have two options: either sit at an occupied table

or sit at a new, empty table. The probability that customer i sits at a new table is given

by:

P (ci 6= c j for all j < i |c1, . . . ,ci−1) = α

i −1+α . (1.29)

If a new table seating occurs, the table (class) is given a label c one higher than largest

previous class label, and a new parameter set φc drawn from Φ. On the other hand,

there is a chance that the customer i seats at one of the occupied tables. Choosing an

occupied table c occurs with probability

P (ci = c|c1, . . . ,ci−1) = νi ,c

i −1+α , (1.30)
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where νi ,c is the number of c j for j < i where c j = c. In other words, νi ,c is the occupancy

of the cth table, and the chance of choosing that table is proportional to its occupancy. If

the customer chooses to sit at occupied table c, then we make the assignment ci = c. No

new parameter set needs to be drawn, since that class already has a parameter set. Note

that before customer i makes their choice, i −1 customers have already been seated, so

the sum of νi ,c for all occupied c is i −1. Hence the probabilities of all occupied choices

c from Eq. (1.30) and the probability of choosing a new table from Eq. (1.29) sum to 1.

Let us imagine how this seating process might play out in one realization. The sec-

ond customer enters, and the probability they will choose to sit at table 1 is 1/(1+α),

since the first customer has been seated there. Or the second customer can choose to

sit at a new table (table 2) with probability α
1+α . Assume the second customer chooses

to sits at table 2. Then the third customer enters and has several choices: they can sit

at the occupied table 1 with probability 1/(2+α), the occupied table 2 with probability

1/(2+α), or the new table 3 with probability α/(2+α). This process continues until all

the N customers have been seated. At the end of the algorithm we have constructed the

vectors c andφ.

If we repeated this draw algorithm many times, each time we would get a (c ,φ) pair

that could potentially have a different number of distinct classes. The entire set of such

(c ,φ) samples can be said to be distributed according to the Dirichlet process DP(Φ,α).

Note the role of the concentration parameter α in determining the nature of the (c ,φ)

distribution. In the limit α → 0 no customer after the first would ever choose a new

table, and c = (1,1, . . . ,1) for every draw. This would not be a good prior P (c ,φ) for our

heterogeneity problem, because it would assume from the start that no heterogeneity

is possible. Hence α should be finite, but the proper choice is problem-specific (and
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there exist algorithms that do not keep α constant, but iteratively update it as part of

the MCMC procedure [29]). The larger the α, the more heterogeneous the prior, in the

sense that (c ,φ) with many more and varied numbers of classes are assumed possible.

In Chapter 3 we discuss how we determined an appropriate value of α for our problem.
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2 The price of a bit: energetic costs,
bandwidth and the evolution of cel-
lular signaling

2.1 Introduction

Survival for living cells depends in part on accurate and responsive signaling: the ability

to collect enough information about the micro-environment to make decisions in re-

sponse to external stimuli such nutrients, hormones, and toxic agents [34]. This capacity

to react to extracellular cues developed early in evolutionary history, and is now seen at

all levels of biological organization, from chemotaxis in unicellular organisms [35–37] to

the pathways that regulate cell differentiation and disease in multicellular life [38–41].

Despite the resulting diversity of biochemical networks that implement this signaling,

information theory provides a powerful universal framework to quantify the amount

of information transferred through a network, allowing comparisons between different

systems [42].

Over the last decade a remarkable experimental consensus has emerged from such

comparisons: studies of both prokaryotic and eukaryotic signaling pathways have found

they can transmit at most ∼ 1 to 3 bits of information [43–50]. These values refer to
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mutual information (MI) between pathway input (concentrations of a molecule repre-

senting the signal) and the output (concentrations of a downstream molecule produced

by the network, sampled either at a single or multiple time points). MI is a measure

of signal fidelity, representing the degree of correlation between input and output. Ex-

periments have typically focused on a closely related quantity known as the channel

capacity [6, 51]: the maximum MI achievable among all input distributions.

The consistently small channel capacities observed in cellular signaling pathways

seem to indicate that cells operate with a fairly coarse representation of their surround-

ings: n bits of MI corresponds to being able to reliably distinguish between 2n levels of

the input, so a 1 bit pathway can only discriminate between “high” versus ”low” con-

centrations of signal. Though 1 bit is typical for MI measured at single time points,

one can achieve higher MIs by focusing on output responses collected over several time

points [47, 48], or by designing the experiment to isolate single-cell responses (as op-

posed to estimating MI from the responses of a population of cells) [50]. But these en-

hancements, which can push values to the 2-3 bit range, do not change the fundamental

order of magnitude of the MI.

The central question we explore in this work is to what extent this fundamental infor-

mation scale is shaped by the energy requirements of the underlying biochemical signal-

ing networks. In order to transmit information, these networks necessarily need to op-

erate out of equilibrium, fueled by processes like ATP hydrolysis that consume energetic

resources. Recent research highlights these costs as an essential factor in understanding

constraints on signaling [35–37, 52–55], often focusing on the ATP hydrolysis chemical

potential difference ∆µ = µATP −µPi −µADP between the reactant (ATP) and products

(ADP and inorganic phosphate, Pi ), quantifying the free energy available to drive the
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system per ATP. Crossing a certain minimum threshold of ∆µ is a prerequisite for a va-

riety of signaling functions: accurate read-out of ligand-bound receptors [35, 36, 55],

maintaining the phase coherence of oscillations in circadian clocks [52], or preserving

the integrity of methylation-based “memory” to facilitate adaptation in chemotaxis [37].

This threshold is typically a few times larger (i.e. by a factor of ∼ 3−4 [35, 55]) than the

energy scale of thermal fluctuations, kB T , where kB is the Boltzmann constant and T the

temperature. And indeed cells across the various domains of life maintain a sufficiently

high ∆µ≈ 21−29 kB T [5] to enable such functions.

The large value and remarkably narrow range of ∆µ observed in modern organisms

opens up additional questions. The metabolic cycles that sustain ∆µ, constantly replen-

ishing ATP as it is hydrolyzed, must almost necessarily have been far more inefficient

and wasteful in the earliest stages of evolutionary history [56]. To what degree could or-

ganisms operating with smaller ∆µ still process information about their environment?

What kinds of evolutionary pressures might have driven ∆µ to its modern range? And if

the costs of individual signaling systems are non-trivial [35, 37], could natural selection

have driven these networks toward optimized, energy-efficient solutions?

To investigate these issues, we focus on one of the canonical signaling circuits in bi-

ology, the kinase-phosphatase “push-pull loop”, which often forms a basic unit of more

complicated signaling cascades [57–60]. An active kinase enzyme instigates the “push”,

chemically modifying a substrate protein via phosphorylation (consuming ATP in the

process), while a phosphatase enzyme provides the “pull”, dephosphorylating the mod-

ified substrate, reverting it to its original state. We derive the relationships between three

facets of the system: i) the MI between the input (active kinase) and output (phospho-

rylated substrate) molecular populations; ii) the timescales over which the input signal
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varies; and iii) the energy requirements, expressed in terms of ∆µ and the rate of ATP

consumption. Exploring the entire spectrum of kinase/phosphatase enzymatic param-

eters from bioinformatic databases, we find that physiological ∆µ values are just large

enough to enable an MI of 1-2 bits for the widest possible parameter range. However to

achieve this MI for signals that vary rapidly in time becomes more challenging, requiring

both precise fine-tuning of parameters and a certain minimum rate of ATP consump-

tion. In fact, taking advantage of results from optimal noise filter theory [61, 62], we

derive a remarkably simple analytical relationship that describes the tradeoffs between

minimum ATP rate, the MI, and the maximum characteristic signal frequency (the so-

called bandwidth) which the push-pull network can handle. Verified via extensive nu-

merical simulations across the whole gamut of enzymatic parameters, this relation is a

novel theoretical prediction that can be directly tested in future experiments. The re-

lation rationalizes the observed range of MI by showing that values much higher than

1-2 bits would require sacrificing the ability to process fast-changing signals. Finally we

explore the question of whether there exist evolutionary pressures that would push such

a system to be energy efficient, optimizing the ATP consumption for a given target MI

and bandwidth. Using a recently developed formalism relating metabolic costs to the

strength of natural selection [63, 64], we show that these pressures can indeed be signif-

icant, particularly for single-celled organisms. We highlight a kinase-phosphatase loop

in the yeast Hog1 signaling pathway as a system that may have been optimized by such

pressures.
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Figure 2.1. (A) A schematic signaling pathway involving cascades of ki-
nase phosphorylation, initiated by a receptor embedded in the cell mem-
brane that responds to extracellular ligands. The system we focus on will
be one stage of the pathway, a kinase-phosphatase push-pull loop, high-
lighted in the dashed box. (B) The molecular species and reaction pa-
rameters of the push-pull loop. The kinase (K ) binds to the substrate (S),
forming the complex (SK ) that catalyzes the production of phosphory-
lated substrate (S∗). Phosphatase (P ) binds to S∗, forming a complex (S∗

P )
that catalyzes the dephosporylation of the substrate. Forward reaction
/ binding rates are labeled in black, while reverse reaction / unbinding
rates are in red. (C) The loop serves to transduce an input signal, defined
as the total population of kinase (bound or unbound), X (t ) = K (t )+SK (t ),
into an output, defined as the total population of phosphorylated sub-
strate, Y (t ) = S∗(t )+S∗

P (t ). The input signal has a characteristic autocor-
relation time γ−1

x .
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2.2 Theory

2.2.1 Modeling an enzymatic push-pull loop

This push-pull network consists of two opposing reactions: a kinase enzyme instigates

the “push”, chemically modifying a substrate protein via phosphorylation, while a phos-

phatase enzyme provides the “pull”, dephosphorylating the modified substrate, revert-

ing it to its original state [57–60]. Since a single kinase can catalyze the phosphorylation

of many substrate proteins, this loop can effectively act like an amplifier [59], translat-

ing a weaker signal (a small cellular population of an active kinase) into a stronger one

(a large population of a phosphorylated substrate). Often the substrate itself is a kinase

that can exist in catalytically inactive and active states, with activation triggered by phos-

phorylation. In this case one can have multi-tiered signaling cascades enhancing the

amplification (as shown schematically in Fig. 2.1A) with the active substrate produced

by one loop serving as the kinase for a downstream loop [65]. More complex signal-

ing networks are also possible, with multiple cascades connected by crosstalk through

shared components [66], feedback from downstream to upstream populations [65], or

activation requiring multisite phosphorylation [67]. However the starting point for un-

derstanding any of these more complex signaling topologies is the behavior of a single

loop, with a substrate activated / deactivated through a single phosphorylation site.

The reaction scheme of a single push-pull loop is shown in Fig. 2.1B. Binding of free

kinase (population K (t ) at time t ) to substrate (population S(t )) occurs with rate con-

stant κb , forming a kinase-substrate complex (population SK (t )). Phosphorylation of

the substrate and its subsequent release constitutes the catalytic step, with rate κr , yield-

ing free phosphorylated substrates (population S∗(t )). A phosphatase can subsequently

bind, with rate ρu , forming a phosphatase-substrate complex (population S∗
P (t )), and
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catalyzing the dephosphorylation / release of the substrate with rate ρr . These reactions

also can occur in reverse: kinase-substrate unbinding (rate κu), reverse kinase catalysis

(rateκ−r ), phosphatase-substrate unbinding (rate ρu) and reverse phosphatase catalysis

(rate ρ−r ). Under physiological conditions some of these reverse rates may be negligible

compared to their forward counterparts, but accounting for them is crucial to enforce

thermodynamic consistency. In fact the product of the ratios of the reverse rates rel-

ative to the forward ones must satisfy a key thermodynamic relation arising from the

principle of detailed balance (closely related to the Haldane relation for enzymes) [3, 4],

κ−rρuρ−rκu

κrρbρrκb
= e−β∆µ. (2.1)

This relation is derived in the Supplementary Information (SI), found at the end of the

chapter. It reflects the fact that for every complete traversal of the loop along the for-

ward direction (clockwise along the black arrows in Fig. 2.1B) a single ATP molecule is

removed from the environment, hydrolyzed, and the products ADP and inorganic phos-

phate Pi released back into the surroundings. ∆µ depends on the concentrations [ATP],

[ADP], and [Pi] through ∆µ = ∆µ0 + kB T ln([ATP](1M)/([ADP][Pi])), where ∆µ0 is the

standard free energy of ATP hydrolysis (∆µ0 ≈ 12 kB T at room temperature [5]). Liv-

ing systems expend energetic resources to maintain an imbalance of [ATP] relative to

[ADP] and [Pi], making∆µ in physiological conditions larger than∆µ0. Despite the wide

variety of metabolic pathways used to achieve this, measured ∆µ values in organisms

from E. coli to humans lie within a relatively narrow range, ∆µ ≈ 21−29 kB T [5]. This

means reverse rates are sufficiently slow that the numerator in Eq. (2.1) is 9-12 orders of

magnitude smaller than the denominator. One of the questions we tackle below is the

significance of this disparity for transmitting information through the loop.
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To quantitatively measure this information transfer, it is useful to explicitly describe

the network behavior in terms of transducing an input signal into an amplified out-

put, with degradation of the signal due to the stochastic nature of the reactions that

mediate this process. We take the time-dependent input X (t ) = K (t )+SK (t ) to be the

population of active kinases (both free and substrate-bound), and the corresponding

output signal Y (t ) = S∗(t )+S∗
P (t ) as the population of phosphorylated substrates (free

and phosphatase-bound). For any specific system, the input kinases would be activated

through a particular upstream signaling network. Here, however, we are interested here

in a more general problem: what is the effectiveness of this loop in processing a vari-

ety of possible input signals, spanning different amplitudes and timescales. The sim-

plest mechanism that allows us to tune the dynamical characteristics of the input is to

imagine the kinases activated at a constant rate F and deactivated at a constant rate

γK . We focus on the long-time limit where a stationary state has been achieved, and

so F allows us to regulate the amplitude of the input signal while γK controls the au-

tocorrelation time of the input fluctuations. While the analysis below could be done for

other, system-specific models of the input, our choice allows us to explore a broad range

of possible inputs to establish general bounds on information processing through the

loop. With this input model, the reaction network model is fully specified. For a given

set of parameters (drawn from distributions based on kinase/phosphatase biochemical

information collected in enzymatic databases, as described below) we can derive ana-

lytical results for dynamical quantities using the linearized chemical Langevin approxi-

mation [7]. As shown in the SI, this provides excellent agreement with the exact kinetic

Monte Carlo [68] simulation results in the parameter ranges of interest.
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In focusing on how X (t ) is transduced to Y (t ), we frame our analysis in terms of

three properties of the system. The first is the autocorrelation time of the input, γ−1
x ,

defined through δX (t +τ)δX (t ) = δX 2 exp(−γx |τ|), where the bar denotes an average

over an ensemble of trajectories in the stationary state and δX (t ) ≡ X (t )− X . Note that

instantaneous averages like X ≡ X (t ) and δX 2 ≡ δX 2(t ) are independent of t in the sta-

tionary state. γ−1
x is the characteristic timescale of the input fluctuations, and we will

denote its inverse, γx , as the effective “frequency” of the input. The second property is

related to the mean rate at which phosphorylated substrates are produced through the

catalytic reaction step, κr SK , relative to the mean total number of activated kinases X .

We define the gain parameter R0 ≡ κr SK /X as a measure of the production of output for

a given input level. Both γx and R0 can be expressed, to a good approximation, in terms

of the reaction rates as follows (see SI for derivation):

γx = C1

C1 +C2
γK , R0 = C2

C1 +C2
κr , (2.2)

where C1 ≡ κ−PγKρbρr +Fκ−rκuρ−, C2 ≡ S[Fκbκ−rρ−+PγK (κbρbρr +κ−rρ−rρu)]. Here

κ− ≡ κu +κr , ρ− ≡ ρu +ρr . Note the dependence on mean unmodified substrate S and

free phosphatase P populations: these two numbers are free parameters that (along with

the reaction rates) determine the network dynamics.

The final property of interest is the instantaneous stationary MI I between X (t ) and

Y (t ). This is defined in terms of the joint probability P (X ,Y ) of observing input value

X and output value Y at the same moment of time, and the corresponding marginal

probabilities P (X ) and P (Y ),

I = ∑
X ,Y

P (X ,Y ) log2
P (X ,Y )

P (X )P (Y )
. (2.3)
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The value of I is non-negative in all cases, and is measured in bits, with larger values

translating to a greater degree of correlation between input and output. For our pa-

rameter ranges, P (X ,Y ) can be approximated as a bivariate Gaussian, and so we use an

expression for I valid in this limit that is more convenient to evaluate [6]:

I ≈−1

2
log2 E , where E ≡ 1− (X Y −X Y )2(

X 2 −X
2
)(

Y 2 −Y
2
) . (2.4)

Here E = 1−ρ2, where ρ is the Pearson correlation coefficient, and hence lies in the range

0 ≤ E ≤ 1. For E = 0 (or equivalently I = ∞) we have perfect correlation between the

input and output signal, while E = 1 (I = 0) corresponds to an output that is completely

independent of the input.

2.2.2 Determining the enzymatic parameter range

Once the input signal is specified through F and γK , there are ten parameters related

to the kinase, phosphatase, and substrate that determine the observables of interest γx ,

R0, and I discussed above. These parameters are: κb , κu , κr , κ−r , ρb , ρu , ρr , ρ−r , S̄, P̄ .

We know from surveys of enzymatic parameters that each of these quantities can span

several orders of magnitude among different systems, often with an approximately log-

normal distribution [69, 70]. To understand the performance limits of enzymatic loops

in general, it makes sense to explore the entire range of biologically realistic parameters,

rather than focus on a single choice of parameters. Existing online databases are excel-

lent resources for this purpose, and Fig. 2.2 shows the resulting histograms of kinase /

phosphatase parameters (full extraction details are available in the SI). For the substrate

protein (which we take as a kinase) and the phosphatase, the concentrations [S] and [P ]

in Fig. 2.2A are derived from the PaxDb protein abundance database [71], using Unit-

Prot gene ontology associations to identify kinases and phosphatases [72]. Enzymatic
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reaction parameters are available in the Sabio-RK database [73]. The reaction rates

κr and ρr (Fig. 2.2D) are typically listed directly, but the others are most often in spe-

cific combinations: the Michaelis constants K kin
M = (κr +κu)/κb , K pho

M = (ρr +ρu)/ρb for

kinase/phosphatase respectively (Fig. 2.2B) and the specificity ratios κr /K kin
M , ρr /K pho

M

(Fig. 2.2C). For all of these parameters there is a paucity of data on phosphatases relative

to kinases, but the phosphatase ranges seem to largely overlap with those of kinases.

Thus for simplicity we take kinase and phosphatase parameters to have the same distri-

butions (log-normal) and use a numerical fitting procedure to find an overall log-normal

joint probability distribution for the eight underlying model parameters represented in

the data: κb , κu , κr , ρb , ρu , ρr , S̄, P̄ (see SI). Note that data in concentrations units (like

[S] and [P ] in molars) is converted to mean abundances (S̄ and P̄ ) by assuming a vol-

ume of 30 fL (comparable to the cytoplasmic volume of yeast [5, 74]). This procedure

is designed so that the resulting joint distribution yields marginal probability densities

(solid curves in Fig. 2.2) that exhibit good agreement with the histogram data for any of

the measured parameter combinations. Despite this agreement, we note that the joint

distribution likely spans a portion of the parameter space larger than the true distri-

bution of biological values: this is because it cannot fully capture correlations between

different parameters. (Such correlations are difficult to reconstruct since many database

entries are incomplete, containing some but not all of the enzymatic parameters.) For

our purposes, having a distribution that effectively acts like a superset of the biological

distribution is fine: whatever performance bounds we infer from the whole distribution

will then also apply to the subset of the distribution that corresponds to current real-

world systems. Moreover this also allows us to explore a larger enzymatic design space,

which may have been accessible at earlier points in evolutionary history.
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Two of the model parameters are still unaccounted for: the reverse reaction rates

κ−r and ρ−r . Though usually small in magnitude and typically not measured in enzyme

kinetic assays, we also know that they are crucially related to ∆µ through the detailed

balance relation of Eq. (2.1). Thus, as explained in the next section, these become impor-

tant free parameters that we can vary to explore signaling efficiency and its dependence

on ∆µ.

2.3 Results

2.3.1 Minimum cost of transmitting information

Given the model described above, with a parameter set drawn at random from the em-

pirical joint distribution, we can ask a basic first question: what is the minimum chem-

ical potential difference ∆µ required to achieve a certain mutual information I ? The

answer will depend on the nature of the input signal X (t ), and thus we would like to test

different effective input frequencies γx . To do this we will fix the mean free kinase con-

centration at the level of a low amplitude input, [K ] = 5 nM, and vary γK , which varies γx

according to Eq. (2.2) with F = γK K̄ for fixed K̄ . In the SI we also show the same analysis

for [K ] = 0.5 and 50 nM, with results qualitatively similar to those described below. After

drawing enzyme parameters from the joint distribution and specifying γx at a given [K ],

the only two free parameters are the reverse reaction rates κ−r and ρ−r .

Fig. 2.3A shows a contour diagram of I as a function of κ−r and ρ−r for a sample en-

zyme parameter set and value of γx . Superimposed are dotted lines of constant∆µ from

Eq. (2.1). If one were interested in achieving a particular I value, for example I = 1 bit,

one can then numerically determine the κ−r and ρ−r point along the I = 1 bit contour

where ∆µ is smallest. For this specific enzyme parameter set and γx , the value turns out
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Figure 2.2. Enzymatic parameter ranges for kinases/phosphatases based
on the PaxDb [71] and Sabio-RK [73] databases. Because of the relative
lack of phosphatase data (orange histograms) relative to kinases (blue his-
tograms), we fit an overall log-normal joint probability to the total data
set including both kinases and phosphatases. The marginal distributions
from that global fit are plotted as purple curves. The parameters are as
follows: (A) kinase substrate [S] and phosphatase [P ] concentrations; (B)
kinase/phosphatase Michaelis constants K kin

M , K pho
M ; (C) the correspond-

ing specificity ratios κr /K kin
M , ρr /K pho

M ; (D) kinase/phosphatase catalytic
rates κr and ρr .

to be ∆µ = 6.72 kB T , which would then be recorded as the minimum necessary ∆µ to

achieve 1 bit of MI. Note that it is not guaranteed that a minimum ∆µ solution exists for

every parameter set sampled from the joint distribution. If the I contours plateau at a

maximum less than 1 bit, no possible ∆µ will allow that particular system to achieve the

desired MI target. We will return to this important point below.
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If one keeps the enzyme parameters (other than κ−r and ρ−r ) fixed, and just varies

γx , an interesting trend appears in the minimum ∆µ results. Fig. 2.3B shows two exam-

ples of minimum ∆µ curves, for target I values of 1 and 2 bits respectively. For a given I

target, the minimum ∆µ is nearly constant at low input frequencies, but then increases

rapidly and diverges at a maximum frequency which we will dub the “bandwidth” of the

system. This intuitively makes sense: the higher the input frequency, the more rapid

the catalytic reaction rates needed to accurately transmit the signal through the system,

increasing the required ∆µ threshold. However there is an inherent limit, given finite

enzyme catalysis rates. Above the bandwidth, whose value depends on the enzyme pa-

rameters, the system can no longer achieve the target I . The higher the informational

burden (i.e. increasing the target I from 1 to 2 bits) the lower the bandwidth: if one

desires higher fidelity transmission, the range of transmissible signal frequencies will

suffer.
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Figure 2.3. (A) A representative contour diagram of I (solid curves) as a function of

κ−r and ρ−r for a parameter set drawn randomly from the joint distribution. Dotted

lines denote contours of constant ∆µ. In this case ∆µ= 6.72 kB T is the smallest value at

which the system can achieve I = 1 bit. (B) For a sample parameter set, the minimum

∆µ needed to achieve I = 1, 2 bits as a function of input frequency γx . For the 1 bit

case, the dashed line represents γhigh
x , the maximum γx compatible with I = 1 bit for

this parameter set. As described in the text, we highlight two points along the curve: one

at a frequency γhigh
x at roughly 95% of the bandwidth, and the other at frequency γlow

x

at roughly 1% of the bandwidth. The points will be plotted for a many random draws of

the enzyme parameters from the joint distribution in the lower panels of the figue. (C)

For each target value of I = 1, 1.5, 2 bits, the percentage probability of randomly drawing

a parameter set that has a γhigh
x higher than a given frequency. (D-F) The distribution

of γhigh
x (blue) and γlow

x (green) for many random parameter draws, keeping only those

that can achieve I = 1 bit (D), 1.5 bits (E), or 2 bits (F). The probabilities of successfully

drawing such a set are shown in red in each panel. The blue and green circles denote

the median of each distribution respectively. (G-I) The same γhigh
x distributions as in

panels (D-F), except plotted in terms of gain R0 on the vertical axis. The solid line is the

analytical maximum bandwidth bound γmax
x of Eq. (2.5). The purple circle in panel G

shows the estimated result for the near-optimal yeast Pbs2/Hog1 system.
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To make more sense of these results, it is useful to look at a broad sample of en-

zyme parameters rather than a single set. To visualize global behaviors, we will calculate

two numerical results for each set drawn from our joint distribution. The procedure

is as follows: i) Sample an enzyme parameter set from the distribution; ii) Determine

if it can achieve our target I for any input frequency; iii) If the answer is yes, vary γK

until one finds the maximum possible value γmax
K where one can still achieve the I tar-

get. iv) Calculate the minimum ∆µ for an input signal very near the bandwidth fre-

quency, where γK = 0.95γmax
K . We will call this result ∆µhigh. The corresponding in-

put frequency is γhigh
x . v) Analogously, calculate the minimum ∆µ for an input signal

with a frequency much lower than the bandwidth, where γK = 0.01γmax
K . This set of re-

sults we denote as ∆µlow and γlow
x . Fig. 2.3B shows the two points (γhigh

x ,∆µhigh) and

(γlow
x ,∆µlow) as blue and green dots respectively for that particular parameter set at I = 1

bit. These two points encapsulate several key features of the minimum ∆µ versus γx

curve: ∆µlow roughly corresponds to an “entry level” price, the minimum ATP hydroly-

sis chemical potential necessary to transmit the signal at any frequency, while the differ-

ence ∆µhigh −∆µlow is the premium one has to pay to transmit signals near the highest

possible frequencies. The value γhigh
x approximately corresponds to the bandwidth.

If one were to make numerous draws from the parameter distribution, and plot

(γhigh
x , ∆µhigh) and (γlow

x ,∆µlow) for each draw, one would get a cloud of blue and green

dots. These are shown in Fig. 2.3D-F for target I of 1, 1.5, and 2 bits respectively. As

mentioned above, not every draw will lead to a parameter set that can achieve the tar-

get, and the plots are labeled by the fraction of draws that are capable of reaching that

particular value of I . That fraction decreases with I , from 13% for I = 1 bit down to
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only 2% for I = 2 bits. As I increases not only does it become progressively more dif-

ficult to find enzymatic parameters compatible with higher fidelity, but the accessible

frequency range becomes more restricted. Fig. 2.3C shows the percentage of the param-

eter space that can achieve bandwidths higher than a given frequency for different I . For

example let us consider the frequency 1.22×10−3 s−1, which is the bandwidth estimated

for the Hog1 signaling pathway in yeast using periodic osmolyte shocks [75]. Note that

this is the bandwidth for the entire pathway, which must be a less than or equal to the

bandwidth of the individual enzymatic loops that compose the pathway. From Fig. 2.3C

it is evident that only about 0.41% of the draws from the parameter distribution have

γ
high
x ≥ 1.22×10−3 s−1 for a target I = 1 bit. If one were to attempt to transmit signals at

such high frequencies for I = 2 bits, the fraction of compatible parameter space shrinks

to a miniscule 9×10−3%. This reflects the exquisite fine-tuning required to put together

a set of enzymatic loops capable of responding to quick, life-or-death variations of the

external environment on time scales of a couple of minutes. Going much beyond I = 1

bit and maintaining fast response times for a single push-pull loop is extremely diffi-

cult, and hence it makes sense that biology settles for I in the vicinity of 1 bit in many

circumstances. Going much below 1 bit poses another set of difficulties, since such sys-

tems would not even be able to reliably transmit the difference between high and low

values of input signal. For signaling that can occur over longer timescales (hours in-

stead of minutes) it becomes much easier to find compatible parameter sets, with the

median of the distribution of γhigh
x for I = 1 bit around ∼ 6×10−5 s−1.

From the perspective of costs, the bulk of the distribution of entry level prices ∆µlow

for I = 1 bit is& 1 kB T . Any system much below this would be too close to equilibrium

(reverse rates comparable to forward rates) for effective information transfer to occur.
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The median of the ∆µlow distribution in Fig. 2.3C is 4 kB T , increasing to about 6 kB T

for I = 2 bits in Fig. 2.3E. These values are on the same scale as estimates of minimum

∆µ ∼ 4 kB T ln2 required for 99% accurate readout of a ligand-bound receptor via the

activation of a downstream molecule, assuming an arbitrarily slow readout process [55].

In that system (as in ours), processing information at faster time scales requires large

∆µ. Indeed we find that the median values for ∆µhigh range between 8 − 10 kB T for

I = 1− 2 bits. The minimum ∆µ near the bandwidth is typically shifted up by about

4 kB T , reflecting the premium necessary to transmit near the frequency limit. Paying

this premium is worthwhile: frequencies γlow
x accessible at∆µlow prices are likely far too

low to have biological relevance, with the distributions of γlow
x largely below 10−5 s−1.

To get the ability to respond to signals at more biologically reasonable time scales thus

means being capable of transmitting closer to the bandwidth, making ∆µhigh a more

useful measure of minimum biological costs.

The ∆µhigh distributions show that it is possible to have signaling systems that trans-

mit at least 1 bit of MI and operate at ∆µ lower than the current physiological range

(∆µ≈ 21−29 kB T [5], indicated in pink in Fig. 2.3D-F). This is true even for systems with

the fastest responses (large γhigh
x near the right edges of the distribution). This means

the one can imagine enzymatic signaling systems in the earliest stages of evolutionary

history that can reliably distinguish high and low inputs even before ATP metabolism

(maintaining high ATP concentrations relative to ADP and Pi ) reached its modern levels

of efficiency.

In fact a fascinating universal feature of the distributions is that the physiological

∆µ range lies just above the top edge of the distributions. Naively it would seem as if

the physiological values are just high enough to allow these signaling loops to transmit
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I = 1− 2 bits across the broadest possible parameter subset. This gives evolution the

largest possible space in which to tweak tradeoffs between fidelity and response times

without running into chemical potential limitations. Of course ∆µ influences not just

signaling networks but the entire range of cellular functions, so it is impossible to say

with certainty what factors played the largest role in determining the values of ∆µ we

see in present-day organisms. But at least from the perspective of signaling at the level

of a push-pull loop, it is clear that ∆µ ≈ 21−29 kB T is more than good enough for ba-

sic information transfer needs, and there would be no benefit in having a system with

substantially higher ∆µ. To maintain ∆µ = 40 or 50 kB T for example, would require

significant additional metabolic resources, with little payoff in terms of either I or band-

width.

2.3.2 Analytical bound describes tradeoff between bandwidth and infor-
mation

The results above already illustrated the tradeoff between bandwidth and MI, with pa-

rameter sets that achieve very large γhigh
x becoming progressively harder to find as the

target I increases. Can we understand this relationship in more detail? For this purpose

we take advantage of optimal noise filter theories, originally developed in the context

of signal processing [76–78], and in recent years applied to a variety of biological sig-

naling networks [61, 62, 79–82]. The original motivation involved designing a filter for a

signal corrupted by noise, such that the output matched the uncorrupted input signal

as closely as possible. In the biological context, this same framework allows us to put

bounds on the maximum MI achievable between input and output signals for given in-

put and enzymatic parameters. As shown in the SI, our enzymatic push-pull loop can

be approximately mapped onto an effective two-species input-output system, which is
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then amenable to analytical treatment using the Wiener-Kolmogorov optimal filter the-

ory [61, 76–78].

The end result is a remarkably simple analytical relation between the maximum pos-

sible bandwidth γmax
x achievable given a target value of I ,

γmax
x = R0

4I+1(4I −1)
. (2.5)

The only other enzymatic parameter that appears in the relation is the gain R0, a mea-

sure of output production relative to the input. Fig. 2.3G-I shows the same parameter

set distribution as the (γhigh
x ,∆µhigh) points in Fig. 2.3D-F, except replotted in terms of

(γhigh
x ,R0), where R0 is the gain for each parameter set. The solid line is the bound of

Eq. (2.5). Even though this bound is based on an approximation of the full enzymatic

system, and hence is not guaranteed to be exact, it still provides an excellent cutoff

for the distribution of (γhigh
x ,R0) points. For systems at a certain R0, we see that as I

is increased and the denominator in Eq. (2.5) gets larger, the maximum bandwidth γmax
x

shifts to lower values. If we are interested in a fast response time, increasing I system-

atically reduces the compatible parameter space, since we are forced to rely on cases

with larger and larger R0. Thus Eq. (2.5) rationalizes the earlier observation of limited

options for networks that can simultaneously respond to signals fluctuating on minute

time scales and achieve I significantly larger than 1 bit.

2.3.3 Optimality and the yeast Pbs2/Hog1 push-pull loop

There is an alternative way of thinking about the R0 versus γhigh
x results in Fig. 2.3G-

I. Imagine a system working at γhigh
x with a certain gain parameter R0 and achieving

a target value I . Comparing other parameter sets with the same bandwidth γ
high
x and

target I (taking a vertical slice of one of the panels in Fig. 2.3G-I), they will have a variety
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Figure 2.4. (A) The same (γhigh
x ,∆µhigh) point distribution as in Fig. 2.3C

for I = 1 bit, except plotted in terms of ATP consumption rate A on the
vertical axis. The solid line is the approximate lower bound Amin on ATP
consumption given by Eq. (2.7). (B) This distribution replotted with se-
lection coefficient |s| on the vertical axis. |s| quantifies the fitness cost as-
sociated with a system that achieves the target I = 1 bit but is sub-optimal
in ATP consumption, relative to an optimal variant where A = Amin. The
value of |s| becomes evolutionarily significant when it is higher than a
“drift threshold” N−1

e , where Ne is the effective population of the organ-
ism (a measure of genetic diversity). The ranges of N−1

e for different
classes of organisms are shown on the right [63, 83]. The vertical dotted

line corresponds to the estimated γhigh
x for the yeast Pbs2/Hog1 system.

of different R0 values, but all of these will be bounded from below by the minimum value

Rmin
0 = 4I+1(4I −1)γhigh

x . (2.6)

When R0 = Rmin
0 , the system sits on the optimality line of Eq. (2.5), with γhigh

x = γmax
x .

The discrepancy between R0 and Rmin
0 for a given system allows us to see how close

the signaling behavior is to optimality. Let us take a concrete biological example: the

Pbs2/Hog1 enzymatic push-pull loop from yeast, part of the Hog1 signaling pathway
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that allows the organism to respond to osmotic stress. As described in the SI, key pa-

rameters for this system can be estimated based on an earlier model [74] fit to microflu-

idic experimental data where yeast was exposed to periodic salt shocks [84]. The re-

sults for the bandwidth and gain for I = 1 bit are: γhigh
x = (1.22± 0.04)× 10−3 s−1 and

R0 = 0.0621± 0.0001 s−1, with the error bars reflecting uncertainties due to unknown

parameters (where we used priors based on the log-normal distributions Fig. 2.2.) The

scale of the predicted bandwidth γhigh
x is consistent with microfluidic estimates. Ref. [75]

found a steep dropoff in the mean amplitude of the Hog1 response to periodic step-like

changes in external osmolyte concentrations when the frequencies of the changes in-

creased from 10−3 s−1 to 10−2 s−1. At frequencies beyond the dropoff the Hog1 output

can no longer reproduce the osmolyte input at high fidelity. Though the form of the

input in this case is different than in our model, and the experiment probes the en-

tire pathway rather than just the Pbs2/Hog1 component, the similarity in scales to our

γ
high
x value suggests that the Pbs2/Hog1 system may play a major role in determining

the bandwidth of the whole pathway (since the bandwidth of the whole is constrained

by the bandwidths of the components).

Intriguingly, the estimated gain R0 is very close to the minimum possible value Rmin
0

for signaling at the bandwidth γ
high
x with I = 1 bit, as seen in Fig. 2.3G. Using Eq. (2.6),

we find Rmin
0 = 0.059± 0.002 s−1. This naturally leads to the question: is the fact that

this system lies so close to optimality a coincidence, or are there reasons why natural

selection might favor minimizing R0 in this case? To answer this question, we first have

to consider the relationship between gain and ATP consumption.
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2.3.4 Minimum ATP consumption to achieve a certain signaling fidelity and
bandwidth

This bound on the gain parameter in Eq. (2.6) is directly related to the metabolic cost

of signaling, since higher production of the output per given input level will generally

require a higher rate of phosphorylation events. We can roughly quantify the average

rate of phosphorylation: in the stationary state this is just the mean rate of the kinase-

catalyzed reaction step, A = κr SK . Assuming one ATP hydrolyzed per reaction, A is the

mean rate at which ATP is consumed by the system, and is related to R0 through A =

κr R0K /(κr −R0), as shown in the SI. In the enzymatic parameter ranges we consider, κr

is typically much larger than R0, so we can approximate this relation as A ≈ R0K . Using

Eq. (2.6) we can then estimate the minimum possible ATP consumption rate given a

target I and bandwidth γhigh
x :

Amin ≈ Rmin
0 K̄ = 4I+1(4I −1)γhigh

x K . (2.7)

Fig. 2.4A shows the same parameter set values as the (γhigh
x ,∆µhigh) points in Fig. 2.3D

for I = 1 bit, except plotted in terms of (γhigh
x , A). The A values are exact, but the ap-

proximate relation of Eq. (2.7) provides an excellent lower bound on the distribution.

Qualitatively, the individual elements of Eq. (2.7) all make intuitive sense. An increase in

any of the constituent factors (the mean free input kinase population K , the target infor-

mation I , the bandwidth γhigh
x ) puts greater demands on the signaling system, requiring

more catalytic activity and hence faster ATP consumption. Note that the above results

are easily generalized if the reaction step consumes more than one ATP: for example the

effective model for yeast Pbs2/Hog1 discussed above involves phosphorylation at two

sites, which would lead to the expressions for A and Amin getting a prefactor of two.
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2.3.5 Evolutionary pressure on the metabolic costs of signaling

It is clear from Fig. 2.4A that for many parameter set choices the ATP consumption rate A

is significantly larger than for a system near optimality (A ≈ Amin) given the same I and

γ
high
x . Let us consider a specific scenario where the bandwidth γhigh

x and the target I are

sufficient for the biological function of the signaling i.e. there are rapidly diminishing

fitness returns in going to higher bandwidth and signal fidelity. In this scenario a system

with A > Amin has no significant adaptive advantage over one with A ≈ Amin, but instead

incurs a fitness penalty because of the superfluous ATP consumption. Would there be

evolutionary pressure on this sub-optimal system to move toward optimality?

The answer to this question has practical ramifications, because it will allow us to

predict whether we should expect to see natural enzymatic push-pull loops cluster around

the optimality line (as we saw in the yeast Pbs2-Hog1 example). The alternative, in the

absence of strong evolutionary pressure to optimize, is a wider dispersion, more sim-

ilar to Fig. 2.4A where the points are drawn at random from the enzymatic parameter

distribution. Note that this is a question that is directly amenable to future kinetic ex-

periments: for systems where we can fully characterize the enzymatic parameters of the

push-pull loop (for both the kinase and phosphatase), all the relevant quantities like

γ
high
x , A, and I can be calculated.

Naively one might expect evolution to always drive systems to optimality due to

natural selection, but genetic drift can play a significant competing role, allowing sub-

optimal variants to flourish and even fix in a population [85]. To be specific, let us con-

sider a unicellular organism that reproduces via binary fission, and two genetic variants

of that organism that differ in the enzymatic parameters of a push-pull signaling loop:

both variants achieve the same γhigh
x and I , but one has A > Amin and one has A = Amin.
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Let us denote the relative fitness of the sub-optimal versus the optimal type as 1 + s,

defining a selection coefficient s. In other words the sub-optimal variant will have on

average 1+ s offspring relative to the optimal one during the generation time of the op-

timal type. In the scenario described above, where the extra production does not confer

any adaptive advantage and only imposes a metabolic cost, we will have s < 0, because

the superfluous ATP consumption will lead to slower growth.

The magnitude of s determines the degree of selective pressure on the sub-optimal

variant. The key quantity that sets the relevant scale for s is the effective population Ne

of the organism, the size of an idealized population that exhibits the same changes in

genetic diversity per generation due to drift as the actual population [83]. When s < 0

and |s| À N−1
e , natural selection dominates drift, exponentially suppressing the proba-

bility of a sub-optimal mutant fixing in a population of optimal organisms. On the other

hand if |s| ¿ N−1
e , drift dominates, and the fixation probability of sub-optimal mutants

is roughly the same as for a neutral (s = 0) mutation [86]. In this case it would be difficult

to maintain optimality in a population over the long term. Ne for organisms is typically

smaller than their actual population in the wild, and varies by several orders of mag-

nitude among different classes: for unicellular species it can be as high as ∼ 109 −1010

in bacteria down to ∼ 106 − 108 in single-celled eukaryotes [63, 83]. (It becomes even

smaller among higher eukaryotes, going down to ∼ 104 in vertebrates.) The correspond-

ing ranges for the “drift threshold” N−1
e [63] are shown on the right in Fig. 2.4B.

The question then becomes: how do we estimate s and how does it compare to

the relevant N−1
e for the class of interest? For the case where a variant imposes meta-

bolic costs but no adaptive advantage, there is a very useful relation that posits s ∼

−δCT /CT [63, 87, 88]. Here CT is the total resting metabolic expenditure of an organism
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during a generation time, measured for example in units of P, where 1 P = one phos-

phate bond hydrolyzed (ATP or ATP equivalent consumed). δCT is the extra expendi-

ture incurred by the more costly mutant. This relation has already been used to explore

selective pressures in yeast [88], unicellular prokaryotes and eukaryotes [63], and viral

infections [89]. It was recently derived from first principles through a general bioener-

getic growth model [64], where the relation was refined with a more accurate prefactor:

s ≈− ln(Rb)δCT /CT . Here Rb is the mean number of offspring per individual (i.e. Rb = 2

for binary fission).

The value of CT can be readily estimated for single-celled organisms, where it scales

roughly with cell volume [63, 64]. Given the 30 fL cell volume used in our calculations,

and assuming a generation time (cell division time) tr = 1 hr, we find CT ≈ 7×1011 P (see

details in the SI), comparable in magnitude to experimental estimates for yeast [63].

Since δCT reflects the extra ATP consumed by the costly mutant (with consumption

rate A) versus the optimal variant (rate Amin) over one generation time, we can write

δCT = (A − Amin)tr . We can thus calculate s for all the near-bandwidth I = 1 bit param-

eter sets represented in Fig. 2.4A. The results for |s| versus γhigh
x are plotted in Fig. 2.4B.

Because increased ATP consumption is required to achieve larger bandwidths (as seen

in Eq. (2.7)), the distribution of selective penalties |s| for being sub-optimal is pushed to

larger values with greater γhigh
x . In other words, higher bandwidths make the energetic

stakes more significant.

We can now rationalize why the yeast Pbs2/Hog1 loop might be close to optimal-

ity. The bandwidth for that system (indicated by a vertical dashed line in Fig. 2.4B) is

near the higher end of the spectrum. Suboptimal parameter values that achieve approx-

imately the same bandwidth at I = 1 bit span a range of |s| values between 10−8 and 10−4.
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Given Ne = 106 −108 for single-celled eukaryotes [63, 83], and estimates of Ne ≈ 107 for

wild yeast populations [90], these suboptimal systems likely have |s| near or above the

drift threshold N−1
e . Thus we would expect yeast to be under evolutionary pressure to

optimize the energy expenditures associated with the enzymatic loop.

2.4 Discussion and Conclusions

The kinase-phosphatase push-pull signaling network, which maintains a certain value

of mutual information I between input and output, incurs energetic costs in the form

of ATP consumption. These costs have two related facets: (i) the free energy expendi-

ture ∆µ for each hydrolysis reaction, and (ii) the number of such reactions A per unit

time. Achieving empirical values like I = 1− 2 bits requires satisfying both aspects of

the cost. There is a minimal price in terms of ∆µ to achieve any given I , and this price

increases if one demands either greater fidelity (larger I ) or the ability to process faster

signals (larger γx). Modern cells are more than willing to pay this part of the price, with

∆µ sufficiently high to meet the minimal requirements for any enzymatic parameter set

that hits a target I on the order of 1 bit. However, as the distributions in Fig. 2.3D-F il-

lustrate, there are certainly options for signaling systems that work at similar fidelities

under conditions of smaller ∆µ, the presumptive scenario earlier in evolutionary his-

tory. In all cases we require some degree of fine-tuning of enzymatic parameters: the

higher the fidelity or frequency demands, the smaller the fraction of parameter space

that satisfies them. This leaves vanishingly small room to achieve networks that operate

at I significantly larger than the known empirical range.

For particular parameter combinations the system is optimal, exhibiting the maxi-

mum possible bandwidth (γmax
x of Eq. (2.5)) with the minimal ATP consumption (Amin
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of Eq. (2.7)). Is such optimality widely realized in nature? Analyzing the selective pres-

sures due to superfluous ATP expenditures indicates that this is a worthwhile question

to pursue. We have already identified one near-optimal candidate in the yeast Hog1 sig-

naling pathway. Based on the results of the previous section, we predict that the best

place to look for others is among signaling pathways with high bandwidths, for example

∼ 10−3 −10−2 s−1 at the extremes of the current biological distribution. Here the meta-

bolic costs of being suboptimal would be significant for single-celled organisms.

More broadly, strong selective pressure on the costs of running signaling networks in

single-celled organisms is likely to be a widespread phenomenon. To give another exam-

ple, the expenditure of running the chemotaxis machinery in E. coli has been estimated

to be about ∼ 107 P per ∼ 1 hr cell cycle [35, 37]. Compared to a value of CT ≈ 2×1010

P for E. coli [63, 64], we get an |s| ∼ 10−4, which is definitely significant for a bacterial

population. We have barely begun to understand the kinds of optimization that such

selective pressure has induced. Our approach readily generalizes beyond the kinase-

phosphatase system, setting the stage for exploring these issues in a much wider array

of biochemical networks.

2.5 Supplementary information for this chapter

2.5.1 Derivation of the detailed balance relation

To derive the detailed balance relation of Eq. (2.1), it is convenient to focus on the reac-

tions from the perspective of an individual substrate molecule [4]. A given molecule in

our model can be in one of four states, indicated in Fig. 2.5 with corresponding forward

and reverse transition rates. For example if the molecule is an unmodified substrate
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Figure 2.5. The enzymatic push-pull loop from the perspective of an indi-
vidual substrate molecule. The protein can exist in one of four states: un-
modified substrate (σ), bound to kinase (σK ), phosphorylated (σ∗), and
bound to phosphatase while phosphorylated (σ∗

P ). The forward (clock-
wise) transition rates between these states are indicated in black, while
the reverse (counterclockwise) rates are in red.

(state σ) it can transition to a kinase-bound substrate (state σK ) with rate κb[K ], pro-

portional to the surroudning concentration [K ] of kinase molecules. It can revert from

σK to σ with rate κu . The other transitions in Fig. 2.5 are defined analogously, with for-

ward rates colored black and reverse rates in red. Detailed balance entails that product

of reverse rates divided by the product of forward rates is equal to exp(β∆G), where ∆G

is the free energy change of the system associated with a single forward traversal of the

loop and β = (kB T )−1 [4]. Since after one loop from σ to σ the substrate is back in the

same state (as well as the kinase and phosphatase), there is no free energy contribution

from these molecules. However a single loop leads to the hydrolysis of a single molecule

of ATP, so ∆G = −∆µ, as defined in the main chapter text. Putting everything together,

the detailed balance relation reads

e−β∆µ = κu

κb[K ]

κ−r [K ]

κr

ρu

ρb[P ]

ρ−r [P ]

ρr
= κ−rρuρ−rκu

κrρbρrκb
, (2.8)

yielding Eq. (2.1).
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2.5.2 Chemical Langevin approach for the kinase-phosphatase push-pull
loop

In this section we derive the stationary state properties of the kinase-phosphatase push-

pull loop via the chemical Langevin approximation. The derivation will follow analo-

gously to Ref. [61], except here the system is more complicated due to the inclusion of

reverse enzymatic reactions. The end goal will be a method to estimate the mutual in-

formation I , given by Eq. (2.4),

I ≈−1

2
log2 E , where E ≡ 1− (X Y −X Y )2(

X 2 −X
2
)(

Y 2 −Y
2
) , (2.9)

which requires evaluating the variances of the input and output, var(X ) = X 2−X
2
, var(Y ) =

Y 2 −Y
2
, as well as the covariance cov(X ,Y ) = X Y − X Y . The quantity E here will be

referred to as the “error” in signal propagation between input and output, and can be

equivalently expressed as E = 1−ρ2, where ρ is the Pearson correlation coefficient be-

tween X and Y .

Dynamical equations. Our starting point is the full system of reactions for the enzy-

matic push-pull loop,

∅
F


γK

K ,

K +S
κb


κu

SK
κr


κ−r

K +S∗,

P +S∗ ρb


ρu

S∗
P

ρr


ρ−r

P +S,

(2.10)
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where ∅ represents the void (upstream deactivated kinase which does not enter into our

model). The corresponding chemical Langevin equations [7] are given by:

dK

d t
= F −γK K −κbK S + (κu +κr )SK −κ−r K S∗+n1 +n2 +n3,

dSK

d t
= κbK S − (κu +κr )SK +κ−r K S∗−n2 −n3,

dS∗

d t
= κr SK −ρbPS∗+ρuS∗

P −κ−r K S∗+n3 +n4,

dS∗
P

d t
= ρbPS∗− (ρu +ρr )S∗

P +ρ−r SP −n4 +n5,

dP

d t
=−dS∗

P

d t
,

dS

d t
=−dSK

d t
− dS∗

d t
− dS∗

P

d t
,

(2.11)

where the last line ensures that the total populations of free or bound phosphatase

(P +S∗
P ) and free or bound substrate in all its forms (S +SK +S∗+S∗

P ) remain constant.

The noise terms ni (t ) = p
Πiηi (t ), where ηi (t ) are Gaussian noise functions with zero

mean and correlations ηi (t )η j (t ′) = δi jδ(t − t ′). The five noise terms are associated with

reactions in the system, and the corresponding prefactors represent the sum of the mean

production (forward) and deactivation/unbinding (backward) contributions to each re-

action:

Π1 = F +γK K , Π2 = κbK S +κuSK , Π3 = κr SK +κ−r K S
∗

,

Π4 = ρbPS
∗+ρuS

∗
P , Π5 = ρr S

∗
P +ρ−r SP .

(2.12)

Setting the left-hand sides of Eq. (2.11) to zero, and taking the average of the right-hand

sides, we can solve for the stationary state populations:

K = F

γK
, SK = FC2

γK C1
, S

∗ = C3

C1
, S∗

P = C4

C1
. (2.13)
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with the following definitions:

κ− ≡ κu +κr , ρ− ≡ ρu +ρr

C1 ≡ κ−PγKρbρr +Fκ−rκuρ−

C2 ≡ S
[

Fκbκ−rρ−+PγK (κbρbρr +κ−rρ−rρu)
]

C3 ≡ S(PγKκ−ρ−rρu +Fκbκrρ−)

C4 ≡ PS
[

PγKκ−ρ−rρb +F (κbρbρr +κ−rρ−rκu)
]

(2.14)

The input (total kinase) is X = K +SK and the output (total activated substrate) is Y =

S∗+S∗
P , and hence Eq. (2.13) can be used to calculate the stationary values X and Y .

Second moments. In order to calculate the variance and covariance of the input and

output, we also need to know X 2, Y 2, X Y . To estimate these quantities, the first step is

to switch variables in Eq. (2.11) to focus on deviations from the stationary state values:

δK ≡ K −K , δSK ≡ SK −SK , δS∗ ≡ S∗−S
∗

, δS∗
P ≡ S∗

P −S
∗
P . We can in turn rewrite these

four variables in terms of the input and output deviations δX = X −X and δY = Y −Y :

δK = C1

C1 +C2
δX +δXq ,

δSK = C2

C1 +C2
δX −δXq ,

δS∗ = C3

C3 +C4
δY +δYq ,

δS∗
P = C4

C3 +C4
δY −δYq ,

(2.15)

where we have introduced two additional auxiliary variables δXq and δYq . Plugging

Eq. (2.15) into Eq. (2.11), we simplify the system through linearization, ignoring any

terms of second order or higher in the deviations. As demonstrated below in com-

parisons with kinetic Monte Carlo (KMC) simulations of the original system, this lin-

earized chemical Langevin approximation works well for our parameter ranges. Finally,
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we Fourier transform the linearized Eq. (2.11), and the resulting system of equations

takes the form

M(ω)



δ̃X

δ̃X q

δ̃Y

δ̃Y q


=



−ñ1

ñ2 + ñ3

−ñ3 − ñ5

ñ4 − ñ5


(2.16)

where Q̃(ω) denotes the Fourier transform of quantity Q(t ). The matrix M is given by:

M(ω) =
iω− C1γK

C1+C2
γK 0 0

C1(κb S+κ−r S∗)−C2(κb K+κ−−iω)
C1+C2

κb (K+S)+κ−r S
∗+κ−−iω

C3Kκ−r
C3+C4

−κb K Kκ−r

C2κr −C1κ−r S∗
C1+C2

−κr −κ−r S
∗ −C3Kκ−r +C4ρr

C3+C4
+iω ρr −κ−r K

0 0
C3Pρb−C4(S∗ρb+ρ−−iω)

C3+C4
Pρb+S

∗
ρb+ρ−−iω

.

(2.17)

The Fourier-space system of equations Eq. (2.16)-(2.17) can be solved for δ̃X (ω) and

δ̃Y (ω). The expressions are complicated, but take the form of a linear combination of

Fourier-space noise terms:

δ̃X (ω) =
5∑

i=1
aX

i (ω)ñi , δ̃Y (ω) =
5∑

i=1
aY

i (ω)ñi , (2.18)

where aX
i (ω) and aY

i (ω) are some prefactors which can be expressed as rational func-

tions of ω. The prefactors have the property aX
i (−ω) = (aX

i (ω))∗, aY
i (−ω) = (aY

i (ω))∗.

In Fourier space the correlations among the noise terms take the form ñi (ω)ñ j (ω′) =

δi jΠiδ(ω+ω′). Hence we can calculate the input power spectral density (PSD) PX (ω),

the output PSD PY (ω) and the cross PSD PX Y (ω), defined via

δ̃X (ω)δ̃X (ω′) = 2πPX (ω)δ(ω+ω′), δ̃Y (ω)δ̃Y (ω′) = 2πPY (ω)δ(ω+ω′),

δ̃X (ω)δ̃Y (ω′) = 2πPX Y (ω)δ(ω+ω′).

(2.19)
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Plugging Eq. (2.18) into Eq. (2.19), we find expressions for the PSDs in terms of the pref-

actor functions:

PX (ω) =
5∑

i=1
|aX

i (ω)|2Πi , PY (ω) =
5∑

i=1
|aY

i (ω)|2Πi , PX Y (ω) =
5∑

i=1
aX

i (ω)aY
i (−ω)Πi .

(2.20)

The final step is to calculate the second moments from integrals of the PSDs, using the

inverse Fourier transform of Eq. (2.19) evaluated at t = t ′:

X 2 =
∫ ∞

−∞
dω

2π
PX (ω), Y 2 =

∫ ∞

−∞
dω

2π
PY (ω), X Y =

∫ ∞

−∞
dω

2π
PX Y (ω). (2.21)

Given the explicit expressions for the prefactor functions in Eq. (2.20) (which are avail-

able as part of the Mathematica notebooks in the Github repository associated with

the manuscript), one can numerically evaluate the integrals in Eq. (2.21) to get the mo-

ments.

Comparison to kinetic Monte Carlo simulations for mutual information. The chemi-

cal Langevin calculation of the second moments allows us to use Eq. (2.9) to estimate the

mutual information I . We can then check whether this estimate is consistent with the

results we would get from KMC simulations of the full system. Fig. 2.6 shows this com-

parison for two sample parameter sets drawn from the enzymatic parameter distribu-

tion described in Sec. 2.5.4. Since we are interested in exploring the full range of chem-

ical potentials ∆µ, in each case we calculate I varying the reverse-to-forward rate ratio

κ−r /κr , keeping all other parameters constant. Through Eq. (2.1), increasing κ−r /κr cor-

responds to decreasing the magnitude of∆µ. At very large∆µ (smallκ−r /κr ) the I curves

saturate at the maximum possible mutual information for that parameter set, while at

small ∆µ (large κ−r /κr ) the mutual information approaches zero, the equilibrium limit.



The price of a bit: energetic costs, bandwidth and the evolution of cellular signaling 69

Across the whole range we see that the chemical Langevin theoretical prediction is in

close agreement with the KMC results.
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Figure 2.6. The mutual information I for the enzymatic push-pull loop
as a function of the reverse-forward rate ratio κ−r

κr
. The predictions from

the chemical Langevin approach (dashed line) are compared against the
corresponding KMC simulation results (circles). The parameters sets are
as follows (all units are s−1 except for the mean populations; molar units
have been converted to populations by assuming a cell volume of 30 fL):
(top) κb = 2.94×10−6, ρb = 3.68×10−7, κu = 1.58×10−2, ρu = 4.42×10−4,
κr = 12.8, ρr = 1.34, ρ−r = 2.50× 10−5, F = 2.49× 10−3, γk = 2.68× 10−5,
S̄ = 614, and P̄ = 45; (bottom) κb = 2.32× 10−5, ρb = 1.46× 10−4, κu =
6.94×10−2, ρu = 5.48, κr = 0.994, ρr = 5.05×10−2, ρ−r = 2.06×10−8, F =
2.46×10−2, γk = 2.65×10−4, S̄ = 2380, and P̄ = 127.
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2.5.3 Characteristic frequency γx , gain R0, and the conditions for Wiener-
Kolmogorov noise filter optimality

Deriving the γx and R0 expressions in Eq. (2.2). Since the effective frequency γx of the

input and the gain R0 play central roles in the analysis, having simple closed form ap-

proximations for them [Eq. (2.2)] is useful. The original definitions of these two vari-

ables, as described in the main chapter text, are as follows: (i) γx is related to the au-

tocorrelation of input fluctuations, δX (t +τ)δX (t ) = δX 2 exp(−γx |τ|); (ii) R0 ≡ κr SK /X

measures output production for a given level of input. As demonstrated in the next sec-

tion, both of these can be calculated from KMC simulations (at significant computa-

tional expense for each different set of parameters). Alternatively, the chemical Langevin

approximation of Sec. 2.5.2 can be used to derive somewhat cumbersome analytical ex-

pressions.

However the most convenient option is to take advantage of the meaning of γx and

R0 in an effective, two-species description of the kinase-phosphatase reaction network.

Imagine a system with an input species population X (t ), output Y (t ), and a simplified

chemistry with only four reactions: production of input at rate F , deactivation of input

at rate γx X (t ), production of output at rate R0X (t ), and deactivation of output at rate

γy Y (t ). In this two-species system the inverse input autocorrelation time is given by

the deactivation rate parameter γx , and the coefficient R0 in the output production rate

is also the gain parameter. To relate this simplified model to the full reaction network

of Sec. 2.5.2, we compare analogous quantities in the simplified and full schemes. For

example, let us take the mean input population X . In the simplified scheme this is given

by

X = F

γx
. (2.22)
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In the full network X = K +SK can be calculated from Eq. (2.13) as

X = F (C1 +C2)

C1γK
, (2.23)

where the Ci are expressed in terms of full network parameters in Eq. (2.14). Comparing

Eqs. (2.22) and (2.23) we see that γx should be given by

γx = C1γK

C1 +C2
, (2.24)

which is the first expression in Eq. (2.2). Similarly the mean production rate of the out-

put in the simplified scheme is R0X̄ . In the full system the mean output production is

the average rate at which new phosphorylated substrate is produced via catalysis by the

kinase-substrate complex,

κr SK = κr
FC2

γK C1
= κr

C2

C1 +C2
X̄ , (2.25)

where we have again used Eqs. (2.13)-(2.14). Comparing Eq. (2.25) to R0X̄ , we see that

R0 should correspond to

R0 = κr
C2

C1 +C2
, (2.26)

which is the second expression in Eq. (2.2).

Validation through kinetic Monte Carlo simulations. To verify that the expressions for

γx and R0 derived above are good approximations, we ran KMC simulations for various

parameter sets drawn at random from the enzymatic parameter distribution detailed in

the Sec. 2.5.4. For each parameter set the simulation was run long enough after reaching

the stationary state to collect sufficient statistics for both the mean population values

and the input autocorrelation function. As described above, these allow us to calcu-

late γx and R0. The simulation results are compared against the approximation from

Eqs. (2.24) and (2.26) in Fig. 2.7. The agreement is excellent for both quantities, across
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Figure 2.7. Comparison of the simple analytical approximations for R0

from Eq. (2.26) (top) and γx from Eq. (2.24) (bottom) versus KMC simula-
tion results. Each point corresponds to a parameter set drawn randomly
from the enzymatic parameter distribution described in Sec. 2.5.4. Error
bars for R0 are smaller than the symbol size, and hence not indicated in
the figure.

the entire range of γx and R0 values. Thus we can confidently use the simple analytical

expressions of Eqs. (2.24) and (2.26) to predict γx and R0 for any given parameter set.

Relating maximum bandwidth, minimum ATP consumption rate, and mutual infor-

mation via Wiener-Kolmogorov optimal noise filter theory. One of the benefits of the

approximate relation between the full system and the two-species model described in

Sec. 2.5.3 is that it allows us to use results from the two-species case to make predictions
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for the behavior of the kinase-phosphatase push-pull loop. The two-species model has

been analyzed in detail in Refs. [61, 82], where it was shown to be able to map onto a

Wiener-Kolmogorov optimal noise filter. The error E from Eq. (2.9) for the two-species

case can be evaluated in closed form as [61]:

E = 1−
γ2

y R0

(γx +γy )2

[
γy +R0

γy

γy +γx

]−1

. (2.27)

It achieves its minimum value (hence maximizing the mutual information I ) when the

following condition is fulfilled:

γy = γx

p
1+Λ, (2.28)

where Λ = R0/γx . The corresponding minimum E , where the system behaves like an

optimal Wiener-Kolmogorov (WK) noise filter is given by:

EWK = 2

1+p
1+Λ . (2.29)

Interestingly, this remains the bound even if we generalize the output production term

R0X (t ) to be nonlinear in X (t ) [61]. Using the relation between E and I in Eq. (2.9), we

can translate the bound E ≥ EWK into an equivalent statement that γx ≤ γmax
x at a given

value of mutual information I . The value of γmax
x is shown in Eq. (2.5):

γmax
x = R0

4I+1(4I −1)
. (2.30)

As shown in Figs. 2.3G-I, the above γmax
x expression provides an excellent approximate

upper bound on the γhigh
x values calculated for the full enzymatic system. Even though

the effective two-species model lacks reverse rates, it provides a useful tool for deriv-

ing this bound, since the maximum bandwidth is achieved when the reverse rates are

negligible (large ∆µ).
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As mentioned in the discussion around Eq. (2.6), the expression for γmax
x in Eq. (2.30)

also has an alternative interpretation. This gives the minimum production rate Rmin
0

necessary to achieve mutual information I at a certain bandwidth γhigh
x :

Rmin
0 = 4I+1(4I −1)γhigh

x . (2.31)

By relating R0 in turn to the ATP consumption rate A = κr SK , we can convert Eq. (2.31)

into an expression for the minimum necessary ATP consumption rate Amin. To accom-

plish this, note that A can be rewritten as:

A = κr K
C2

C1
= κr K

R0

κr −R0
, (2.32)

where we have used Eqs. (2.13) and (2.26). Finally, taking advantage of the fact that

typicallyκr À R0 for the parameter distributions of interest, we make the approximation

A ≈ R0K . This allows us to derive Eq. (2.7):

Amin ≈ Rmin
0 K̄ = 4I+1(4I −1)γhigh

x K . (2.33)

2.5.4 Enzymatic parameter distribution

Earlier surveys of enzymatic kinetic parameters in Refs. [69, 70], over broader classes

than just kinases and phosphatases, showed that their distributions could be approxi-

mately described by log-normal distributions. For a given parameter x, we will denote

this as log10 x ∼ N (log10 x̃,σ2
x), or in other words that the base-10 logarithm of x is dis-

tributed according to a normal distribution with mean log10 x̃ and standard deviation

σx . The value x̃ is the median of the resulting log-normal distribution for x.

For our work the focus is on kinases and phosphatases, and we are interested in look-

ing at the push-pull loop signaling behavior over the entire distribution of biologically

plausible parameters. The parameter data we collected, summarized in the histograms
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Parameter x Unit log10 x̃ σx Data source
direct fits to database values:

kinase/phosphatase concentrations [S], [P] [M] -7.93 0.84 PaxDb [71]

Michaelis constants K kin
M , K pho

M [M] -4.26 1.21 Sabio-RK [73]

specificity ratios κr /K kin
M , ρr /K pho

M [M−1 s−1] 3.86 1.19 Sabio-RK [73]
reaction rates κr , ρr [s−1] -0.04 1.16 Sabio-RK [73]

results of joint fitting:
reaction rates κr , ρr [s−1] -0.06 1.18 joint fit
binding rates κb , ρb [M−1 s−1] 3.94 1.12 joint fit

dissociation constants K kin
D , K rho

D [M] -7.00 1.31 joint fit

Table 2.1. Results of log-normal fits to various kinase/phosphatase enzy-
matic parameters. For each fit the mean log10 x̃ and standard deviation
σx are listed. The top rows of the table correspond to individual fits to pa-
rameters collected from the PaxDb and Sabio-RK databases. The bottom
rows show the results of a joint fit, described in the text of Sec. 2.5.4.

of Fig. 2.2, had far more representation of kinases than phosphatases, which is a well

known limitation of the existing experimental literature. Despite this sampling issue, the

orders of magnitude spanned by phosphatase parameters were comparable to those of

the kinases. For each parameter type, we thus decided to fit both types of enzyme with a

single overall distribution, based on pooling of all the available kinase and phosphatase

data together. The data available from the databases took the forms listed below (all

raw data and the files used to process it are included in the Github repository associated

with the manuscript). The mean log10 x̃ and standard deviation σx values from the log-

normal fits for the different parameter classes are listed in the first four rows of Table 2.1.

Enzymatic data:

• Mean substrate [S] and phosphatase [P ] concentrations, where the substrate is

taken to be a kinase [Fig. 2.2A]. These numbers were derived from the PaxDb
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protein abundance database [71], taking advantage of UnitProt gene ontology

associations to focus on just kinases and phosphatases in signal transduction

pathways [72]. Each PaxDb data entry is in terms of ppm (parts per million) of

abundance, relative to the total number of proteins in the cell. To convert from

ppm to molar concentrations, we looked at data from human cells (which had

the best representation in the database), and used the estimated total concen-

tration of 2.7× 106 proteins per µm3 for human cells [91]. The latter concen-

tration corresponds to 4.48×10−3 M. If y is the abundance in ppm units, then

4.48(y/106)× 10−3 M is the corresponding molar concentration. Note that to-

tal concentrations are very similar across many different types of species [91],

so there should not be a strong species-dependence in the analysis. For ex-

ample the same analysis in mouse cells rather than human ones yields quan-

titatively similar results: a mean kinase/phosphatase concentration 10−8.31 M

(versus 10−7.93 M in human cells), and a log-normal standard deviation of 1.03

(versus 0.84 in human cells).

• Reaction parameters [Fig. 2.2B-D]. These values were taken from the Sabio-RK

database [73], where they were most often available in the following forms:

for the kinase/phosphatase, Michaelis constants K kin
M = (κr +κu)/κb , K pho

M =

(ρr +ρu)/ρb (Fig. 2.2B), the corresponding specificity ratios κr /K kin
M , ρr /K pho

M

(Fig. 2.2C), and the reaction rates κr and ρr (Fig. 2.2D). The resulting distribu-

tions were entirely consistent (though slightly narrower) with the distributions

for the same parameter types analyzed in Ref. [69], which considered all en-

zymes (not just kinases and phosphatases).
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Note that the six reaction parameter types that were collected from the Sabio-RK

database (K kin
M , K pho

M , κr /K kin
M , ρr /K pho

M , κr , ρr ) are not directly in the form that we need

to calculate push-pull loop signaling properties. For the latter we would like to know

(κb , ρb , κu , ρu , κr , ρr ), or equivalently (κb , ρb , K kin
D , K pho

D , κr , ρr ). Here the dissociation

constants are defined as K kin
D = κu/κb and K pho

D = ρu/ρb . Let us denote the parameter

vector (κb , ρb , K kin
D , K pho

D , κr , ρr ) as v, with components vα, α = 1, . . . ,6. We would like

to find a joint distribution for v that is self-consistent with the individual log-normal

distributions for the alternative parameter types fitted directly from the database values

(first 4 rows of Table 2.1). We will assume the simplest form for the joint distribution

Φ: a product of individual log-normal distributions for each parameter vα, with median

values ṽα and standard deviations σα:

Φ(v) =
6∏

α=1

1

vα ln(10)
√

2πσ2
α

exp

(
− (log10 vα− log10 ṽα)2

2σ2
α

)
. (2.34)

Note that the vα ln(10) term in the denominator of the prefactor comes from the Jaco-

bian due to the variable change between log10 vα and vα. This ensures that the prob-

ability is properly normalized:
∫ ∞

0
∏
αd vαΦ(v) = 1. As explained above, kinases and

phosphatase parameters are assumed to be drawn from the same distributions, so we

enforce that ṽ1 = ṽ2, ṽ3 = ṽ4, ṽ5 = ṽ6, and analogously for the standard deviations σα.

This leaves six distinct values that determine the distribution: ṽ1, ṽ3, ṽ5, σ1, σ3, σ5.

To estimate these six distribution parameters, we use the following iterative numer-

ical fitting procedure. We start with a guess for (ṽ1, ṽ3, ṽ5, σ1, σ3, σ5) and then draw

104 parameter sets v from the resulting distributionΦ(v). For each parameter set we can

calculate the alternative parameter types (K kin
M , K pho

M , κr /K kin
M , ρr /K pho

M , κr , ρr ). We then
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fit the resulting 104 values for these alternative types to individual log-normal distribu-

tions, and compare the means and standard deviations to the empirical results in the top

half of Table 2.1. The sum of the relative absolute errors between the new joint fit values

and the empirical results for the means / standard deviations is our overall goodness-of-

fit measure. We perturb our guess for (ṽ1, ṽ3, ṽ5, σ1, σ3, σ5) and accept the perturbation

if it improves the goodness-of-fit. This procedure is iterated until convergence. The

results of this joint fit are shown in the bottom half of Table 2.1. The joint fit predic-

tions for the binding rate (κb , ρb) and dissociation constant (K kin
D , K pho

D ) distributions

are consistent with earlier estimates of these parameters in specific kinase/phosphatase

systems [92]. As another consistency check, the joint fit distribution for the reaction

rates (κr ,ρr ) is nearly identical to the individual empirical fit based on the Sabio-RK

database values.

Finally we note that the simple joint distributionΦ(v) in Eq. (2.34) is by construction

too broad: it may produce the correct marginal distributions for quantities collected

from the Sabio-RK database, but it ignores any correlations between those individual

parameters that may be present in natural systems. Estimating these correlations from

the existing database entries is quite challenging, because relatively few entries have a

complete list of all the parameters of interest. Hence, as explained in the main chapter

text, we take Φ(v) to be effectively a superset: it should contain the true, presumably

narrower, biological distribution plus parameter sets that are less likely to be observed

in nature. A convenient aspect of this interpretation is that any collective conclusion we

draw from the entire distribution Φ(v) should also be true for the subset of biological

parameters. Moreover we can thus explore a larger design space (potentially available

for evolution) than what we currently observe in modern biological systems.
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2.5.5 Results for alternative input kinase concentrations

The results in Fig. 2.3D-F were for a mean input kinase concentration [K ] = 5 nM. In

Fig. 2.8 we show the analogous results for two different choices: [K ] = 0.5 nM (left col-

umn) and [K ] = 50 nM (right column). The main conclusions remain unchanged: the

physiological ∆µ range (highlighted in pink) is always just above the upper edge of the

γ
high
x cloud, and the number of available parameter sets decreases rapidly as the mutual

information I is increased.

2.5.6 Analysis of the Pbs2-Hog1 push-pull loop in yeast

To illustrate our theoretical framework in a concrete biological example, let us consider

a kinase-phosphatase loop from one of the most extensively studied signaling pathways:

the Hog1 mitogen-activated protein kinase (MAPK) pathway that allows yeast to adapt to

extracellular osmotic changes [74, 75, 84]. We will focus in particular on the final portion

of the pathway, where the active (phosphorylated) kinase Pbs2pp catalyzes the conver-

sion of inactive Hog1 into phosphorylated Hog1pp. The latter protein is interchanged

quickly between cytoplasm and nucleus, where it regulates a variety of responses to

osmotic stress. Hog1pp is dephosphorylated by a combination of phosphatases Ptp2

(mainly in the nucleus) and Ptp3 in the cytoplasm [93]. Thus Pbs2pp will play the role

of K in our model, Hog1 will be S, Hog1pp will be S∗, and Ptp2/Ptp3 will be P . To pa-

rameterize our model, we start with a more detailed theoretical description of the entire

pathway developed by Zi et al. [74]. A key appeal of this work is that its parameters were

carefully fit to extensive experimental data from yeast cells exposed to different time



The price of a bit: energetic costs, bandwidth and the evolution of cellular signaling 80

Figure 2.8. Analogous to Fig. 2.3D-F, except for input kinase concentra-
tion [K ] = 5 nM (left column) and 50 nM (right column). The rows cor-
respond to mutual information I = 1, 1.5, and 2 bits respectively. The
probabilities of successfully drawing such a parameter set that achieves
the specified I value are shown in red in panel.

series of external salt shocks in microfluidic experiments [84]. However since the pa-

rameters of Zi et al. are not expressed in the same form as the enzymatic reaction rates

of our model, we do have to convert from their framework to ours, as described below.

Parameter estimation based on earlier literature. Ref. [74] explicitly distinguishes be-

tween the concentration of Hog1 and Hog1pp in the cytoplasm and nucleus, denoted

with c and n superscripts respectively: [Hog1c], [Hog1n], [Hog1ppc], [Hog1ppn]. If we
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are interested in the average concentrations overall, we can denote these as:

[S] ≡ [Hog1c]Vc + [Hog1n]Vn

Vc +Vn
, [S∗] ≡ [Hog1ppc]Vc + [Hog1ppn]Vn

Vc +Vn
, (2.35)

where Vc and Vn are the volumes of the cytoplasm and nucleus respectively, taken to

have a ratio of Vn/Vc = 0.14 [74]. Eq. (2.35) also implies:

d [S]

d t
= d [Hog1c]

d t
f + d [Hog1n]

d t
(1− f ),

d [S∗]

d t
= d [Hog1ppc]

d t
f + d [Hog1ppn]

d t
(1− f ),

(2.36)

where f = Vc /(Vc +Vn) = 0.88. As a simplification of Eq. (2.35), we note in Ref. [74] im-

port and export of the Hog1 proteins is fast relative to other reactions, and for a given

input level the system rapidly reaches a stationary state with [Hog1n]≈[Hog1c]≈ [S],

[Hog1ppn]≈[Hog1ppc]≈ [S∗].

We can now look at individual reactions that contribute to the time derivatives on

the right-hand sides of Eq. (2.36) and find their analogues in our model. For example

the phosphorylation step that converts Hog1c to Hog1ppc is expressed in Ref. [74] as an

effective second order reaction of the form K Hog1
pho [Pbs2pp][Hog1c], with rate constant

K Hog1
pho = 11.2 µM−1·min−1. This contributes positively to d [Hog1ppc]/d t and with a mi-

nus sign to d [Hog1c]/d t , and so leads to contributions magnitude f K Hog1
pho [Pbs2pp][Hog1c]

to the right-hand sides of Eq. (2.36). Note that even though activation of Hog1 is actu-

ally a double phosphorylation (of a threonine and tyrosine residue), the entire process

in this case can be well approximated through a single rate constant.

In our model the conversion of S to S∗ occurs through the intermediate state SK .

However if we want to compare to the phosphorylation step of Ref. [74] in order to

match parameters, we can look at the deterministic contribution to the dynamics (ig-

noring fluctuations) in the Michaelis-Menten approximation for enzyme kinetics [3]. In
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this picture the phosphorylation reaction contributes to d [S]/d t and d [S∗]/d t through

a term of magnitude κr [K ][S]/(K kin
M + [S]) ≈ (κr /K kin

M )[K ][S], where the last simplifica-

tion is valid when K kin
M À [S]. If we compare (κr /K kin

M )[K ][S] to f K Hog1
pho [Pbs2pp][Hog1c],

noting that [K ] = [Pbs2pp] and [S] ≈ [Hog1c], we can make the following identification:

κr

K kin
M

≈ f K Hog1
pho = 1.64×105 M−1s−1. (2.37)

The dephosphorylation steps in Ref. [74] are modeled as two pseudo-first-order re-

actions: conversion of Hog1ppc to Hog1c with rate K Hog1ppc

depho [Hog1ppc], and the conver-

sion of Hog1ppn to Hog1n with rate K Hog1ppn

depho [Hog1ppn]. The pseudo-first-order rate

constants are given by: K Hog1ppc

depho = 0.0906 min−1 and K Hog1ppc

depho = 4.14 min−1. These reac-

tions will lead to contributions of magnitude

( f K Hog1ppc

depho [Hog1ppc]+ (1− f )K Hog1ppn

depho [Hog1ppn])

to the right-hand sides of Eq. (2.36). In our model (using a similar Michaelis-Menten

approximation to the one described above, with K pho
M À [P ]), the analogous expression

for dephosphorylation is effectively a second-order reaction with rate (ρr /K pho
M )[P ][S∗].

Comparison of the two expressions, using the approximation [Hog1ppn]≈[Hog1ppc]≈

[S∗], leads to the identification:

ρr

K pho
M

≈ [P ]−1
(

f K Hog1ppc

depho + (1− f )K Hog1ppn

depho

)
= 1.69×105 M−1s−1. (2.38)

Here we set [P ] = 0.058 µM as an average measure of phosphatase concentrations, to

facilitate the conversion from pseudo-first-order to second-order rate constants. The

value of [P ] is based on estimates of the concentrations of the two phosphatases in yeast

from Ref. [94]: 0.049 µM for Ptp3 in the cytoplasm, and 0.067 µM for Ptp2 in the nucleus,

where we have used Vc = f (Vc +Vn), Vn = (1− f )(Vc +Vn) and Vc +Vn ≈ 30 fL [5, 74] to
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Parameter Value Data source
substrate concentration [S] 0.38 µM Hog1 abundance from Ref. [94]

phosphatase concentration [P ] 0.058 µM Ptp2/Ptp3 abundance from Ref. [94]

kinase specificity ρr /K kin
M 1.64×105 M−1s−1 analysis of Ref. [74] model fit to ex-

periments of Ref. [84]

phosphatase specificity ρr /K pho
M 1.69×105 M−1s−1 analysis of Ref. [74] model fit to ex-

periments of Ref. [84]

Table 2.2. Summary of parameters for the yeast Pbs2/Hog1 system esti-
mated from earlier literature.

convert from populations to concentrations. Since the concentrations were of similar

scale, we let [P ] be the mean of the two values.

As a consistency check to make sure the final estimates of the specificity ratiosκr /K kin
M

and ρr /K pho
M in Eqs. (2.37)-(2.38) are biologically plausible, we can compare them with

the distribution of these ratios among kinases/phosphatases from the Sabio-RK data-

base in Fig. 2.2C. The values for the Hog1/Pbs2 system are not unusual, and lie near the

higher end of the range, at about the 0.87 quantile. The final parameter value we can

estimate from the literature is the mean Hog1 concentration [S] = 0.38 µM, based on the

abundance reported in Ref. [94].

Estimation of remaining parameters. Based on the above analysis, we have estimates

for four quantities in the Pbs2/Hog1 system drawn from the earlier literature: κr /K kin
M ,

ρr /K pho
M , [S], [P ]. These are summarized in Table 2.2. The relationship of the enzy-

matic reaction/binding/unbinding rate parameters to the estimated values then takes
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the form:

κr =
(
κr

K kin
M

)
K kin

M = (1.64×105M−1s−1)K kin
M ,

κb =
(
κr

K kin
M

)
K kin

M

K kin
M −K kin

D

= (1.64×105M−1s−1)
K kin

M

K kin
M −K kin

D

,

κu =
(
κr

K kin
M

)
K kin

M K kin
D

K kin
M −K kin

D

= (1.64×105M−1s−1)
K kin

M K kin
D

K kin
M −K kin

D

,

ρr =
(
ρr

K pho
M

)
K pho

M = (1.69×105M−1s−1)K pho
M ,

ρb =
(
ρr

K rho
M

)
K rho

M

K rho
M −K rho

D

= (1.69×105M−1s−1)
K rho

M

K rho
M −K rho

D

,

ρu =
(
ρr

K rho
M

)
K rho

M K rho
D

K rho
M −K rho

D

= (1.69×105M−1s−1)
K rho

M K rho
D

K rho
M −K rho

D

,

(2.39)

The above parameters depend on the values of K kin
M , K pho

M , K kin
D , K kin

D . While we do not

know what these are for the Pbs2/Hog1 system, we can draw their values from the cor-

responding empirical log-normal distributions described in Table 2.1. By repeating the

draw many times, we can check how our final optimality analysis (see below) depends

on the precise values of the unknown parameters. As it turns out the dependence of R0,

γ
high
x and Rmin

0 on the unknown values is quite weak, and we will be able to make robust

estimates for these quantities. In the cases of K kin
M and K pho

M , we constrain the random

draw from their log-normal distributions to enforce K kin
M ≥ 100[S] and K pho

M ≥ 100[P ].

This ensures self-consistency with the assumptions K kin
M À [S] and K pho

M À [P ], which

were used in the previous subsection to match the form of the phosphorylation / de-

phosphorylation reactions between Ref. [74] and our model. The final two parameters

are the reverse reaction rates κ−r and ρ−r . Since we do not have any experimental esti-

mates of these for the Pbs2/Hog1 system, we assume that the physiological value of ∆µ
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in yeast (around 21 kB T [5]) is sufficiently high that κ−r and ρ−r are negligible under

normal conditions.

Bandwidth and gain. Given the parameter estimation procedure described above, we

can calculate γhigh
x , R0, Rmin

0 for each draw of the unknown parameters. The results re-

main within a narrow distribution, relatively insensitive to the values of the unknown

parameters. The mean and standard deviations for 50 draws are: γhigh
x = (1.22±0.04)×

10−3 s−1, R0 = 0.0621±0.0001 s−1, Rmin
0 = 0.059±0.002 s−1.

2.5.7 Estimation of total resting metabolic expenditure

For single-celled organisms, the total resting metabolic expenditure CT can be estimated

by the approach outlined in Ref. [64]. CT has two contributions: CT = CG + tr CM . Here

CG is the expenditure involved in growth during one generation time tr , and CM is the

maintenance cost per unit time. Using a large collection of metabolic data from Ref. [63],

covering both prokaryotes and single-celled eukaryotes, one can observe that both CM

and CT scale approximately linearly with cell volume V , agreeing with the prediction of

the bioenergetic growth model of Ref. [64]. The expression for CT based on the results

of these linear fits is [64]:

CT = (2.3×1010 P/fL)V + (9.2×104 P/(s · fL))tr V. (2.40)

where the unit P corresponds to the hydrolysis of a phosphate bond (i.e. the consump-

tion of one ATP or ATP equivalent). Using the main chapter text values of V = 30 fL and

tr = 3600 s, we get CT = 7.0×1011 P.
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3 Machine learning methods for ex-
ploring single-molecule heterogene-
ity

3.1 Introduction

Recent decades have seen huge triumphs for single-molecule experimental techniques

in the life sciences. Methods such as Förster resonance energy transfer (FRET), atomic

force microscopy (AFM), optical tweezers, and single particle tracking (SPT) offer the op-

portunity to infer structures, conformations, and also dynamics of single bio-molecules.

One of the most interesting discoveries from single-molecule experiments is the exis-

tence of functional heterogeneity: multiple, distinct (and sometimes long-lived) struc-

tural conformations of molecules can have significantly different functional properties

(for example catalytic rates changing by several orders of magnitude). This is true de-

spite the fact all conformations correspond to covalently identical bio-molecules, coded

by the same genetic sequence. The biological consequences of this novel form of epi-

genetic variation are just beginning to be explored. Many questions remain regarding

how the conformational changes are regulated by cell signaling networks or other cel-

lular micro-environments, and how the changes couple with biological function [11].

The problem is made more complex by the fact that functional heterogeneity exists in
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different incarnations in many classes of bio-molecules: protein enzymes [8–10], ri-

bozymes [11], DNA [12], motor proteins[13], and adhesion complexes [14].

Along with in-depth studies focusing on the biological roles of heterogeneity in spe-

cific systems, one needs general methods to identify heterogeneity in single-molecule

experimental data. The fact that such heterogeneity can be overlooked was demon-

strated in Ref. [15], which focused on analyzing ten previously published data sets from

AFM pulling experiments—one of the most well-established single-molecule techniques,

with an extensive research literature. Heterogeneity was discovered in half of the data

sets, most of which were not flagged as heterogeneous in the original studies. The method

introduced in Ref. [15] has two nice features: (i) it extracts a single non-dimensional pa-

rameter ∆≥ 0 from the pulling data (histograms of the rupture times/forces). Values of

∆¿ 1 indicate that all the experimental trajectories come from a single conformational

state (or a group of rapidly interconverting states that effectively act as a single state).

For∆& 1, the system must have more than one long-lived conformational state. (ii) The

method allows one to put upper bounds on the interconversion rates in heterogeneous

systems. Among those data sets that were identified as such, the rates were all less than

10 s−1, slow enough that each pulling trajectory would involve only a single state.

However a key drawback of the Ref. [15] approach is that the information it pro-

vides about the heterogeneous states is fairly limited: it tells us nothing about the num-

ber of states, their relative proportions, or the parameters that characterize each state.

The goal of the study presented here is to fill in those details, using two different ma-

chine learning techniques to analyze single-molecule AFM pulling data: a supervised
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deep learning algorithm and an unsupervised non-parametric Bayesian approach. Us-

ing large sets of synthetic data covering a wide range of possible experimental condi-

tions and bio-molecular parameters, we demonstrate the effectiveness of both methods

at characterizing heterogeneity, and investigate their relative strengths and weaknesses.

The result is a robust, automated system that is ready to be deployed for the analysis of

empirical data.

Deep learning algorithms now play important roles in many fields [16] from facial

recognition [19] to drug discovery [95, 96]. Applications of deep learning algorithms in

the field of biophysics recently exploded, owing to their unprecedented ability to extract

patterns in noisy biological data. Non-parametric Bayesian inference, which dates back

to the 1970s [26, 27], is also gaining a foothold in biophysics [97, 98]. This is particularly

true for analysis of time series data [99–105]. However to our knowledge the current

work is the first application of either deep learning or non-parametric Bayesian ideas to

the problem of heterogeneous states in single-molecule AFM pulling data.

3.2 Modeling the rupture time distribution in an AFM pulling
experiment

Before discussing the algorithms, let us give a brief overview of AFM pulling experiments

and the biophysical models used to describe them. It will be simplest to start with the

case of a bio-molecule with a single state, and then generalize to a heterogeneous sys-

tem.

3.2.1 Rupture time distribution for a single state system

Consider a generic free-energy landscape for a bio-molecular system with a single func-

tional state S, corresponding to the deep well in Fig. 3.1A. Note that a “state” in more
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Figure 3.1. (A) Schematic bio-molecular free energy landscape with a sin-
gle functional state, S. Under an adiabatically increasing external force
f , there is a instantaneous rupture rate k( f ) describing transitions be-
tween S and the unfolded/unbound ensemble U. (B) Schematic free-
energy landscape of a heterogeneous system with multiple functional
states. Each functional ensemble Si will have a state-dependent adiabatic
rupture rate ki ( f ). A single overall scale rate ki is introduced to described
interconversion between the various states.

technical terms always refers to a ensemble of structural conformations, since thermal

fluctuations are always present and will make the molecule explore the local vicinity of

the well minimum. However the functional properties (like the associated catalytic rate

if the system is an enzyme, or the adhesion lifetime if it is a complex) do not change

significantly in the presence of thermal fluctuations. Hence it makes sense to collec-

tively refer to the ensemble as a state. There may of course be other (typically shallower)

minima in the landscape, for example corresponding to non-functional misfolded or

unfolded states. As shown in Fig. 3.2A, the AFM experiment involves connecting the

bio-molecular system to the cantilever and platform through protein or nucleic acid
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linkers of known stiffness. The cantilever is pulled at a constant velocity v , applying a

force ramp with slope d f /d t =ωs( f )v , where ωs( f ) is the effective stiffness of the setup

(linkers plus the AFM cantilever). As described in Chapter 1, we define a characteristic

stiffness ω̄s ≡ the mean ωs( f ) over the range of forces probed in the experiment (note

that the precise value of ω̄s is not required in this work). This allows us to introduce a

constant characteristic force loading rate r proportional to the velocity, r = ω̄s v .

If the initial state of the system is state S at time t = 0, the force ramp tilts the land-

scape along the end-to-end extension coordinate. If we model the conformational dy-

namics of the system as diffusion within this landscape, the tilting eventually leads to a

transition out of S into a state U, associated with unbinding of the complex or unfolding

of the molecule. The rupture (or unfolding) rate k( f ) at a constant external force f is

assumed to take the form of the Bell model [30]:

k( f ) = k0eβ f D , (3.1)

where k0 is the escape (rupture) rate at zero force, D is the transition state distance

(quantifying how sensitive state S is to the destabilization effects of external force), β =

1/kB T , kB is Boltzmann constant, T is temperature. More complicated rupture models

can easily be substituted [106], but the Bell model provides an excellent approximation

for the rupture dynamics of a wide variety of systems. We assume the force ramp is slow

enough that we are in the so-called adiabatic regime, which is a typical assumption for

AFM experiments [15, 106]. This entails that equilibration within the well is rapid, so

that the system reaches quasi-equilibrium at the instantaneous value of the force f (t ) at

all times t before rupture. As was shown in Ref. [15], it is possible to detect violations of

this adiabatic assumption from the data, and experimental ramp values r are generally
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within the adiabatic regime. Thus the instantaneous rupture rate at time t can be taken

as k( f (t )), or equivalently we can change variables from f (t ) to t to get k(t ) = k0eβr tD .

Let Σr (t ) be the survival function of state S for ramping rate r : the probability that

rupture has not occur before time t . In the adiabatic regime, the survival function satis-

fies the kinetic equation,

dΣr (t )

d t
=−k(t )Σr (t ), (3.2)

with boundary condition Σr (0) = 1. This equation can be easily solved to yield Σr (t ) =

exp
(
k0(1−eβDr t )/(βDr )

)
, which then allows us to write down our main quantity of in-

terest, the distribution of rupture times Fr (t |φ):

Fr (t |φ) =− d

d t
Σr (t ) = k0e

k0−eβr tD k0+(βr D)2t
βr D . (3.3)

The parameters which determine the rupture time distribution are the Bell model pa-

rameters φ= (k0,D).

3.2.2 Rupture time distribution for a heterogeneous system

Multiple functional states lead to a free energy landscape with many deep wells (Fig. 3.1B),

each corresponding to a distinct state Si . Transitions can occur between these states,

which we describe with some overall interconversion rate ki. As discussed at the be-

ginning of this chapter, the analysis method of Ref. [15] can put an upper bound on the

scale of ki, and our focus will be on experiments where ki is much slower than the typical

range of rupture rates k( f (t )). In this scenario the heterogeneous states are long-lived

to the degree that each experimental run involves a single state from beginning to end.

In the opposite regime of ki À k( f (t )), the energy barriers between different functional

states are so small that they rapidly equilibrate among themselves before rupture, effec-

tively acting like a single state system.
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For the slow interconversion case, each rupture time recorded by AFM corresponds

to one of the transitions Si to U represented by red arrows in Fig. 3.1. Let pi be the prob-

ability that the system started in state Si . The associated rupture rate ki ( f ) will generally

depend on i , since the Bell model parameters φi = (k0i ,Di ) could be different for each

conformational state. Thus the rupture times t that we observe in the experiment have

a mixture distribution

Fr (t |p ,φ) =∑
i

pi Fr (t |φi ), (3.4)

where φ = (φ1,φ2, . . .) is the vector of parameters for the different states. Note that

Eq. (3.4) reduces to single-state case Eq. (3.3) if some component of state probability

vector pi = 1.

3.3 Overview of the machine learning workflow

The main problem can now be stated concisely: given a set of N rupture times t =

(t1, ..., tN ) collected from independent AFM pulling experiments, can we infer the state

probabilities p and parameters φ that characterize the mixture distribution in Eq. (3.4)

from which the times were sampled? We designed two machine learning algorithms to

answer this question in part or whole, summarized in the workflow diagram of Fig. 3.2.

Both algorithms operate on the same data set t from AFM pulling experiments (panel

A), a generic example of which is illustrated in panel B. The analysis then proceeds

through either the non-parametric Bayesian pipeline (panels B-D-F) or the deep learn-

ing pipeline (panels B-C-E-G).

For the deep learning case, since the ordering of the times is arbitrary, we preprocess

the data by first sorting it by time (panel C). This is fed into our trained neural network
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(panel E), which ultimately yields an estimate of the state probability vector p . As ex-

plained below, the network can only handle up to some specified maximum number of

states (for example Mmax = 4), so the vector p has dimensions Mmax. If the system is es-

timated to have fewer than Mmax states, components of the vector will be close to zero,

but the network cannot fully infer the details of systems with more than Mmax states.

For the non-parametric Bayesian pipeline, an MCMC method is used to sample from

the posterior distribution over different mixtures and state parameters (panel D), as

summarized in Chapter 1. The end result is a Markov chain of (c ,φ) pairs, where c is

an N -dimensional vector whose component ci is the state label of the i th data point. As

explained below, we can use this Markov chain to estimate the most likely state prob-

abilities p and parameters φ (panel F). Notably the number of states does not have an

arbitrary upper cutoff, though the results are influenced by the concentration parameter

α that is used to define the Dirichlet process prior for the posterior distribution.

In the following sections, we delve into the details of both algorithms, evaluate per-

formance metrics for each one, and compare the results.
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Figure 3.2. Overview of workflow : A: N repetitions of an AFM pulling
experiments for a bio-molecular system. In this hypothetical example
the system has three different functional states with probabilities p =
(0.5,0.3,0.2) and corresponding Bell parameters φ = (φ1,φ2,φ3). B: Raw
rupture time data t collected from the experiments, with N = 200. Rup-
ture times are found from t = f /r , where f is the rupture force and r is the
ramping rate. C: Sorted rupture times as input to E: a trained neural net-
work that outputs G: the state probabilities p , where spheres represent
each functional states and sphere color reflects the probability weight.
The dimensionality of p reflects the cutoff Mmax = 4 for maximum num-
ber of states hardwired into the neural network. Alternatively, feeding the
raw data to D: a non-parametric Bayesian algorithm can eventually return
F: both p and the corresponding state parametersφ.
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3.4 Data set generation

Both machine learning approaches require large data sets: for training in the deep learn-

ing approach, and for testing the algorithms in both cases. The data sets consist of

(t , p ,φ) covering many different possible mixture and parameter values, designed to

mimic biological ranges. Each set of Bell model parameters φ = (k0,D) is drawn from

a prior distribution Φ defined as follows: k0 = 10x s−1 and D = 10y nm, where x is a

uniform random real number from the range [−4,−2] and y is a uniform random real

number in the range [−2.0,−0.5]. These cover typical Bell model parameter ranges seen

in the literature [15]. The ramp rate r is not a hidden variable, since experimental data

is collected for a known ramp protocol. We set r = 100 pN/s as a typical experimental

ramp scale, though as it turns out the results scale with r in a simple way: any change

in r can be compensated for by renormalization of the parameter D in Eq. (3.3) to yield

the same rupture time distribution. Networks trained at one value of r should be able to

successfully analyze data collected at other r , and we have verified this in practice. For

N , the number of experimental runs, we will investigate a range N = 4−200. The upper

end of that range covers the numbers found in typical AFM experiments [15], and the

lower end is explored to see the effect of limited rupture time data sets. When choosing

a number of states M for each instance of (t , p ,φ), we let M be an integer in the range 1

to Mmax. We will choose equal numbers of examples for each value of M in that range.

In the results below we set Mmax = 6, a guess at the typical extreme of what might be

realistically observed in an experimental system. But we have verified that the training

and analysis works at even larger Mmax. This cutoff Mmax will also appear as a hyperpa-

rameter describing the output layer dimension in our neural network. The algorithm for

generating a set of data for a certain choice of M is summarized below:
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Algorithm 1: Data generation for systems with M states
Loop

1. Draw a state probability vector p = {p1, p2, ..., pM } from the uniform

distribution on the (M −1)-dimensional probability simplex;

2. Draw Bell parameters φi = {k0i ,Di } for each i = 1, ..., M from the distribution

Φ;

3. for n=1, ..., N do

Draw a rupture time tn from the mixture distribution
∑M

i=1 pi Fr (t |φi );

end

End Loop

3.5 Deep learning algorithm

It is natural to consider a supervised learning algorithm based on an artificial neural net-

work as a potential solution for our task. If we focus on the state probability distribution

p as the target, we can use a fully connected neural network with a softmax final layer of

size Mmax that outputs a probability q = {q1, q2, ..., qMmax }. Given the experimental data t

as input, the goal of the network will be to output q as close as possible to the underlying

p that describes the mixture.

3.5.1 Training set format

The training data set is generated by applying Algorithm 1 and takes the form of in-

put (t ) and target output (p) pairs. Since the rupture time observations collected in the

vector t = (t1, t2, ..., tN ) are independent of one another, the ordering of the sequence
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is arbitrary. As a preprocessing step, we found that sorting the vector in ascending or-

der by time, as shown in Fig. 3.2C, improved the effectiveness of the training. Similarly

the ordering of the state labels for the components of p is arbitrary, so in the training

data we always presented the network with p vectors whose components were sorted

from largest to smallest probability. (In the discussion below we will always assume p is

sorted in this manner.) Though not explicitly constrained to do so, the network will then

learn to output q with components that are also sorted in descending order.

For any given network training, we always use the same N , defining the length of t ,

and the same Mmax, defining the length of p . As mentioned above, we trained a number

of different networks with N = 4−200 to compare their performance, but kept Mmax =

6. For each training, the data set was constructed as follows: for every value of state

number M = 1, . . . ,6 we created 2000 systems defined by distinct (p ,φ), and for every

such system we created 25 different sets of experimental observations t . The end result

is 3×105 examples of the form (t , p ,φ).

3.5.2 Architecture

We found the best performance using the simple fully connected neural network archi-

tecture shown in Fig. 3.3. The input and output layer sizes, N and Mmax respectively, are

set by our learning task, and we choose the size of the three hidden layers to be equal to

the input dimension N . The activation function of each hidden layer is rectified linear

unit (ReLU), as described in Chapter 1. We explored more complex architectures up to

10 hidden layers, but found no significant improvement in the accuracy of the network,

as described by the metrics defined below. The required length of training does increase

with more hidden layers, so we kept the number at 3 to make the training as efficient as

possible without sacrificing performance.
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Figure 3.3. Schematic of the neural network architecture. The number of
neurons in each hidden layer is the same as the input size N . The acti-
vation function for every hidden layer is ReLU. The state number cutoff
Mmax is set as the softmax layer size so that the output can take the form
of a probability vector q = {q1, q2, ..., qMmax }.

3.5.3 Loss function

In order to define the loss function that we use for our training, let us introduce three

quantities that allow us to compare the network output q and the target p for a given

experimental data set t as input.

The first is the fidelity F (q , p) [107], a widely used quantity in quantum information

theory that also works well as a measure of similarity for classical probabilities. In the

classical case it is defined as follows:

F (q , p) =
(∑

i

p
qi pi

)2

. (3.5)

Notice that F (q , p) = 1 if and only if our algorithm outputs a perfect prediction, q = p . In

general 06 F (q , p)6 1. However when both q and p are sorted probability vectors, as
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in our case, the minimum possible fidelity is given by 1/Mmax, and achieved for example

when q = (1/Mmax,1/Mmax, ...,1/Mmax) and p = (1,0,0, ...,0).

A second way of analyzing probabilities is to ask how many states does a probability

vector effectively correspond to? For example let us say the target was p = (1,0,0, ...,0), a

single-state (M = 1) system. If the network predicted q = (0.5,0.5,0, ...,0) it would clearly

be wrong, since it would have interpreted the data coming from an equal mixture of two

states. But what about a prediction of q = (0.98,0.01,0.01,0, ...,0). Clearly this is better,

but is there a way of saying such a q corresponds to (roughly) a one state prediction,

rather than three (the number of non-zero components)? We thus introduce an effective

dimension Deff(q) defined as follows:

Deff(q) = 1∑
i q2

i

. (3.6)

For q = (0.5,0.5,0, ...,0) this would give Deff(q) = 2, and in general if the probability is

equally distributed among M states, Deff(q) = M . For q = (0.98,0.01,0.01,0, ...,0) the ef-

fective dimension Deff(q) = 1.04, agreeing with our intuition that this is approximately

a one-state prediction. From another perspective, Deff provides a measure of the hete-

rogeneity of a mixture, with larger Deff corresponding to more heterogeneous cases. We

can thus use the absolute difference between the predicted and actual effective dimen-

sion, |Deff(q)−Deff(p)|, as another performance metric for the algorithm.

Finally, we can also employ the cross entropy H(q , p), traditionally used in machine

learning applications for comparing probabilities:

H(p , q) =−∑
i

pi log qi . (3.7)

The smaller the value of H(p , q), the more similar the two probabilities. Eq. (3.7) can

also be expressed as H(p , q) = H(p)+DKL(p||q), where H(p) is the Shannon entropy
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and DKL(p||q) is the Kullback-Leibler divergence. Since the target H(p) is fixed by the

training data set, varying the network weights to minimize H(p , q) is equivalent mini-

mizing the Kullback-Leibler divergence between q and p .

In practice, we found that a loss function that linearly combines all three comparison

measures discussed above works well for training:

L(q , p) =−F (q , p)+ ∣∣Deff(q)−Deff(p)
∣∣+H(p , q). (3.8)

Optimization of the loss function was implemented via stochastic gradient descent to-

gether with adaptive moment estimation (Adam) [108], a common choice in modern

deep learning applications.

3.6 Non-parametric Bayesian learning

The second machine learning approach we deploy is non-parametric Bayesian learn-

ing, summarized in the discussion at the end of Chapter 1. The appeal of this method

is that it does not require a cutoff Mmax on the number of states, allowing us in princi-

ple to consider mixtures with arbitrary numbers of components. However though we

get rid of Mmax, we do have a different kind of hyperparameter in the form of α, which

influences the nature of the Dirichlet process prior P (c ,φ) used in the posterior distri-

bution of Eq. (1.24). Increasing α has some similarities to increasing Mmax, by allowing

the search for parameter sets that describe the data to explore a larger space of hetero-

geneous mixtures.

As explained in Chapter 1, the practical implementation of the non-parametric Bayesian

approach involves using an MCMC method to create a Markov chain (c ( j ),φ( j )), j =

1, . . . ,K . After a certain burn-in period of Kb iterations (we use Kb = 103) where the
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MCMC method converges to stationarity, the subsequent samples for j > Kb represent

draws from the posterior distribution of Eq. (1.24). The specific MCMC algorithm we use

is based on Algorithm 8 of Ref. [29], and is designed to exactly satisfy the detailed bal-

ance condition in Eq. (1.27). Given that the Dirichlet process prior was used as part of

the posterior, the way the MCMC method draws new samples has some similarity to the

Chinese restaurant process described in Chapter 1. The full details of one MCMC itera-

tion are described in Algorithm 2 below, but it is worth first summarizing it qualitatively

using the restaurant metaphor. At each MCMC iteration, there is an existing seating ar-

rangement (c) and different food options for each table (φ). The iteration consists of

updating the seating assignment ci for each customer ti sequentially, i = 1, ..., N . When

being reseated, the customer can choose to sit at any of the already occupied tables, or

at m new (empty) tables, where each of the new tables has food φc drawn from the dis-

tribution Φ (The hyperparameter m, which we set to m = 2, is discussed in more detail

below). The concentration parameterα determines how likely the customer is to choose

a new table, while the probability of going to an occupied table is proportional to how

many people are already seated there. If the customer was dining alone previously, their

current table is considered one of the “new” set for the purposes of the algorithm, but

the food at that table is not changed. At the end of this whole reseating process we have

an updated seating arrangement. This then becomes the starting point for the next it-

eration. However there is one more step not present in the original Chinese restaurant

process: after reseating is completed, we do a Metropolis-Hastings update of the food

at each table φc → φ′
c , where c runs over the number of distinct classes (tables). The

probabilities of the reseating process and the food update are both influenced by the

customer’s happiness with the food, expressed in terms Fr (ti |φc ), the likelihood that a
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particular ti would be observed for a Bell model parameter set φc . The net effect of the

update is to make the customers happier with the food at their table (the data points in

a certain class c more likely to be observed given parameters φc ). In the original Chi-

nese restaurant process, which constructed a prior without reference to the experimen-

tal data, this consideration of food preference was absent. Here it reflects the fact that

the MCMC is designed to draw samples from the posterior, which involves not just the

Dirichlet prior but also the likelihood function of Eq. (1.26).

Algorithm 2: MCMC update for class assignments c and parametersφ

1. Class reassignment and addition of new classes:
for i=1, ..., N do

Create a set of m new (empty) classes; draw parameters fromΦ for each one.
if current class ci has only one occupant then

Empty the current class and move it to the new set, replacing one of the
m classes there.

end
Choose a new value c for ci with the following probabilities:{

b
µi ,c

N−1+αFr (ti |φc ) if c is a class with occupants

b α/m
N−1+αFr (ti |φc ) if c is a new (empty) class

Here µi ,c is the number of occupants in class c, excluding the current data
point ti . The prefactor b is for normalization, to ensure that the
probabilities for all choices sum to 1.

end
2. Delete parameters for any empty classes fromφ, and if necessary relabel

occupied classes so that the sequence of class labels does not have any gaps.
3. Parameter update via Metropolis-Hastings:
for each class c do

Create a candidate parameter set φ′
c by perturbing each value in φc

randomly by ±1%.
ifΦ(φ′

c ) > 0 then
Update φc →φ′

c with acceptance probability:

min

[
1,

∏
ti∈c Fr (ti |φ′

c )∏
ti∈c Fr (ti |φc )

]
.

Otherwise keep φc unchanged.
end

end
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The MCMC procedure in Algorithm 2 is iterated K = 15,000 times for a given a data

set t collected at ramp rate r . The Markov chain sequence (c ( j ),φ( j )), j = Kb , . . . ,K is then

used to make estimates in the following manner. For each c ( j ) in the chain, we create an

estimate p̃(c ( j )) of the state probabilities via Eq. (1.28). This in turn allows us to estimate

the effective dimension Deff(p̃(c ( j ))) using Eq. (3.6). We construct a histogram of the

effective dimensions, with bin size 0.05, and then identify the indices j that fall into the

tallest bin. The mean of p̃(c ( j )) for all j in that bin forms our final estimate of the state

probability vector for that data set. Because the p̃(c ( j )) could possibly have different

lengths (though those that belong to the same bin are usually the same length), we pad

the ends of the vectors with zeros as necessary. We can in a similar manner estimate the

Bell parametersφ.

For the hyperparameter α we settled on the value α = 1 by comparing results from

smaller and larger α. We tested a modified version of the algorithm that automatically

updates α as part of the MCMC iteration [28], did not see any improvement in accuracy.

We chose m = 2 based on the recommendation of Ref. [29], as this provided a combi-

nation of good accuracy and relatively fast iteration time (since the MCMC procedure

slows down as m is made larger).

3.7 Results

3.7.1 Test data set

The test data sets have the same form as the training data sets described above, except

a different size: for each M = 1, . . . , Mmax, we generated 4000 different systems defined

by (p ,φ), with two experimental observations t for each system. Thus we have a total of
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48,000 examples of the form (t , p ,φ). These test sets could then be used to evaluate the

performance of our two machine learning approaches, as described below.

3.7.2 Performance of the deep learning algorithm

For N = 200, a typical experimental number of runs in actual experiments, the trained

neural network performs very well in predicting the state probability distribution. For

the test set, the average fidelity between the network prediction q and the true states

probabilities p is F (q , p) = 0.945, and 97.6 percent of fidelities have values higher than

0.8. The average absolute effective dimension difference between predicted and true

values is
∣∣Deff(q)−Deff(p)

∣∣= 0.45.

To better understand what these numbers mean, we show density histogram plots

of predicted versus true values in Fig. 3.4 (top row) for the first three largest state prob-

abilities p1, p2, p3. (For p2 and p3 we only include systems that have these probability

components.) Ideally, if our network performs perfectly, all the mass in each density his-

togram should land along the diagonal line. While there is spread, all the distributions

are centered along the diagonal. In contrast, we can compare a null model that learns

nothing from the input, and hence outputs a state distribution randomly. Here the mass

would not distributed around the identity function, with the peaks of the histograms

landing away from the diagonal, as shown in Fig. 3.4 (bottom). Though these results are

all for ramping rate r = 100 pN/s, the performance is similar for r tested in a broader

range 10−105 pN/s (covering most AFM pulling experiments).

Fig 3.5 shows results for mean fidelity F (q , p) and mean effective dimension differ-

ence
∣∣Deff(q)−Deff(p)

∣∣ with varying N , to gauge how well the algorithm can perform

even with limited experimental information. There is a broad plateau for both measures

for N & 100, with only incremental improvements for larger N . The typical range of
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Figure 3.4. (Top) Density histogram plots for the first three compo-
nents of the state probabilities predicted by the deep learning ap-
proach. “Truth” represent non-zero components of state probability vec-
tors p1, p2, p3 respectively while “Prediction” corresponds to the neural
network output q1, q2, q3. Blue solid lines: identity function. Ideally, a
perfect prediction is achieved if all mass is on the blue line. Clearly, our
trained network performs well in predicting the state probabilities, since
most predictions are distributed in the vicinity of the identity function.
The hyperparameter choices are: input size N = 200, total state num-
ber cutoff Mmax = 6. The ramping rate r = 100 pN/s for both training
and test set. (Bottom) Density histogram plots of predictions from purely
random guesses. In contrast to our deep learning model, the mass is not
distributed around the identity function, with the peaks of the histograms
lying in the off-diagonal regions.

experimental observations is N ∼ O (100), and we see the algorithm performs robustly,

without a strong dependence on precise value of N . For smaller N there is a gradual

dropoff in performance that becomes quite steep for N . 25. At extremely small values



Machine learning methods for exploring single-molecule heterogeneity 106

of the N , the network output is close to the mean state probability vector of the entire

training set. This is effectively an educated guess in the absence of more data to deter-

mine the specific underlying system.

Figure 3.5. Performance of deep learning algorithm as a function of in-
put size N . The performance metrics are average fidelity F (q , p) (Top)

and average absolute effective dimension difference
∣∣Deff(q)−Deff(p)

∣∣
(Bottom). Error bars are standard error of the mean calculated from the
results of 20 different test sets for each point.
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In actual experiments, the rupture time resolution will be limited by thermal fluctu-

ations of the AFM cantilevers, which lead to uncertainty in measurements of the rupture

force f . Assuming a typical AFM cantilever with a spring constant on the order ofωc ∼ 10

pN/nm, we can anticipate an error in force measurement of magnitude δ f =
√
ωc kB T ∼

6 pN [109]. To model the effects of noise, we added Gaussian fluctuations with standard

deviation δ f to our training and test sets. The error propagates into the rupture time

distribution since t = f /r . For N = 200 and ramping rates r in the experimental range

between 10 and 105 pN/s, the noise leads to no significant drop in the performance of

our approach.

3.7.3 Performance of the non-parametric Bayesian learning algorithm and
comparison to deep learning

Turning to the non-parametric Bayesian approach, for N = 200, r = 100 pN/s it outper-

forms deep learning, giving F (q , p) = 0.962 and
∣∣Deff(q)−Deff(p)

∣∣= 0.3. We can see this

clearly in Fig. 3.6, which shows density histograms at N = 200 for predicted vs true values

of the three largest state probabilities. The non-parametric Bayesian results, shown in

the top row, are more aligned along the diagonal than the deep learning results, plotted

in the bottom row for comparison.

The advantage for the non-parametric Bayesian approach does not persist at all N .

In Fig. 3.7 we compare performance metrics for both algorithms as a function of N .

Deep learning does better for small numbers of observations, N . 20, but is superseded

by the non-parametric Bayesian approach at larger N (more typical of actual experi-

ments). Despite the impressiveness of the non-parametric Bayesian results at larger

N , there still remains a technical challenge to real-world implementation. In order to

make the algorithm capable of handling data corrupted by thermal fluctuation noise,
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Figure 3.6. Predicted vs true value density histograms for the non-
parametric Bayesian learning algorithm (Top) and deep learning algo-
rithm (Bottom) with N = 200, Mmax = 6. “Truth” represents non-zero
components of the state probability vector p1, p2, p3, while “Prediction”
corresponds to values q1, q2, q3 estimated by our machine learning ap-
proaches. Blue solid lines: identity function.

an analytical form for a noise-broadened rupture time distribution Fr (t |φ) would have

to be known. Convolving Eq. (3.3) with a Gaussian is not directly tractable, but future

work could identify a suitable approximation. If noise is not taken into account, the

original non-parametric Bayesian approach shows a significant performance dropoff:

for N = 200 and the same kind of Gaussian noise with standard deviation δ f ∼ 6 pN

discussed in the previous section, the mean fidelity F (q , p) falls to 0.898 and the mean

effective dimension difference
∣∣Deff(q)−Deff(p)

∣∣ grows to 0.63.
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Figure 3.7. Performance comparison of the two machine learning algo-
rithms for different input sizes. NB (orange dashed line) represents the
non-parametric Bayesian learning algorithm. DP (blue solid line) repre-
sents deep learning algorithm. The performance metrics are average fi-
delity F (q , p) (Top) and average absolute effective dimension difference∣∣Deff(q)−Deff(p)

∣∣ (Bottom). Error bars correspond to standard error of
the mean calculated from the results of 20 different test sets.
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There is also a significant difference between the two algorithms in terms of com-

putational time. The deep learning approach is fairly light-weight. Training the data

sets described above for N = 200 is accomplished in ∼ O (100 s) on GPU. Once the net-

work is trained, analysis of a given input data set is nearly instantaneous, taking only

∼ O (10−4 s). In contrast, while the non-parametric Bayesian method requires no train-

ing, the MCMC iteration for an input data set is more computationally expensive, taking

∼ 50 s for N = 200 and K = 15,000. On the other hand, in the payoff for this longer com-

putation is an estimate of both the state probabilities and their associated Bell model

parameters.

The pros and cons of both machine learning algorithms can be summarized as fol-

lows:

Deep learning algorithm:

Pros:

• Straightforward and scalable: the simple neural network architecture is easy to

implement, and can be readily enlarged to handle more complex tasks if re-

quired.

• Quick results: A trained network outputs the result for one experimental data

set almost instantly.

• Works well for limited numbers of observations: the algorithm can handle small

N better than the non-parametric Bayesian approach.

• Robust against noise: errors introduced by typical thermal fluctuations have

almost no effect on the performance of this method.

Cons:

• A cutoff Mmax for the number of possible states must be specified beforehand.
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Bayesian non-parametric learning algorithm:

• Pros:

• Works well for larger numbers of observations: the algorithm outperforms deep

learning for N typical of actual experiments.

• Handles arbitrary numbers of states: in principle, all possible state configura-

tion can be explored.

• Estimation of state parameters: unlike the deep learning case, the parameters

that characterize each state can be predicted.

Cons:

• Conceptual and technical hurdles: non-parametric Bayesian inference is to date

not widely familiar to physicists and biologists. The mathematical complexity

makes it harder to modify the method, for example incorporating the handling

of noise-corrupted data.

• Computational expense: processing a single data set is significantly slower com-

pared to the deep learning algorithm.

3.8 Conclusion

In this chapter, we introduced two machine learning methods for characterizing hete-

rogeneity in single bio-molecules based on observations collected from AFM pulling ex-

periments. We focus on the state probability distribution p , which allows us to directly

quantify the degree of heterogeneity that exists in the system on the timescales of the

pulling experiment. Though we did not explore it here, the estimation of state parame-

ters is another crucial aspect, and a unique advantage of the non-parametric Bayesian

method. The performance of both methods is demonstrated by synthetic data designed
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to mimic a variety of experimental conditions. Our deep learning approach achieves

excellent results without complex network architecture or a time-consuming training

process. The more sophisticated non-parametric Bayesian approach does provide ben-

efits for larger data sets, but is slower and more challenging to modify. The next stage

is to begin testing both methods on actual experimental data, for example the data sets

identified in Ref. [15]. Beyond AFM pulling data, both of our approaches can be eas-

ily generalized to data sets from other experimental systems (e.g. optical or magnetic

tweezers). Identifying multiple, long-lived active conformations of bio-molecules is a

critical step in understanding the full scope of their biological function, and our work

provides new methods to shed light on this important problem.



113

4 Conclusions

In the first part of this thesis, we developed a theoretical approach to study the non-

equilibrium statistical mechanics of biological signaling networks. Applying our ap-

proach to a typical canonical signaling circuit, the “enzymatic push-pull loop”, we ex-

plored how the ability to transfer information through the circuit is constrained by en-

ergetic requirements. In the second part, we explored ways to analyze single-molecule

heterogeneity with machine learning methods. Two different learning algorithms (both

supervised and unsupervised) were introduced and applied to simulated AFM pulling

experimental data, and we found that they both perform well in quantifying heteroge-

neity, though each method has its own advantages and tradeoffs.

In Chapter 2, we focused on the relation between information and energetic cost in

a kinase-phosphatase push-pull loop signaling network. The information is quantified

via the mutual information (MI) between the signal input and output, while the ener-

getic cost takes the form of ATP consumption. The latter has two aspects: (i) the free

energy∆µ for an ATP hydrolysis reaction, and (ii) the number of these reactions per unit

time. With the help of the chemical Langevin approximation [7], our work shows that

achieving the level of MI measured in experimental contexts requires crossing a thresh-

old in both aspects of the cost. Optimal noise filter theory leads to a simple analytical
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relationship capturing the tradeoffs between minimum ATP consumption, MI, and the

bandwidth of the network (its ability to accurately transmit signals up to a certain max-

imum frequency). We show that a component of the yeast Hog1 signaling pathway has

potentially minimized its energetic costs, lying close to the predicted optimality line.

We rationalize this result by quantifying the evolutionary pressures that act on such sys-

tems, which can force them to optimize ATP consumption given a certain desired MI

and bandwidth.

Chapter 3 details the deep learning and non-parametric Bayesian approaches we

developed to analyze rupture time data from AFM pulling experiments. Covering a

wide range of possible bio-molecular parameters and experimental settings, the results

showed that both of our algorithms perform well in predicting the state probability dis-

tribution p , a key aspect of heterogeneous systems. Even though our work focused on

AFM experiments, our machine learning approach readily generalizes beyond the AFM

pulling context, contributing one step to the long journey to understanding biological

function at the single-molecule level.

4.1 Outlook

Many remarkable experiments over the last decade on both prokaryotic and eukary-

otic signaling pathways have found they can transmit at most ∼ 1 to 3 bits of informa-

tion [43–50]. Trying to explain why different signaling networks can only transmit this

low amount information was a crucial part of the motivation for our cell signaling work.

As shown in this thesis, this has opened up another, unexpected aspect of the prob-

lem: for particular parameter combinations a signaling system can be optimal, in the

sense that it can achieve a certain target value of mutual information, while exhibiting
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the maximum possible bandwidth with the minimal ATP consumption. Every aspect

of our theory can be directly tested, assuming the enzymatic parameters for individual

systems are carefully measured. We already have some intriguing results for the yeast

Hog1 system, but it would be valuable to revisit the experimental systems where mutual

information was directly quantified. How many of these are operating near their per-

formance limits? Can we understand the evolutionary pressures that may have brought

them there?

For our exploration of single-molecule heterogeneity, the logical next step is to be-

gin testing on actual empirical data. Even though we have tried to design biologically

plausible synthetic data sets, there are still likely lessons to be learned from tackling the

real thing. Both algorithms also have room for improvement: for the deep learning algo-

rithm, finding an effective way to incorporate state parameter prediction can make it a

even better approach; for our non-parametric Bayesian learning approach, accounting

for the effects of noise in the data analysis would be a significant enhancement.
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